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Preface

The concept of CAST as computer-aided systems theory was introduced by Franz
Pichler in the late 1980s to refer to computer theoretical and practical development as
tools for solving problems in system science. It was thought of as the third component
(the other two being CAD and CAM) required to complete the path from computer and
systems sciences to practical developments in science and engineering.

Franz Pichler, of the University of Linz, organized the first CAST workshop in April
1988, which demonstrated the acceptance of the concepts by the scientific and technical
community. Next, the University of Las Palmas de Gran Canaria joined the University
of Linz to organize the first international meeting on CAST (Las Palmas, February
1989) under the name EUROCAST 89. This proved to be a very successful gathering
of systems theorists, computer scientists, and engineers from most European countries,
North America, and Japan.

It was agreed that EUROCAST international conferences would be organized every
two years, alternating between Las Palmas de Gran Canaria and a continental European
location. From 2001 the conference has been held exclusively in Las Palmas. Thus,
successive EUROCAST meetings took place in Krems (1991), Las Palmas (1993),
Innsbruck (1995), Las Palmas (1997), Vienna (1999), Las Palmas (2001), Las Palmas
(2003), Las Palmas (2005), Las Palmas (2007), Las Palmas (2009), Las Palmas (2011)
and Las Palmas (2013), in addition to an extra-European CAST conference in Ottawa
in 1994. Selected papers from these meetings were published as Springer’s Lecture
Notes in Computer Science volumes 410, 585, 763, 1030, 1333, 1798, 2178, 2809,
3643, 4739, 5717, 6927, 6928, 8111, and 8112 and in several special issues of
Cybernetics and Systems: An International Journal. EUROCAST and CAST meetings
are definitely consolidated, as has been shown by the number and quality of the
contributions over the years.

EUROCAST 2015 took place in the Elder Museum of Science and Technology of
Las Palmas, February 8–13, and it continued with the approach tested at previous
conferences as an international computer-related conference with a true interdisci-
plinary character. There were different specialized workshops, which, on this occasion,
were devoted to the following topics:

1. Systems Theory and Applications, chaired by Pichler (Linz) and Moreno-Díaz (Las
Palmas)

2. Modelling Biological Systems, chaired by Nobile and Di Crescenzo (Salerno)
3. Intelligent Information Processing, chaired by Freire and Castro-Souto (A Coruña)
4. Theory and Applications of Metaheuristic Algorithms, chaired by Affenzeller and

Jacak (Hagenberg) and Raidl (Vienna)
5. Computer-Based Methods and Virtual Reality for Clinical and Academic Medi-

cine, chaired by Rozenblit (Tucson), Klempous (Wroclaw), and Suárez-Araujo
(Las Palmas)



6. Mobile and Autonomous Transportation Systems, chaired by González, Godoy,
and Villagrá (Madrid)

7. Signals and Systems in Electronics, chaired by Huemer (Linz), Lunglmayr
(Klagenfurt), and Jungwirth (Wels)

8. Traffic Behavior, Modelling and Optimization, chaired by Avineri (Tel Aviv), Paz
(Las Vegas), Rossetti (Porto), Rubio-Royo and Sánchez-Medina (Las Palmas)

9. Computer Vision, Sensing, Image and Medical Images Processing and Visual-
ization; Image Processing, chaired by Penedo (A Coruña) and Llorca (Madrid)

10. Model-Based System Design, Verification and Simulation, chaired by Ceska
(Brno) and Nikodem (Wroclaw)

11. Digital Signal Processing Methods and Applications, chaired by Astola (Tampere),
Moraga (Dortmund), and Stankovic (Nis)

12. Modelling and Control of Robots, chaired by Müller and Gattringer (Linz)
13. Mobile Computing Platforms and Technologies, chaired by Mayrhofer and

Holzmann (Austria)
14. Process Modelling and Simulation, chaired by Grossmann and Rinderle Ma

(Vienna)
15. Cloud and Other Computing Systems, chaired by Schwartzel (Munich)
16. Marine Sensors and Manipulators, chaired by Khatib (Stanford), Kruusmaa

(Tallinn), Silva (Porto), and Sosa (Las Palmas)

In this conference, as in previous ones, most of the credit for the success is due to
the chairs of the workshops. They and the sessions chairs, with the counseling of the
International Advisory Committee, selected from 161 initially presented papers, after
oral presentations and subsequent corrections, the 107 revised papers included in this
volume.

The event and this volume were possible thanks to the efforts of the chairs of the
workshops in the selection and organization of all the material. The editors would like
to express their acknowledgement to all contributors and participants and to the invited
speakers, Milan Ceska from Brno, Teresa de Pedro from Madrid, and Harmut Bremer
from Linz, for their readiness to collaborate. We would also like to thank the director
of the Elder Museum of Science and Technology, D. José Miranda, and the members
of the museum. Special thanks are due to the staff of Springer in Heidelberg for their
valuable support.

September 2015 Roberto Moreno-Díaz
Franz Pichler

Alexis Quesada-Arencibia
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Which State Feedback Control Laws
will not Alter the System’s Transfer Function?

Vladimír Kučera(&)
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Czech Technical University in Prague, Zikova 4, 166 36 Prague, Czech Republic
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Abstract. A parameterization of all state feedback control laws that do not alter
the system’s transfer function matrix is presented. The problem is recognized as
a special case of another problem, the model matching by state feedback. The
parameterization is thus obtained by parameterizing a qualified solution set of a
linear matrix polynomial equation.

Keywords: Linear systems � State feedback � Transfer function � Model
matching

1 Problem Formulation

Given a linear, time-invariant, differential system (A, B, C, D) described by the
equations

_xðtÞ ¼ AxðtÞþBuðtÞ; yðtÞ ¼ CxðtÞþDuðtÞ;

where x 2 Rn is the state, u 2 Rm is the input, and y 2 Rp is the output of the system.
The system gives rise to the p × m proper rational transfer function matrix

TðsÞ ¼ CðsI � AÞ�1BþD:

We seek to determine any and all state feedback control laws (F, G), with G square
and nonsingular, of the form

uðtÞ ¼ FxðtÞþGvðtÞ;

where v 2 Rm is an external input, such that the compensated closed-loop system
transfer function matrix

TF;GðsÞ :¼ ðCþDFÞðsI � A� BFÞ�1BGþDG

equals T(s).
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This is a problem of interest in systems and control theory. In applications, such a
problem arises when feedback compensation is desirable to improve system’s perfor-
mance without altering its transfer function.

The solution of the problem amounts to determining all pairs (F, G) such that
ðAþBF;BG;CþDF;DGÞ is equivalent to ðA;B;C;DÞ; that is to say,

AþBF ¼ PAP�1; BG ¼ PB; CþDF ¼ CP�1; DG ¼ D

holds for some nonsingular matrix P.
This is a difficult problem related to similarity [1] and feedback equivalence [2, 3].

To address the problem from a different point of view, the problem is recognized as a
particular case of model matching by regular state feedback in which the model transfer
function matrix equals T(s).

2 Model Matching by State Feedback

Model matching is a problem of compensating a given system so as to achieve a
specified transfer function matrix.

Given a linear, time-invariant, differential system (A, B, C, D) described by the
equations

_xðtÞ ¼ AxðtÞþBuðtÞ; yðtÞ ¼ CxðtÞþDuðtÞ;

where x 2 Rn; u 2 Rm; and y 2 Rp: The system gives rise to the p × m proper rational
transfer function matrix

TðsÞ ¼ CðsI � AÞ�1BþD:

Also given is a proper rational matrix Tm(s), the target model transfer function
matrix, of size p × r.

The problem of model matching by state feedback is to determine a control law (F,
G) of the form

uðtÞ ¼ FxðtÞþGvðtÞ;

with v 2 Rr; such that the transfer function matrix of the compensated closed-loop
system

TF;GðsÞ :¼ ðCþDFÞðsI � A� BFÞ�1BGþDG

equals Tm(s).
For our purposes, we shall restrict our attention to the case of regular state feed-

back, for which r ¼ m and G is square and nonsingular.
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Necessary and sufficient conditions for a matching feedback law to exist are well
known [4]. Let N1(s), D(s) be right coprime polynomial matrices such that

ðsI � AÞ�1B ¼ N1ðsÞD�1ðsÞ: ð1Þ

Denote

N sð Þ :¼ CN1 sð ÞþDD sð Þ; ð2Þ

so that T(s) = N(s)D−1(s) and suppose that D(s) is column reduced with column degrees
d1, d2,…, dm. Note that the polynomial matrices N(s), D(s) may not be right coprime.

Let Nm(s), Dm(s) be right coprime polynomial matrices such that

TmðsÞ ¼ NmðsÞD�1
m ðsÞ: ð3Þ

Then the exact model matching problem is solvable if and only if for some non-
singular polynomial matrix V(s) the following conditions hold

(i)

N sð Þ ¼ NmðsÞV sð Þ ð4Þ

(ii) Dm(s)V(s) is column reduced with column degrees d1, d2,…, dm.
The matching state feedback law (F,G) that corresponds to a particular matrix V(s) is

obtained by solving the polynomial equations (5, 6),

XDðsÞþ YN1ðsÞ ¼ DmðsÞVðsÞ ð5Þ

for constant matrices X, Y such that X is nonsingular and putting

F ¼ �X�1Y ; G ¼ X�1: ð6Þ

Any and all solutions to the exact model matching problem are described [6] by any
and all polynomial matrix solutions V(s) to the equation

NmðsÞVðsÞ ¼ NðsÞ

such that the matrix Dm(s)V(s) is nonsingular and column reduced with column degrees
equal to those of D(s). The solution matrices are given by

VðsÞ ¼ V0ðsÞþKðsÞLðsÞ ð7Þ

where V0(s) is a particular solution, the columns of K(s) form a minimal polynomial
basis for the kernel of Nm(s), and L(s) is an arbitrary polynomial matrix.
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3 Parameterization of State Feedback Control Laws

The problem under consideration, namely the determination of all feedback control
laws that will not alter the system’s transfer function matrix, is clearly a particular case
of model matching via regular state feedback with the target model transfer function
matrix Tm(s) equal to T(s).

Clearly, then, the conditions (i) and (ii) are satisfied. In fact, a particular solution
V0(s) of (4) is provided by a greatest common right divisor of N(s) and D(s). Such a
solution will result in the trivial feedback control law F = 0, G = I. The set of all
solutions V(s) parameterized in (7) is then used to parameterize all feedback pairs (F,
G) that do not alter T(s).

It is also of interest to solve the model matching problem with the further constraint
that the resulting system be stable. Under the proviso that (A, B, C, D) is a stabilizable
system and the poles of T(s) are all in the domain Res\0; the matching state feedback
law (F, G) that corresponds to a solution matrix V(s) will stabilize the closed-loop
compensated system [6] if and only if det V(s) is a Hurwitz polynomial, i.e. all of its
roots lie within Res\0:

The stability result may be useful when solving a stable exact model matching
problem. Once a match has been found, for example by constructing a cascade com-
pensator, then the system can be stabilized by state feedback without affecting the match.

4 Example

Consider a simple illustrative example.
Given a system ðA;B;C;DÞ described by

A ¼ 1 0

0 �1

� �
; B ¼ 0 1 0

0 0 1

� �
;

C ¼ 0 0

0 1

� �
; D ¼ 1 0 0

0 1 0

� �
;

which gives rise to the transfer function matrix

TðsÞ ¼ 1 0 0
0 1 1

sþ 1

� �
:

We wish to determine in parametric form all state control feedback laws (F, G) with
G nonsingular that will not change T(s).

We have the input-to-state transfer function matrix

ðsI � AÞ�1B ¼ 0 1
s�1 0

0 0 1
sþ 1

� �

and calculate the right coprime factors in (1) to be

6 V. Kučera



N1ðsÞ ¼ 0 1 0
0 0 1

� �
; DðsÞ ¼

1 0 0
0 s� 1 0
0 0 sþ 1

2
4

3
5:

We obtain the numerator matrix (2) as

NðsÞ ¼ 1 0 0
0 s� 1 1

� �
:

We further determine a right coprime factorization (3) for Tm(s): = T(s) to be

NmðsÞ ¼ 1 0 0
0 1 1

� �
; DmðsÞ ¼

1 0 0
0 1 0
0 0 sþ 1

2
4

3
5:

The polynomial matrix Eq. (4) admits a particular solution

V0ðsÞ ¼
1 0 0
0 s� 1 0
0 0 1

2
4

3
5:

As a minimal polynomial basis for the kernel of Nm(s) is

K ¼
0
1
�1

2
4

3
5;

all solutions (7) to Eq. (4) are of the form

VðsÞ ¼ V0ðsÞþ
0

1

�1

2
64

3
75 aðsÞ bðsÞ cðsÞ½ � ¼

1 0 0

aðsÞ s� 1þ bðsÞ cðsÞ
�aðsÞ �bðsÞ 1� cðsÞ

2
64

3
75 ;

where aðsÞ; bðsÞ; and cðsÞ are polynomial parameters. Calculate

detVðsÞ ¼ ð1� cðsÞÞðs� 1Þþ bðsÞ ð8Þ

to see that V(s) will be nonsingular if and only if (8) is a nonzero polynomial.
Now

DmðsÞVðsÞ ¼
1 0 0

aðsÞ s� 1þ bðsÞ cðsÞ
�aðsÞðsþ 1Þ �bðsÞðsþ 1Þ ð1� cðsÞÞðsþ 1Þ

2
4

3
5

Which State Feedback Control Laws will not Alter 7



will have column degrees equal to those of D(s), namely 0, 1, 1, if and only if aðsÞ ¼ 0;
bðsÞ is an arbitrary constant, and 1� cðsÞ is a nonzero constant. Note that the resulting
matrix

DmðsÞVðsÞ ¼
1 0 0
0 s� 1þ b c
0 �bðsþ 1Þ ð1� cÞðsþ 1Þ

2
4

3
5

is column reduced. Solving (5) for constant matrices X and Y such that X is nonsingular,
one obtains

X ¼
1 0 0
0 1 0
0 �b 1� c

2
4

3
5; Y ¼

0 0
b c

�2b 0

2
4

3
5:

Then any and all feedback gains that do not alter T(s) are given by (6) as

F ¼
0 0
�b �c

�bb�2
1�c � bc

1�c

2
4

3
5; G ¼

1 0 0
0 1 0
0 b

1�c
1

1�c

2
4

3
5:

In case we wish to impose the constraint of stability on the compensated system, we
note from (8) that

detVðsÞ ¼ ð1� cÞsþðbþ c� 1Þ

will be Hurwitz if and only if

ð1� cÞðbþ c� 1Þ[ 0:

The compensated closed-loop system will have the eigenvalues �1 and �bþ c�1
1�c :

5 Conclusions

We have parameterized all state feedback control laws that do not alter the system’s
transfer function matrix by means of parameterizing all solutions of a particular model
matching problem. Within this class of control laws, we have identified all stabilizing
control laws.

It is clear from (1) that the polynomial matrix D(s) represents the controllable
dynamics of the given system and it follows from Eq. (5) that the polynomial matrix
Dm(s)V(s) represents the controllable dynamics of the compensated system. The matrix
Dm(s) captures the controllable-and-observable dynamics and V(s) describes the
controllable-but-unobservable dynamics. While Dm(s) is fixed for all feedback control
laws that do not alter T(s), the matrix V(s) describes the degrees of freedom in the
compensated system that are cancelled when forming T(s). That is why V(s) plays the
key role in the parameterization result and in the ability and/or inability to achieve
stable compensated systems.

8 V. Kučera
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Abstract. Nowadays stream ciphers are the fastest among the encryp-
tion procedures, thus they are performed in many practical applications.
Irregularly decimated generators are very simple sequence generators
to be used as keystream generators in stream ciphers. In this paper, a
linearisation method for the self-shrinking generator has been developed.
The proposal defines linear structures based on cellular automata (rules
102 or 60) able to generate the self-shrunken sequence. The obtained cel-
lular automata are simple, easy to be implemented and can be extended
to other sequence generators in a range of cryptographic interest.

Keywords: Self-shrinking generator · Self-shrunken sequence · Cellular
automata · Rule 102 · Rule 60 · Stream cipher · Cryptography

1 Introduction

Symmetric key ciphers are usually split into two large classes: stream and block
ciphers depending on whether the encryption function is applied either to each
individual bit or to a block of bits, respectively.

At the present moment, stream ciphers are the fastest among the encryption
procedures so they are implemented in many technological applications e.g. the
encryption algorithm RC4 [1] used in Wired Equivalent Privacy (WEP) as a
part of the IEEE 802.11 standards, the encryption function E0 in Bluetooth
specifications [2] or the recent proposals HC-128 or Rabbit from the eSTREAM
Project [3] that are included in the latest release versions of CyaSSL [4] (open
source implementation of the SSL/TLS protocol). In fact, from a short secret key
(known only by the two interested parties) and a public algorithm (the sequence
generator), stream cipher procedures consist in generating a long sequence, the
so-called keystream sequence, of seemingly random bits. For encryption, the
sender performs the bit-wise XOR operation among the bits of the plaintext and
the keystream sequence. The result is the ciphertext to be sent to the receiver. For
decryption, the receiver generates the same keystream, performs the same bit-
wise XOR operation between the received ciphertext and the keystream sequence
and recovers the original plaintext.
c© Springer International Publishing Switzerland 2015
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 10–17, 2015.
DOI: 10.1007/978-3-319-27340-2 2
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Most keystream generators are based on maximal-length Linear Feedback
Shift Registers (LFSRs) [5], that is linear structures characterized by their length
(the number of memory cells), their characteristic polynomial (the feedback func-
tion) and their initial state (the seed or key of the cryptosystem). Their out-
put sequences, the so-called PN-sequences, are combined in a nonlinear way to
break their inherent linearity as well as to produce new pseudorandom sequences
of cryptographic application. Combinational generators, nonlinear filters, clock-
controlled generators, LFSRs with dynamic feedback or irregularly decimated
generators are just some of the most popular keystream sequence generators
found in the literature [6,7].

Irregularly decimated generators produce good cryptographic sequences [8]
characterized by long periods, good self-correlation, excellent run distribution,
balancedness, simplicity of implementation, etc. The underlying idea of this kind
of generators is the irregular decimation of a PN-sequence according to the bits of
another one. The result of this decimation is a binary sequence that will be used
as keystream sequence in the cryptographic procedure. A well known design
in the class of irregularly decimated generators is the self-shrinking generator
proposed by Meier and Staffelbach [9] that includes only one LFSR. A natural
extension of this sequence generator is the generalized self-shrinking generator
[10] that generates a whole family of cryptographic sequences.

It is a well known fact that some one-dimensional linear cellular automata [11]
generate exactly the same PN-sequences as those generated by LFSRs. There-
fore, a cellular automata can be considered as an alternative generator to the
maximum length LFSRs [12]. Moreover, some keystream generators can be mod-
eled in terms of linear cellular automata. In [13], the authors modeled the self-
shrinking generator by using rules 150 and 90. In this work, we model the same
generator by using rules 102 and 60. A comparison between both modelings is
also provided.

The main contribution of this work is to define one-dimensional linear CA
able to generate the self-shrunken sequence. The generation of such a sequence
from a linear model simplifies the cryptanalysis of the self-shrinking generator.

2 Fundamentals and Basic Notation

First of all, different features and properties of the two basic structures (self-
shrinking generator and linear binary CA) considered in this paper are intro-
duced.

2.1 The Self-shrinking Generator

The self-shrinking generator was designed by Meier and Staffelbach [9] for
potential use in stream cipher applications. This generator consists of a maximal-
length Linear Feedback Shift Register (LFSR) [5] of L stages whose output
sequence the PN-sequence {ai} is self-decimated giving rise to the self-shrunken
sequence {sj} or output sequence of the self-shrinking generator. This sequence



12 S.D. Cardell and A. Fúster-Sabater

generator is attractive by its simplicity and easy implementation as it involves
a unique LFSR. The decimation rule is very simple; let (a2i, a2i+1), with i =
0, 1, 2, . . ., be pairs of consecutive bits of the PN-sequence, then the self-shrunken
sequence {sj} is given by:{

if a2i = 1 then sj = a2i+1

if a2i = 0 then a2i+1 is discarded

The key of this generator is the initial state of the LFSR. Period, linear
complexity and statistical properties of the self-shrunken sequence [9] are very
adequate for their application in stream cipher. In brief, the self-shrinking gener-
ator is a simplified version of the shrinking generator, suggested by Coppersmith
et al. [14], which satisfies the same decimation rule but includes two maximal-
length LFSRs.

2.2 Cellular Automata

A one-dimensional Cellular Automata (CA) is a device composed by memory
cells whose content (binary in this work) is updated according to a state transi-
tion rule that determines the new state of each cell in terms of the current state
of the cell and the states of the cells in its neighbourhood [11]. In fact, the value
of the cell in position i at time τ + 1, notated xτ+1

i , depends on the value of the
k neighbour cells at time τ .

The cellular automata considered in this work are linear (only XOR opera-
tions are used), regular (every cell follows the same rule) and null (cells with
null content are adjacent to extreme cells). In this work, our attention is focused
on one-dimensional linear CA with binary contents whose time evolution is deter-
mined by two simple linear transition rules: rule 102 and rule 60.

Rule 102: xτ+1
i = xτ

i + xτ
i+1

111 110 101 100 011 010 001 000
0 1 1 0 0 1 1 0

Rule 60: xτ+1
i = xτ

i−1 + xτ
i

111 110 101 100 011 010 001 000
0 0 1 1 1 1 0 0

Recall that both rules are linear and that just involve the addition of two bits.
The numbers 01100110 and 00111100 are the binary representations of 102 and
60, respectively. That is the reason why they are called rule 102 and rule 60.

In Fig. 1, we can see these rules using the notation introduced by S. Wolfram
[15], where 1 is represented by a black square and 0 is represented by a white
square.
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Rule 102

0 1 1 0 0 1 1 0

Rule 60

0 0 1 1 1 1 0 0

Fig. 1. Rules 102 and 60 depicted in Wolfram’s notation

3 The Self-shrinking Generator in Terms of Linear CA

In this section, we propose a family of uniform, null, linear CA that generate
the self-shrunken sequence. The following facts characterize the linearisation of
the shrunken sequence in terms of CA with rules 102 or 60.

Fact 1. Given a positive integer t, the polynomial pt(x) is defined pt(x) = (1+x)t

where pt(x) = (1 + x) pt−1(x).
Fact 2. The characteristic polynomial of the shrunken sequence generated by a

maximal-length LFSR of length L is [16]:

pn(x) = (1 + x)n, 2L−2 < n ≤ 2L−1 − (L − 2).

Fact 3. If the characteristic polynomial of a binary sequence {si} is pn(x), then
the characteristic polynomial of the sequence {ui} = {si + si+1} is pn−1(x).

Fact 4. According to the previous fact, if the first column of a linear CA with
rule 102 and length n is the shrunken sequence, then the successive columns
of CA will be sequences with characteristic polynomials pn−1(x), pn−2(x),
. . . , p2(x), p1(x), respectively, where p1(x) corresponds to the identically 1
sequence.

Fact 5. A uniform, null, linear CA of length n whose first column is the shrunken
sequence defined in fact 2 will generate:

• n − 2L−2 sequences of period 2L−1,
• 2i−1 sequences of period 2i, for 1 ≤ i ≤ L − 2,
• one sequence of period 1 (the identically 1 sequence).

It is worth noticing that the previous facts also hold for uniform, null, linear
CA with rule 60. In this case, the CA provides the same sequences but they are
obtained in reverse order. The previous results are illustrated in the following
example.

Example 1. Given an LFSR with characteristic polynomial p(x) = 1+x3+x4 and
initial state 1001, the self-shrunken sequence obtained is 01001011, with period
23. The characteristic polynomial of this sequence is p5(x) = (1+x)5. In Table 1,
a one-dimensional, uniform, null, linear CA with rule 102 and length 5 is given.
Starting at initial state 01011, this CA generates the self-shrunken sequence, in
bold, at the first column. It is easy to check that the characteristic polynomials
of the remaining sequences are p4(x), p3(x), p2(x) and p1(x), respectively.

If we consider the same CA of length 5 with rule 60 starting at the symmetric
initial state 11010, then the output sequences are the same but they appear in
reverse order. See Table 2.
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Table 1. 102 CA generating the self-shrunken in Example 1

102 102 102 102 102

0 1 0 1 1

1 1 1 0 1

0 0 1 1 1

0 1 0 0 1

1 1 0 1 1

0 1 1 0 1

1 0 1 1 1

1 1 0 0 1

Table 2. 60 CA generating the self-shrunken in Example 1

60 60 60 60 60

1 1 0 1 0

1 0 1 1 1

1 1 1 0 0

1 0 0 1 0

1 1 0 1 1

1 0 1 1 0

1 1 1 0 1

1 0 0 1 1

4 90/150 CA Versus 102/60 CA

Now, we compare the linearisation of the self-shrunken sequence in terms of
102/60 CA with that of [13] carried out in terms of 90/150 CA. In [13], the
authors proposed CA based on rules 90/150 that generate the self-shrunken
sequence. In fact, the rules 90 and 150 can be defined as follows:

Rule 90: xτ+1
i = xτ

i−1 + xτ
i+1

111 110 101 100 011 010 001 000
0 1 0 1 1 0 1 0

Rule 150: xτ+1
i = xτ

i−1 + xτ
i + xτ

i+1

111 110 101 100 011 010 001 000
1 0 0 1 0 1 1 0

As before, the numbers 01011010 and 10010110 are the binary representations
of 90 and 150, respectively.
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90/150 CA generating the self-shrunken sequence had a defined structure:
rule 90 in extreme cells and rule 150 in the intermediate cells. The length of
this CA equals the period of the self-shrunken sequence, 2L−1. In Table 3, the
same self-shrunken sequence as that of Example 1, in bold at the first column,
is generated by means of these rules. See references [17,18] for a more detailed
description.

Table 3. 90/150 CA generating the self-shrunken in Example 1

90 150 150 150 150 150 150 90

0 1 1 1 0 0 0 1

1 0 1 0 1 0 1 0

0 0 1 0 1 0 1 1

0 1 1 0 1 0 0 1

1 0 0 0 1 1 1 0

0 1 0 1 0 1 0 1

1 1 0 1 0 1 0 0

1 0 0 1 0 1 1 0

In this work, 102/60 CA generating the self-shrunken sequence have a well
defined structure too. At the last column the sequence of 1s appears. Besides,
there is always a sequence of period 2 (0101 . . . or 1010 . . .). Next, there are 2
sequences of period 4, 4 sequences of period 8 and so on, until we find 2L−3

sequences with period 2L−2. The remaining sequences (the length of the CA
minus 2L−2) have period 2L−1, including the self-shrunken sequence.

On the other hand, we know that the linear complexity n of the self-shrunken
sequence satisfies 2L−2 < n ≤ 2L−1 − (L − 2). Hence the length of these CA, n,
is less than 2L−1, the length of the CA proposed in [13]. For example, in order
to model the self-shrunken sequence in Example 1, we need CA of length 5 (see
Tables 1 and 2). If we use the CA proposed in [13], then we need CA of length 8.
This difference is more remarkable as far as the length L of the maximal-length
LFSR increases.

5 Application of the CA to the Self-shrinking Generators
Cryptanalysis

Assume that n is the linear complexity of the self-shrunken sequence. Given 2n
intercepted bits, it is possible to recover the characteristic polynomial of the
maximal-length LFSR that generates the sequence by means of the Berlekamp-
Massey algorithm [19].
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In our case, we know that there exist CA that generate the self-shunken
sequence as well as that the last sequence for rule 102 is the identically 1 sequence
(the first sequence for rule 60 is the identically 1 sequence). Therefore, it is
enough to know n − 1 bits of the self-shrunken sequence to recover the initial
state of the CA and thus, to recover the whole sequence. Notice that this amount
is half the needed bits to apply the Berlekamp-Massey algorithm so that the
required amount of intercepted bits is reduced by a factor 2.

In Example 1, the self-shrunken sequence had period 8 and linear complexity
5. In Table 4, we can see that intercepting 4 bits of the self-shrunken sequence,
we can determine the initial state of the CA and, consequently, the whole self-
shrunken sequence.

Table 4. Necessary bits to recover the initial state

102 102 102 102 102

0 1 0 1 1

1 1 1 1

0 0 1

0 1

1

1

1

1

6 Conclusions

In this work, it is shown that the sequences generated by self-shrinking gener-
ators are output sequences of one-dimensional, linear, regular and null cellular
automata based on rules 102 and 60. In fact, the linearisation procedure to con-
vert a given self-shrinking generator into the linear cellular model here proposed
is quite immediate. It must be noticed that, although the self-shrunken sequences
come from PN-sequences irregularly decimated, in practice they can be modeled
by means of linear structures. This fact establishes a subtle link between irreg-
ular decimation and linearity that as it is shown can be conveniently exploited
in cryptanalysis.

A natural extension of this work is the generalization of this procedure to
many other cryptographic sequences: (a) The sequences generated by the shrink-
ing generator and the generalized self-shrinking generator as more simple exam-
ples of decimation-based keystream generators. (b) The so-called interleaved
sequences, as they present very similar structural properties to those of the
sequences obtained from irregular decimation generators.
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Abstract. First the paper characterizes the current situation in the field of
building of information systems (IS). It discusses amodel based on systems theory
which describes some possibilities in diversification of risk in developing of IS. To
minimize risk in the process of building information systems it is recommended to
use components produced by worldly recognized manufacturers of the highest
quality. The main subject of investigation by the present model is to quantify risk
and to find the minimum. Finally, the paper mentions the direction for further
research of the model described by use of correlations and covariances.

Keywords: Model of diversification in information system � Building
of information systems � Minimization of risk

1 Introduction

Information systems appear as critical components in every business and organization,
and managers have a fundamental role in the initiation, design and implementation of a
new information system. The main goal is to ensure organizational efficiency, effec-
tiveness and profitability. The considered model helps managers to decide how to
improve abilities of their information systems. The correct selection of information
technology in wide sense plays a key role in modern business information systems. On
the other hand human knowledge is based on historical experience. The year 2015 marks
the 350th anniversary of the introduction of Philosophical Transactions - the world’s
first journal dedicated to science. Philosophical Transactions originated the concepts of
scientific priority and peer review which, together with archiving and dissemination,
provide the model for over 40,000 scientific and technical journals today.

2 Current Situation in Building of Information Systems

At first, we describe the basis of model building. In the real world there are objective laws
of physics, for example. Hook’s law. The law is named after 17th century British
physicist Robert Hooke. He first stated the law in 1660 as a Latin anagram ceiiinosssttuv
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[1]. In the first phase the law verbalized later expressed mathematically in vector form.
The generalized form is used using tensor notation. The existence of this law is reflected
e.g. to ISO standards describing screws or other fasteners. From the common sense we
can say, that the chain is only as strong as its weakest link. This we can consider as an
extension of Hook’s law. On the other hand, standards dealing with e.g. in the field of
information systems security otherwise known as the Information Security Management
System (ISMS) family of standards (ISO/IEC 27000 family) [2] are more subjective.
They started from common sense and led to so called best practices in field of information
systems security. From common sense about chain properties we can derive so called
information security chain model, see Finne [3]. Finne created ownmodel as a chain with
12 modules and 80 submodules (lines). He defined his model as a conceptual only. One
element of information systems are also people therefore we can also find such analogies
systems as in Fig. 1 where the chain model is presented in more visible form. The forces
Fmax are limits before breakage of weakest link. This value is exceeding of values from
Hook’s law.More subjective are models based at the law. In Czech Republic for example
the Act no. 181/2014 Coll. on the Cyber Security and on the Amendments of the Related
Acts (Cyber Security Law) has been published in the Collection of Laws on August 29,
2014.
It was effective as of January 1, 2015. The model described by these documents are
more subjective and react at political requirements. In the paper presented mathematical
model is designed in the best possible way. The presented mathematical model is better
one than none.

3 Proposed Model in Building of Information Systems

When we compare two models, i.e. first traditional model of diversification of
investments where this model shows to investors how to combine securities to mini-
mize risk, versus model of diversification of building of information systems, we can
say that both models are similar. Many authors consider the desirability of diversifi-
cation. For example Daniel Bernoulli (1738) in his well-known article about the
St. Petersburg Paradox, argues by example that risk averse investors will want to
diversify: “… it is advisable to divide goods which are exposed to some small danger

Fig. 1. Visualization of chain model with forces Fmax (Source: own processing)
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into several portions rather than to risk them all together.” The following Shakespeare’s
quote is yet an earlier. In The Merchant of Venice, Act I, Scene I, William Shakespeare
has Antonio say:

“…I thank my fortune for it,
My ventures are not in one bottom trusted,
Nor to one place; nor is my whole estate
Upon the fortune of this present year…”

Although this turns out to be a mistaken security in the Shakespeare’s comedy,
Antonio rests easy at the beginning of the play because he is diversified across ships,
places and time.

The fundamental problem of traditional model of diversification investment lies in
the fact that for the estimation of future data we use data from the past (it certainly can
work, but it does not have to). That was why, in the history of investment theory to
many attempts to alleviate this deficiency - e.g. by help of newer theories of risk
diversification for example the so called post-modern portfolio theory [4], etc.
Markowitz [4] created his model on the basis of historical monitoring data specific
securities and therefore interpret real data. The compilation of the portfolio consists of
two parts. First, you need to get the data (and the various observations) and use them to
express expectations of future developments, and consequently it is necessary to select
a suitable portfolio. Markowitz theory deals only with the selection of the portfolio and
anticipates that expectations obtained in the first step are correct and can be taken as a
given value.

Markowitz model is based on several assumptions:

• Investor has frontloaded a certain amount of capital,
• a predetermined time period in which the investment is made (considering one

period model)
• passive investment strategy (i.e. during a specified period, the structure of the

portfolio unchanged)
• the investor pursues two objectives - maximizing the (expected) return and mini-

mize portfolio risk.

If an investor followed only expected revenues and tried to maximize this model
would not lead to diversification, because the investor would always invested all the
funds into assets with the highest expected return. Similarly, if the investor is trying
simply to minimize risk by investing any funds to assets with the lowest risk.

While watching both goals (maximizing revenues and minimizing risk) has been
mostly a portfolio diversification. For the calculations, it is important the last of
assumptions:

rp ! max rp ! min

where rp is the asset return and σp is the risk of changes in the profitability of the asset
return.
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These two objectives are contradictory to one solution and it is necessary to express
the investor’s attitude to risk. This problem can be formulated in various ways.

The basic idea of the Markowitz’s model lay in the fact that by help of the central
limit theorem it can be proved (the proof is trivial and general) that risk can be
minimized when we invest into securities. Markowitz defined a number of risks,
unfortunately some of these risks cannot be minimized. The model best minimizes the
risk if the purchased securities are independent, it means that their coefficient covari-
ance, correlation is zero. This fact is known at the time of purchase of securities and the
entire history of the data we have on the stock market, but may not apply in the future.
Securities will become addicted possibly longer time after the purchase. The reasons
are numerous, for example companies go through fusion, some sectors suffer crisis, a
perfect substitute of key product of the company emerges, the crisis of the entire
economy etc. There are plenty of possible events and adverse scenarios. On the other
hand the proposed model was created by analogy from the Markowitz’s model.

The proposed model is focused on future investments in the area of building of
information systems generally and on future investments in the area of information
systems security specifically. Historical data are usually mostly known (in many cases
there are time series longer than ten years, which is often in the field of information
technologies close to eternity due the rapid development of these technologies.) The
Markowitz’s model was focused at only one risk - future income of purchased secu-
rities and the only one functionality - profit from the transactions. In proposed model,
we have essentially infinite number of risks fortunately with different importance, so
that a wide range of minor risks can be neglected.

Consider N risky assets with random return vector Ri+1 and a risk-free asset with
known return Ri. Define the excess returns ri+1 = Ri+1 − Ri and denote their conditional
means (or risk premium) and covariance matrix by μi and

P
i respectively. Assume, for

now, that the excess returns are i. i. d. with constant moments.
Suppose our investor can only allocate wealth to the N risky security measures to

improve security of his information system. Of course each proposed measure
improves security of his information system in different way with different investments.
In the absence of a risk-free asset, the mean–variance problem is to choose the vector of
portfolio weights x, which represent the investor’s relative allocations of wealth to each
of the N risky measures, to minimize the variance of the resulting portfolio return
Rp, i+1 = x’Ri+1 for a predetermined target expected return of the portfolio Ri + μ.

Consider a project of building an IS with n different assets where asset number
i will give the return Ri. Let µi and σi

2 be the corresponding mean and variance and let
σi,j be the covariance between Ri and Rj. Suppose the relative weighting coefficients of
the value of the portfolio invested in asset i is xi. If R is the return of the whole project
then proposed model is described by next equations (Table 1 and Fig. 2).

l ¼ E R½ � ¼
Xn

i¼1

lixi

r2 ¼ Var R½ � ¼
Xn

i¼1

Xn

j¼1

ri;jxixj
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Xn

i¼1

xi ¼ 1

xi � 0; i ¼ 1; 2; . . . n

From a simple view is seen that the selected investments are in their development to
a large extent contradictory. This means that when one decreases, the second growing.
To demonstrate the proposed model, this contradiction is necessary. If we examine the
values obtained as shown in Table 2, we find that the correlation between examined
investments is −0.67 which indicates a strong negative relationship. An important fact

Table 1. Example for investments to two security measures (Source: own computation)

Investment into security measure A B

Started price 1.00 1.00
1. month 1.05 1.16
2. month 1.08 1.12
3. month 1.04 1.08
4. month 1.09 1.00
5. month 1.01 1.06
6. month 1.11 1.00
7. month 1.00 1.16
8. month 1.10 0.90
The ratio of investments 0.50 0.50

Fig. 2. Investments into security measures (Source: own computation)
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is that both generate the same income investments. Proceeds individual investments as
well as the portfolio is therefore the same. This is of course in reality difficult to reach,
but here for illustration appropriate. The risk of individual investments to security
measures are 3.87 and 8.43 (measured by standard deviation). At any given repre-
sentation as shown in Table 2, we achieved risk 5.09, which is better than the average
of individual risk 6.15 (at the same rate of return of the portfolio).

The proposed model allows two possible risky solutions select risk with less cor-
relation to the whole system. Any other solution is less optimal. In the model we
consider e.g. the risk of information system performance, safety (for example - time to
repair security holes, frequency and severity of errors in the past (does not apply in the
future)), price risk - whether the so-called freeware or closed software total cost of
ownership (TCO) and return on investment (ROI). In the model, the partial risks
modified used weights. The weighting coefficients mentioned above, we find by Saaty’s
method using the weights of criteria. The importance of the characteristics or sub-
characteristics of quality defined by the ISO 9126 standard depends on a certain IS in
proposed model. We wrote that Finne created own model as a chain with 12 modules
and 80 submodules (lines). This describes complexity of the observed domain. On the
other hand Thomas [6] writes that in a portfolio the unique risk normally diminishes
strongly with the first 15–20 stocks included.

Then, the model is described in more details here [7]. In terms of risk diversification
model very nicely often comes the so-called Open Source Software (OSS) because it
reduces their risk through diversification. If you buy one mighty powerful but closed
information system, the risk is not diversified at all. TCO and ROI of the past may be
optimal, but in the future may discover new requirements that the system will not be
able to meet (and it need not meet it even in distant future or only in the new version,
the purchase of substantially worsen TCO and ROI). When I need to change one
particular procedure - for closed software it is impossible. On the other hand, in the
OSS it is possible. In other example the supplier goes bankrupt or will be imposed an
embargo on the export of this product in certain countries where we export our
products assembled like. There are other future risks. In both the above cases, the
choice of OSS and this way of risk diversification is beneficial. In good example to use
instead of a whole range of complex software less complex or in the limiting case of

Table 2. Indikators of risk and portfolio performance (Source: own computation)

Covariance −21.75
Portfolio risks 5.09
Risk A 3.87
Risk B 8.43
(Risk A + Risk B)/2 6.15
Correlation −0.67
Average return 0.06
Return A 6.0 %
Return B 6.0 %
Total return 6.0 %

Systems Theory and Model of Diversification 23



single purpose, which data among themselves gradually transmit and receive at the
output IS exactly what data we need. In this case if the above mentioned risks, the
candidate method for risk diversification software development minimizes these risks.
If there are new requirements to run the IS, it is just added to a dedicated software or we
write new software that complements the functionality needed.

4 Conclusion

The proposed model helps decrease general risks in field of building of information
systems generally and in field of information systems specifically. The model is based
on diversification of risks in this problem domain by means of diversification of objects
and subjects in built information systems. The model allows two possible risky solu-
tions to select risk with less correlation to the whole system. Any other solution is less
optimal. In further studies weighting coefficients and values of correlations and
covariances will be searched which can better describe the model.
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Abstract. Control of nonlinear systems with input constraints is an
interesting topic of control theory that must be solve adequately because
of the presence of constraints in almost each real system. There are
many authors and several techniques trying to solve this problem (anti-
windup structures, positive invariant sets, variable structure systems,
global, semi-global and local stabilization of systems with constraints,
optimization problems solved by linear matrix inequalities).

This paper shows a different approach that originates in the time
optimal control and is improved by decreasing the sensitivity to uncer-
tain model parameters that is balanced by sub-optimality. The design of
constrained controller is carried out on the triple integrator system and
this is later applied to the nonlinear three-tank hydraulic system after
its exact linearization.

Keywords: Input constraints · Time sub-optimal control · Nonlinear
systems · Exact linearization · Computer algebra system

1 Introduction

The optimal control belongs to the basic study field of the control engineering.
Its serious development started in 50-ties of the previous century and in 60-ties it
was further worked out by many famous scientists (see [1] and references therein).
The aim of the optimal control is to minimize or maximize given criteria under
existing constraints. For instance, the time optimal control minimizes the time
necessary to reach a desired state when the control value or the states values are
limited. Using Pontryagin’s Maximum Principle [8] many optimality problems
have been theoretically solved. The disadvantage of the optimal control is given
by its high sensitivity to model uncertainties, parametric variations, disturbances
and noise always presented in real systems. This was also the reason why later
the optimal control has been suppressed by pole assignment control.

The idea of the pole assignment control consists in the introduction of a
desired dynamics into control circuits. The choice of poles can slow responses
and so the sensitivity can be decreased to the level acceptable also in real systems.
The problem of the pole assignment control in real applications is determined
c© Springer International Publishing Switzerland 2015
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 25–32, 2015.
DOI: 10.1007/978-3-319-27340-2 4
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by the linear character of this method that has been not designed to respect
nonlinear elements in a control circuit such as constraints of inputs or states.
In order to keep the stability and quality of control the resulting responses are
often over-damped.

There exist several methods that are able to cope with input and state con-
straints. A practical solution is to extend the linear control circuit by an anti-
windup structure that will keep the circuit in desired states. Another possibility
is to construct positive invariant sets where the states and control are within
the specified interval [4]. Also variable structure systems represent the method
that is able to respect constraints. Other methods solve global, semi-global and
local stabilization of systems with constraints and many optimization problems
can be solved by linear matrix inequalities [2,5].

This paper combines the qualities of the time optimal control with the
decreased sensitivity of the “slow” pole assignment control that results in the
design of a time sub-optimal controller that is fast enough but it respects given
constraints. Similar design methods have been developed for lower order sys-
tems in [6]. In [9] the sub-optimal controller has been applied to the triple inte-
grator and in [3] a simplified version of it has been applied to the simulated
hydraulic system. The main contribution of this paper consists in application of
the previously designed sub-optimal controller to the real system that shows the
sophisticated theory can be successfully applied in practice.

The paper is organized in six chapters. After introduction the problem is
stated in the second chapter. The third chapter offers analysis in the phase
space after applying nonlinear decomposition. The fourth chapter shows possible
explicit solutions for the time sub-optimal control algorithm. Its application to
the three-level hydraulic system can be found in the fifth chapter and the paper
is finished by short conclusions.

2 Problem Statement

Consider a linear system of the third order representing the triple integrator

ẋ = Ax + bu

y = ctx (1)

where

A =

⎛
⎝0 1 0

0 0 1
0 0 0

⎞
⎠, b =

⎛
⎝0

0
1

⎞
⎠, ct = (1 0 0) (2)

Further take into account that the control signal u is constrained

U1 ≤ u ≤ U2 (3)

Then the aim is to design such a time sub-optimal controller that will bring the
system from an initial state x = (x y z)t to the desired state xw in the minimum
time tmin under an additional condition that limits the changes between two
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opposite values U1, U2 of the control signal u (3). It is required that these
changes will correspond to an exponential behavior that could be expressed
by the exponential decrease of the distance between the current state x and a
corresponding part of a switching plane in the phase space. If the distance will
be expressed by a scalar function ρi : R3 → R, the condition of the exponential
decrease can be mathematically formulated by the differential equation

dρi

dt
= αiρi, αi ∈ R−, i = 1, 2, 3 (4)

From this equation the value of the time sub-optimal controller can be calculated.
To simplify the problem it is possible to set the desired state xw to be equal
to the origin of the phase space due to a suitable coordinate transformation.
Further simplifications will be necessary in order to derive an explicit solution
for the control value.

After evaluating the sub-optimal controller for the triple integrator it is our
goal to apply it for the real hydraulic system. In order to use the control law
originally derived for the linear system (triple integrator) a linearization tech-
nique must be applied first. This will influence also control limits U1, U2 that
should be transformed. Exact linearization method uses Lie algebra formalism
to convert a nonlinear system to a linear one [7].

3 Nonlinear Decomposition

The design of the time-suboptimal control is based on a nonlinear dynamics
decomposition [3]. This is done in the phase space and it enables to express the
state of the system x as a sum of subsystem states xi, i = 1, ..., n

x =
n∑

i=1

xi(qi, ti), xi(qi, ti) = e−Ativiqi +
∫ −ti

0

eAτbdτqi (5)

where A is the system matrix corresponding to the triple integrator (2), b is
the input vector (2), vi = (1/αn

i , ..., 1/αi)
t represent eigenvectors (with different

eigenvalues αi), Uj , j = 1, 2 are control limits (3), qi and ti are parameters of
the decomposition that have to be solved from this system of nonlinear algebraic
equations under following conditions

if qi ∈
[
U1 − ∑i−1

k=1 qk, U2 − ∑i−1
k=1 qk

]
then ti = 0

else qi = Uj − ∑i−1
k=1 qk and 0 < ti ≤ ti−1

(6)

for i = 1, . . . , n , j = 1, 2, t0 = ∞. Then the control law can be computed as

u =
n∑

i=1

qi (7)

The nonlinear decomposition (5) fulfills the aim of the control expressed by the
condition (4) when the current state vector is decomposed to the individual
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subsystem state vectors and each of them is either time optimally controlled by
one of the limit values of qi or it decreases the distance ρi from the phase space
origin.

In the case of the triple integrator it is valid n = 3. Suppose we have three
different eigenvalues with ordering α3 < α2 < α1 < 0. After substitution of (2)
into (5) one gets the system of three algebraic equations (8) that is necessary to
be solved under the condition (6) in order to evaluate the parameters q1, q2 and
q3 that according to (7) determine the resulting control law u.

x =

⎛
⎜⎜⎜⎝

∑3
i=1

(
qi

(
1

α3
i

− ti
α2

i
+ 1

2
t2i
αi

)
− 1

6qit
3
i

)
∑3

i=1

(
qi

(
1

α2
i

− ti
αi

)
+ 1

2qit
2
i

)
∑3

i=1

(
qi
αi

− qiti

)
⎞
⎟⎟⎟⎠ (8)

Generally, it is not possible to solve this system analytically because of the
resulting polynomial of the sixth order. Therefore it is helpful to use graphical
interpretation in the phase space. (8) spans the whole phase space but if we
consider t3 = 0 then only a part of the phase space is given by it. This part defines
the set of states corresponding to the proportional control called proportional
band (PB) (Fig. 1). If we were able to localize the actual state within PB the
control action u could be easily calculated on the proportional base. This has
been used in [9] where the localization has been made with the help of the
computer algebra system Maple.

Fig. 1. Proportional band of control

4 Time Sub-Optimal Solution

In order to get an analytical solution it is necessary to accept some simplifica-
tions in the nonlinear decomposition. For this reason we will change the third
subsystem of the decomposition (5) to be x3 = (1 0 0)tq3. This will enable a
projection along the axis x and a reduction of the order of equations by one.

By application of another limit condition, i.e. q3 = 0, the above mentioned
PB reduces to a two dimensional object in the phase space called reference
braking surface RBS. According to values of the parameters q1, q2, t1 and t2,
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the RBS consists of several regions depicted in the Fig. 2. If the region of RBS
corresponding to the actual state is known the control law u can be evaluated by
application of (4) to the distance between the actual state and the RBS region.
This procedure has been used in [3] where the RBS has been projected along
the axis x into the plane y, z. Then the actual state could be localized into the
corresponding RBS region by solving quadratic equations. This has enabled to
solve the designed time sub-optimal algorithm analytically.

Fig. 2. Reference braking surface splitted to segments (Color figure online)

As an example we describe a procedure of computation of the time sub-
optimal control value for one of the regions of RBS denoted by TQ. Consider
the parameters of RBS are q1 = Uj , q2 ∈ [0 , U3−j − Uj ], t1 > 0 and t2 = 0.
The region of RBS corresponding to these parameters is depicted in the Fig. 2
by green color. After substitution of these parameters into (8) we can determine
the unknown parameters q2 and t1 from the subsystem of (8) for coordinates y
and z by solving a system with one quadratic equation and one linear equation

(
y
z

)
=

(
Uj

(
1

α2
1

− t1
α1

)
+ 1

2Ujt
2
1 + q2

α2
2

Uj

α1
− Ujt1 + q2

α2

)
(9)

After substitution of the calculated parameters q2 and t1 into the (8) (when
q3 = 0) we can get from the subsystem of (8) for the coordinate x the equation
representing the region TQ of RBS in the form x = f(y, z); f(y, z) : R2 → R.
Then the distance between the actual state (with the coordinate x) and the
corresponding segment of RBS measured along the axis x can be expressed as
ρ3 = x− f(y, z). Finally, the resulting control value u can be evaluated from (4)
when i = 3.
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A similar procedure is possible to derive for each segment of RBS. The
localization of the actual state x to the corresponding region of RBS is performed
in the y, z -plane where for the triple integrator only the equations of second order
are necessary to be solved. The complete description of the time sub-optimal
controller design can be found in [3].

5 Application to the Real Three-Tank Hydraulic System

5.1 Model of the Hydraulic System

The simplified time sub-optimal algorithm is applied to the control of the level
in the third tank of the hydraulic system (Fig. 3) described by

ḣ1 =
1

A1
q1 − c12

√
h1 − h2

ḣ2 = c12
√

h1 − h2 − c23
√

h2 − h3

ḣ3 = c23
√

h2 − h3 − c3
√

h3

y = h3 (10)

where the control action q1 represents the inflow in the first tank and h1, h2, h3

are the levels in corresponding tanks. The following parameters have been iden-
tified from the real system: the cross-section of the first tank A1 = 1 · 10−3m2

and the coefficients of corresponding valves c12 = 1.48 · 10−2m
1
2 s−1, c23 =

1.52 · 10−2m
1
2 s−1, c3 = 6 · 10−3m

1
2 s−1. The control value q1 is constrained:

Qmin = 0m3s−1 and Qmax = 1.562 · 10−5m3s−1. The aim is to control the
height of the level in the third tank.

Fig. 3. Three-tank laboratory system

5.2 Exact Linearization Method

Using the exact linearization method [7] the nonlinear system (10) can be
expressed in the form of a triple integrator and previously derived control can be
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applied after taken into account the change of control limits caused by lineariza-
tion feedback. After denoting the Lie derivative of a scalar function y along a vec-
tor field f by Lfy the desired exact linearization feedback can be expressed as

q1 =
u − L3

fy

LgL2
fy

, f =

⎛
⎝ −c12

√
h1 − h2

c12
√

h1 − h2 − c23
√

h2 − h3

c23
√

h2 − h3 − c3
√

h3

⎞
⎠, g =

⎛
⎝ 1

A1

0
0

⎞
⎠ (11)

and new control constraints are

U1 = LgL
2
fy Qmin + L3

fy

U2 = LgL
2
fy Qmax + L3

fy (12)

5.3 Control of the Real System

The real three-tank system has been controlled using the designed time sub-
optimal controller and the exact linearization method. The desired height of the
third level has been 0.07m and the controller parameters have been α1 = −0.1,
α2 = −0.15, α3 = −0.1. The output and control responses are shown in the
Fig. 4. From the control response one can notice that it does not include the
third pulse as it could be expected according to the time optimal control theory.
It has been caused by non-modeled dynamics and resulting over-damped sub-
optimal control law. Moreover, there is a small overshoot. In practice, to avoid
model mismatch, noisy measurements and disturbances it is necessary to extend

Fig. 4. Three-tank hydraulic system control: output and control transients
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the whole control structure by the nonlinear disturbance observer that will also
influence the transformation of the original control limits.

The designed controller is focused to improve the dynamics of time responses
and this has been successfully carried out. Even derived for the triple integrator
the sub-optimal controller works well also for nonlinear systems. It respects the
constraints of the control signal as it can be seen from the control responses and
switching to the opposite control limit is smooth.

6 Conclusions

This paper summarizes the design of the time sub-optimal controller based on
the nonlinear decomposition and its application to the real hydraulic system.
Although the resulting expressions for the control law are sophisticated using
todays computer technology it has been no problem to implement the developed
control strategies to the real system. Here the simplified nonlinear decomposition
has played an important role as it allowed to derive the analytical solution. Using
the exact linearization method has been also significant. Due to it the time sub-
optimal controller originally designed for the triple integrator system could have
been used also for the nonlinear hydraulic system.
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Abstract. The Automatic Identification System (AIS) is a Very High Frequency
(VHF) radio broadcasting system frequencies (161.975 MHz and 162.025 MHz)
that transfers packets of data over the data link (HDLC) [1, 2] and enables
AIS-equipment vessels and shore-based stations to send and receive identifica-
tion information that can be displayed on a computer. It was originally conceived
as a navigational aid for ship monitoring and collision avoidance at sea that over
time, has evolved into a system with a multitude of additional applications,
including experimental systems in academic and research environments.

1 Introduction

The Automatic Identification System is a Very High Frequency (VHF) radio broad-
casting system frequencies (161.975 MHz and 162.025 MHz) that transfers packets of
data over the data link (HDLC) [1, 2] and enables AIS-equipment vessels and
shore-based stations to send and receive identification information that can be dis-
played on a computer. It was originally conceived as a navigational aid for ship
monitoring and collision avoidance at sea that over time, has evolved into a system
with a multitude of additional applications, including experimental systems in educa-
tional environments.

Nowadays, the AIS is one of the most widely used marine systems around the
world. It has proven to be an essential tool for professionals in the maritime sector, ship
enthusiasts and a large community of researchers around the globe. According to the
International Maritime Organization (IMO) regulation 19.2 of Safety Of Life at Seas
(SOLAS) Convention [3], an AIS transceiver shall be equipped in every sea-going ship
larger than 300 gross tons and every passenger vessel irrespective of size. Its system
transmits static and voyage-related information every 6 min in addition to dynamic
information with a frequency related to the vessel’s speed underway (2–10 s) and
navigational status (3 min when anchored). In a global context and a managing network
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of over 1,800 coastal AIS stations [4], this could result in over 90,000 vessels visible at
any time, 120,000 vessels reporting daily and information of over 200,000 vessels and
BigData access through actionable information with millions of positions recorded
daily and billions of positions archived.

The present study aims to present the value of the use of the AIS as a data resource for
education, academic research and public interests (policy implications and improve-
ments) when related to the operation and performance of vessels. The paper is structured
as follows. In Sect. 2 we provide a brief but comprehensive AIS functional overview. In
Sect. 3 we enumerate research areas where academic institutions could benefit from the
use of AIS. Section 4 presents an overview of the MarineTraffic Academic AIS Network.
Section 5 describes empirical research applications based on terrestrial AIS data gathered
by BMT-IDeTIC station covering Las Palmas Port. Section 6 concludes.

2 The AIS Functional Overview

The AIS system is capable of handling over 2250 reports per minute and updates as
often as every second. It uses a Self-Organising Time Division Multiple Access
(SOTDMA) scheme to meet this high broadcast rate and to ensure reliable ship-to-ship
operation. Each SOTDMA is designed to cope with path delays not longer than 12 bits,
which translates into a maximum range of about 200 nautical miles, but typically the
radio frequency coverage is limited to about 40 nautical miles. The AIS uses 9.6 kbps
FM/GMSK modulation over 25 or 12.5 kHz channels for transmissions. The AIS uses
High Level Data Link Control (HDLC) packet protocols. The AIS stations are divided
into mobile AIS and Fixed AIS stations (Table 1).

The AIS receiver should be capable of operating on 25 kHz. Bandwidth adapted
frequency modulated Gaussian-filtered minimum shift keying (GMSK/FM) is used in
the AIS physical layer. A non-return to zero inverted (NRZI) waveform is used for data
encoding. The NRZI encoded data are then GMSK encoded before frequency modu-
lating the carrier.

Table 1. Summary of the AIS protocol parameters

Operational frequency bands VHF (161.975 MHz and 162.025 MHz)
Transmission power 12.5 W (Class A only)
Modulation FM/GMSK
Symbol rate 9.6 Kbps
Number slots in TDMA frame 2250
Multiple access method Self-organised TDMA (SOTDMA)
TDMA frame length 60 s
Burst structure Training sequence: 24 bits

Start flag: 8 bits
Data: up to 168 bits
FCS: 16 bits
End flag: 8 bits
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3 AIS Research Environments

The use of the AIS over academic and research institutions covers a wide range of areas
and interests. Among others, these are:

• Radio propagation channel techniques.

The radio propagation environment uses a VHF channel and it can be modeled
using the data of the vessels with the historical data [5, 6]. Explore ship detection
capabilities of the AIS and surface wave HF radars [7].

• Interactive information systems design.

The interactive information systems may satisfy the requirements of a variety of
application areas including engineering, environmental economics, tourism and others.
For instance, interactive information systems that address the modelling of oil spills
and its visualization through geospatial techniques that support the management and
processing of this information. These customized systems commonly allows remote
users to run and retrieve oil spill models outputs (GIS resources) and multimedia
response information [8].

• Real-time statistical processing of traffic information.

The design of databases and the creation of statistics from real-time vessel traffic
information (Fig. 1) can be of use to a variety of purposes including operational
research and public policy [9].

Fig. 1. Vessel traffic information based on the AIS and data globally collected by MarineTraffic

Use of the Automatic Identification System in Academic Research 35



• Ship traffic management

Ship traffic management is used for safety assessment and commonly as part of risk
management program. Additionally, this is also applied to ship security assessment in
areas of piracy risk as the Indian Ocean or in the Horn of Africa [10]. Moreover, this is
also of use within governance structures that manage shipping sectors in areas as the
Arctic Canada and provide a critical evaluation of its effectiveness considering recent
and rapid growth [11].

• Green and effective operations at port

Vessel operations share positive effects and economic benefits in ports and cities.
Nevertheless, negative impacts, including air pollution are also implied and vary
according to operative type (hotelling, manoeuvring, cruising), time, and engine load
variations while at port [12, 13]. In this sense, emission inventories based on the AIS
can be effectively used to identify operative and polluting profiles at port. This guar-
antees location, speed and route are always acknowledged, providing the additional
possibility to model high-resolution maps with the geographical characterisation of
results. This includes among others, the emissions released at source and its dispersion
in the atmosphere in areas, which affect port-city areas.

• Sustainable transport solutions

The comparative analysis of gas, crude oil and oil gaseous and liquid derivative
transportation in terms of quality, efficiency and safety criteria. Historical and statistical
data is provided using an AIS system [14].

4 MarineTraffic Academic AIS Network

The Academic Network Program was launched by MarineTraffic in 2013 as a first
attempt to start a community approach towards MT Academic users. Its aim is to
enable knowledge and support non-funded, non-profit Academic Research around the
globe. Finally, to facilitate AIS data access to Academic and Research Institutions.
Members have the following benefits:

• AIS receiver and antenna – conditions apply (coastal regions of high interest: Latin
America, W&E Africa, Indian Ocean, SE Asia).

• Installation assistance.
• Participation in the AIS Academy events.
• Access to the MarineTraffic.com Research Plan, which includes terrestrial AIS

global coverage, a fleet of 50 vessels, 300 email alerts per month, vessel particulars,
60 days voyage history, export of 3,000 records per month.

• AIS historical data: on request, up to 250,000 position records per year (CSV file).
• AIS current data: NMEA or API data feed for your region (area defined based on

vessel density).
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BMT-IDeTIC is a node of the MarineTraffic Network [15] since April 2013. This
node is situated in of the ULPGC Science and Technology Park (28.08°N/15.46°W).
This location was considered ideal due to its proximity to Las Palmas port. This node
has an Antenna with an effective height of 375 m, an AIS Receiver (MT SLR300N)
and Ethernet Connection. The SLR300N enables AIS data to be viewed directly, or
shared on a local network. The unit can also be mounted at a remote location and AIS
data sent via the Internet to a fixed IP address for use on a dedicated server. Figure 2
shows the BMT-IDeTIC Node.

5 Some Empirical Applications Related to Las Palmas Port

AIS range of coverage varies according to weather conditions (so far, from 82.73 to
685.52 nautical miles) and receives data from an average of 100 vessels. In order to
demonstrate the coverage of the system, Fig. 3 presents the variation of coverage under
different conditions and its extension from the port of Las Palmas to the south of
Portugal and to the southward to the Gulf of Guinea.

Fig. 2. BMT-IDeTIC node

Fig. 3. BMT-IDeTIC radio coverage
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Las Palmas Port is a major logistic platform between Europe, Africa and America.
Its location between main commercial trade routes makes it a cargo hub (over 19
million tons from loading, unloading and transshipments). Moreover, passenger traffic,
with over 908,000 passengers in 2011 is growing steadily over time. Finally, jointly
with Tenerife Port, is the main transport node connecting the archipelago with main-
land Spain and other countries. In the following lines we present a brief overview of
recent research and local case-studies for vessel emission and environmental policy
assessment purposes, AIS vessel tracks (with at least a 2 min update) have been
combined with the full bottom-up Ship Traffic Emission Assessment Model (STEAM)
over a twelve-month period (2011).

Emissions derived from vessel traffic share in Tichavska and Tovar [13] have been
grouped by categories as transmitted by the AIS (see Fig. 3). In summary it can be
observed from results that the, passenger, container and tanker vessel categories have
contributed with the highest share of emissions related to local detriments on air quality
(NOx, SOx, PM2.5, CO) and global GHG effects caused by exhausts (CO2). When
compared to the others (Fig. 4) it is noticeable that these sectors are the ones that
release the largest share of emissions by spending less time at port.

On the other hand, Tichavska and Tovar [13] estimate the external costs and
eco-efficiency parameters associated to vessel emissions in Las Palmas (see Table 2).
Results describe external costs from vessel emissions per passenger, per tons of cargo,
ship calls and port revenue. Obtained totals within results of local associated impacts
(NOx, SO2, VOC, PM2.5 and CO) reflect 48 € per passenger; 4,960 € per 1,000 tons of
cargo; 19,822 € per ship call and 3,656,463 € per million euros of port revenue. On the
other hand, totals including local and global (CO2 high) associated impacts reflect 54.2
€ per passenger; 5,931 € per 1,000 tons of cargo; 23,273 € per ship call and 4,293,063 €
per million euros of port revenue. The anticipated health impacts from NOx, SOx, VOC
and PM2.5 can reach an average of 180,930,427 € and 554 € per person living in the
port-city. This proves the need to support emission abatement in port cities and policy
design towards a more sustainable and efficient industry. Temporal evolution of

Source: Tichavska and Tovar [12].

Fig. 4. Share of emissions and operative time by shipping sector in Las Palmas Port (2011).
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external costs reflects a largest share of costs from NOx and PM2.5 and, noticeable
peaks can be seen over January, March and November.

6 Conclusions

The present study brings notice to the value of the use of the AIS for academic research
and public interests such as policy implications and improvements when related to the
operation and performance of vessels. The data received by the AIS receiving stations
may serve among others, for studies such as the simulation of vessel movements, radio
propagation channel techniques, interactive information systems design, real-time
statistical processing of traffic information, ship traffic management, green and effective
operations at port and sustainable transport solutions.
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suzana.stojkovic@elfak.ni.ac.rs, Radomir.Stankovic@gmail.com

Abstract. Multi-State Systems (MSSs) are mathematical models often
used in reliability engineering since allow a rather detailed evalua-
tion of system reliability. These models represent the system reliabil-
ity/availability behavior from the perfect functioning to the fault, but
allow to distinguish several intermediate states. The calculation of related
reliability measures can be performed in terms of Direct Partial Logic
Derivatives (DPLDs). A drawback of this approach is high dimensionality
of MSSs. To overcome this problem, we propose to use Multi-valued Deci-
sion Diagrams (MDDs) as a data structure to represent multi-state sys-
tems and perform computations of reliability measures in terms of DPLDs.

Keywords: Multi-valued decision diagram · Direct partial logic deriv-
ative · Reliability analysis · Multi-state systems

1 Introduction

In reliability engineering, usually two mathematical models are used for rep-
resentation and analysis of systems to be investigated. The first model is the
Binary-state system (BSS), which allows to distinguish two states of a system,
the correct or faulty functioning. The second model is the Multi-state system
(MSS) that permits to observe more than two states of a system, permitting
therefore a more detailed evaluation of its reliability. Due to this, there are engi-
neering applications where the usage of MSS is more preferable. Examples of
such applications are analysis of power systems, transport systems, oil trans-
mission systems, etc., [3,9]. Several mathematical approaches to the analysis
and estimation of MSSs have been proposed in reliability engineering. One of
these approaches is based on the description of a given MSS by the so-called
structure function that defines the correlation between the states of the system
components and the system performance level [3]. This approaches imposes no
particular requirements on the systems to be represented and, therefore, can be
used to define and represent arbitrary systems.
c© Springer International Publishing Switzerland 2015
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In [7], the relationship between the MSS structure functions and the Multiple-
Valued Logic (MVL) functions is pointed out, which allows borrowing mathemat-
ical methods used in MVL for the estimation of MSS reliability [9]. In particular, it
is possible to use Multi-valued Decision Diagrams (MDDs) to represent the struc-
ture functions and perform computation of reliability measures. In this way, the
restriction related to the high dimensionality of structure functions is relaxed since
MDDs are data structures purposely defined to represent large functions [5].

For a system, different reliability measures can be computed from its struc-
ture function in terms of the Direct Partial Logic Derivatives (DPLDs). Therefore,
efficient computation of DPLDs is an important task in related practical applica-
tions. In this paper, we propose an algorithm for computing DPLDs over MDDs
and discuss the application of the algorithm to computing reliability measures.

2 Background Theory

Consider a system consisting of n components xi, each of which can be in mi

states, and having M performance levels. The structure function of such a system
is defined as a mapping

f(x) : {0, . . . , m1 − 1} × . . . × {0, . . . , mn − 1} → {0, . . . , M − 1}. (1)

where xi is the i-th component of the state and x = (x1, . . . , xn) is the vector of
component states.

The Direct Partial Logic Derivative (DPLD) is a particular concept in the
Logic Differential Calculus which can be used for analysis of dynamic properties
of MVL functions including MSS structure functions as particular examples.

For a given MSS structure function (1), the DPLD with respect to the variable
xi permits to analyze the system performance level change from j to j − 1 when
the i-th component state changes from s to s − 1 [8].

Definition 1. For a structure function f(x), the co-factors with respect to a
variable xi are defined as f(xi = s) = f(x1, . . . , xi−1, s, xi+1, . . . , xn), and
f(xi = s − 1)(x1, . . . , xi−1, s − 1, xi+1, . . . , xn), with s, s − 1 ∈ {0, 1, . . . ,mi − 1},
j ∈ {0, 1, . . . ,M − 1}. The direct partial logic derivative (DPLD) is defined as

DPLD
(j,s)
i =

∂f(j → j − 1)
∂xi(s → s − 1)

(2)

=
{

1, if f(x = si) = j and f(x = (s − 1)i) = j − 1,
0, otherwise.

3 Representation of Structure Functions by MDDs

Multi-Valued Diagrams (MDD) are a classical approach in MVL for representa-
tion and analysis of large MVL functions [4,5]. The representation MSS structure
function by MDDs is discussed in [8,9].
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It is clear from (1) that a structure function f(x) is a multiple-valued function
in multiple-valued variables. Since the number of states can be large, f(x) is a
function of many variables and its compact representation is of an essential
importance for further manipulation and computations with it. A possible way
could be to represent f(x) by a Multiple-valued Decision Diagram (MDD) [5].

Example 1. Consider a system that consists of three components. First two
components have two states, while the third component has four states. The
performance of the system has three levels. Therefore, in this case, n = 3,
x1, x2 = {0, 1}, x3 ∈ {0, 1, 2, 3}, and M ∈ {0, 1, 2}. Thus, the structure function
of this system is a mapping

f(x1, x2, x3) : {0, 1} × {0, 1} × {0, 1, 2, 3} → {0, 1, 2},

defined as f(x) = (x1 ∨x2)∧x3, where ∨ and ∧ are operations MIN and MAX
corresponding to the logic operations AND and OR in the binary case. The MDD
for f(x) shown in Fig. 1, has three levels with nonterminal nodes corresponding
to variables x1, x2, and x3. Therefore, nodes for the first two variables have two
outgoing edges, while the node for x3 has four outgoing edges. Three constant
nodes show three levels of performances 0, 1, and 2. Attributes at the edges
are probabilities pi,j that component xi will be in the state j. For simplicity, in
further considerations in this paper, these probabilities will not be shown in the
corresponding figures.

Fig. 1. MDD for f(x) in Example 1.

The structure function is a very useful tool in computing different MSS mea-
sures. As an example of MSS measures, in this paper, we will use the structural
importance (I) since it takes into account the topology of the system.
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Definition 2. If ρs,ji is the number of states that change from s to s − 1, and
mi is the number of states, then the structural importance is defined as

I
(j,s)
i =

ρs,ji

m1 · · · mi−1mi+1 · · · mn
. (3)

4 Direct Partial Logic Derivative and MSS Measures

By Definition 1, the DPLD of f(x) of a MSS is a binary-valued function of
multiple-valued variables and, therefore, can be represented by a binary-valued
vector DPLD(j,s)

i , or alternatively by a MDD. Therefore, in computing over
MDDs, the MDD for f(x) is converted into the MDD for DPLD

(j,s)
i by process-

ing the nodes and cross points in the MDD for f(x). Recall that in a decision tree,
the nodes are connected by paths between successive levels in the tree. Thus, in
a decision tree, all paths are of the length 1. After reduction of a decision tree
into a decision diagram, there can be paths longer than 1, i.e., connecting nodes
at non-successive levels. Cross points are imaginary points where a path longer
than 1 crosses a line connecting nodes to which the same variable is assigned [6].

Since f(x) is a multiple-valued function, and DPLD
(j,s)
i is a binary-valued

function, we define the characteristic function fi(x) as

fi(x) =
{

1, if f(x) = i,
0, otherwise. (4)

DPLDs are purposely defined to compute various MSS reliability measures.
The size of instances that can be considered is considerably increased if MDDs
are used as the corresponding data structures. In this section, we illustrate how
to compute the MSS measures in terms of DPLDs over MDDs by the example
of computing the structural importance I

(j,s)
i .

The key idea in computing I
(j,s)
i over MDDs in terms of DPLD

(j,s)
i is the

observation that

I
(j,s)
i =

Number of 1 in DPLD(j,s)
i

Number of elements in DPLD(j,s)
i

. (5)

Algorithm 1. Algorithm(Computing I
(j,s)
i )

1. Construct MDD for a given f(x),
2. Construct MDDs for characteristic functions fj and fj−1,
3. Construct MDD for co-factors fj(xi = s) and fj−1(xi = s − 1),
4. Construct MDD for DPLD(j,s)

i as fj(xi = s) ∧ fj−1(xi = s − 1),
5. Compute I

(j,s)
i by (5),

6. Repeat steps 3, 4, and 5 for each xi, i = 1, 2, . . . ,m.
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Example 2. For the system in Example 1, the structure function is defined by
the function vector F = [0, 0, 0, 0, 0, 1, 1, 1, 0, 1, 1, 1, 0, 1, 2, 2]T . For the illustra-
tion, we will compute the structural importance I(1,1) by using the Algorithm1.
Figure 2 shows the MDDs for f and its characteristic functions f1 and f0,
MDD(f), MDD(f1(x1 = 1)), MDD(f0(x1 = 0)). This corresponds to steps 1
and 2 of the Algorithm1. Then, we determine the MDD for DPLD1(1, 1) as
the MDD for the function f1(x1 = 1) ∧ f0(x1 = 1) by performing the logic
operation AND over the corresponding subdiagrams of MDD(f1(x1 = 1)), and
MDD(f0(x1 = 0)) as shown in Fig. 3. In this figure, the MDD(DPLD

(1,1)
1 ) rep-

resents a vector DPLD
(1,1)
1 = [0, 1, 1, 1, 0, 0, 0, 0]T , which has 8 elements, three

of which are equal to 1. Thus, I
(1,1)
1 = 3/8 = 0, 375. We repeat the steps 3,4, and

Fig. 2. MDD for f(x) in Example 1.

Fig. 3. Computing I
(1,1)
1 .

Fig. 4. Computing I
(1,1)
2 .
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Fig. 5. Computing I
(1,1)
3 .

5, for i = 2 as shown in Fig. 4 and determine that I
(1,1)
2 = 3/8 = 0, 375. We do

the same procedure and determine I
(1,1)
3 = 3/4 = 0, 75 as in Fig. 5.

5 Experimental Results

To examine efficiency of computing DPLD over decision diagrams, we performed
experiments over a set of standard benchmark functions that are usually used
in evaluation of algorithms where the decision diagrams are the data structure
to perform computing. Since these benchmarks are for binary valued functions,
we performed encoding of inputs and outputs as shown in Table 1 by follow-
ing the usual way of converting binary-valued benchmarks into multiple-valued
benchmarks [1,2].

Table 2 shows the time required to compute the structural importance func-
tions I(1,1) for the considered benchmark functions viewed as binary, ternary,
and quaternary functions by the used encoding. The times are shown in mil-
liseconds [ms]. The symbol < 1 means the time shorter than 1 ms. The notation
in this able is the following

Table 1. Encoding of binary-valued into multiple-valued benchmarks.

Binary Ternary Quaternary

In Out In/Out

0 0 0 0 0

0 1 1 1 1

0 - 0 0 0

1 0 2 2 2

1 1 ∗ 0 3

1 - 2 2 2

- 0 0 0 0

- 1 1 1 1

- - - - -



Application of MDDs in Computing the DPLD 47

Table 2. Times to compute values of I(1,1) for binary-valued and multiple-valued
benchmarks.

f In/Out p = 2 p = 3 p = 4

Size Tc Tis Tis1 Size Tc Tis Tis1 Size Tc Tis Tis1

9sym 9/1 33 < 1 15 1.67 26 < 1 < 1 < 1 46 < 1 < 1 < 1

Alu4 14/8 1352 452 172 1.54 519 125 16 0.57 1177 468 84 3.36

Apex4 9/19 1021 172 78 0.46 198 16 15 0.30 524 156 16 0.32

B12 15/9 91 46 15 0.11 65 31 < 1 < 1 77 46 15 0.38

Checker 10/1 39 < 1 < 1 < 1 12 < 1 < 1 < 1 20 < 1 < 1 < 1

Clip 9/5 254 15 16 0.36 78 15 < 1 < 1 114 16 < 1 < 1

Con1 7/2 18 < 1 < 1 < 1 7 < 1 < 1 < 1 7 < 1 < 1 < 1

Cu 14/11 65 < 1 < 1 < 1 21 < 1 < 1 < 1 32 < 1 < 1 < 1

Ex5 8/63 311 31 47 0.09 177 15 < 1 < 1 403 31 16 0.12

Ex1010 10/10 1079 265 94 0.94 190 31 < 1 < 1 523 234 16 0.64

F51m 8/8 70 < 1 < 1 < 1 18 < 1 < 1 < 1 31 < 1 < 1 < 1

Inc 7/8 89 < 1 < 1 < 1 49 < 1 < 1 < 1 59 < 1 < 1 < 1

Misex1 8/7 47 < 1 < 1 < 1 21 < 1 < 1 < 1 21 < 1 < 1 < 1

Misex3 14/14 1301 561 358 1.83 325 125 15 0.31 658 436 78 1.60

Pdc 16/40 696 47 125 0.20 253 16 15 0.09 364 47 31 0.19

Rd53 5/3 23 < 1 < 1 < 1 10 < 1 < 1 < 1 14 < 1 < 1 < 1

Rd73 7/3 43 16 < 1 < 1 14 < 1 < 1 < 1 24 < 1 < 1 < 1

Rd84 8/4 59 16 15 0.47 12 < 1 < 1 < 1 24 15 < 1 < 1

Sao2 10/4 154 15 16 0.40 29 < 1 < 1 < 1 58 < 1 < 1 < 1

Spla 16/46 625 93 109 0.15 211 15 16 0.09 346 78 31 0.17

Sqrt8 8/4 42 < 1 16 0.5 12 < 1 < 1 < 1 16 < 1 < 1 < 1

T481 16/1 32 47 31 1.94 16 31 16 2 19 31 15 1.88

Table3 14/14 941 63 171 0.87 107 < 1 < 1 < 1 492 47 31 0.63

Table5 17/15 873 62 203 0.80 318 16 15 0.21 594 62 77 0.65

1. In/Out - the number of inputs and outputs. In the case of ternary and
quaternary functions, the number of inputs and outputs are determined as
�In/2�, and �Out/2�, where In and Out are the number of inputs and outputs
in considered binary functions.

2. Size - the number of non-terminal nodes in the MDD,
3. Tc - time to cerate the MDD,
4. Tis1 - time to compute a single value of I(1,1).
5. Tis - time to compute all values of I(1,1).
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6 Concluding Remarks

The structure functions used in Multi-State Systems (MSSs) can be compactly
represented by Multiple Decision Diagrams (MDDs) which can be used as a
data structure to perform computing of various reliability measures in terms
of Direct Partial Logic Derivatives (DPLDs). Experimental results show that
representation and analysis of relatively large structure functions of MSSs and
computing of related reliability measures can be performed very efficiently.
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Slovak University of Technology in Bratislava,
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Abstract. The paper deals with the approximation of the systems with
dominant first order dynamics by the Integrator Plus Dead Time (IPDT)
model. They are attractive especially in control of unstable plants, where
an open-loop identification may not be applied. This paper updates a pre-
viously published contribution based on analysis of the non-symmetrical
oscillations with possible offset arising typically under relay control that
has been improved to prevent computational errors in the case of a negli-
gible disturbances, when the relay on and off times are nearly equal over
one control period. The analytical results are followed by the experiments
with several laboratory plant models. The obtained model parameters
are used to tune disturbance observer based controllers to illustrate the
performance of the proposed method in real applications.

Keywords: Closed loop identification · Relay control · First order
model

1 Introduction

Relay feedback test has been very popular in several commercial autotuners for
decades. The research in this area was deeply analyzed in [9–11]. This paper
updates an earlier contribution [7] in which the algorithm failed in situations
when the disturbances were negligible and the relay on and off times were almost
equal over one control period. The results of the previous paper [7] can be sum-
marized in the following way: the proposed method can be used for plants with
unknown load disturbances without additional controller (see e.g. [14]). There
is not necessary to bias the relay reference value to compensate the static dis-
turbance, which does not have to be known in advance (see e.g. [2,12,13]). This
paper starts with a method derivation, then the disturbance observer based PI
controller is presented followed by a demonstration of the results of the identifi-
cation and control using a laboratory model of a real plant.

1.1 Method Derivation

The main advantage of constraining the plant approximation to the IPDT model
is that both the experiment setup and the corresponding analytical formulas
c© Springer International Publishing Switzerland 2015
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 49–56, 2015.
DOI: 10.1007/978-3-319-27340-2 7
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remain relatively simple and robust against measurement noise.

S(s) =
Ks

s
e−Tds (1)

Let us consider the control loop with a relay with the output ur = ±M and
a piecewise constant input disturbance v = const. Then, the actual plant input
will be given as a piecewise constant signal uA = ±M + v. Possible transients
are shown in Fig. 2. Let us assume relay switching from the positive relay output
u = M to the negative value u = −M (point 1) at the time t21i−1, the influence
of the positive plant input U2 = (v + M)Ks will remain over interval with the
length equal to the dead time value Td. Then, after reaching output value y21 at
the time moment τ21i−1 (point 2) due to the effective plant input U1 = (v−M)Ks

the output starts to decrease. After the time interval t1 it reaches the reference
value w (point 3). At this moment the relay switches to the positive value u = M ,
however the plant output keeps decreasing for the time Td and reaches the value
y12 (point 4). The duration of the interval with negative relay output will be
denoted as t−. While the output of the relay is positive the plant output starts
to increase and reaches the reference value after the time t2 (point 5). Let us

Fig. 1. Relay identification with nonsymmetrical plant input

Fig. 2. Transients of basic variables of the loop in the Fig. 1
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denote the total duration of the positive relay output as

t+ = t2 + Td (2)

As a result of the time delay, the plant output turnover time instants τ21i are
shifted with respect to the relay reversal moments t21i by Td. Similar time shift
exists among time instants τ12i and t12i, i.e.

τ21i = t21i + Td (3)
τ12i = t12i + Td (4)

For a single integrator one can formulate relations

y21 − w = U2Td; t1 = (w − y21)/U1

y12 − w = U1Td; t2 = (w − y12)/U2 (5)

Let us denote the period of one cycle as

Pu = t+ + t− = 2Td + t1 + t2 =
4TdM

2

M2 − v2
(6)

For a known value of the relay amplitude M and a known ratio of the positive
and negative relay output duration over one cycle

ε =
t+

t−
=

t2 + Td

t1 + Td
= −v − M

v + M
(7)

it is possible to express the identified disturbance as

v = u0 + vn (8)

This may consist of a known and intentionally set offset at the relay output and
of an unknown external disturbance vn that may be calculated as

v = M
1 − ε

1 + ε
(9)

Then from (6) it follows

Td =
Pu

4

[
1 −

( v

M

)2
]

= Pu
ε

(1 + ε)2
(10)

Since the identification of the plant gain Ks proposed in [7] and based on an
average output value over a limit cycle does not work well for negligible distur-
bances and a symmetrical relay output, one may either introduce a relay offset
to make the cycle assymetrical, or to derive Ks by identifying the cycle limits.

From (5) one gets

y21 − y12 = U2Td + w − U1Td − w (11)
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Substituting U1 = (v − M)Ks and U2 = (v + M)Ks into (11) yields

Ks =
y21 − y12
2TdM

(12)

Substituting (10) into (12) finally yields formula for the plant gain

Ks =
1
2

(y21 − y12)(1 + ε)2

MPuε
(13)

2 PI1 - Controller

The PI1 - controller (sometime denoted as DO-PI controller) employs distur-
bance observer (DO) as the I-action. The controller structure consisting of
P-action and DO is presented in Fig. 3. Index “1” used in its title has to be
related to one saturated pulse of the control variable that can occur in accom-
plishing large reference signal steps. In this way it should be distinguished from
the PI0 - controller reacting to a reference step by monotonic transient of the
manipulated variable. To achieve fastest possible transients without overshooting
in a closed loop with an integrator and a dead time, the closed loop pole cor-
responding to the fastest monotonic output transients using simple P-controller
is [3]

αe = −1/(Tde) (14)

When using the P-controller together with the DO based I-action, some “slower”
closed loop pole should be used

αeI = αe/c = 1/(Tdec); c = [1.3, 1.5] (15)

The gain of P-controller corresponding to the closed loop pole (15) is then

Kp = −αeI/Ks (16)

For the time constant of the filter used in the DO one gets

Tf = −1/αeI (17)

A preciser controller tuning may be derived by using the performance portrait
method [6], or the dead-time may also be included into the DO [4].

Fig. 3. PI1 - controller
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3 Real Experiment - Fan RPM

In this section, several experiments will be reported carried out by using the
laboratory thermo-optical plant [8].

3.1 Identification

The input of the plant is the fan power, values from 0 to 100 % can be used in the
Simulink model. The system output is the fan rpm filtered by the first order low
pass filter with time constant set to one second. Several closed loop experiments
have been made to cover a large operational range. Table 1 shows the plant is
non-linear, the process gain varies from 21.34 to 30.82. The parameters for each
working point in Table 1 were obtained in the following way: The system started
from a steady state, the relay control was applied until at least 10 oscillations
were measures. The first three relay cycles were omitted, then for the each one
left the identification algorithm has been applied separately. The average value
of these parameters were put into Table 1. The model and the real data are
compared in Fig. 4. The corresponding parameters from Table 1 have been used,
the real plant and the model use the same input.

Table 1. System parameters - fan rpm

Setpoint 1000 1500 2000 2500 3000 3500 4000 4500 5000 5500 6000

Ks 21.34 30.81 29.03 28.06 27.29 25.73 20.75 21.26 21.68 21.77 21.82

Td 0.49 0.29 0.36 0.42 0.48 0.50 0.47 0.48 0.49 0.49 0.49

v -17.26 28.38 24.38 21.23 18.03 14.98 11.32 6.29 0.91 -4.74 -10.66

10 12 14 16 18 20 22

3500

4000

4500

Model output
Measured values
Setpoint

Fig. 4. Real system identification results - fan rpm, model vs real data

3.2 Control

The highest values of the process gain and of the time delay from Table 1 have
been used in the experiment for controller tuning. Figure 5 shows the control
results for one setpoint step change from a steady state. The system output
reaches monotonically the new setpoint. Due to the plant nonlinearity and long
dead time, the control signal remains without an extreme point typical for the
PI1 control.
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Fig. 5. Fan closed loop control performance of the controller based on the obtained
model

4 Real Experiment - Temperature

4.1 Identification

A linear plant approximation corresponds to a plant with fast and slow chan-
nels [1], where the fast channel is represented by the heat radiation and the
slow one corresponds to the heat conduction via body of the plant. One can
expect that with the closed loop relay control, the fast channel would be dom-
inant. Table 2 shows the identification results for various operating points. The
model and the real data are compared in Fig. 6. Again the plant is non-linear,
process gain varies from 0.0022 to 0.0068 and the time delay ranges from 0.3312
to 1.0533. The system parameters vary from one period to another. Since the
simulation in the Fig. 6 was made using the average values of the system para-
meters calculated for each cycle and using the same input as the real system, one
can see a difference in the amplitude of the real system and a model in Fig. 6.
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Fig. 6. Real system identification results - temperature, model vs real data

Table 2. System parameters - temperature channel

Setpoint 40 45 50 55 60 65 70

Ks 0.0068 0.0056 0.0048 0.0041 0.0034 0.0026 0.0022

Td 0.7263 0.9113 1.0305 1.0533 0.9805 0.7325 0.3312

v 39.1122 31.8356 24.2042 16.3182 8.1374 -1.6944 -11.4774
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4.2 Control

The highest value of the process gain and time delay from Table 2 have been used
in the experiment to tune the controller. Figure 7 shows the control results for
setpoint step changes from a steady state. The system output transients are close
to the desired monotonic ones. Due to the system nonlinearity and two dynamic
modes, the control signal transients show more than one pulse. Nevertheless,
when considering the simplicity of the used model, the control performance is
satisfactory.
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Fig. 7. Temperature closed loop control performance of the controller based on the
obtained model

5 Conclusion

The carried out experiments show that the developed identification approach
yields results applicable in control of a broad range of linear and nonlinear plants
with a dynamics that is considerably more complex than the approximation used.
Together with new performance portrait method for the controller tuning [5]
and new DO based filtered PI control [4] it considerably simplifies control of the
simple plants with significantly increasing reliability of the controller tuning and
achievable performance.

Furthermore, when evaluating the dependency of the identified disturbances
on the setpoint (or, more precisely, on the average output value), the method
may be easily extended also to identification of static plants with a linear, or
a nonlinear internal feedback and thus also to precise the subsequent controller
tuning, which may bring significant improvements especially in control of static
systems with a longer dead time.
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Abstract. Due to the proliferation of technology in different areas
of daily life, many new types of communication networks are emerg-
ing. Among the most interesting wireless networks, Vehicular Ad-hoc
Networks are remarkable because road safety and traffic efficiency are
two advances that any developed society should undertake. Therefore,
research on such networks should evolve to take the final step and move
from theory to reality. However, first, it is necessary to improve many
aspects related to security. In particular, identification and management
of malicious users within the network are major research issues. The tra-
ditional method using revocation lists to manage these users becomes
very inefficient when the network grows. This paper proposes an alterna-
tive method to efficiently manage malicious users, which uses hash trees
and query frequencies in order to fit better with the needs of Vehicular
Ad-hoc Networks.

1 Introduction

Security is a crucial requirement in any communication network. In particular,
the identification of misbehaving nodes and their consequent exclusion from
the network are absolutely necessary to guarantee trustworthiness of network
services. One of the basic solutions to accomplish these tasks in networks where
communications are based on a Public-Key Infrastructure (PKI) is certificate
revocation. Thus, a critical part in such networks is the management of revoked
certificates. Related to this issue, in the bibliography we can find two different
types of solutions. On the one hand, decentralized proposals enable revocation
without the intervention of any centralized infrastructure, based on trusting the
criteria of network nodes. On the other hand, a centralized approach is based
on the existence of a central Certificate Authority (CA), which is the entity
responsible for deciding on the validity of each node certificate, and all nodes
trust it. This second approach usually requires the distribution of the so-called
Certificate Revocation Lists (CRLs), which can be seen as blacklists of revoked
certificates.

Research supported by TIN2011-25452, BES-2012-051817, IPT-2012-0585-370000
and RTC-2014-1648-8.

c© Springer International Publishing Switzerland 2015
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Vehicular Ad-hoc NETworks (VANETs) are self-organizing networks built
up from moving vehicles that communicate with each other mainly to prevent
adverse circumstances on the roads, but also to achieve a more efficient traffic
management. VANETs can be seen as an extension of Mobile Ad-hoc NETworks
(MANETs) where there are not only mobile nodes, there called On-Board Units
(OBUs), but also static nodes, which are the so-called Road-Side Units (RSUs).
Once VANETs are implemented in practice on a large scale, their size will grow
and the use of multiple temporary certificates will become necessary to protect
the privacy of the users. Thus, it is foreseeable that CRLs will grow up to become
very large. Moreover, in this context it is also expected a phenomenon known
as implosion request, consisting of several nodes who synchronously want to
download the CRL at the time of its updating, producing serious congestion
and overload of the network, what could ultimately lead to a longer latency in
the process of validating a certificate.

The proposal described here uses a Huffman [6] k-ary hash tree as an Authen-
ticated Data Structure (ADS), for the management of certificate revocation in
VANETs. By using this ADS, the process of query on the validity of certifi-
cates will be more efficient because OBUs will send queries to RSUs, who will
answer them on behalf of the CA. In this way, at the same time, the CA will
no longer be a bottleneck and OBUs will not have to download the entire CRL.
In particular, the used Huffman k-ary hash trees are based on the application
of a duplex construction [1] of the Secure Hash Algorithm SHA-3 [2] that was
recently chosen as standard, because the combination of both structures allows
improving efficiency of updating and querying of revoked certificates.

This paper is organized as follows. Section 2 addresses the general problem
of the use of certificate revocation lists in VANETs, and provides a succinct
revision of related works. Then, Sect. 3 introduces the main ideas of the proposal
for managing certificate revocation. Afterwards, Sect. 4 includes full details of
the operations to build the tree. Finally, Sect. 5 discusses some conclusions and
possible future research lines.

2 Related Work

Many proposals for the revocation of fraudulent users on computer networks
have been published in recent years. Among them, the two main technologies
to check the revocation status of a particular certificate are: Online Certificate
Status Protocol (OCSP) and Certificate Revocation List (CRL). The OCSP
provides revocation information about an individual certificate from an issuing
CA, whereas a CRL provides a list of revoked certificates and may be received
by users less frequently.

The CRL was the first system proposed to solve the problem, and actually
nowadays it is the most popular method, so it can be considered the practical
standard to provide information about revoked certificates. Regarding research
on VANETs, both possibilities of revocation have been evaluated [11]. [10], and
the first one has been adapted to the scheme referred to as ADOPT (Ad-hoc
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Distributed OcsP for Trust). In particular, ADOPT is based on a distributed
version of the OCSP, which uses caches of OCSP responses to examine certifi-
cates validity. These OCSP caches are distributed, updated dynamically, and
stored on intermediate nodes, avoiding the exchange of extended certificate sta-
tus lists. Each node has to use an on-demand protocol to find the closest OCSP
cache that is able to provide the status of the requested peer’s certificate.

Since almost one thousand million cars exist in the world [8], considering the
use of certificates, a direct conclusion is that the number of revoked certificates
might reach soon that quantity, one thousand million. Assuming that each cer-
tificate takes at least 224 bits, the CRL size would be 224 Gbits, what means
that its management following the traditional approach would not be efficient.
Even though regional CAs were used and the CRLs could be reduced to 1 Gbit,
by using the 802.11a protocol to communicate with RSUs in range, the max-
imum download speed of OBUs would be between 6 and 54 Mbit/s depending
on vehicle speed and road congestion, so on average an OBU would need more
than 30 s to download a regional CRL from an RSU. A straight consequence of
this problem is that new CRLs cannot be issued very often, what would affect
the freshness of revocation data. Besides, if a known technique for large data
transfers were used for CRL distribution as solution for the size problem, this
would result in higher latencies, what would also impact in the revocation data
validity.

In order to overcome some of the aforementioned issues, delta CRLs (d-CRLs)
have been proposed. In such a solution, the CA initially signs a base CRL, and
later, short CRLs are issued to announce only the certificates that have been
revoked after the issuance of the base CRL. Several authors have proposed other
methods based on CRLs to avoid different problems such as demand bottlenecks
or size overheads. These methods are, for example, segmented CRLs [3], or sliding
window d-CRLs [4].

Other authors have tried to improve efficiency of communication and com-
putation in the management of revocations in VANETs by proposing the use
of different Authentication Data Structures such as Merkle trees [5], Huffman
Merkle trees [9] and skip lists [7]. However, to the best of our knowledge, no
previous work has described in detail the use of Huffman k-ary trees as hash
trees for revoked certificates management.

3 Managing Certificate Revocation

This work proposes the use of a combinatorial structure known as k-ary tree,
which is a rooted tree in which each node has no more than k children, and
each internal node is obtained by hashing the concatenation of all the digests
contained in its children. Specifically, we propose the use of a Huffman k-ary
tree in which leaf nodes are ordered from left to right, based on which revoked
certificates the most queried. Thus, we propose the introduction of the combina-
tion of both concepts of Huffman coding and k-ary trees applied to trees based
revocation. The generated tree structure can be seen in Fig. 1.
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Fig. 1. Query frequencies used in a 3-ary hash tree.

The tree-based model proposed here is based on the notation shown in
Table 1.

Regarding the cryptographic hash function h used in the hash tree, this pro-
posal is based on the use of a new version of the Secure Hash Algorithm SHA-3. In
SHA-3, the basic cryptographic hash function called Keccak contains 24 rounds of
a basic transformation and its input is represented by a 5×5 matrix of 64-bit lanes.

Table 1. Proposal notation

Notation Meaning

h(...) hash function used to define the revocation tree

h(A0|A1|...) Digest obtained with the hash function h applied on
the concatenation of the inputs Ai, i = 0, 1, ...

D(≥ 1) Depth of the hash tree, which indicates the number of
different types of vehicles used in the scheme

dx(< D) Depth of a node x in the tree

t total number of revoked certificate

RCj(j = 1, 2, ..., t) j − th Revoked Certificate

Nij(i = D − dNij , j = 0, 1, ...) Node of the hash tree

k Maximum number of children for each internal node
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In contrast, our proposal is based on 32-bit lanes. Another proposed variation of
SHA-3 is the use of a duplex version of the sponge structure of SHA-3. On the one
hand, like the sponge construction of SHA-3, the proposal based on a duplex con-
struction also uses Keccak as fixed-length transformation, the same padding rule
and data bit rate. On the other hand, unlike a sponge function, the duplex con-
struction output corresponding to an input string might be obtained through the
concatenation of the outputs resulting from successive input blocks.

The authenticity of the used hash tree structure is guaranteed thanks to
the CA signature of the root node. When an RSU answers to an OBU about
a query on a certificate, it proceeds in the following way. If it finds the digest
of the certificate among the leaf nodes of the tree, which means that it is a
revoked certificate, the RSU sends to the OBU the route between the root and
the corresponding leaf node, along with all the siblings of the nodes on this
path. After checking all the digests corresponding to the received path, and the
CA signature of the root, the OBU gets convinced of the validity of the received
evidence on the revoked certificate. Conceptually, thanks to the proposal of using
a Huffman tree, queries regarding the most usually queried certificates involve
less data transmission and computation.

4 Building the Tree

In the presented proposal, every new revoked node is inserted in the hash tree, if
possible, as a new sibling to the right. In such a case, if insertion is possible at the
corresponding level, all internal nodes of the path to the root must be updated.
Otherwise, if the corresponding level is complete, a new insertion requires the
deletion of expired revocations, and afterwards, if necessary, a novel solution that
can be based either on the insertion of a new sub-tree, redefinition of neighboring
categories, or creation of a new level, depending on the case.

Furthermore, the proposal makes use of the idea under Huffman codes to
divide the tree into different levels depending on the frequency of queries about
vehicles and/or the time each vehicle spends on the road. Thus, leaf nodes placed
in positions closer to the root node correspond to revoked vehicles that spend
more time on the road and/or for which more queries about them exist.

This proposal fits real world because vehicles can be ranged into different
categories depending on the time they spend on the road: taxis, public trans-
port buses, private transport buses, trucks, emergency vehicles, delivery vehicles,
private vehicles, etc., and this classification can be used to assume that those
vehicles that spend more time on the road are the vehicles for which more queries
exist.

In this proposal, the CA, which is responsible for generating the tree, builds a
Huffman tree structure that is prepared to contain all foreseeable revoked nodes.
As soon as a certificate of a vehicle is revoked, all certificates of such a vehicle
must be inserted in this structure.

During the initialization of the tree, in order to estimate its size, the CA uses
actual data of vehicles. Thus, it asks the competent authority that owns the data
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in order to know the number of vehicles of each type so that it can estimate the
number of levels (according to Huffman Codes) and the k parameter of the k-ary
tree. The size of the certificate is assumed to be 228 bits, according to the typical
size of a classic CRL in VANET.

The procedure applied to calculate the initial parameters of the tree is shown
in Algorithm 1.

Algorithm 1. Initial Parameters, k Calculation
1 Select firstK as the minimum numbers of vehicles of a certain type;
2 Assign firstK to newK ;
3 //depth is numbers of vehicle types
4 for i ← depth to 1 do
5 Calculate the number of internal nodes needed in the (i − 1) level to

accommodate nodes of i level
6 with k = newK ;

7 maxK is last calculation of previous loop;
8 for iterateK between (firstK, maxK] do
9 Assign iterateK to newK ;

10 if newK changed then
11 for i ← depth to 1 do
12 Calculate the number of internal nodes needed in the (i − 1) level to

accommodate nodes of i level with k = newK ;

13 Assign last calculation of previous loop to newK ;

14 else
15 Break Loop;

16 Assign newK to optimalK ;
17 return optimalK ;

5 Conclusions

Road safety is one of the major concerns of modern society. Therefore, Vehicular
Ad-hoc Networks are generating special interest in the most relevant research in
recent years. Various innovation fields are appearing in such networks. Besides,
every aspect related to computer security in these networks is a fundamen-
tal aspect needed to make of VANETs a popular tool. This paper proposes
a new management scheme to detect fraudulent users and to prevent communi-
cations with illegitimate users. Traditional methods use classical certificate revo-
cation lists, which are inefficient if the number of users of the network increases.
The method defined in this paper proposes replacing the traditional method by
another one based on a new structure. Such a new structure is an ADS based
on hash trees that are k-ary trees. This choice provides many benefits, espe-
cially when inserting new revoked certificates. Query frequencies are also used
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to optimize and prioritize the position of a revoked certificate in the hash tree.
Thus, the method of query about a revoked certificate becomes much quicker
and efficient because it is achieved by prioritizing those certificates that are more
likely to be queried. Early tests show that this approach is more efficient than
other classical proposals both regarding the insertion of new revoked nodes and
during the query process. This work is part of a work in progress, so the next
phases involve the implementation and comparison of the proposed scheme with
other schemes.

References

1. Bertoni, G., Daemen, J., Peeters, M., Van Assche, G.: Duplexing the sponge: single-
pass authenticated encryption and other applications. In: Miri, A., Vaudenay, S.
(eds.) SAC 2011. LNCS, vol. 7118, pp. 320–337. Springer, Heidelberg (2012)

2. Bertoni, G., Daemen, J., Peeters, M., Van Assche, G.: Keccak sponge function
family main document version 2.1, Updated submission to NIST (Round 2) (2010)

3. Cooper, D.A.: A model of certificate revocation. In: Proceedings of the 15th Annual
Computer Security Applications Conference (1999)

4. Cooper, D.A.: A more efficient use of delta CRLs. In: Proceedings of the IEEE
Symposium on Security and Privacy (2000)
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Abstract. The paper brings phase plane design of a constrained Propor-
tional Derivative (PD) controller for undamped second order oscillatory
plants. The approach is focused on achieving the possibly best track-
ing dynamics considering the control signal saturation. The linear pole
assignment control and relay minimum time control are included as its
limit solutions. The paper shows that such a task has infinitely many
solutions. The existing degree of freedom follows from a free choice of a
distance definition in evaluating deviation of the operating point from
the considered invariant set specified by the required reference braking
trajectory. It may be used to choose the simplest controller equations, or
to modify the loop performance in the case of an unmodeled dynamics.

Keywords: Constrained control · Pole-assignment control

1 Introduction

Control saturation represents nonlinearity present practically in all applications.
For a double integrator, one of possible solutions including the relay minimum
time control and the linear pole assignment control as limit situations has been
proposed in [1,2]. Approximations of the plant dynamics by undamped oscilla-
tory models (a0 > 0) with an input disturbance di and output y

ÿ = Ks(ur + di) − a0(y) ; ÿ = d2y/dt2 (1)

are frequently considered e.g. in motion control. For example, such a constrained
continuous-time pole assignment control considering a saturated input

Ur1 ≤ ur ≤ Ur2 (2)

has been applied in [4] to control a propeller pendulum that represents a core
module of an autonomous paracopter. Attractiveness of this problem increased
lately due to new results achieved in the controller tuning by the performance
portrait method and in a modular design and tuning of filtered controllers
[3,5–7]. Results of this paper will later allow to show several advantages of the
c© Springer International Publishing Switzerland 2015
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 64–71, 2015.
DOI: 10.1007/978-3-319-27340-2 9
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constrained continuous-time pole assignment control design. The key property
is its modularity, i.e. the possibility of a simple extension by an integral action
based on disturbance observers for input, or output disturbances, an easy filter
design, an extension by a dynamical feedforward control considering the con-
trol constraints, an extension to systems with a long dead time, or a relatively
simple consideration of an additional loop dynamics (as e.g. given by the motor-
propeller inertia in the propeller pendulum control [4]). Analytical formulation
of the controller equations gives also a possibility to be generalized by a gain
scheduling to nonlinear control.

2 Problem Formulation

For a given setpoint reference signal r(t) and x = (y, ẏ)t being the plant state,
it is usual to describe the system in terms of deviations

ȳ(t) = y(t) − r(t) ; ˙̄y(t) = ẏ(t) − ṙ(t) (3)

These move a reference point to the phase plane origin w̄ = [r̄, ˙̄r]t = [0, 0]t of
a new coordinates system x̄ = [ȳ, ˙̄y]t. In the new state coordinates x̄ = [ȳ, ˙̄y]t

¨̄y(t) = ÿ(t) − ẅ(t) = Ks(ur + di) − a0(y − w + w) − ẅ

A new control variable ū covering all inputs

ū = Ks(ur + di) − a0w − ẅ (4)

allows a new simplified system description

¨̄y(t) = ū − a0ȳ; F (s) =
[
Y (s)
U(s)

]
di=0

=
Ks

s2 + a0
(5)

A control design starts firstly with determining ū. Real control is then based on
calculating ur by means of an inverse transformation and saturation

ur = sat((ū + a1ẇ + a0w + ẅ)/Ks − di) (6)

2.1 Stability and Controllability

Admissible control range for the new input Ū1 ≤ ū ≤ Ū2 is limited by

Ūj = Ks(Urj + di) − a1ẇ − a0w − ẅ ; j = 1, 2 (7)

One possible requirement on controllability of the constrained system (5) is
that during transients it must always be possible to change the sign of ¨̄y(t) by
the input (4) with constraints (7). From this requirement, admissible inputs may
be defined as reference setpoints w and input disturbances di of (1) satisfying
Ū1Ū2 < 0. To get a simple denotation, next we are going to work with the shifted
variables (3) without the bar in the denotation, i.e. with x = [y, ẏ]t and u

ẋ = A0x + b0u ; y = ct
0x (8)

A0 =
[

0 1
−a0 0

]
; b0 =

[
0
1

]
; ct

0 = [ 1 0 ]
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2.2 Linear Pole Assignment PD Control for Real Poles

Similarly as in [8], for a closed loop system

d

dt
x (t) = Ax (t) ; A = A0 − b0rt (9)

and for real closed loop poles α1, α2 < 0 one gets the eigenvectors

Avi = αivi ; vi = (αiI − A)−1b ; i = 1, or 2 (10)

These define two eigenlines Li, i = 1, 2 written by means of vectors ai ⊥vi as

Li : at
ix = 0 (11)

Li represent invariant sets for the final phase of control transients. During the
initial phase the controller has to decrease (oriented) distance from Li

ρl {x (t)} = at
ix (12)

with a speed proportional to the pole α2

dρl {x (t)}
dt

= α2 ρl {x (t)} ; ρl {x (t)} �= 0 ; (13)

During the motion along Li, the controller task is to decrease the (oriented)
distance from the origin ρ0 {x (t)} = sign(y)abs(x) according to

dρ0 {x (t)}
dt

= α1 ρ0{x (t)} ; ρl {x (t)} = at
ix(t) = 0 (14)

Both these properties may be guaranteed by linear PD controller

u = −rtx ; rt =
at

i [A0 − α2I]
at

ib0
= [a0 − α1α2, α1 + α2] (15)

2.3 Invariant Sets of Linear Control GL

For some chosen v = vi and z⊥v satisfying rtz = 0, the proportional band of
control defined by sat(u) = u may be expressed as

Pb = {x = xvv + xzz|xv ∈ 〈U1, U2〉} (16)

For an undamped oscillator with a0 > 0

v =

[
1

α2
1+a0
α1

α2
1+a0

]
; z =

[
(α1+α2)α1

(α2
1+a0)(α2

2+a0)
α1(α1α2−a0)

(α2
1+a0)(α2

2+a0)

]
(17)

Obviously, choice of “faster” poles (αi → −∞) leads to a fast decrease of the
length of z and v. Pb will be limited by two lines B1 and B2 parallel to v and
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corresponding to the limit control values U1 and U2. Thus, since an invariant set
of linear control GL consisting of fully linear trajectories must lie in Pb, its size
may rapidly decrease and it become negligibly small. The linear pole assignment
control gives acceptable results just in vicinity of the required states.

Bj ; j = 1, 2 cross the chosen eigenline L = Li ; i = 1, 2 in points

Xj
0 =

[
xj
0

ẋj
0

]
= vUj =

[
1

α2
1+a0
α1

α2
1+a0

]
Uj (18)

In these points still holds the distance decrease from the origin (14)

[dx/dt]x=Xj
0

= AvUj + bUj = α1vUj (19)

2.4 Reference Braking Curves RBCj

RBCj [8]; j = 1, 2 represent curves consisting from the line segments 0Xj
0 and

curves corresponding to limit braking with u = Uj ; j = 1, 2 and finishing in Xj
0

x(τ)j = A(−τ)Xj
0 + b(−τ)Uj ; i, j = 1, 2 ; τ > 0 (20)

After eliminating the time τ from (20) one gets linear and nonlinear segments
of RBCj : linear segments 0Xj

0 (or X1
0X2

0 ) represent targets for low velocities,
nonlinear for high. Linear reference lines follow from ẋj

0 = α1Uj/(α2
1 + a0) as

yb =
ẏ

α1
; y < 0 ∩ ẏ < ẋ1

0 ∪ y > 0 ∩ ẏ > ẋ2
0 (21)

Nonlinear segments of RBCj may be described as

yj
b =

Uj

a0
− sign(y)p ; p =

√
α2
1U

2
j

(α2
1 + a0)a2

0

− ẏ2

a0
(22)

j =
3 + sign(y)

2
; ṗj

max =
α1Uj√

(α2
1 + a0)a0

y > 0 ∩ ṗ2max ≤ ẏ ≤ ẋ2
0 ∪ y < 0 ∩ ṗ1max ≥ ẏ ≥ ẋ1

0 (23)

2.5 Controllers Decreasing the Distance from RBC

The linear pole assignment control (15) decreasing distance from the reference
eigenline Li according to (13) will now be generalized for a constrained control
decreasing the distance from RBCj . The first problem to solve is, how to define a
distance ρ1 {x (t)} from RBCj? It offers infinitely many solutions [8]: in direction
of a normal to the RBC (too complicated), parallel to the y-axis, parallel to the
ẏ-axis, under a chosen angle to the axes, etc. Which solution is “the best”? The
best answer to this question seems to be: the simplest one giving good results.
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2.6 Constrained PD Controller for Distance ρl (x) = y − yb

For the distance definition
ρ1 (x) = y − yj

b (24)

the basic controller equation becomes

dρl (x)
dt

= ẏ − sign(y)
ẏ

a0p
(u − a0y) = α2 ρ (x) (25)

For the considered plant and ρl (x) (24) one gets for decreasing the distance
from RBCj a nonlinear PD controller

u = a0y +
α2p

2a0

ẏ
+ sign(y)(a0p + α2p

(Uj − a0y)
ẏ

) (26)

It is applied for

y > 0 ∩ ṗ2max ≤ ẏ ≤ ẋ2
0 ∪ y < 0 ∩ ṗ1max ≥ ẏ ≥ ẋ1

0 (27)

Both the linear (L) and nonlinear controller (NL) are followed by a saturation
(Fig. 1 left) limiting the output to the limits (7).

2.7 Constrained PD Controller for Distance Definition
ρ1 (x) = ẏ − ẏb

The “linear” and “nonlinear” segments of RBCj will now be expressed as

ẏb = α1y ; x1
0 ≤ y ≤ x2

0 (28)

ẏb = −sign(y)p ; p =
√

−
[
y2a0 + (xj

0 − 2y)Uj

]
(29)

j = (3 + sign(y))/2

The distance decrease concept is applicable just for[
1 − α1√

α2
1 + a0

]
U1

a0
≤ y ≤

[
1 − α1√

α2
1 + a0

]
U2

a0
(30)

Pb of the constrained pole assignment controller includes just a segment of
GL constrained by switching lines running parallel to ẏ-axis and crossing points
Xj

0 ; j = 1, 2 (Fig. 1).
At the border of the linear and nonlinear segments of Pb it is possible to

identify points Zj
0 and Y j

0 , in which u = 0, or u = U3−j . Both these points have
the first coordinate zj

0 = yj
0 = xj

0, when:
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Zj
0 =

[
α1(α1+α2)

(α2
1+a0)(α1α2−a0)

α1
α2

1+a0

]
Uj ; rtZj

0 = 0 ; j = 1, 2 (31)

Y j
0 =

[
α1(α1+α2)−(α2

1+a0)U3−j/Uj

(α2
1+a0)(α1α2−a0)

α1
α2

1+a0

]
Uj ; −rtY j

0 = U3−j (32)

The basic region nonlinear (NL) controller equation becomes

u = a0y + α2ẏ − sign(y) [(Uj − a0y)/pẏ − α2p] (33)

The border of a full acceleration defined by u = U3−j corresponds to

ẏj
3 =

(U3−j − sign(y)α2p − a0y)
α2p − sign(y)(Uj − a0y)

p (34)

This curve is singular in points

yj
s =

[
1 +

α1α2√
(α2

1 + a0)(α2
2 + a0)

]
Uj

a0
; j = 1, 2

For the control (33) these points limit the maximal usable deviations y. Due to
|αi| /

√
α2

i + a0 < 1 these borders are narrower than (30).
In NL segment the control changes its sign in points of the critical curve

ẏj
cr = − α2sign(y)p + a0y

α2p − sign(y)(Uj − a0y)
p ; j = 1, 2

This formula is singular for (35). This curve crosses the y-axis in points

Zj
1 =

[
α2

a0(α2
2+a0)

(
α2 −

√
α2

1α2
2−a2

0
α2

1+a0

)
0

]
Uj ; j = 1, 2 (35)

lying between y1
s and y2

s . For a line running parallel to the ẏ-axis, its crosssections
with ẏj

cr, RBCj and ẏj
3 yield points, in which u = 0, u = Uj and u = U3−j

Y j
1 =

[
α2

a0(α2
2+a0)

(
α2 −

√
α2

1α2
2−a2

0
α2

1+a0

)
ẏ1

]
Uj (36)

ẏ1 =
c2p

2 + c1p

1
; c2 = α2(α2

1 + a0)(α2
2 + a0);

c1 = (α2
1 + a0)(U2(α2

2 + a0) − α2
2U1) + α2U1

√
(α2

1 + a0)(α2
1α

2
2 − a2

0)

Xj
1 =

⎡
⎢⎣

α2
a0(α2

2+a0)

(
α2 −

√
α2

1α2
2−a2

0
α2

1+a0

)
−

√
2α2

1α2
2+α2

2a0−a2
0−2α2

√
(α2

1+a0)(α2
1α2

2−a2
0)

(α2
1+a0)(α2

2+a0)

⎤
⎥⎦Uj (37)
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Control out of the basic region may follow from continuity at the border of
the basic region and it corresponds to a derivative (D) control

u = KDẏ; K−1
D = −

√
2α2

1α
2
2 + α2

2a0 − a2
0 − 2α2

√
(α2

1 + a0)(α2
1α

2
2 − a2

0)
(α2

1 + a0)(α2
2 + a0)

(38)
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Fig. 1. Proportional band Pb and the switching lines (dashed) of the controller with
the distance from RBCj measured in direction of the y-axis (left) and of the ẏ-axis
(right) for oriented closed loop pairs −2,−10 and −10,−2; a0 = 1; U1 = −1; U2 = 0.5.
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Fig. 2. Transients of a dead time system (Ks = 1, Td = 0.05, a0 = 0.25, α1,2 = −5.628
with distance from RBCj measured in direction of the y and ẏ-axis; U1 = −1, U2 = 0.5
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3 Conclusions

New solution to the constrained pole assignment control problem for an
undamped second order system has been presented. It has shown that the
ambiguous character of a distance decrease concept may under constrained con-
trol be used for improving properties of the time delayed system control (Fig. 2).
Here, the superior performance of the loops with controllers based on the dis-
tance measurement along the ẏ axis follows from broader Pb (Fig. 1) enabling an
adequate controller reaction. For larger initial conditions, transients cross Pb at
higher velocities. For the controller based on the distance decrease measurement
along the y axis, the Pb is too narrow at these velocities to give sufficient time
to start the braking process.

Our future work will deal (similarly as in [5]) with deriving optimal tuning
applicable to time delayed systems and with comparing transients achievable by
the double integrator model with those corresponding to the oscillatory plant
model (5) both by simulation and real time control.
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Abstract. The paper deals with problems and ultramodern approaches
recommended to solve various combinatorial optimization (CO) tasks,
by using different types of computing environments, including various
clouds (CC). A lot of new ideas have been proposed or at least outlined.
Non-standard evaluation of the goal function value is also considered.

1 Introduction

CO problems derived from practice, by reasons of characteristic features of the
domain, require relatively high calculation power in order to find a solution
satisfactory for the user, [11]. This power is usually required in a relatively short
slot of time, to hammer out the properly good solution, used next in practice in
the long application period. The amount of calculations has tendency contrary
to the quality of provided results.

Researchers’ and practitioners’ view on optimization tasks generated by
CO problems to realize an on-line decision, resource usage balancing, produc-
tion and/or transport planning, scheduling, timetabling, etc. significantly has
changed in recent years. Huge effort has been done by scientist in order to rein-
force power of solution methods and to fulfil expectations of practitioners. Meta-
heuristics, perceived as universal “medicine” for basic troubles of CO algorithms,
have reached the limit in very recent years and are replaced by a new ultra-
modern approaches being as yet in the development phase. CO problems with
unimodal, convex, differentiable scalar goal functions disappeared from research
labs, because a lot of satisfactory efficient methods were already designed. There
are still remained very hard cases: multimodal, multi-criteria, non-differentiable,
NP-hard, discrete, with huge dimensionality, with exponential increase of the
number of local extremes, without a priori information about data, etc. These
practical tasks, generated by computer systems and networks, industry and mar-
ket, evoke serious troubles in the process of seeking global optimum. Any success
in algorithms development strike practitioners fancy, so permanent research in
this area are still welcome.

2 Optimization Dilemmas

Practitioners usually want to evaluate solutions from various points of views, thus
using a number of different criteria. Then, we refer hereinafter to the following
c© Springer International Publishing Switzerland 2015
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vector optimization task: find x∗ ∈ X , such that

K(x∗) = min
x∈X

K(x), (1)

where
K(x) = [K1(x), . . . ,Ks(x)]T (2)

and x, x∗, X and K(x) are solution, optimal solution, set of feasible solutions
and vector of goal function, respectively. The forms of x, X and Ki(x), i =
1, . . . , s depend on the type of optimization task. In practical CO conditions,
we assume that X is discrete, Ki(x) are nonlinear and non-differentiable, x
is a combinatorial object or composition of objects, whereas the optimization
problem is proved to be strongly NP-hard.

Problems (1)–(2) covers almost all discrete optimization cases. Assuming
s = 1 one can obtain the classical well examined but still hard single criterion
optimization. For s > 1, the ‘min’ operator in (1) does not specify any partic-
ular technology of minimization over the set of vectors, therefore we still need
a method of vector comparison, which implies from user preferences expressed
directly or indirectly. Up to now a lot of user expectations were proposed, exam-
ined and implemented, see surveys [6,9,10] or summary in [12]. The primary goal
of multi-objective optimization is to model preferences of the decision maker,
expresses as the importance of each particular criteria, see also [12].

As the result of long-time research, there have been recognized main dis-
advantages of the solution methods, namely features commonly observed in
conventional sequencing computer environments and detected also in paral-
lel and distributed calculation environments. Among mentioned disadvantages
are: (a) inability of finding any feasible solution in a reasonable time, (b) NP-
completeness of checking whether X is empty, (c) exponentially increasing calcu-
lation cost while searching optimum solution x∗ in the set X , (d) poor approxi-
mation and/or slow convergence to the Pareto frontiers, (e) high calculation cost
for management of non-dominated solutions, (f) slow convergence to optimal or
suboptimal solution not too worse from K(x∗), (g) premature convergence to
approximate solutions of poor quality, (h) search stagnation, (i) imprecise data
of the instance. Up to now, there have been identified a few reasons, discussed
below, considered as responsible for appearance of these faults, [11,12]: (1) NP-
hardness, (2) excessive (exponential) number of local extremes, (3) uneven dis-
tribution of local extremes, (4) deception points, (5) flat valley of extremes,
(6) sequential character of calculations.

It becomes evident that the solution algorithm have to be adjusted or adapted
to the type of landscape of the solution space in order to exploit fully acquired
information about its structure, as well as uneven distribution of local extremes.
Space landscape depends not only on the problem type, constraints on X , form
of K(x), but also on the particular instance, i.e. data of the problem. Although
the notion landscape is defined precisely, and can be perceived as “localization
of solutions in the space depending on the distance among them”, its refers
indirectly to human’s capability of interpreting 3D images in order to extract
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an information supporting the search. Unfortunately, solution spaces are usually
multi-dimensional, which implies that landscape features are hardly transformed
into search directions, trajectory, convexity, etc. in 3D. One expects, that the
detection of several recognized up to now properties of the landscape allow us to
design better solution algorithms. Although several parameters characterizing
search space and landscape were detected, described, examined, there is still
lack of general rules how to extract the knowledge, what kind of knowledge is
important and how to utilize the knowledge in the solution method, see among
others [12].

There are at least a few approaches of collecting and utilizing the knowl-
edge about the features of the solution space: (1) static, (1.1) arbitrary defined
in advance, (1.2) found through a trial space sampling, (2) dynamic, (2.1) pas-
sive adaptive, (2.2) active self-learned. In (1.1), while designing the solution
algorithm we set by expert some parameters in advance on the base his knowl-
edge. Regarding (1.2), we perform three steps in order: (A) automatic analysing
(e.g. by random sampling) the structure of the space; (B) calculating parameters
and tuning solution algorithm; (C) searching solution with already set configu-
ration of the algorithm. In (2.1) we collect data about solution space during the
search and then use this knowledge to control searching process. Approach (2.2)
keeps long-term memory to collect and extract knowledge about all problems and
instances solved in the history and continuously realizes process of self-learning
in the spare time of IaaS. There exist a lot of intermediate constructions located
between these approaches. Beside the pure search over the solution space along
trajectories, one can find a need of some auxiliary, accompanying calculations,
such as space sampling, collecting search history, tuning, etc., fully justified
and recommended for realizing in enhanced parallel and distributed calculating
environments.

3 Ultramodern Approaches

The evolution of solution methods for CO problems has long, rich and gripping
history, see Fig. 1. Although directions in the figure refer essentially to single-
criteria case, they have an application to solution methods used in multiple-
criteria problems.

The philosophy of used approaches and appreciation of their significance have
changing over the span of years. The common trend observed in long-time period
of time switches from universal exact methods (like ILP) to universal meta-
heuristics (like GA or SA), depending on the fashion. Between these extremely
cases one can find numerous valuable particular solutions approaches with var-
ious solution technologies dedicated for a narrow classes of problems or even
a narrow classes of instances of the same problem. The development of theory
of NP-hardness allow us to set precisely the borderline between easy and hard
problems. Algorithms for problems from the latter class usually employ special
properties of the problem in order to improve algorithms’ efficiency as much as
possible. That’s why a rich variety of the solution algorithms has been created
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Fig. 1. Evolution of solving approaches in CO

and available now. “No free lunch” theorem clearly defines the possible areas of
superiority of an algorithm over others.

Quite natural is to use model IaaS to reinforce virtual computational power
by distributing calculations over virtual computing nodes distributed geograph-
ically widely. This approach requires possibility of making decomposition of CO
into subproblems solved on independent nodes, however in cooperation. By using
SaaS model, we have some choices: (1) homogenous engine with common inter-
face (single method of solution) located in form of copies in calculation nodes,
(2) various specialized algorithms located in different calculation nodes (own
specialization) with common interface for various methods to solve the same
problem.

Too high calculation cost observed for exact method forces us to use substi-
tutes acceptable in practice. For a minimization problem approximate algorithm
A provides solution xA, so that

K(xA) = min
x∈XA

K(x) ≥ K(x∗) (3)
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where XA ⊂ X is the subset of solutions checked by A. The overall aim is to
find xA so that K(xA) is close to K(x∗) by examining the smallest as possible
XA. Notice, such definition is a hyper-bicriteria optimization case. The closeness
to K(x∗) (accuracy) can be either guaranteed a priori or evaluated a posteriori.
It is clear that accuracy has opposing tendency to running time, i.e. finding
better approximate solution needs longer running time (greater XA), and this
dependence owns strongly nonlinear character. Therefore, discrete optimization
manifests a variety of models and solution methods, usually dedicated for narrow
classes of problems or even separate problems. Reduction of the generality of
models allow us to find special features of the problem, application of which
improve numerical properties of the algorithm such that running time, speed
of convergence. Quite often, a strongly NP-hard problem has in the literature
several various algorithms with different numerical characteristics. Knowledge
about models and algorithms allow us to fit satisfactory algorithm for each newly
stated problem. Bear in mind, in the considered research area the goal is not
to formulate whatsoever model and method, but to provide simply model and
solution method reasonable from the computer implementation point of view.

4 New Attitudes

Formulation (1) does not define details of calculating K(x) for the given x.
Because of the hardness of the most practical optimization tasks, one can expect
that an approximate procedure, by selecting in XA ⊆ X a subset of non-
dominated solutions, provides certain approximation of Pareto front. The cost of
such calculations depends on the cardinality of XA and the computational com-
plexity of performing the basic step “for the given x find K(x)”. In case of too
high cost of calculations, one can either replace K(x) by a cheapest its approxi-
mation K ′(x) or by limiting cardinality of XA. After an analysis we propose, by
our previous paper [12], the following approaches: (1) x is deterministic, (1.2)
K(x) is given by an analytical formula, (1.2) K(x) is given by a deterministic
polynomial-time algorithm, (1.3) K(x) is given by a deterministic exponential-
time algorithm, (1.4) K(x) is given by a deterministic algorithm provided in
form of program code, (2) x is random variable, (2.1) K(x) represents a statis-
tical parameters of x or their estimators, (2.2) K(x) is given by an algorithm,
(2.3) K(x) is a result of neural net activity, (3) x is fuzzy variable, (3.1) K(x)
represents certain defuzzified measure on x; (4) x is any variable, (4.1) K(x) is
given as the result of running simulation, (4.2) function K(x) is given as the
result of sensor measurement, (4.3) as previous one but in presence of noise. In
any enumerated case K(x) can be calculated precisely or approximately, depend-
ing on the computational complexity of required calculations, implying various
requirements addressed for CC in aggregated or distributed environments.

5 Metaheuristics

New generation of metaheuristics, designed to work in parallel and distributed
environments, offers powerful tool capable to overcome shortcomings observed
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in traditional approximate approaches, [4,5,7]. Dynamic development of the net-
work as well as the development of Cloud Computing (CC) technology offer new
advantageous properties to build in the newly designed efficient solution meth-
ods. CC can be perceived as an infrastructure accessible transparently, remotely
and virtually through the network, which eliminates the need for maintaining
single-handedly expensive computing resources, [13], kept by the user. By shar-
ing the physical resources (hardware, software, broadband, communication links,
etc.) of the strong power, provided by CC operator, among large number of
users, CC offers not only a reduced cost of service but also allows on rational
management of computing goods in case of solving very hard problems derived
from science and practice. One can say that CC offers: for scientists - a cheaper
alternative to clusters, grids, and supercomputers to solve hard problems com-
putationally expensive; for users - the powerful tool to solve quickly applicative
problems for the commercial and business usage.

6 Parallel Metaheuristics

In recent years the increase of computational power of computers evolves towards
parallel architectures. Since the increase of the number of processors or cores in
single computer or CUDA is still too slow comparing it with the increase of
the number of solutions in the space, there is no hope to vanquish barrier of
NP-hardness. Even cloud computing with the use of computer clusters does not
offer good alternative, chiefly because of too high calculation cost. On the other
hand, computer parallelism can improve significantly metaheuristics in terms of
running time and quality, [2,3]. Thus parallel metaheuristics become the most
desired class of algorithms, since they link excellent quality with a short running
time. Sophisticated implementations of parallel algorithms require skilful appli-
cation of a few fundamental elements linked with parallel programming theory,
calculation models, and practical tools, see [12].

Sequential metaheuristics can be implemented in parallel calculation envi-
ronments in different manner, providing variety of algorithms with different
numerical properties. Let us consider, for example, SA approach, [1]. We can
adopt this method as follows: (a) single thread, conventional SA, parallel calcu-
lation of the goal function value, fine grain, conventional theory of convergence,
(b) single thread, pSA, parallel moves, subset of random trial solutions selected
in the neighbourhood, parallel evaluation of trial solutions, parallel theory of
convergence, (c) exploration of equilibrium state at fixed temperature in par-
allel, (d) multiple independent threads, coarse grain, (e) multiple cooperative
threads, coarse grain. Similarly, for GS we have [2,8]: (a) single thread, conven-
tional GA, parallel calculation of the goal function value, small grain, theory
of convergence, (b) single thread, parallel evaluation of population, (c) multiple
independent threads, coarse grain, (d) multiple cooperative threads, (e) distrib-
uted subpopulations, migration, diffusion, island models.
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7 Distributed Metaheuristics

Rapid development of computer networks offers inhomogeneous computational
resources distributed geographically widespread, offering IaaS, PaaS or SaaS
in different business model. Long list of solution approaches dedicated for CO
problems implies existence of many alternative solution algorithms with different
numerical characteristics even for the same CO case. Collection of these algo-
rithms provide certain knowledge being the best up to now research results. In
this context, net nodes can offer “highly specialized” software developed in scien-
tific laboratories accessible in the SaaS technology. Developing of such software
need less cost (since no repetitions occur) and provided a variety of solution
methods.

CO problems require for solving commitment of high computing resources in
the relatively short time intervals. Assuming that a market firm would like to use
CO to improve the competitiveness, it solves various CO instances periodically,
depending on needs. In order to obtain sufficient efficiency, firm has to buy
high capacity, high availability, expensive workstation, which will be utilize in
the average rather weakly. On the contrary, dispersed CC is able to provide
computing resources of required power in required time interval on demand.
Moreover, due to possibility of net connections, CC may locate computing tasks
with green energy and low expenditures, however unreliable because of the net
features.

CC offers in natural way the infrastructure to realize parallel computing
(especially, parallel metaheuristics) for application of CO solution methods in
the form of independent or cooperative searching threads, running on various vir-
tual machines (VM) somewhere in the cloud, depending on current workload of
real and virtual machines inside the cloud, user preferences (quality of expected
service), financial expenditure versus profits from implementation of the best
solution found. Notice, cooperative threads require a technology of exchang-
ing messages between virtual machines. From this point of view CC offers IaaS
by providing pure calculation power, possibly homogenous and transparent, for
the run of multiple copies of searching algorithm. One hope that quality of the
best solution found increases with the increased number of checked solutions.
For the user it is irrelevant where individual threads run, and whether all of
them hopefully have finished. Thus one can imagine an unusual scenario, where
some of initiated threads simply perished somewhere in the net (their results are
provided with a probability) because of communication obstacles or because of
limited access to VM. In terms of parallel CO methods, the proposed approach
realizes coarse grain models, skipping consciously fine grain case leading to very
precise programming on a low level. These threads can be performed in different
technologies enumerated at the end of the previous sections.

8 Conclusions and Comments

The given survey of optimization methodologies does not provide all details nec-
essary to make an universal algorithm or a repository of algorithms. It rather
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outlines crucial aspects important for the design and context of use of solution
methods for the hard discrete optimization problems in the environment having
rich variety of possible approaches. The present tendency prefer metaheuristics
(sequencing as well as parallel) since they links high or good quality of gen-
erated solutions with relatively small or moderate calculation cost. Moreover
they are resistant to local extremes. Real usefulness and applicability of each
particular method depends on space landscape, roughness, big valley, distribu-
tion of solutions in the space and the problem balance between intensification
and diversification of the search. Recent study suggests that efficient finding of
Pareto from can be done by united force of a few different algorithms. If cost
of calculations becomes high, for example for instances of greater size, there is
recommended to consider parallel methods, possible to implement already on a
PC with multicore processor or CUDA.

Acknowledgments. Paper is supported by funds of NCS, project DEC-2012/05/B/
ST7/00102.
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5. Dorigo, M., Stützle, T.: Ant Colony Optimization. Bradford Books, Bradford
(2004)

6. Ghosh, A., Dehuri, S.: Evolutionary algorithms for multi-criterion optimization: a
survey. Int. J. Comput. Inf. Sci. 2(1), 38–57 (2004)

7. Glover, F., Laguna, M.: Tabu Search. Kluwer Academic Publishers, Boston (1997)
8. Goldberg, D.E.: Genetic Algorithms in Search, Optimization and Machine

Learning. Addison-Wesley, Boston (1989)
9. Marler, R.T., Arora, J.S.: Survey of multi-objective optimization methods for engi-

neering. Struct. Multi. Optim. 26, 369–395 (2004)
10. Nedjah, N., Coelho, L.S., de Mourelle, L.M. (eds.): Multi-objective Swarm

Intelligent Systems. Studies in Computational Intelligence, vol. 261. Springer,
Heidelberg (2009)

11. Smutnicki, C.: Optimization technologies for hard problems. In: Fodor, J.,
Klempous, R., Araujo, C.P.S. (eds.) Recent Advances in Intelligent Engineering
Systems, pp. 79–104. Springer, Heidelberg (2011)

12. Smutnicki, C.: Optimization in CIS systems. In: Zamojski, W., Sugier, J. (eds.)
Dependability Problems of Complex Information Systems. Advances in Intelligent
Systems and Computing, vol. 307, pp. 111–128. Springer, Heidelberg (2015). doi:10.
1007/978-3-319-08964-5 7

13. Vouk, M.A.: Cloud Computing - Issues, Research and Implementations. J. Comput.
Inf. Technol. 16, 235–246 (2008). doi:10.2498/cit.1001391

http://dx.doi.org/10.1007/978-3-319-08964-5_7
http://dx.doi.org/10.1007/978-3-319-08964-5_7
http://dx.doi.org/10.2498/cit.1001391


Dynamic Similarity and Distance Measures
Based on Quantiles
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Abstract. Data Mining emerges in response to technological advances
and considers the treatment of large amounts of data. The aim of Data
Mining is the extraction of new, valid, comprehensible and useful knowl-
edge by the construction of a simple model that describes the data and
can also be used in prediction tasks. The challenge of extracting knowl-
edge from data is an interdisciplinary discipline and draws upon research
in statistics, pattern recognition and machine learning among others.

A common technique for identifying natural groups hidden in data is
clustering. Clustering is a process that automatically discovers structure
in data and does not require any supervision. The model’s performance
relies heavily on the choice of an appropriate measure. It is important to
use the appropriate similarity metric to measure the proximity between
two objects, but the separability of clusters must also be taken into
account.

This paper addresses the problem of comparing two or more sets of
overlapping data as a basis for comparing different partitions of quanti-
tative data. An approach that uses statistical concepts to measure the
distance between partitions is presented. The data’s descriptive knowl-
edge is expressed by means of a boxplot that allows for the construction
of clusters taking into account conditional probabilities.

1 Introduction to Cluster Analysis

Cluster analysis divides data into meaningful or useful groups, called clusters, by
identifying “natural” groups hidden in data. If meaningful clusters are the goal,
then the resulting clusters should capture the “natural” structure of the data.
A precise definition of what constitutes a cluster is not easy to formalize and,
at times, clusters are not well separated from one another. Nonetheless, cluster
analysis seeks as a result, a crisp partition of the data into non-overlapping
groups. This partition depends strongly on the type of data and the desired
results. Even though cluster analysis is a useful tool in many areas, it is only
part of a solution to a larger problem which typically involves other steps and
techniques. Clustering is a process that automatically discovers structure in data
and does not require any supervision, it is an unsupervised learning method [1].

Objects are usually represented as points (vectors) in a multi-dimensional
space, where each dimension represents a distinct attribute describing the object.
c© Springer International Publishing Switzerland 2015
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Data is the collection of attribute values describing the objects. A set of objects
is represented as an m × n matrix, the data matrix, with m rows, one for each
object, and n columns, one for each attribute. The attributes of the objects can
be of different data types and can be measured on different data scales.

The different types of attributes are: binary (two values), discrete (a finite
number of values) and continuous (an infinite number of values). The different
data scales are: qualitative nominal (the values are just different names), quali-
tative ordinal (the values just reflect an ordering), quantitative by interval (the
difference between values is meaningful), quantitative by ratio (the scale has an
absolute zero so that ratios are meaningful). Data scales and types are important
since the type of clustering used depends on the data scale and type.

Given a data set D = {X1,X2, . . . , XN}, where each Xk is characterized
by a set of attributes, clustering is the process of identifying and describing
groups present within the data. The grouping is done in such a way that objects
in the same group or cluster are more similar to each other than to those in
other clusters. The determination of the clusters relies heavily on the concept of
similarity or distance between the data. A good clustering method will produce
high quality clusters in which the intra-cluster similarity is high and the inter-
cluster similarity is low. The model’s performance relies heavily on the choice
of an appropriate measure; finding and implementing the correct measure is
fundamental and results in more accurate data analysis.

Informally, the similarity within a cluster is a numerical measure of the degree
to which the two objects are alike. It is important to use the appropriate similar-
ity metric to measure the proximity between two objects, but the separability of
clusters must also be taken into account. The goal is to find clusterings that satisfy
homogeneity within each cluster as well as heterogeneity between clusters [2].

The similarity between two elements is a measure that quantifies the depen-
dency between the data. A data point is represented by a vector Xk = {xi

k, i =
1, 2, . . . , n}, where n is the number of features. These features can be quantita-
tive or qualitative descriptions of the object. Given two data points Xk,Xj ∈ D,
the similarity is measured by a function s : D × D → [smin, smax] ⊆ � that
satisfies:

1. s(Xk,Xk) = smax for all Xk ∈ D.
2. Symmetry: s(Xk,Xj) = s(Xj ,Xk) for all Xk,Xj ∈ D.

where smin denotes minimal similarity and smax the maximal similarity. A simi-
larity measure with smin = 0 and smax = 1 is a dichotomous similarity function.

On occasions it is convenient to measure the dissimilarity of objects by their
distance instead of defining a similarity measure. The distance is measured by a
function d : D × D → [dmin, dmax] ⊆ � that satisfies:

1. d(Xk,Xk) = dmin for all Xk ∈ D.
2. Symmetry: d(Xk,Xj) = d(Xj ,Xk) for all Xk,Xj ∈ D.

where dmin denotes minimal distance and dmax the maximal distance. If in
addition the distance fulfills dmin = 0 and dmax = ∞ and
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1. Reflexivity: d(Xk,Xj) = 0 if and only if Xk = Xj for all Xk,Xj ∈ D.
2. Triangle Inequality: d(Xk,Xj) + d(Xj ,Xr) ≥ d(Xk,Xr).

then the distance function is called a metric distance function.
Computing distances or measures of similarity can be problematic, since the

different data scales and types of features are not comparable and one standard
measure is not applicable. In practice, different distance measures are used for
different features of heterogeneous data.

In descriptive statistics, when dealing with quantitative data sets, percentiles
or quartiles provide information on how the data are spread [3]. A boxplot is a
graph used to display patterns of quantitative data. A boxplot splits the data
set into quartiles. The body of the boxplot consists of a “box” which goes from
the first quartile (Q1) to the third quartile (Q3). Within the box, a line is drawn
at the median of the data set (Q2). Two vertical lines, called whiskers, extend
from the bottom and top of the box. The bottom whisker goes from Q1 to the
lowest datum still within 1.5 · IQR of the lower quartile (lower fence LF), and
the top whisker goes from Q3 to the highest datum still within 1.5 · IQR of the
upper quartile (upper fence UF). Data points falling beyond the whiskers are
known as outliers. If the data set includes outliers, they are plotted on the graph
separately as points. See Fig. 1.

Fig. 1. Boxplot of a quantitative feature.

The clustering process depends on the specific similarity criterion used. When
forming clusters it is not uncommon to find overlapping data. This paper addresses
the problem of comparing two or more sets of overlapping data as a basis for
comparing different partitions of quantitative data. An approach that uses sta-
tistical concepts to measure the distance between partitions is presented. The
data’s descriptive knowledge is expressed by means of a boxplot that allows for
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the construction of clusters taking into account conditional probabilities. In par-
ticular, quartiles and interquartile range are used in the calculation of a dissimi-
larity measure between clusters. The method presented is dynamical and allows
for the adjustment of the measure’s intensity, given by the percentiles, to improve
the model’s performance.

2 Dispersion and Multi-splits: Boxplot as a Similarity
Measure

Boxplots display data variation without making any assumptions of the underly-
ing statistical distribution. A boxplot is a convenient way to graphically display
the data and identify outliers. Boxplots are useful when comparing data sets.
Therefore, boxplots are a convenient tool to study overlapping data.

Given a data set D = {X1,X2, . . . , XN}, we consider the dispersion of the
data given by the boxplots as shown in Fig. 2.

Fig. 2. Dispersion of the data given by the boxplots.

The box of a boxplot represents half of the data, the central 50 %. It’s
the most representative part of the attribute. The amplitude of the box is the
interquartilic range IQR = Q3 − Q1, it represents the dispersion of the data.
Observing the boxes in Fig. 2, it’s clear that boxes 1 and 3 have similar dis-
persion. Same thing happens with boxes 2, 4 and 5. But the dispersion between
boxes 1 and 3 is different from dispersion between boxes 2, 4 and 5. By definition,
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boxes 1 and 3 form a cluster whereas boxes 2, 4 and 5 form another one. Box 6
is a cluster on its own. The dispersion and Multi-split method studies possible
clusters and calculates split values that separates the attribute into clusters in
the most discriminatory manner.

2.1 Number of Clusters

Considering the data shown in Fig. 2, intuitively we appreciate that three clusters
are formed. Two variables, more precisely, the dispersion of two variables are
similar, when the boxes amplitudes are similar. Therefore, if the boxes overlap
or intersect, the dispersion of the variable is similar and they belong to the same
cluster. Given an attribute Xi with s overlapping boxplots, each limited by Qi

1

and Qi
3, i = 1, 2, . . . , s; the union boxplot consists of a “box” which goes from

Q∪
1 the to Q∪

3 where:
Q∪

1 = min(Q1
1, Q

2
1, . . . , Q

s
1)

Q∪
3 = max(Q1

3, Q
2
3, . . . , Q

s
3)

Two boxplots l and m are said to overlap if and only if the interquartilic
range of the union boxplot is smaller than the sum of the interquartilic ranges
of boxes l and m. That is,

IQR∪ ≤ IQRl + IQRm

|Q∪
3 − Q∪

1 | ≤ |Ql
3 − Ql

1| + |Qm
3 − Qm

1 |
Figure 3 depicts the union boxplot of two overlapping boxplots l and m.

Fig. 3. Boxplot overlapping.

In the same way that an adjacent matrix of a graph can be constructed, an
overlapping matrix S = {slm} associated to attribute Xi can be constructed as
follows:

slm =
{

1 if boxes l and m overlap
0 otherwise
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The overlapping matrix S is binary and symmetric. It is also associated with
a graph, where the nodes represent boxes and the edges represent overlapping
boxplots. The number of connected subgraphs represents the number of clusters
nci. See Fig. 4.

Fig. 4. Cluster analysis.

2.2 The Best Splits

When a variable appears in a split, it is hard to know if the variable is indeed
the most important, or if the selection is due to bias. Unbiased multiway splits
are studied in [4].

Given an attribute Xi, the interval o splitting points are those that better
discriminate the clusters found though the overlapping matrix. Two cases are
considered:

– Case 1: All g attributes have only one connected graph,
∑

h nch = g.
In this case, each of the attributes form one cluster, that is, every box

overlaps with at least one other box. The elements of the splitting vector SP
are the splitting points SP = {spk}, k = 1, 2, . . . , g − 1. The middle point of
the intersection of overlapping boxes form the splitting points. To simplify the
notation, ordered boxes are considered (Q1

1 ≤ Q2
1 ≤ . . .), the splitting points

are illustrated in Fig. 5 and calculated as follows:

spk =
Qk

3 + Qk+1
1

2

– Case 2: Some of the g attributes have more than one connected subgraph,∑
h nch > g.
In this case, there is at least one attribute with more than one cluster. For

each cluster, the union boxplot is considered. The elements of the splitting
vector SP are the splitting points SP = {spk}, k = 1, 2, . . . , nc−1. The middle
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point of the distance that separates each pair of union boxes form the splitting
points. Once again, to simplify the notation, ordered boxes are considered, the
splitting points are illustrated in Fig. 6 and calculated as follows:

spk =
Qk

3 + Qk+1
1

2

Fig. 5. Spitting vector for case 1.

Fig. 6. Spitting vector for case 2.

3 Conclusion and Future Work

A method for cluster analysis and split construction has been presented. The
clusters are formed using similarity measures based on boxplots. Boxplots are
non-parametric, they display variation in the data of a statistical population
without making any assumptions of the underlying statistical distribution. The
spacings between the different parts of the box indicate the degree of dispersion
and skewness in the data, and show outliers. A boxplot is a convenient way
to graphically display the data and identify outliers. Boxplots are useful when
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comparing data sets. Therefore, boxplots are a convenient tool to study overlap-
ping data. Once clusters are identified the multiway split selection is forthcoming.
The number of splits depends on the number of clusters found.

This paper offers a limited vision of one of the many clustering methods
available. The following aspects can be considered as future work: construction
of splitting vectors that take into account datas skewness, study in depth case 1∑

h nch = g and box l is completely contained in box m, extend the method to
consider overlapping as a function of percentiles.
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Abstract. We explore the possibilities of Eulerian numbers to define
weights in layered networks and model distributed computation at the
level of neurons receptive fields. These networks are then compared to
those defined by binomial coefficients (Newton filters). Their potential
as structures for signals convergence, divergence and overlapping is also
established.

1 Introduction

1.1 Convergent-Divergent Layered Nets

The existence of a convergent-divergent path in the structure of the neurons sys-
tem of vertebrates is a fact that has been long demonstrated in both peripheral
(sensory) and central parts [1,2].

Also, the retina as well as cortex, show a conspicuous layered anatomy, with
interconnections among the units (neurons) of each layer and the following layers,
always exist overlapping of input (or sensory) “fields” (zones), and thus, a double
process of convergence and divergence of the input information and the outputs
from the layers also exists.

In our representations, it is a type of distributed computation by a layered
network of almost equally functional computing agents. This is illustrated in
Fig. 1 for one dimensional (x = x1, x2, . . . , x20) input field. The value of the
discrete inputs are xi. Note that this representation is highly paradigmatic and
that there is not a one-to-one correspondence between each of them and a real
nervous structure.

The outputs of the nets are Ω1, . . . , Ωj . Overlapping, convergence and diver-
gence of signals are evident.

Assume we start with a net with m (x1, . . . , xm) input signals. Then, in
some cases (depending on the type of computation performed by the computing
agents), there may exist an equivalent net of m layers, in which each computing

c© Springer International Publishing Switzerland 2015
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Fig. 1. A general three layers computing network.

agent have just two input lines. It is no difficult to show that the equivalent nets
always exist for linear networks, that is for nets in which:

Ωj =
∑
k

Wjkxk

where Wjk is the weighting factor.

1.2 Newton-Hermite Filters

The name Newton filters was introduced in [3], and they were applied to linear
filters in which the weights of the “zero order” and length m are given by the
row of the m binomial (or Newton) coefficients, that is the coefficients of the
polynomials:

Pm(0) = (x − 1)m

As it has been shown ([3]) it corresponds to a layered structure of the type
described in Fig. 2, in which all weights are +1.

Fig. 2. (a) Triangular array for Newton filter N7(2). (b) Layered network performing
the filter.
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In general, the Newton filter of length m and order k, have weights which
are the coefficients of the polynomial:

Pm(k) = (x − 1)m−k(x + 1)k

where k corresponds then to the number of layers in which the weights (+1,+1)
are changed to (+1,-1).

In general [3], the coefficients of the polynomial:

Pm = (x − e1)(x − e2) . . . (x − em)

correspond to a layered net in which the weights of the computing units of
each layer are (+1, e1), (+1, e2), . . . (+1, em). And viceversa, any arbitrary row
of weights , Wi, for a linear filter of m inputs, that is:

Ω =
m∑
i=1

WiXi

corresponds to a layered net of m layers, each layer having the weights (+1, ei),
where ei are the roots of the polynomial:

Pm =
m∑
i=1

Wi

W1
xi

The coefficients of the Newton Filters of a length m and order k can be
arranged in a triangular array of numbers, starting m = 1 in the vertex. For
Nm(0) it corresponds to the Pascal Triangle. This is illustrated in Fig. 2(a) for
N7(2), which is the so called “inverted Mexican hat” filter. Figure 2(b) shows
the layered net for the filter having two “inhibitory layers”. Notice that it is
irrelevant where the “inhibitory layers” are, but their number.

Newton filters of order zero, Nm(0), tend to a gaussian (after proper nor-
malization) for m → ∞. Also [4], Newton filters of order k, tend to Hermite

functions of order k, H(x, k) =
dk (e−x2

)
dxk

. The resulting kernels in the continu-
ous formulation will be:

Ω =
∑m

i=x Ni(k) xi →
Newton Filter

Ω =
∫ +∞

−∞ H(x, k) x dx
Hermite Filter

Notice that the basis for representing a Newton array into an equivalent
layered computing structure is its triangular nature, when they are generated.
Also, any arbitrary discrete linear filter of real numbers have an equivalent lay-
ered network, so it finally admit a triangular array equivalent representation.
Notice that also this applies to Eulerian Networks (next section).
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2 Eulerian Numbers, Eulerian Networks and Eulerian
Filters

Eulerian numbers appear normally in an apparent quite different context: the
management of series [4,5]. A typical introduction [4] is through the successive
derivatives of the identity:

∞∑
i=1

xk =
x

1 − x
for |x| < 1

By repeatedly differentiating, multiplying by x, taking the coefficients of the
polynomials of the resulting numerators and putting them into a triangular array,
it results the Euler triangle.

Fig. 3. (a) Triangular array for Eulerian numbers with superimposed coordinate sys-
tem. Notices that x, y start at 1 (not 0). (b) Layered net representation of filter of
length 6 and zero order, where the weights are the first 6 Eulerian numbers.

The array of the first 6 Eulerian numbers is shown in Fig. 3(a), with a con-
venient superimposed coordinate system. Notice that both x and y are integers
starting in 1 (not in 0).

By this coordinate reference system, Eulerian numbers can be generated by
the recurrence [5]:

E(x, y) = yE(x − 1, y) + xE(x, y − 1) (1)

where E(x, y) is the Eulerian number in position (x, y).
By inverting the triangle “upside down” the corresponding triangular layered

network is obtained as illustrated in Fig. 3(b). As it can be seen, to obtain outputs
in each layer which are a linear combination of the inputs, the local weights must
be (from recurrence (1)):

W (λ, ρ) = (y, x)

that is, in position (x, y), the weight of the input coming from the left (λ) to
each computing unit is the coordinate y, and that of the inputs coming from the
right (ρ) is the coordinate x. This is illustrated in Fig. 3(b).
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This is an important drawback when compared to Newton filters, since
weights depend not only on the layer, but also on the rows of the computing
unit. This will provoke a much stronger sensitivity the position of local scotomas,
in relation to reliability. Also, for this, weights cannot be changed in position
without more or less seriously changing the resulting computation.
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Fig. 4. Newton and Euler normalized weights for zero order filters.

To compare Newton and Euler filters is necessary to normalize to the center
values for a given number of inputs, since Euler numbers grow much faster than
Newton’s. The output of the Eulerian filter of order 0 and length l is then:

Ωl(0) = e1I1 + e2I2 + . . . + elIl

where ei are eulerian numbers normalized to the central value.
By appropriate re-scaling the (integer) indexes of the input lines [4], normal-

ized Eulerian weights (numbers), approaches a gaussian (just as binomial coef-
ficients). We shall consider re-scaling later, for the continuous filters. Figure 4
shows the plot of Newton and Euler weights for zero order filters of length 51,
where the approaching to gaussian is already apparent.

As it is also apparent, Euler filters of order 0 have a narrower receptive field
extension, which correspond to a higher spatial frequency averaging effect. Also,
higher order filters will have a more sharp contrast detection effect and provide
for narrower harmonic representation on input signals.

Higher order Euler filters Ωl(k) should be obtained by analogy to the Newton
filters, that is, changing the sign of the inputs left to right to each computing
unit in k layers. However in this case, the change does not correspond to a kth
discrete derivatives, because the weights are no longer all +1. What is more, the
resulting filter weights depend on what layers we select to change signs, that
is, in Newton Filter’s terminology, what layers are inhibitory. This, obviously,
means a much lower reliability to changes of the place of the inhibitions for
Eulerian filters.
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3 Higher Order Euler Filters and Hermitian Euler
Formulation

To obtain higher order (higher derivatives) Eulerian filters, we may successively
“move” the original filter of length l, one place to the right (or left), change the
sign of the output and add a final new computing unit. This means that by every
discrete derivative, we increase the supposed resolution by one, ending in effect
in a filter of order k, but length k + l. Or viceversa, to obtain a filter of order
k, and length l, we shall start with k Eulerian filters of order l − k and add k
inhibitory layers. For l large and k not very large (first derivatives), the effects
are not different from the ones for Newton filters.
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Fig. 5. (a) First derivatives Newton and Euler filter profiles. (b) The corresponding
global weights profiles.

Figure 5(a) shows the filter profiles for N51(1) and Ω52(1) (first derivatives)
and Fig. 5(b) the corresponding Mexican hats. All weights have been normalized.

Again, the parallelism between Newton and Eulerian filters is very apparent.
The receptive field for Eulerian filters is “narrower” than for Newton’s filters,
which again means more sensitivity to higher spatial frequencies.

As it has been already pointed out, normalized Eulerian filter of order 0
approaches a gaussian, but with a different σ (standard deviation) than the
Newton’s filter. This corresponds to:

W (0) = e−x2
Newton

Ω(0) = e−kx2
Euler

where
√

k ·x is the homothetic transformation of one set of kernels into the other.
The value of k can be approximated by k = 2

√
2 =

√
8. That is, an homothecy

in the continuous input field of coordinate x that transforms Newton filters into
Euler filters. The corresponding Hermitian filters (Newton’s and Euler) of order
2 are shown in Fig. 6.
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Fig. 6. Newton and Euler Hermitian filters of order 2.

4 Conclusion

Newton and Euler filters have qualitatively the same “shape”, for any order of
the filter. However, Eulerian discrete filter distribution of different weights per
layer permits to experiment their behavior when introducing inhibitory layers.
This has to be explored.

It is expected that, from the signal processing point of view, Newton and
Euler filters will have practically the same effect as changing the resolution when
going from one representation to the other.

In any case, potential possible uses of these neuron-like convergent-divergent
networks is still under study by computer simulation of larger networks.

Acknowledgments. This work has been supported, in part, by Spanish Ministry of
Science projects MTM2011-28983-CO3-03 and MTM2014-56949-C3-2-R.

References

1. Leibovic, K.N.: Principles of brain function: information processing in convergent
and divergent pathways. In: Pichler, F., Trappl, R. (eds.) Progress in Cybernetics
and Systems, vol. VI, pp. 91–99. Hemisphere, Washington, D.C. (1982)

2. Moreno-Dı́az, A., de Blasio, G., Moreno-Dı́az Jr. R.: Distributed, layered and reli-
able computing nets to represent neuronal receptive fields. Math. Biosci. Eng.
11(2), 343–361 (2014)

3. Moreno-Dı́az Jr., R.: Computación paralela y distribuida: relaciones estructura-
función en retinas. Ph.D thesis, Universidad de Las Palmas de Gran Canaria (1993)

4. http://www.mathpages.com/home/kmath012/kmath012.htm
5. Carlitz, L., Kurtz, D.C., Scoville, R., Stakelber, O.P.: Asymptotic properties of

Eulerian numbers. Zeitschrift für Wahrscheinlichkeitstheorie und Verwandte Gebi-
ete 23(1), 47–54 (1972)

http://www.mathpages.com/home/kmath012/kmath012.htm


Autonomous Paracopter Control Design
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Abstract. This paper deals with introduction to the design of a motor-
ized paraglider control. This device known also as a paracopter, parafoil
delivery system, or powered parachute aircraft may be considered as
a special type of Unmanned Aerial Systems (UAVs). Due to several
degrees of freedom, a highly nonlinear and unstable dynamics with inter-
nal couplings and strong external disturbances, its control represents a
challenging problem. Thus, its education requires corresponding learning
approaches. One possible controller tuning method based on relay iden-
tification is treated and applied to the propeller pendulum representing
motion typical for one degree of freedom of the paracopter control.

Keywords: Paracopter · Propeller pendulum · Relay identification

1 Introduction

At the university level, UAVs are frequently used to demonstrate different
aspects of automation and control design. Thereby, due to the complexity of
their flight dynamics, the paracopter control is not as popular as other types of
UAVs, for example the quadrocopters. In practice, it has been deeply studied in
several military applications, or by NASA as a transport mean for evacuation of
the International Space Station (ISS) [1–6].

On the other hand, the paracopter dynamics brings several advantages and it
may also be useful in demonstrating several advanced control concept. Due to its
unstable character, in its control design, one of the basic problems is given by a
reliable and safe identification. The unstable system character, together with its
strongly variable and nonlinear dynamics significantly constraint the spectrum
of applicable identification methods. Experience shows that the considered con-
trollers and identification methods have to be limited to the simplest ones offering
the highest possible tracking performance and robustness together with excellent
disturbance compensation. When wishing to approach this problem systemati-
cally, it is recommended to start with identification and control of a propeller
pendulum that may represent a simplified version of the paracopter systems.
This paper will extend information published in [9,10] and discuss experience
gained in relay experiments based controller tuning (based on a phase plane limit
cycle analysis [7,8]) verified by a subsequent controller design.
c© Springer International Publishing Switzerland 2015
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2 Propeller Pendulum

The propeller pendulum systems represents a simplified approximation of the
paracopter systems allowing motion with one degree of freedom. This is used
in initial design phases to profit from a safe environment for mastering several
paracopter functionalities, its sensorics and control design aspects [10].

Since the system represents a weakly damped oscillator, it could be expected
to be approximated as a second order oscillator. But, when wishing to simplify
the still complex theoretical framework wrapped around the oscillatory system
with a propeller subsystem, an ultralocal double integrator model extended by
a dead time may be used instead. Thereby, the propeller subsystem inertia may
be approximated by the first order linear model.

3 Relay System Identification

Similarly as an identification of unstable UAVs, also the pendulum identification
around an unstable operating point requires a closed loop identification with
a stabilizing controller. Thereby, a relay identification may be used, when a
controller + filter subsystem necessary for the derivative action is considered as

Rf (s) = R(s)F (s) = KP
1 + TDs

(1 + Tns)n
=

KP + KDs

(1 + Tns)n
; n = 1, 2, 3, ... (1)

The simplest system model (including possibly also the necessary filters) is

S(s) =
Kse

−Tds

s2
(2)

For the paracopeter or pendulum identification one has to use a relay with offset

u = M00 + Msign(uPD) (3)

Traditionally, the most frequently used method for a relay identification is the
describing function method. However, when applied to the loop with a second
order plant and a stabilizing PD controller, due to the relative degree one of
the resulting transfer function it does not yield sufficiently precise results. Thus,
we are going to use an identification method based on a phase plane analysis of
the generated limit cycles [8]. Consideration of a relay controller output with an
offset M00 that may be combined with an unknown input disturbance into the
offset M0 yields two limit control signal values

U1 = M0 − M ; U2 = M0 + M (4)

In general M0 �= M00 is unknown.
Due to the output relay, the PD controller equation may be simplified to

R(s) = U(s)/Y (s) = −(s + a); uPD = −ẏ − ay; y = yf − w (5)
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w= piecewise constant reference variable, yf= the filtered output and ẏ = ẏf=
its derivative. In a phase plane (y, ẏ), such a controller followed by an output
relay may be interpreted as a switching line

L : ẏ = −ay (6)

This separates the areas with u = U1 and u = U2. Due to the dead time, after
crossing L the trajectory changes appear with the delay Td (Fig. 1).

Fig. 1. Symmetrical and unsymmetrical oscillations of a delayed double integrator

For u = U = const the phase plane trajectories are described as

ẏ(t) = ẏ0 + KsUt; y(t) = y0 + ẏ0t + KsUt2/2
ẏ2 − ẏ2

0 + 2KsU(y − y0) = 0 (7)

They are symmetric with respect to y axis.
Let us consider a stable limit cycle, where the representing points returns

after one period of oscillation back to the original position. The assumption of
a steady-state cycle implies zero mean derivative value. For an initial point “1”
taken as the trajectory vertex with a positive derivative value, it must hold

KsU1(t1 + Td) + KsU2(t2 + Td) = 0 (8)

The time intervals corresponding to the positive U2 and negative limit input
values U1 will be denoted as

t+ = t2 + Td; t− = t1 + Td (9)

Their sum gives the limit cycle duration

Pu = t+ + t− = 2Td + t1 + t2 (10)

Their ratio used later in the identification will be denoted as

ε = t+/t− = −M0 + M

M0 − M
(11)
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According to the above equation, for known limit cycle parameters Pu, M and
ε it is firstly possible to calculate the offset

M0 = −M
1 − ε

1 + ε
(12)

By determining M0 we get the limit values (4).
The vertex at the begin of the trajectory segment corresponding to u = U1

(Fig. 1) let us denote with the index “1” and similarly the vertex at the begin
of the trajectory with u = U2 as “2”. Points at the line (6) and lying on the
segments corresponding to U1 and U2 will be denoted as A1 and A2. From
symmetry of the trajectories (7) with respect to the y-axis follows also the limit
cycle symmetry, i.e. ẏ1 = −ẏ2 and y1 = y2. According to (8) it holds

ẏ1 = −KsU1(t1 + Td)/2 = −KsU1t
−/2

ẏ2 = −KsU2(t2 + Td)/2 = −KsU2t
+/2 = −ẏ1

(13)

ẏA1 = ẏ2 − KsU1Td = −ayA1

ẏA2 = ẏ1 − KsU2Td = −ayA2
(14)

Intervals swept out during the time delays are limited by the points

y1 = yA2 + ẏA2Td + KsU2T
2
d /2

y2 = yA1 + ẏA1Td + KsU1T
2
d /2 (15)

which for y1 = y2 yields

yA1 − yA2 + ẏA1Td − ẏA2Td + KsU1T
2
d /2 − KsU2T

2
d /2 = 0 (16)

From (14)

ẏA1 − ẏA2 = ẏ2 − ẏ1 − KsU1Td + KsU2Td = −a(yA1 − yA2) (17)

Then, from (16)

yA1 − yA2 =
KsT

2
d

2
U2 − U1

1 − aTd
; ẏA1 − ẏA2 = −a

KsT
2
d

2
U2 − U1

1 − aTd

(18)

and from (17) with ẏ2 = −ẏ1

ẏ1 =
1
4
KsTd(U2 − U1)

2 − aTd

1 − aTd
(19)

From (13) follows

t− = − 2ẏ1
KsU1

; t+ =
2ẏ1

KsU2
(20)

and

Pu =
2ẏ1
Ks

U1 − U2

U1U2
= −Td

2
aTd − 2
aTd − 1

(U2 − U1)2

U1U2
(21)
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Solving this equation according to Td yields the dead time estimate

Td = −PuaU1U2 − (U2 − U1)2 +
√

(U2 − U1)4 + (PuU1U2a)2

a(U2 − U1)2
(22)

that might yet be corrected by the contribution ΔTd ≈ nTf of the filter used for
the PD implementation.

Parameter Ks may be determined from (21) as

Ks =
2ẏ1
Pu

U1 − U2

U1U2
(23)

4 Application to the Propeller Pendulum Control

The experiments have been carried out under Linux with a pendulum system
controlled by a BeagleBone processor by a cape including all required sensorics,
communications and actuators. The pendulum angle measurement used signal
from the complementary filter processed and additionally filtered by an indepen-
dent program thread. Another program thread has been used for measurement
of the propeller angular velocity.

Firstly, the time constant of the propeller subsystem Tp [10] has been deter-
mined by measuring speed step responses of a fixed pendulum generated by step
changes of the propeller power supply. From noisy and quantized signals one
gets Tp ≈ 0.3 − 0.4 s. In following calculations, Tp = 0.4 s has been used.

When defining the pendulum angle yp as the controlled output and the pro-
peller power u as the input, the considered system dynamics has a relative degree
equal to 3. Thus, in order to decrease the relative order and to get a nearly 2nd
order oscillatory system, new state variables have to be used

y = yf + Tpẏf ; ẏ = ẏf + Tpÿf (24)

The required signals yf , ẏf and ÿf are produced from the measured pendulum
output yp taken from the complementary filter by means of a 3rd order binomial
filter F (s) considered in (1). The new output and its derivative are fed to the
PD controller (5) with KP = KD = 1 (a = KD/KP = 1) and a relay output
levels Umin = 5 and Umax = 20 yielding M = (Umax − Umin)/2 = 7.5.

Transients have been carried out with the sampling period Ts ≈ 8 ms. Since
the applied solution without a real time kernel does not guarantee fixed sampling
period values, in filter difference equations, actual sampling period has been used.
The filter time constant has been set to Tf = 32 ms. Results of a relay experiment
in Fig. 2 show strong effect of the measurement and quantization noise. The phase
plane trajectories corresponding to Umax and Umin (Fig. 2 right) are shown in
red and blue.

By analyzing particular limit cycles one gets values Pu, t+ and t− shown in
Fig. 3 left. Identified limit cycle periods range from 2Ts to 60Ts. Their mean
value is Pum = 0.1302 ≈ 16Ts. From ε = 1.1760 one gets M0 = 0.6067;U1 =
−6.8933;U2 = 8.1067.
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Fig. 2. Relay experiment: time responses (left) and phase plane trajectories (right);
Tp = 0.4s, Umin = 5, Umax = 20, KP = KD = 1 (Color figure online)
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Fig. 3. Identified and mean values Pu, t
+ and t− from the identification experiment

(left); Dmax ≡ ẏ1, Dmin ≡ ẏ2 and their mean values (right)

An improved identification precision could be expected by excluding the
extreme limit cycle values influenced evidently by the measurement noise, or
by other Linux tasks. Due to the time quantization, the mean derivative values
of particular limit cycles are not exactly zero, which causes their permanent
drifting [7]. Neither their mean values (Fig. 3 right, bold) are symmetric. From
Dmax ≡ ẏ1 = 27.9188 then follows Td = 0.0318 and Ks = 115.

The identified model parameters have been verified by the linear pole assign-
ment PD controller with a static feedforward u0 (determined experimentally)

u = KP (w − y) − KDẏ + u0; KP = α1α2/Ks; KD = −(α1 + α2)/Ks (25)

The identified dead time is respected by the closed loop poles [10]

α1,2 = (−0.231 ± j0.161)/Td (26)

which after substituting into (25) yield

KP = 0.079/(KsTd) = 0.678 ; KD = 0.461/(KsT
2
d ) = 0.126 (27)
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Achieved transient responses in Fig. 4 confirm fast dynamics and do not signifi-
cantly depend on Tp ∈ (0.3, 0.4) s. However, due to the control signal constraint
u ≥ 0 the linear controller is not fully able to carry out the intrinsically con-
sidered active damping. Thus, the output step response have relatively strong
overshooting that may not be simply eliminated by a modified tuning. Its elim-
ination could be achieved by using the constrained controller described in [10].
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Fig. 4. Transients corresponding to the identified PD controller with static feedforward

5 Conclusions and Future Work

New simple and robust procedure for a reliable PD controller tuning has been
shown. Based on a relay experiment with a stabilizing controller, it is appropriate
also for unstable UAVs. In order to examine basic features of this new identifi-
cation method based on the phase plane limit cycle analysis, it has been used in
the simplest possible framework decreasing the achievable loop performance. In
controller programming, use of a real time kernel could increase regularity in the
sampling and together with a finer complementary filter tuning to decrease the
measurement noise. In identification, a precision increase could be achieved by
excluding parameters of the extreme limit cycles and by modifying the identifi-
cation formulas to include both extreme limit cycle parameters ẏ1 and ẏ2, or to
include also their amplitudes in the y axis. Higher attention could also be paid
to the influence of the implementation filters (1) and their optimal tuning [11].
With respect to the results shown in [12] it could also be interesting to evaluate
effect of higher order filter degrees.

Effect of the control signal constraint u ≥ 0 given by the system construction
could be eliminated by using the constrained controller [10].

The static feedforward used with the basic PD controller could be replaced
by a disturbance observer based integral action [11]. Yet before application to
the paracopter control it might yet be interesting to compare the presented
design with other similar approaches as, for example, the exact linearization [14]
method, the model-free control [15], or the back calculation method [13].
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Abstract. The class of flat triangular and layered nets of simple com-
puting units, which gives rise to Newton and Hermite filters in two dimen-
sions are extended to 3-D by means of two natural discrete ways. First,
by means of the so called Pascal Pyramids; and second, by introducing
a rectangular grilled “retina”, which leads to a kind of Newton quad-
rangular pyramids and to 3-D Newton Filters and Nets. Both cases can
be extended to the continuous in the form of 2-D Hermite functions and
filters of different orders (degree of derivatives). Preliminary results and
examples are presented.

1 Introduction and Objectives

Natural neural nets are frequently three dimensional structures, apparent in
many parts of the central nervous system, though there are also many instances
of strings and surfaces of neurons [1]. The 3-D structure is obvious in case of
handling two-dimensional signals, such as in the visual system. However neuron-
like networks of computing units are scarcely developed for 3-D, except perhaps
for pseudo-3D visual processing applications.

The classical theory of McCulloch-Pitts formal neurons was never focused
on a strict 3-D structural point of view; the main argument was that nets can
formally always be “flattened” into a plane [2]. Only Pitts seems to have treated
formal 3-D neural nets, according to a testimony by Lettvin. However, in com-
mitting his “social suicide”, Pitts burned all his manuscripts [3,4].

Newton and Hermite formulation of receptive fields are very attractive and
successful formal representations of linear receptive fields for higher vertebrate
retinal quasi-linear ganglion cells [5,6]. However they are based in one dimen-
sional receptive fields (two dimensional “flat” computing nets).

When extending the two dimensions (for more real receptive fields) it is
required a kind of artificial “rotational symmetry” and operations afterwards on
rectangular coordinates. This results in the lost of the advantages of the original
Newton-Hermite, which relates micro-structures to global functions. That is,
the possibilities to introduce local micro non-linearities and local changes in the

c© Springer International Publishing Switzerland 2015
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 103–109, 2015.
DOI: 10.1007/978-3-319-27340-2 14
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structure of the net to investigate their effect in the global functions and check
for reliability under local scotomas, are lost.

To overcome this, we start here with a restricted class of neuron-like struc-
tures which, at least partially, can be approximated by a linear relation of the
type (see introduction in [7]):

Ωj =
m∑

k=1

Wjkxk

where Wjk is a weighting factor and xi the m external input signals. As it is
shown in [6] this class of nets can be represented by an m-layered network of
m(m − 1)/2 computing units having two inputs-one output each, the weights
per layer being all equals to 1, ei, where ei are the roots of the normalized
polynomials having the Wij ’s as coefficients. We shall call this a “triangular flat
net”. The simplest case is when all two inputs weights are equal to +1. That
corresponds to the so called “Newton filter” of order zero, which is generalized
to the continuum to a gaussian (or Hermite function of order zero). Notice that
the l layer’s (counted from bottom up) weights on the output units for Newton
filters of order zero and length m corresponds to the l layer’s numbers (counted
from up-down) in Pascal or Tartaglia triangle.

The extension of Newton filters of order zero and higher to “3-D Newton
Filters” and Nets can be done more naturally preserving the connection rules
and properties of the “flat 2-D filters”, as it is shown in the sections that follow.

2 From Pascal Pyramids to Pascal Filters and Nets

A natural way to extend the Pascal or Tartaglia Triangle to a three dimen-
sional array of numbers are the so called Pascal Pyramids [8]. For the Newton’s
binomial in terms of y0, y1, the expansion (z, non negative integer is):

(y0 + y1)z =
z∑

m=0

(
z
m

)
yz−m
0 ym

1

By denoting the trinomial coefficients by (z;x, y), where z, x and y are non-
negative integers and setting:

Pz(x, y) =
z!

(z − x)!(x − y)!y!

the expansion of the trinomial takes the form:

(y0 + y1 + y2)z =
z∑

x=0

z∑
y=0

Pz(x, y)yz−x
o yx−y

1 yy
2

The trinomial coefficients Pz(x, y) orders in the Pascal Pyramid and their
cross sections are shown in Fig. 1a [8].
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Fig. 1. (a) Pascal Pyramid for trinomial coefficients. (b) Illustration of a Pascal Net
of order 0 (all weights are +1); z0 = 4. (c) Illustration of the three inputs converging
in one computing unit.

It is not difficult to show that the trinomial coefficients satisfy the recurrence
relation:

Pz+1(x, y) = Pz(x, y) + Pz(x − 1, y) + Pz(x, y − 1)

Notice that in this recurrence, the “weight” of each element from layer z to
layer z + 1 is just +1, as in the Pascal triangle.

The 3-D Pascal Net or filter is obtained by drawing the Pascal Pyramid
“upside-down”, the lower single unit being the output unit. The computing units,
of three inputs each, are placed in the nodes of the pyramid, being connected to
the three units immediately above in the prior layer, as shown in Fig. 1b.

By using cartesian coordinates as shown in said figure, recurrent relation
between the outputs of each unit and its three inputs from above is (from the
recurrent relations of trinomial coefficients):

Ωz−1(x, y) = Ωz(x, y) + Ωz(x + 1, y) + Ωz(x, y + 1)

Local weights are all +1 (excitatory) for the net of order zero. The rule
is similar the one for Newton filters of order zero, just increased in one input.
Figure 3b shows the outputs of the three units impinging in each unit of the next
layer. Notice that x, y, z are positive integers starting at 0. In the coordinate
system chosen, the origin is the point (0,0,0) (where the output unit is). The
inputs to computing units at layer z − 1 are as illustrated in Fig. 3b. Denoting
by I(x, y) the inputs, they run from I(0, 0) to I(0, z0) and I(z0, 0); that is, there
are z0(z0 +1)/2 input lines, forming a kind of triangular retina. The sides of the
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Fig. 2. (a) Kernel Wz0(x, y) plot. (b) First derivative kernel in one direction.

Fig. 3. (a) 3-D Newton Net structure. (b) Illustration of weights to each unit.
(c) Overall weights (kernel) for wi = 1 and z0 = 6.
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Net are Newton filters of order zero and length z0 + 1. The output of the net is
then

Ω =
z0∑
x=0

z0∑
y=0

Wz0(x, y)I(x, y) for x + y ≤ z0

where Wz0(x, y) (the weights) are the corresponding numbers of the z0th Pascal
pyramid layer.

The kernel Wz0(x, y) has a Gauss profile (Fig. 2(a)) more apparent in a coor-
dinate system where x and y subtend an angle of π/3 instead of the cartesian
pi/2 (triangular equilateral coordinates).

First discrete derivatives can be obtained by “moving” the net along one of
the three sides of the output kernel triangle and subtracting. Since weights are all
+1,a derivative effect is also to be expected by changing weights (+1,+1,+1) or
(+1,+1,-1), in a way similar to 2-D Newton filters.The corresponding derivatives
will correspond to higher order 3-D Pascal Nets. The kernel of an order one net
for a first derivative in one direction is shown in Fig. 2(b).

In the extension to the continuum to obtain Hermite type Nets, results similar
to the one presented in next section are to be obtained, because the “gaussian”
profiles for nets of order zero, very clearly manifest in triangular equilateral
coordinates.

3 Newton and Newton-Hermite 3-D Filters and Nets

A better and more manageable way to extend “triangular flat nets” of m layers
to 3-D nets in cartesian coordinates is to start with two flat nets on (x, z) and
(y, z) axis, and complete up to an square input grill, as illustrated in Fig. 3a (This
generalization was introduced in [5] but was not developed). Figure 3b shows the
convergence recurrent rules for the four inputs to each computing unit.

The simplest case is Newton 3-D Net of order zero, where all weights wi are
+1. In this case Newton (or Pascal) quadrangles are obtained as weights. The
convergence recurrence rule for each weight is similar to Pascal Pyramid, but
now the addition is for the four numbers up and behind. That is, counting weight
layers from bottom z = 0, to top z0:

Wz(x, y) = Wz−1(x, y) + Wz−1(x + 1, y) + Wz−1(x, y + 1) + Wz−1(x + 1, y + 1)

These weights can be arranged in square grills formed by the coefficients of
the Newton’s double binomial:

(1 + a)2(1 + b)2 =
z∑

z=0

z∑
z=0

(
z
x

)
ax

(
z
y

)
by

Some cases of the squares are sometimes called “squared Pascal triangles” [9].
Again, the sides of the 3-D Newton Net are four Newton filters of length z0 + 1.
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The weights associated to each point of the input retina at z are simply:

Wz(x, y) =
(

z
x

)(
z
y

)
= Wz(x, 0)Wz(0, y) (factorization of kernel)

The output of the 3-D Newton net of order zero is then:

Ω =
z0∑
x=0

z0∑
y=0

(
z0
x

)(
z0
y

)
I(x, y)

0

20

40

60

0

20

40

60
0

0.2

0.4

0.6

0.8

1

(a)

0

20

40

60

0

20

40

60
−0.2

−0.1

0

0.1

0.2

(b)

Fig. 4. (a) Output of the 3-D Newton Net of order zero. (b) First derivative kernel in
x direction.

A variety of locations for “inhibitory weights” (-1) are now possible, giving
some kind of different orders of “oriented” Nets. A net of order 1 is easily obtained
from a discrete derivative in one direction x or y, as illustrated in Fig. 4(b).

The extension to the continuum is straightforward by the Central Limit The-
orem. By proper normalization:

Ω =
∑ ∑ (

z0
x

) (
z0
y

)
I(x, y) → Ω =

∫ ∫
e−(x2+y2)I(x, y)dx dy

By denoting H0(x, y) = e−(x2+y2) (two-dimensional Hermite function of order
zero), a variety of higher order Hermite kernels are obtained by derivatives in
the directions x and y. For example:

Hxx + Hyy =
∂2H(x, y)

∂x2
+

∂2H(x, y)
∂y2

= −4(1 − r2)e−r2 ; r2 = x2 + y2

This is a second order Hermite in two dimensions corresponding to the known
Marr’s optimal filter [10]. Notice that the Second Radial Hermite is d2H(r)

dr2 =
−2(1 − 2r2)e−r2 [6], which can be shown to result in more intense and wider
inhibitory ring.
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4 Conclusion

3-D distributed Modular Nets of identical computing units are interesting struc-
tures that somehow mimic natural processing networks. Their properties and
the effect of including local inhibitions and non-linearities are to be investi-
gated, both for the discrete and their “quasi-Hermitian” continuous counter-
parts. Higher order 3-D Hermite filters also provide for new tools for visual
signal analysis.
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Abstract. In this research the proposal of a model covers and explanation of
how to construct and decide an accurate framework for Data Preservation. The
relation between Preservation and Digital patterns of Heritage is well related
because of the two aspects to consider: Accessibility and Context.
They cover the conceptualization of real digital preservation. However

availability, contextualization and value of the information are the principal
matters to focus. First in the introduction we can find the context and the
description of the initial scenario. Second the process of preservation with the
modelling applications and implementation of patterns. Finally the conclusions
and future projects based on the findings. The principal objective is the inte-
gration between models and standardization for sustainable solution.

1 Introduction

Digital Data and Heritage Preservation as concepts are related to data management,
contextualization and storage. There are many issues and concerns around it. This
research explores the precise definition, context and the need of patterns of heritage.
The relations, interpretation and context give us the appropriate methods to keep
information for a long term use. The management of massive amounts of critical data
involves designing, modeling, processing and implementation of accurate systems. The
methods to understand data have to consider two dimensions that this research has to
focused on: access dimension and cognitive dimension. Both of these dimensions have
relevance to get results because at the same time, ensure the correct data preservation.

Our cultural heritage, documents and artefacts increase regularly and place Data
Management as a crucial issue. The first stage involves exploration and approaches
based on review of recent advances. The second stage involves adaptation of archi-
tectural framework and development of software system architecture in order to build
the system prototype. Increasing regulatory compliance mandates are forcing enter-
prises to seek new approaches to managing reference data. Sometimes the approach of
tracking reference data in spreadsheets and doing manual reconciliation is both time
consuming and prone to human error. As organizations merge and businesses evolve,
reference data must be continually mapped and merged as applications are linked and
integrated, accuracy and consistency, realize improved data quality, strategy lets
organizations adapt reference data as the business evolves.
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1.1 Context of Preservation and Serendipity Concepts

Serendipity is also a process which leads to a serendipitous finding, and here the insight
is the key element. Serendipity as a process starts with something unexpected or odd
happening an event, result, encounter or situation/context that triggers insight. And
when this insight will eventually leads to value creation for the individual, community
or company, then we are witnessing serendipity. In the global business world great
insights are rare and therefore so valuable. The competitive edge can often be achieved
by only one single insight well executed. Therefore understanding serendipity in all
forms becomes a vital part of expertise in tomorrow’s business climate [5] (Fig. 1).

1.2 Quality Attributes

The quality attributes and the approaches around Digital Data Preservation are:

1. Performance and Scalability
2. Dependability
3. Manageability
4. Data Access

For the formulation of the Hypothesis the relation between keywords and state-
ments is important consideration for improvement of the proposal model (Table 1).

The relation between Software Architecture, and Serendipitous Heritage is going to
improve Data Preservation Heritage oriented meta-data for improving the real usage
of the information.

The inclusion of Serendipitous Heritage improves performance, scalability,
dependability. manageability and data access for Digital Data Preservation Mecha-
nisms in Big Data Architectural solutions. The important knowledge, exactly the

Fig. 1. Context [1]

Standardized Mapping Model for Heritage Preservation 111



context situation relationship and concept. The best way is to demonstrate, validate and
show the benefits. The mankind do different activities, how well the Serendipitious
Heritage concept will help to grow the meaning of Data in every field.

The massive amount of data and the growth of Big Data drive the society to
preserve the information principally related with the lost of key information. The
protagonism in the role of metadata and the requirement that data has to be keep in a
long term open the alternative to focus on information management (Fig. 2).

2 Architectural Framework

Introduce a consolidated, systematic approach to the redesign of a business enterprise.
The methodology includes the five activities:

• Prepare for reengineering.
• Map and Analyse As-Is process.
• Design To-be process.
• Implement reengineered process
• Improve continuously

Table 1. Quality attributes: Lucia Carrion 2014

Fig. 2. Computer processing
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3 Architecture Vision

The formatting of information provides the unique result as a digital age of the
information. Other objective is the knowledge management and Ontology as tech-
niques for analysing information. Also could develop a system could give a result and
next steps with a specific process. One concern of digitalization would be the format,
standards and migration of the data. It should be solved with the use of Architectural
Methodology and with the development of a fast prototype. This requires the definition
of the sequential process.

First, should be considering a Framework as a whole front end and for reception of
the information in a basic way. Using the Open Group Architectural Framework
(TOGAF) it is found to be more suitable as a result of dissemination of the data.
Meanwhile, it is associated with an Ontology and Knowledge Management terms to be
more specific and with a deep sense of definition. Second the Methodology with an
architectural vision using concepts of Architectural Development Method (ADM). It has
been identified in terms of enterprise description for validating information of several
types of data. Third, the conceptualization of patterns for a centralization f the preser-
vation knowledge providing a unique result: the digital age of the data. The connection
is also with the artefacts and the correct use of them. The recovering of the information is
another issue has to considering between the techniques used for this purpose like:
migration and emulation. The challenges and constraints shown by the type of data
classified as structured and unstructured information are rejected in the requirements of
each field.

Fig. 3. Functional entities of the OAIS reference model [2]
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The evaluation is based on PRIST model denying by Privacy, Rights, Integrity,
Security and Trust across PC considerations related with Physical and Cognitive
characteristic of data.

The authenticity of the information and the reliability of the same is the principal
challenge of the study. The concepts of e-infrastructure are useful for the evaluation of
requirements in specific cultural matters like Libraries. According to the author the
correct use of the interface and the exact generation of metadata, are the key consider-
ations to follow around the process of optimal data preservation TOGAF +
ADM + PRIST (Fig. 3).

4 Evaluation Methods

Based on the exposed statements, the basic techniques are related with genetic and
biological cases of study. The relationship between these terms is given for the
behaviour and the treatment of data. There are examples referenced by known authors.
The sustainability of the preservation of the information give us the discussion about
the appropriate resources infrastructure.

5 Cost Model for Digital Preservation

We have applied the OAIS functional entities Ingest, Archival Storage, Data Man-
agement, Administration, Preservation Planning, Access, and Common Services.
Furthermore we have included the OAIS roles of Producer, Consumer, and Manage-
ment, as placeholders for external cost factors, which influence the cost of preservation
(Fig. 4).

Fig. 4. Rational economic model of decision making [3]
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– Producer who performs the dance La Bomba
– Entities cost-critical activities
– The basic formula for an activity is the effective time required to complete an

activity (measured in pw) multiplied by the wage level, plus purchases (monetary
value) [9].

Bottom Up. The bottom-up design methodology is known for producing autonomous,
scalable and adaptable systems often requiring minimal (or no) communication. The
design process consists of three steps: Synthesis, Modeling and Analysis, and
Optimization.

Cost equations

Costperactivity ¼ ðTime�WageÞþPurchase ð1Þ

c að Þ ¼
XN1

i�0

ti �
XN1

i�0

Wi þP ð2Þ

Costing Preservation Planning and Digital Migrations while the goal is to model the
whole lifecycle of digital preservation. The first version of the model only deals with
the cost of Preservation Planning and digital migrations.

– The amount of documentation (number of pages) is one of the principal factors
– The complexity of the documentation (low, medium, high)
– The quality of the documentation (low, medium, high),

FI means Formal Interpretation.

FI ¼ #pages� timeperpage� complexity� quality: ð3Þ

6 Future Projects

Data preservation: Digitalization of the Heritage, the result of proposal is to have like a
result of the experimental work, a reliable Framework for measure the digital age of the
information and patterns that qualified usability and accessibility of the data. The best
pathway for commercialization could be some of them.

– Commercial Business Structure like a Partnership assuming the cost of the
investment and the taxes that generate the buying of the equipment for imple-
mentation of the scanning in the digitalization.

– Initial Public Offering IPO, because the application of the data preservation could
be focus on Entities from Government and Historical materials and artifacts that
sometimes have to be preserved with a public responsibility.
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– This research could have through the market with POCs proof of concepts, showing
the advantages and challenges of the new solution. In this case the relationship
between the process and the final patterns there is a model.

7 Conclusion

– The context, relation and situation of the Serendipitous Heritage are impressive
relevant in the research because it gives the sense of the future of the Knowledge in
the World. Through the Socio - Technical, Cultural fields, the process of Preser-
vation will do a contribution for the Memories of the World.

– The use of tools like Hadoop, Softwarch, Archimate and Bonitasoft, the concepts of
Software Architecture will have a real approach and meaningful characteristics for
the relevance of the investigation.

– The context, relation and situation of the Serendipitous Heritage are impressive
relevant in the research because it gives the sense of the future of the Knowledge in
the World. Through the Socio - Technical, Cultural fields, the process of Preser-
vation will do a contribution for the Memories of the World.

– The Business Process Management give us a good approach to the development of
Performance and Data Preservation. Through process the increase of data can be
justified.

– According to this consideration it is important to mention the type and structure of
data. Through the time preserving digital information has a process for designing a
practical system for managing massive amounts of critical data. The way to improve
the understanding of the methodology, the information has to consider two
dimensions: access dimension and cognitive dimension. Both of them have the level
of importance in terms of the results. As a methodology of treatment digital
preservation, it could be risky even when the strategy could develop a clear idea of
digital resources and digital artefacts. The approaches related with other authors
have similarities and differences in opinion.

– The context, relation and situation of Heritage are impressive relevant in the
research because it gives the sense of the future of the Knowledge in the World.
Through medical process of Preservation will do a contribution for society
advances.
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Abstract. The contribution of this paper is to present a results of appli-
cations of set theory and relations in modeling a complex distributed
systems, based on parallel computing platform. The advantages of using
the set theory are: the possibility of a formal examination of the local
problems, and the possibility to organize individuals as elements of the
considered classes, defined globally. To govern the collective behavior we
propose three key relations and mappings determined taxonomic order
on them. That can insulate us from reductionism and single-cause think-
ing, as people deal with complexity before. On three examples, we show
how take advantage of the new parallel programming tools to obtain
more effective multiple inputs in parallel way, than assigning sequen-
tially single causes for any outputs.

Keywords: Modeling of complex system · Parallel computing ·
Relations

1 Introduction

There are many systems in nature that we can undoubtedly name it as a complex
system. Very often, however, calling something as complex, we generally think
how complex is its model, not exactly the system itself. For creating a model
we employ the conceptual frameworks from the fields of mathematics, physics,
chemistry etc. It is obvious, that the selection of these concepts/abstractions
significantly determines the nature and complexity of the resulting model.

Because of selectively revealing only some aspects of the complex system, the
models are always a restriction of the observed reality. Agreeing with these selec-
tivity of transition from system to its model, we should decide what properties
of real system should characterize well-suited projection of mapping the reality.
If the behavior of complex system is really complex to our mind, the models we
develop are certainly complicated, but they will become simpler when we under-
stand it better. It turns out that complexity reflects inability to develop simple
models to describe the behavior of these systems.

Another issue is the choice of tools suitable to model and to analyze complex
systems. Along with creating better models, we must also figure out how to
c© Springer International Publishing Switzerland 2015
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evaluate success when choosing tools for working on them. The proper selection
of system modeling tools, results in transparent model and facilitates its further
analysis. Ill-suited selection of methods and tools leads to increased complexity
of the model and indirectly will be a reason of future problems that undoubtedly
will appear during analysis of its behavior.

2 Complex Systems Properties

Modern development of computer technology allows for extensive use of parallel
computing techniques for modeling a behavior of complex systems. New GPUs
and streaming multiprocessor’s card, assisted by the parallel programming tech-
nology opens a wide range for their use.

One of the areas, where these new technologies especially comes in handy, is
the modeling of complex systems. However, the definition of a complex system
is still the basic problem. We can find, in the literature, a lot of opinions what is
a complex system. Some papers discuss the relativity of this idea, claiming that;
the same system, that by one may be seen as complex and unpredictable, by
another may be seen as simple and easily understood. Another researches state
that, complexity is a measure of the observer misunderstanding what system is
being examined. Before going any further, in this paper we follow Corning, Lloyd,
Northrop [3,5,9] who argue that complexity generally possess three attributes:

(a) a complex system has many parts (items, units, parameters, variables),
(b) there are many relationships, interactions between the parts,
(c) the parts produce combined effects (synergies) that are not easily foreseen

and may often be novel, surprising, unexpected, chaotic.

There are many examples of complex system characterized by having many
parts, parameters or states that are functionally interconnected and generally
leading to non-intuitive system behavior. For our purpose let us consider a few
of them.

3 Computational Complexity

Mathematics occupies special place in the development of the complex systems
models. For centuries, mathematicians has been attempting to develop tools to
study these problems. So, at the beginning, we start with a pure mathemati-
cal example with intricacy measure classified as computational complexity. The
problem is referred to as the problem of n-queens and may be formulated as
follows: How can N queens be placed on an N × N chessboard, so that no
two of them attack each other? For the sake of a full problem formulation, it
must be recalled that a chessboard queens can attack horizontally, vertically,
and diagonally.

The considered problem has no counterparts in nature or technology. Its
peculiarity is that the relationships between elements are very clear and simple.
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One simple sentence surely was enough to describe these relationships precisely.
Moreover, it is difficult to find any complex and unpredictable behavior as a
whole. Even if the we assume that someone has no computational background
and very little mathematical background, essentially it is not difficult to explain
him what the problem is. So, where lies the complexity of this issue? The answer
is: the multitude of solutions necessary to be checked makes this issue compu-
tationally hard. Even if we skillfully perform this check (not brute force), the
number of operations required, soared with increasing number of chessboard
fields.

Today, N = 26 is the maximum value for which we know the number of
N-queens problem solutions. It is an order of magnitude of 2 · 1016.

The number of all squares in N × N chessboard (CB) is defined as
card(CB) = N2 = 262 = 676, while the number of all subsets of CB is
Pow(CB) = 2card(CB) = 2(N ·N) = 2676 � 3 ∗ 10203. This is an awfully big
number. We reduce it, putting the requirement that every solution must consist
of N = 26 elements, although we know that for N = 8 the domination number
(minimum number) of queens that meet the required condition is 5. As a result
we obtain the reduction of the search space to the value of N ! = 26! � 4 · 1026.
It’s still a very large number, so we are looking for an algorithms which exploit
the idea of propagation and backtracking.

Implementing a backtracking algorithm, and using tree pruning techniques
of the state space, the algorithm will examine only a fraction 1 % of the entire
state space. It sounds optimistic, but 1 % means that obtained reduction of the
entire problem is an order of magnitude 102, but this is meager compared with
the enormous number 1026 of states.

So, we are still on the road! Neither the implementation of parallel computing,
nor application of special hardware, can improve this situation. Let us remem-
ber about the rules governing the parallelization of algorithms (e.g. Amdahl’s
rule) and the fact, that even we had an infinite number of cores, we can reach
all solutions in linear time. Alas, we do not have an infinite number of cores.
Therefore, in this way we can only obtain an speed-up of computation, but not
solution of the problem.

Mathematics, while attempting to develop tools to study these (NP-hard)
problems, will be sought new conceptual frameworks. The first signal we have
already. In complex systems relationships and topological properties play an
important role. Considering propagation and backtracking algorithms; they work
in state space tree locally (neighborhood is a topological abstraction) using such
relations as: subordination (parent-child), tolerance (promising node) and col-
lision (dead end node). To cope with complexity we tend to use both, a wide
variety of mathematical techniques (e.g., combinatorial or arithmetic functions
and differential equations) as well as topological, relational and set theory frame-
works. The latter possess substantive advantages over their analytical counter-
parts, and are devoid of profound assumptions and some limitations.
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4 Structuring a Complex Systems Models

Let us consider water distribution network as another example of a complex
system possesses (a), (b) attributes from the Corning, Lloyd, Northrop [3,5,9]
list presented above.

Water distribution network is a technical system with a large degree of com-
plexity, both structural, technological and computational. It extends over large
areas, so it is geographically distributed system. Moreover, it is distributed due
to decision-making. The spatial distribution of water consumers demand varies
in time. Decisions on this matter are taken by consumers individually. When
pressure in network will increase, the consumer reduce tap water, what locally
decrease the flow, and affects the activity of whole system. Also, decisions about
supply parameters although coordinated, however, strongly depend on the local
conditions that temporary prevail in neighborhood of reservoirs and pumping
stations.

Multi-loop structure of the pipeline network, multitude and diversity of com-
ponents (pipes, nodes, valves, tanks, pumps, fittings) entails the diversity of
relationships between system elements. So, we have fulfill locally both, functions
(especially for pipe sections) as well as relationships which can be calculated
from the nomograph of a transit function (in case of fittings). Good knowledge
of local physical rules provide us:

(i) Darcy-Weisbach equation for a head loss due to the friction along a given
length of pipe segment, to the average velocity of the water flow.

(ii) Hazen-Williams equation which relates the flow of water in a pipeline with
the physical properties of the pipeline and the pressure drop caused by
friction.

(iii) Mannings equation estimating the average velocity of a water flowing in an
open channel (i.e. driven by a gravity).

(iv) Hydraulic Grade Line, the sum of pressure head and elevation head
(v) Velocity profile in a pipeline, which generally is greatest at the center of

the pipe.

Topological properties of a pipeline network as a whole (so globally) are
described by incidence matrix A[m×n] (where m denotes the number of nodes,
and n is number of pipe segments) and by loop matrix B[n×o] (where o represents
the number of loops). First and second Kirchhoff’s laws forming two global rela-
tionships in whole water distribution network. The first law - material continuity
at a node

A · y = σ. (1)

where y ∈ Rn and σ ∈ Rm is a vector of consumer demands.
The second law - loop equations

B · x = 0; 0 ∈ Rn (2)

where x is a vector of head difference between two ends of a pipeline segment.
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Fig. 1. Three examples of node P topological neighborhood (a.- nodes-edges, first
order, b.- nodes-edges, second order, c.- loops-edges neighborhood.)

Fig. 2. Different type of tree structure according to global ordering relation
(a.- for chosen pipe diameters, b.- minimum spanning tree, c.- trunk pipeline).

The model of water distribution network consists of set of Eqs. (1)–(2), deter-
mining the global relationships, extended with plenty of local dependencies
(i)–(v). While modeling water distribution network [1,6,7,12] we could tackle it
using sequential programing. In such a case, putting the expressions (i)–(v) into
Eqs. (1)–(2) cause that these latter become nonlinear. Moreover, using sequential
approach we have to treat network as a whole, although it is evident that water
distribution network consists of many divers elements. Consequently, even when
something changes locally, we should re-calculate the model of all network. So,
in that case a global perspective overshadow local activity, evoking a number of
undesirable computational consequences.

Local and global activities are not actually in competition, because the best
approach is to combine them. That is what we would like to do using parallel pro-
graming techniques. Having at our disposal many (hundreds or thousands) cores
(Fig. 3), we can harnessed many of them to calculate local dependencies within
neighborhoods. Simultaneously, other cores can support the process of casting
some global laws (Kirchhoff’s) from the whole network area to the neighborhood.

The incidence (A) and loop (B) matrices reflect a topological properties of
the whole pipeline network. Employing the theories of sets and relations, we
can shape the neighborhood abstraction, according to individual requirements
of modeling (Figs. 1 and 2). The number of possible neighborhoods is huge.
More than enough to model (using this topological framework) a very diverse
situations that can occur in the water supply network.
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5 Modeling of Collective Animal Behavior

Presented in the previous section the water distribution system, despite the high
degree of complexity is (as a technical layout) fully predictable. Its mathematical
model consisting of set of nonlinear equations, can exhibit unstable, chaotic
behavior. However, this chaotic behavior is, in fact, deterministic. Its occurrence,
at first may appear random, but for example, the conditions of high frequency
oscillation in pipeline are very well known. Not all complex systems possess such
a property. In many of occurring in nature complex systems [14] we can observe
such features as chaotic behavior and a tipping points. How to model the chaotic
behavior?

Flocking starlings is a good example of a natural complex system with col-
lective chaotic behavior, so it is worth to spend some time on it. The papers
dealing with complexity of a natural complex systems appear regularly in jour-
nals. Plenty of them raises the issue of collective animal behavior.

At first glance it seems that flocking birds or shoaling fish, using the clas-
sification outlined in Chapter 2, should be characterized by all three attributes
(a), (b), (c). It means; has many parts; there are many relationships between the
parts; and the parts produce combined effects that are not easily foreseen and
may often be novel, surprising, unexpected, chaotic. However, the most authors
emphasize that in these collectivizes there are no many relationships between
the members.

One of the best known model of the birds collective behavior was proposed by
Reynolds [11]. He claims that, in order to properly model the collective behavior

Fig. 3. Structuring the water supply network model using multicores structure (Kepler
GK110, 3 · 4 · 16 · 15 = 2880 cores).
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of birds, is sufficient to consider three types of local interactions between indi-
viduals forming the flock. Each bird should follow three rules:

– Dispersion, as a result of the collision avoidance. The bird maintains a mini-
mum distance from other birds thereby avoid collisions with the neighbors.

– Alignment, as a result of the velocity matching, i.e. birds matches its own
velocity (as a vector) with the neighbors.

– Cohesion, as attraction toward the birds within the neighborhood. The bird
steer to move toward the average position of local flockmates.

Remarkably, these three very simple rules govern the local interactions
between neighbors to each other, and produce a realistic-looking flocking behav-
ior. The Craig model confirms that complex behavior, like flocking, need not
have many and complex rules.

Craig’s work has shown, how the control of local activity has an impact on
the behavior of the whole, but only for one, selected (starlings) group of birds.
Craig’s model does not explain how a delta of ducks or V-shaped formation of
geese [13] are formed. To do this, we use parallel programming, the set theory
[4], and relations defined on them.

If we use the topological abstractions, we can structure the flock (using order-
ing relation), and to obtain the encountered in the nature, well shaped structures
of birds flock. Usage of the relations; subordination (π), tolerance (ϑ) and colli-
sion (κ) is indirect descendant of Craig’s ideas. Indeed, subordination is global
exemplification of Alignment while both global tolerance and collision are ana-
logue to local Cohesion, and Dispersion.

A three global relations; subordination, tolerance and collision allow coordi-
nation of the behavior of individuals in the group as a whole. And so, dwindling
subordination produces the effects of chaos noticeable in the behavior of flocking
starlings. Consistently, strengthen coordination with simultaneous reduction in
the tolerance, resulting in the formation as delta of ducks or V-shaped formation
of geese and finally line of oystercatchers, as we observe on the sky [8]. Finally,
the presence in the model of these three relations, allows to model the influence
of environmental stimuli on whole group behavior. Predator - prey interactions
like flash expansions of flocking birds forming eddies on the sky or bait balls of
schooling fish cruising parabolas [10] are good examples of such behavior.

6 Conclusion

A major challenge in dealing with complex system is, how to formulate its math-
ematical model [2,9], which allow us to predict the system’s behavior. For this
purpose, unprecedented technological progress in the construction of computer
hardware realizing highly paralleled computing, has given us a new tool to per-
form computer calculations. Parallel computations are the tool which have the
biggest impact on complex system modeling.

Parallel computing tools accelerate calculation in case of problem that’s hard
because of computational complexity, but above all that, with its help we can
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more accurately model real complex systems. Having at our disposal a computer
operating parallel, we are looking for solutions tailored just for such equipment.

As a result, now we can model distributed system, using neighborhood rela-
tion in natural way, as a set of distributed elements cooperating with each other.
Moreover, we can use relations to insulate us from reductionism and single-cause
thinking, as people deal with complexity before. Our experience has indicated
that (for complex, distributed systems) it is generally more effective to try mul-
tiple inputs in parallel way, than assigning single causes for any outputs.
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Abstract. The purpose of this contribution is to learn from the theory of
evolution in order to improve the design of modeling processes. The aim of the
chapter is to advance the understanding of the evolutionary structural charac-
teristics of modeling processes which lead to better models, and to find design
rules for systematically achieving higher model quality. We use a simulation
approach, building a System Dynamics model. The simulation-based analysis
uncovers several surprising, counterintuitive results and useful insights. These
deliver lessons for advancing the design of model-building processes.

Keywords: Modeling and simulation �Model-building � Evolutionary process �
Model quality

1 Purpose

The assumption underlying this paper is that the modeling process leading to model
quality is driven by the evolutionary “mechanisms” of variation, selection and retention
(Aldrich 1999). Assuming that the evolution of models can be influenced, the research
questions, then, are how and to what extent this can be done. We intend to learn from
the nature of general processes of evolution how we can better design modeling
processes.

The principles of evolution have been studied extensively in the biological-
ecological realm (Darwin 1859; Jablonka and Lamb 2005). In the technical domain, the
principles of evolution have been used to amplify the improvement of technical objects
(e.g., Rechenberg 1973; Price et al. 2005). Also, the evolution of social systems –

societies, economies and organizations – in both structural and cultural terms, have been
explained in terms of the theory of evolution (Campbell 1965; Mesoudi et al. 2006;
Aldrich 2008; Dopfer and Potts 2008). Qualitative models of the substantive evolution
of models have been published (e.g., Wartick and Cochran 1985), and quantitative
model systems for experimental evolution have been built (e.g., Collins et al. 2014).

To the author’s knowledge, however, until now modeling processes have not been
studied quantitatively in a way that allows one to learn how to improve them by
applying the general principles of evolution. We will refer to computer models as used
for the purpose of simulation.

To answer the research questions, we are building a simulation model of an ide-
alized modeling process. We are using the System Dynamics (SD) methodology
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developed by Prof. Jay Forrester at the Massachusetts Institute of Technology (For-
rester 1961; Sterman 2000). SD models represent complex systems with two kinds of
variables, stocks and flows, and their interrelationships. These structures are simulated
as continuous processes, with feedbacks and delays. The dynamic behavior of the
system under study results from the interactions of the variables, and is nonlinear.

2 A Generic Model of the Modeling Process

The model built here reflects the structure of evolutionary processes. However, we
refrain from using the commonly adopted sequential representation. The model consists
of causal feedback loops for each one of the evolutionary “mechanisms”. These
mechanisms are interdependent, and they converge at the construct “Model Quality”
(MQ). MQ is the variable in focus that expresses the degree to which the maturity of a
model has evolved. Given its embeddedness in three causal circuits, it can grow, but it
can also shrink.

The stock-and-flow diagram, which represents the modeling process, is shown in
Fig. 1. The logic of the three causal loops in the diagram is as follows:

1. Variation Loop: The variety of available models is generated by the introduction of
new models into the process. The quantity of new models inserted depends on the
current level of model quality. These new models are subject to a first validation.
The validated models can, but do not necessarily, increase model quality. They also
have to stand up to the competition from current models-in-process, i.e., those
models which are already in the improvement process (“models-in-process”).

2. Selection Loop: A selection criterion determines the level of errors upon which the
decision is made either to use a model-in-process or to adopt one of the new models
(from loop 1). Model quality then is changed either by an improved, current model
or by the use of a new model. This loop is closed by the connection of model
quality, tests and errors.

3. Retention Loop: A comparison between the model quality standard and the actual
quality of models-in-process results in a gap. The gap determines the frequency of
tests: the greater the gap, the more tests there will be. Errors discovered in these
tests and subsequent error corrections cause changes in model quality.

Stocks are represented by boxes and flows by valves. The orthogonal dashes on
several arrows denote delays. The arrows marked with negative polarities (“−”) rep-
resent a causality in which more of the cause leads to less of the effect, and vice versa.
All other variables are assumed to have a positive polarity, with more (less) of the
cause leading to more (less) of the effect. The overall polarity of a loop is the product of
the signs on the arrows constituting that loop. For example, in the case of the Retention
Loop: “−” * “+” * “+” * “+” * “+” * “+” = “−”. The simulation model is made up of
equations and constants. The accumulation of stocks is captured in differential
equations.
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A more parsimonious representation of this quantitative model, at a macro-level, is
captured in formula (1):

OPTfM : M 2 genðProcessesÞg ¼
Ztfinal

t¼0

S½CouplingðVar; Sel;RetÞ�dt; ð1Þ

where M denotes model(s), and S an event-coupling system of cyclic processes. Var,
Sel, Ret are dynamically coupled processes, with Var standing for Variation, Sel for
Selection, and Ret for Retention.

Two crucial micro-level equations are in formulas (2) and (3). First, Model Quality
is the accumulation of all net flows:

Model Quality ¼
Ztfinal

t¼0

ðIncreaseMQ � DecreaseMQÞdt ð2Þ

Second, a formula from the Selection Loop incorporates the focal decision between
the options (A) to continue working on the same model, and (B) to use a new model.
A Selection Criterion defines the determinant threshold: the minimal number of errors
upward from which a new model must be used [Use New Model], instead of carrying
on with the correction of errors on the current model. The formula is:

Use New Models ¼ MinðValid New Models=AT ;

MinðIF THEN ELSEðErrors[ Selection Criterion; 1; 0Þ;
INTEGERððvalid New ModelsÞÞ=ATÞÞ;

ð3Þ

where AT is an adaptation delay.

Fig. 1. Stock-and-flow diagram of the simulation model
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3 Simulation Results

The variable in focus here is [Model Quality]. Plotted over time, it shows the following
pattern in the base run (Fig. 2).

The pattern is oscillatory. In the long term it varies: over 300 weeks the variable
MQ [Model Quality] shows a period between 23 and 40 weeks, i.e., an average period
of 30 weeks (*7 months) and an amplitude between 0.98 and 1.73 Qual. Qual is the
unit of measurement for MQ. Average MQ, in the base run, converges to an equilib-
rium of 4.7 Qual/week.

To ascertain the impact of changes in parameter values, elasticities e ji are calculated
for cumulative MQ, i.e., Qcum, and cumulative oscillations of MQ, i.e., Ocum, over 52
weeks. The formula for the elasticities eq and eo is:

e ji ¼
J j
i �Jbi
Jbi

P j
i�Pb

i

Pb
i

; ð4Þ

where Ji are outcomes, either Qcum or Ocum. Pi, i = 1, …, 6 denotes the parameters. b
stands for the base value of a parameter, and j stands for parameter changes, - u, up, and
d, down. j = 1, 2, 3 indexes the three scenarios for parameter values at b, u, and d.

Oscillations of MQ, o and Ocum are calculated as follows:

Qcum ¼
Ztfinal

t¼0

q � dt; �q ¼ Qcum

tfinal
; o ¼ q� �q; Ocum ¼

Ztfinal

t¼0

oj j � dt; ð5Þ

where variable q stands for MQ, o for oscillations of MQ, and �q for average MQ.
The parameters Pi, analyzed in Table 1, are:

• For the Retention Loop: Selection Criterion (SC), Quality Standard (QS), Tests of
Model per Gap (TG), Obsolescence (OB).

Fig. 2. Pattern of model quality (time horizon: one year, i.e., 52 weeks)
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• For the Variation Loop: New Models Made Available (NM), and Frequency of
Model Introduction (FI). The results for these two variables are equal, as changing
them has the same effect in both cases. They are kept separate because they rep-
resent two distinct policies.

Table 1. Scenario settings, outcomes and elasticities

Parameters Parameter
values

MQ
cumulated
at t = 52

Elasticity
for MQ

Oscillations MQ
cumulated at
t = 52

Elasticity for
oscillations
MQ

Selection
criterion

Base
SCb

8 249.7 729.8

Up SCu 12 260.1 0.08 273.5 −1.25
Down
SCd

4 231.5 0.15 843.9 −0.31

Quality
standard

Base
QSb

10 249.7 729.8

Up QSu 15 231.5 −0.15 843.9 0.31
Down
QSd

5 129.4 0.96 106.1 1.71

Model tests per
gap

Base
TGb

2 249.7 729.8

Up TGu 3* 231.5 −0.15 843.9 0.31
Down
TGd

1 165 0.68 95.2 1.74

Obsolescence Base
OBb

0.1 249.7 729.8

Up OBu 0.15 223.3 −0.21 545.4 −0.51
Down
OBd

0.05 340.6 −0.73 471.4 0.71

New models
made
available

Base
NMb

4 249.7 729.8

Up
NMh1

6 259.8 0.08 556.2 −0.48

Up
NMh2

8 268.2 0.07 557.4 −0.24

Up
NMh3

10 276.6 0.07 432.6 −0.27

Down
NMl

2 97.35 1.22 1353 −1.71

Frequency of
model
introduction

Base
FIb

1 249.7 729.8

Up FIh 1.5 259.8 0.08 556.2 −0.48
Down
FIl

0.5 97.35 1.22 1353 −1.71

*same results for TG = 4.00 (saturation)
Correlation MQ cum/Osc cum: −0.36
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As far as the elasticities for MQ are concerned, if these move in the same direction
as parameter changes, then a general assumption would be that most negative values
represent unexpected results.

Summarizing the results:

1. It is generally difficult to improve MQ. The only improvements are visible in the
small elasticities eq with SC, NM and FI.

2. MQ and Oscillations are negatively correlated, i.e., there is a tradeoff between the
two. Low levels of MQ are often associated with high oscillation levels.
There are ways of reducing oscillations, but they are often associated with lower
MQ, as in the case of parameters QS, TG, and OB.

3. Quality Standard (QS): Stretching parameter QS too high lowers MQ.1

4. Testing: Neither an increase nor a decrease in the number of model tests can raise
MQ: both damage MQ. We have an inverted-U-relationship here.

5. Obsolescence: Increasing obsolescence should «refresh» MQ, but it does not. What
it does is reduce both MQ and Oscillations substantially.

Conclusively, we derive the following insights and implications:

• The best way to reduce MQ is by enhance keeping the number of New Models
introduced or the Frequency of Introduction high. With both procedures the nec-
essary redundancy of options is created to enable better models. → Provide
redundancy!

• High levels of obsolescence damage MQ. → Do not abandon models-in-process
too early!

• Both too many and too few tests are detrimental. → Find a reasonable level of test
intensity; avoid over- and under-testing!

• Quality is difficult to increase but easy to lose: Erosion of quality is very danger-
ous. → Keep Quality Standard high, but do not exaggerate!

4 Conclusion

At the outset, we posed two parallel research questions: if the evolution of models can
be influenced, then how and to what extent can this be done? This study has
demonstrated that such evolutionary modulation can be accomplished, and that a
number of parameters are appropriate to influencing model evolution in both level and
direction.

Given a number of unexpected results found via the simulations, certain clues for
the improvement of modeling processes have been identified. These findings deliver
both conceptual value, further instructing us about the “anatomy” of modeling pro-
cesses, and also economic potential, in terms of quality and productivity improvements.

The model presented here is structurally validated, but has not been tested yet on
the basis of empirical data. For the time being it is a generic model with didactic

1 qbQS was already set at a demanding level, but quQS was overstretched.
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benefits, providing insights about generic patterns of system behavior. Adding more
detail could lead to outcomes different in degree but not distinct in kind. Fitting the
model to real life could be useful in making it a steering tool for model-builders.

Acknowledgement. The author wishes to thank Profs. Franz Pichler and Stefan Ott for their
precious comments and encouragement.
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Abstract. It is considered the integrated process X(t) = x+
∫ t

0
Y (s)ds,

where Y (t) is a Gauss-Markov process starting from y. The first-passage
time (FPT) of X through a constant boundary and the first-exit time of
X from an interval (a, b) are investigated, generalizing some results on
FPT of integrated Brownian motion.

Keywords: Diffusion · Gauss-Markov process · First-passage-time

1 Introduction

First-passage time (FPT) problems for integrated Markov processes arise both in
theoretical and applied Probability. For instance, in certain stochastic models for
the movement of a particle, its velocity, Y (t), is modeled as Ornstein-Uhlenbeck
(OU) process, which is indeed suitable to describe the velocity of a particle
immersed in a fluid; as the friction parameter approaches zero, Y (t) becomes
Brownian motion Bt (BM). More generally, the particle velocity Y (t) can be
modeled by a diffusion. Thus, particle position turns out to be the integral of
Y (t), and any question about the time at which the particle first reaches a given
place leads to the FPT of integrated Y (t). The study of

∫ t

0
Y (s)ds has interesting

applications in Biology, in Queueing Theory, in Economy and in Finance (see [1]
and references therein).

FPT problems of integrated BM (namely, when Y (t) = Bt) through one or
two boundaries, attracted the interest of a lot of authors (see e.g. [4,6,8,9,11]
for single boundary, and [7,12,13] for double boundary).

Let m(t), h1(t), h2(t) be C1-functions of t ≥ 0, such that h2(t) �= 0 and
ρ(t) = h1(t)/h2(t) is a non-negative and monotonically increasing function, with
ρ(0) = 0. If B(t) = Bt denotes standard Brownian motion (BM), then

Y (t) = m(t) + h2(t)B(ρ(t)), t ≥ 0, (1)

is a continuous Gauss-Markov (GM) process with mean m(t) and covariance
c(s, t) = h1(s)h2(t), for 0 ≤ s ≤ t.
Throughout the paper, Y will denote a GM process of the form (1), starting
from y = m(0).

c© Springer International Publishing Switzerland 2015
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Besides BM, a noteworthy case of GM process is the OU process, and in fact
any continuous GM process can be represented in terms of a OU process (see
e.g. [14]); for examples of integrated GM processes, see [1].
Given a continuous GM process Y, we consider its integrated process, starting
from X(0), i.e. X(t) = X(0) +

∫ t

0
Y (s)ds. For a given boundary a, we study the

FPT of X through a, with the conditions that X(0) = x < a and Y (0) = y, that
is, τa(x, y) = inf{t > 0 : X(t) = a|X(0) = x, Y (0) = y}; moreover, for b > a and
x ∈ (a, b), we also study the first-exit time of X from the interval (a, b), with the
conditions that X(0) = x and Y (0) = y, that is, τa,b(x, y) = inf{t > 0 : X(t) /∈
(a, b)|X(0) = x, Y (0) = y}.
In our investigation, an essential role is played by the representation of X in
terms of BM, which was previously obtained by us in [2]. This allows to avoid
the use of Kolmogorov’s equations; our approach is based on the properties of
BM and continuous martingales and it has the advantage to be quite simple,
since the problem is reduced to the FPT of a time-changed BM. Actually, for
Y (0) = y = 0 we present explicit formulae for the density and the moments of
the FPT of the integrated GM process X, both in the one-boundary and two-
boundary case; in particular, in the two-boundary case, we are able to express
the nth order moment of the first-exit time as a series involving only elementary
functions.

2 Main Results

We recall from [2] the following:

Theorem 1. Let Y be a GM process of the form (1); then X(t) = x+
∫ t

0
Y (s)ds

is normally distributed with mean x + M(t) and variance γ(ρ(t)), where M(t) =∫ t

0
m(s)ds, γ(t) =

∫ t

0
(R(t) − R(s))2ds and R(t) =

∫ t

0
h2(ρ−1(s))/ρ′(ρ−1(s))ds.

Moreover, if γ(+∞) = +∞, then there exists a BM B̂ such that X(t) = x +
M(t) + B̂(ρ̂(t)), where ρ̂(t) = γ(ρ(t)). Thus, the integrated process X can be
represented as a GM process with respect to a different BM. �

Example 1. (integrated Brownian motion)
Let be Y (t) = y+Bt, then m(t) = y, h1(t) = t, h2(t) = 1 and ρ(t) = t. Moreover,
R(t) =

∫ t

0
ds = 1 and γ(t) =

∫ t

0
(t − s)2ds = t3/3. Thus, ρ̂(t) = t3/3, γ(+∞) =

+∞, and so there exists a BM B̂ such that X(t) = x + yt + B̂(t3/3).

Example 2. (integrated OU process)
Let Y (t) = β + e−μt[y − β + B̃(ρ(t))], where B̃ is BM and ρ(t) = σ2

2μ

(
e2μt − 1

)
.

Y is a GM process with m(t) = β + e−μt(y − β), h1(t) = σ2

2μ (eμt − e−μt) ,

h2(t) = e−μt and c(s, t) = h1(s)h2(t). After calculating the functions M, R and
γ of Theorem 1, we conclude that X(t) = x +

∫ t

0
Y (s)ds is normally distributed

with mean x + M(t) and variance ρ̂(t) = γ(ρ(t)). Moreover, as easily seen,
limt→+∞ γ(t) = +∞, so there exists a BM B̂ such that X(t) = x + M(t) +
B̂ (ρ̂(t)) .
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In the following, we suppose that Y (t) = y + h2(t)B(ρ(t)), namely, m(t) = y is
constant, and γ(+∞) = +∞, so the integrated process is of the form X(t) =
x + yt + B̂(ρ̂(t)), where ρ̂(t) = γ(ρ(t)) and B̂ is a suitable BM. Notice however,
that the integrated OU process belongs to this class only if y = β.

2.1 FPT Through One Boundary

Under the previous assumptions, let a be a fixed constant boundary; for x < a
and y ∈ R, the FPT of X through a can be written as τa(x, y) = inf{t > 0 :
x + yt + B̂(ρ̂(t)) = a}. Thus, if we set τ̂a(x, y) = ρ̂(τa(x, y)), we get τ̂a(x, y) =
inf{t > 0 : B̂t = h(t)}, where h(t) = a − x − yρ̂ −1(t), and so we reduce to
consider the FPT of BM through a curved boundary. For x < a and y ≥ 0,
since the function h(t) is not increasing, we can conclude that τa(x, y) is finite
with probability one. More difficult is to find the distribution of τ̂a(x, y), and
then that of τa(x, y). However, if h(t) is either convex or concave, then lower and
upper bounds to the distribution of τ̂a(x, y) can be obtained by considering a
“polygonal approximation” of h(t) by means of a piecewise-linear function (see
e.g. [3]), but in general, it is not possible to find the distribution of τ̂a(x, y)
exactly.

For y = 0 we can find the density of τa(x, 0) in closed form; in fact, τ̂a(x, 0)
is the FPT of BM B̂ through the level a − x > 0, and so its density is

f̂a(t|x) :=
d

dt
P (τ̂a(x, 0) ≤ t) =

a − x√
2π t3/2

e−(a−x)2/2t, (2)

from which the density of τa(x, 0) = ρ̂−1(τ̂a(x, 0)) follows:

fa(t|x) :=
d

dt
P (τa(x, 0) ≤ t) = f̂a(ρ̂(t)|x)ρ̂′(t) =

(a − x) ρ̂′(t)√
2π ρ̂(t)3/2

e−(a−x)2/2ρ̂(t).

(3)
If X is integrated BM, we have X(t) = x + B̂(ρ̂(t)), with ρ̂(t) = t3/3, so we get
(cf. [6]):

fa(t|x) =
33/2(a − x)√

2π t5/2
e−3(a−x)2/2t3 . (4)

If X is integrated OU process, the density of τa(x, 0) can be obtained by inserting
in (3) the function ρ̂(t) deducible from Example 2, but it takes a more complex
form.

Remark. Formula (3) implies that the nth order moment of the FPT is finite
if and only if the function tnρ̂′(t)/ρ̂(t)3/2 is integrable in (0,+∞).

Now, let us suppose that there exists α > 0 such that ρ̂(t) ∼ const · tα, as
t → +∞; then, in order that E(τn

a (x, 0)) < ∞, it must be α = 2(n + δ), for
some δ > 0. For integrated BM, we have α = 3, then for n = 1 the last condition
holds with δ = 1/2, so we obtain the finiteness of E(τa(x, 0)). If X is integrated
OU process, we have ρ(t) ∼ const · e2μt, γ(t) ∼ const · ln(2μt/σ2), as t → +∞,
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and so ρ̂(t) = γ(ρ(t)) ∼ const · t, as t → +∞, namely α = 1 and the condition
above is not satisfied with n = 1; therefore E(τa(x, 0)) = +∞.

As for the second order moment of the FPT of integrated BM, instead, we
obtain E

[
(τa(x, 0))2

]
= +∞, since the equality α = 2(n + δ) with α = 3 and

n = 2 is not satisfied, for any δ > 0.
From (2) we get that the nth order moment of τa(x, 0), if it exists finite, is

explicitly given by:

E [(τa(x, 0))n] = E
[
(ρ̂ −1(τ̂a(x, 0)))n

]
=

∫ +∞

0

(ρ̂ −1(t))n a − x√
2πt3/2

e−(a−x)2/2tdt.

(5)
For instance, if X is integrated BM, one has:

E(τa(x, 0)) = E((3 τ̂a(x, 0))1/3) =
∫ +∞

0

(3t)1/3 a − x√
2πt3/2

e−(a−x)2/2tdt

=
(

3
2

)1/3

Γ
(

1
6

)
(a − x)2/3

√
π

. (6)

We introduce now a randomness in the starting point, replacing X(0) = x
with a random variable η, having density g(x) whose support is the interval
(−∞, a); the corresponding FPT problem is particularly relevant in contexts
such as neuronal modeling, where the reset value of the membrane potential
is usually unknown (see e.g. [10]). If X is integrated BM and y = 0, one gets
from (6) that the average FPT through the boundary a, over all initial positions

η < a, is T a =
∫ a

−∞ E(τa(x, 0))g(x)dx =
(

3
2

)1/3 Γ( 1
6 )√
π

∫ a

−∞(a − x)2/3g(x)dx.

For instance, if a − η has Gamma distribution with parameters α, λ > 0, by

calculations we get T a = ( 3
2λ2 )1/3

√
π

· Γ( 1
6 )Γ(α+ 2

3 )
Γ(α) .

2.2 FPT in the Two-Boundary Case: First Exit Time
from an Interval

Assume, as always, that γ(+∞) = +∞; for x ∈ (a, b) and y ∈ R, the first-exit
time of X from the interval (a, b) is τa,b(x, y) = inf{t > 0 : x + yt + B̂(ρ̂(t)) /∈
(a, b)}. Set τ̂a,b(x, y) = ρ̂(τa,b(x, y)), then τ̂a,b(x, y) = inf{t > 0 : x + B̂t ≤
a − yρ̂−1(t) or x + B̂t ≥ b − yρ̂−1(t)}. If τ̂a,b(x, y) is finite with probability
one, also τa,b(x, y) is so. In the sequel, we will focus on the case when y = 0,
namely we will consider τa,b(x, 0) = ρ̂−1(τ̂a,b(x, 0)), where τ̂a,b(x, 0) = inf{t >

0 : x + B̂t /∈ (a, b)}; as it is well-known, τ̂a,b(x, 0) is finite with probability one
and its moments are solutions of Darling and Siegert’s equations (see [5]). The
following result holds (for the proof, see [1]).

Proposition 1. If ρ̂ is convex, then E (τa,b(x, 0)) < ∞; moreover, if there exist
constants c, δ > 0, such that 0 ≤ ρ̂−1(t) ≤ c · tδ, then E (τa,b(x, 0))n

< ∞, for
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any integer n. In particular, if a = −α, b = α, α > 0, then, for x ∈ (−α, α) we
have:

E [(τa,b(x, 0))n] = E [(τ−α,α(x, 0))n] = E
[(

ρ̂−1(τ̂−α,α(x, 0)
)n

]
=

∞∑
k=0

An,k(x),

(7)
where

An,k(x) =
π

α2
(−1)k

(
k +

1
2

)
cos

((
k +

1
2

)
πx

α

)
×

∫ +∞

0

e−(k+1/2)2π2t/2α2 (
ρ̂−1(t)

)n
dt. (8)

�

Remark. The condition 0 ≤ ρ̂−1(t) ≤ c · tδ is satisfied e.g. for integrated BM,
since ρ̂−1(t) = 31/3t1/3, and for integrated OU process, because c1t ≤ ρ̂−1(t) ≤
c2t, for suitable c1, c2 > 0 which depend on μ and σ (see [1]).

Now, we carry on explicit computations of E [τa,b(x, 0)] and E
[
(τa,b(x, 0))2

]
,

in the case of integrated BM. Inserting ρ̂(t) = t3/3, (ρ̂−1(y) = (3y)1/3), and
n = 1, 2 in (7), (8), after some calculations we obtain:

E [τa,b(x, 0)] =
31/327/3Γ( 4

3 )(b − a)2/3

π5/3
×

∞∑
k=0

(−1)k

(2k + 1)5/3
cos

[
π(2k + 1)

b − a

(
x − a + b

2

)]
. (9)

E
[
(τa,b(x, 0))2

]
=

12(b − a)4

π4

∞∑

k=0

(−1)k

(2k + 1)4
cos

[
π(2k + 1)

b − a

(

x − a + b

2

)]

. (10)

Notice that, in [12,13], it was obtained a formula for E(τa,b(x, 0)) in terms of
hypergeometric functions. The two series in (9), (10) converge fast enough, so to
obtain “good” estimates of the moments, it suffices to consider a few terms of
them. As for E [τa,b(x, 0)] , it appears to be fitted very well by the square root
of a quadratic function (see Fig. 1).
In the Fig. 2, we plot the second order moment of τa,b(x, 0) and its variance.

As in the one boundary case, we introduce a randomness in the starting point,
replacing X(0) = x ∈ (a, b) with a random variable η, having density g(x) whose
support is the interval (a, b); for y = 0 the average exit time over all initial
positions η ∈ (a, b) is T a,b =

∫ b

a
E(τa,b(x, 0))g(x)dx. In the case of integrated

BM, T a,b can be calculated by using the expression of E(τa,b(x, 0)) given by (9).
In the special case when g is the uniform density in the interval (a, b), we get

T a,b = 31/3210/3Γ( 4
3 )(b−a)2/3

π8/3

∑∞
k=0

1
(2k+1)8/3 . Thus, T a,b = const · (b−a)2/3 which

confirms the result by Masoliver and Porrà (see [12]).
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Fig. 1. Plots of the mean exit time, E(τ−1,1(x, 0)), of integrated BM from the interval
(−1, 1) (lower curve), and of the function z(x) = 1.35 · (1 − x2)1/2 (upper curve), as
functions of x ∈ (−1, 1); the two curves appear to be almost undistinguishable.

As for integrated OU process, the moments of τa,b(x, 0) can be found again by
formula (7), whit the corresponding ρ̂(t); however, it is not possible to calculate
explicitly the integral which appears in the expression of An.k(x), so it has to
be numerically computed. In the Fig. 3 we have plotted, for comparison, the
numerical evaluation of the mean exit time of integrated OU process with y =
β = 0, from the interval (−1, 1), as a function of x ∈ (−1, 1), for σ = 1 and
several values of μ; in the Fig. 4 we we have plotted the numerical evaluation of
second order moment.

Fig. 2. From top to bottom: plot of the second moment (first curve), the square of the
first moment (second curve), and the variance of the first-exit time τ−1,1(x, 0) (third
curve) of integrated BM from the interval (−1, 1), as functions of x ∈ (−1.1).
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Fig. 3. Plot of numerical evaluation of the mean exit time, E (τ−1,1(x, 0)) , of integrated
OU with β = y = 0, from the interval (−1, 1), as a function of x ∈ (−1, 1), for σ = 1
and several values of μ. From top to bottom, with respect to the peak of the curve:
μ = 2; 1.8; 1.6; 1.4; 1.2; 1.

Fig. 4. From top to bottom: plot of the second moment (first curve), the square of the
first moment (second curve), and the variance of the first-exit time τ−1,1(x, 0) (third
curve) of integrated OU with y = β = 0, from the interval (−1, 1), as a function of
x ∈ (−1, 1), for σ = 1, μ = 1.
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Abstract. The present paper provides a simple sequential test for eval-
uating air quality, to verify a relative higher health risk of some area. The
proposed procedure is based on the identification of a Poisson process
representing the number of a particular pollutant at day t in a given
year. A maximized sequential probability ratio test based on a compos-
ite alternative hypothesis has been implemented. The test is performed
on emissions of air pollutants in the area of Salerno in which only partial
data are available.

Keywords: Sequential analysis · Poisson process · Air pollutants

1 Introduction

The incidence of diseases caused by some pollutants as well as death rates from
cancer have significantly increased in some areas over the last few years. For
example, in the town of Taranto in Italy, an increment of some illnesses has been
observed and many studies report association between this increase and air pollu-
tion due to the presence of steelworks. Moreover, in some areas of Campania region
(the so called Triangle of Death or Land of Fire) (see, for example, [1,2,6]), some
municipalities have recently experienced higher mortality rates for cancer and
other diseases relative to the Italian average rates. Again, this increase is thought
to be mainly caused by pollution from illegal waste disposal. Since variations in
cancer mortality rate among different zones exist anyway (due, for example, to
different lifestyles), to properly assess the significance on a difference in average,
accurate statistical evaluations are required. However, data on air quality are not
always accurate and updated, especially when small area are considered.

The present paper provides a simple test for evaluating air quality in the
presence of partial data, to verify an increase risk for health in some area with
respect other areas. In particular, focusing on a particulate matter, the proposed
procedure is essentially based on the preliminary identification and estimation
of a Poisson process representing the number of exceedances (with respect to a
fixed limit L generally established by European Union) of an air pollutant at
day t in a given year. The test verifies the null hypothesis that in a fixed area
the number of exceedances of the limit L for the considered pollutant is equal
to that in other neighboring areas.
c© Springer International Publishing Switzerland 2015
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In order to detect as early as possible an abnormal number of exceedances
of the considered pollutant, a near-continuous monitoring is obtained by using a
sequential test. The alternative hypothesis HA is chosen to be composite in order
to have a rejection region that does not depend on a particular value specified
under HA. Finally, since the distribution of the test statistic does not have a
closed form, the critical values can be obtained by Monte Carlo simulations.

The paper is organized as follows. In Sect. 2 the test procedure is proposed
and discussed. In order to validate the approach, an application to real data has
been considered. The analysis focuses on a particular matter, PM10 observed in
a small area of Salerno. In particular, in Sect. 3 the data are described while in
Sect. 4 the results of the analysis are shown and discussed. Some remarks close
the paper.

2 The Proposed Methodology

Let Ct be the number of exceedances of a given indicator y at day t in a given
year and let ct the corresponding observed value.

Under the null hypothesis (H0) Ct follows a Poisson distribution with mean
λt, where λt is a known function reflecting the mean number of exceedances of
the indicator y at the day t. Under (HA) the mean number of exceedances for
y is instead RRλt, where RR is the increased relative risk in the area object
of our study. In order to detect a health risk increase as early as possible, the
test is performed continuously at every time point t > 0 as additional data
are collected. For such continuous sequential analysis, the traditional approach
generally used in the statistical literature is the Wald sequential probability ratio
test (SORT). A signal is generated if the likelihood ratio exceeds a set value, and
the observation ends if the likelihood falls below another predetermined lower
bound. The key aspect of this method is that the p-values change when more
data are added.

One problem with Wald’s classical sequential probability ratio test is that
the result is highly dependent on the relative risk used to specify the alternative
hypothesis (see, for example, [5]). We propose instead the use of a maximized
sequential probability ratio test (MaxSPRT), where the alternative hypothesis
is composite rather than simple, with the relative risk defined as being greater
than one rather than a specific value. Therefore, the hypotheses to test are:

H0 :RR = 1
HA :RR > 1

The MaxSPRT likelihood ratio based test statistic is

LRt = max
HA

P [Ct = ct | HA]
P [Ct = ct | H0]

= max
RR>1

e(1−RR)λt(RR)ct .

The maximum likelihood estimate of RR is ct/λt when ct ≥ λt, so the test
statistic becomes

LRt =

{
eλt−ct(ct/λt)ct if ct ≥ λt

1 otherwise.
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Equivalently, when defined using the log-likelihood ratio

LLRt = ln(LRt) =

{
(λt − ct) + ct ln(ct/λt) when ct ≥ λt

0 otherwise.

Note that the maximum likelihood estimate is unique and that it is also the
minimum variance unbiased estimator.

Unfortunately, the distribution of the test statistic LLRt does not have a
closed form, so the critical values are obtained by Monte Carlo simulations. In
particular the following procedure is implemented:

– For all t simulate N samples from a Poisson distribution with parameter λt,
obtaining ct;

– Plug in ct in the log-likelihood LLRt;
– Fix α and obtain the critical value zαt as the (1 − α) percentile of the sample

distribution of LLRt.

Finally, we reject H0 if it exists a value t for which LLRt is greater than the
corresponding critical value zαt.

3 The Data

The aim of the present section is to test if in the area near Salerno, that is Fratte,
the rate of exceedances of air pollutants are higher than those in other areas of
the city.

The first step of the analysis is to choose an indicator to measure air quality.
The indicators commonly used are nitrogen dioxide NO2, carbon monoxide CO,
ozone O3 and particle pollution (also known as “particulate matter”) PM2.5 and
PM10. These latter indexes are particle pollution less than 2.5 micrometers in
diameter (PM2.5) and between 2.5 and 10 micrometers in diameter (PM10).

In this analysis, we focus on the concentration of PM10 since numerous stud-
ies have demonstrated its negative effect on human health (see, for example, [3]
and [4]). Current European Union legislation regulating the PM10 concentration
in ambient air is given in the EU directive 1999/30/EC. It states that for PM10

two binding limit values are to be respected as from 1 January 2005:

– a daily limit of 50μg/m3 not to be exceeded on more than 35 days within a
calendar year

– an annual mean value of 40μg/m3.

While new policies in Europe have contributed to significant decreases in air
pollution over the past several decades, an estimated 80% of Europe’s urban
population is still exposed to PM levels above World Health Organization air
quality guidelines, and several areas in the Campania region still experience
PM levels exceeding the air quality limit values set by European Union laws,
according to the European Environment Agency.
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The data have been collected from the website of Agenzia Regionale per la
protezione Ambientale in Campania (ARPAC), a regional agency which devel-
ops monitoring, prevention and control activities aimed at protecting Campania
area.

The control of the parameters of air quality is one of the main institutional
activities of the Agency. It manages the monitoring network which consists of
twenty monitoring stations located in the five provincial capitals of Campania.
As part of the monitoring activities related to the areas near industrial centers,
ARPAC manages three stations named SA21, SA22−ASL2 and SA23−Fratte
in Salerno which monitor the air parameters. In particular, from the ARPAC
website (see [7]) we can find data series from SA21 and SA22, but only partial
data from SA23. In Fig. 1 we have some partial hourly data from the station of
Fratte, in which the limit 50μg/m3 for PM10 is almost always overcrossed. Our
results are based on daily values of PM10 in the stations SA21 and SA22 in the
years 2011, 2012, 2013 and 2014 and on daily values of PM10 in Fratte from 29
October 2014- 8 December 2014.

Fig. 1. Hourly data from the station of Fratte from 1 to 2 December 2014. In the last
column PM10 emissions are shown.

4 Results

To test if in some areas there is a health risk increase due to higher concentrations
of a particulate matter in the air, we focus on the number of exceedances of PM10
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per year. Clearly, the procedure we suggest can be applied for PM2.5 as well,
or also in other contexts, such as an increased death rate. Our procedure is
essentially based on

– the identification and the estimate of a Poisson process representing the number
of exceedances of PM10 at day t in a given year;

– a test evaluating an increased risk for health.

Let Ct be the number of exceedances of PM10 at day t in a given year
and let ct the corresponding observed value. In order to apply the methodology
illustrated in Sect. 2, it is necessary to verify if the assumption Ct ∼ Pois(λt)
can be supported from data. To this aim, a Chi-Square test is performed; the
results, which are not reported for the sake of brevity, show the plausibility of
the assumption.

For our procedure, we assume that λt generally changes day by day. We
estimate λt from the daily values of PM10 in the stations SA21 and SA22 in
the years 2011, 2012, 2013 and 2014. In particular, by using the probability of
increments for the Poisson process Ct

P [Ct+h − Ct = 1] = λth + o(h),

where h is the minimum number of days to observe at least an increment in Ct,
we obtain the estimated λt, λ̂t. The time-plot is reported in Fig. 2.

Fig. 2. Estimated λt by daily values of PM10 in the stations SA21 and SA22 in the
years 2011, 2012, 2013 and 2014.

Finally, the test for evaluating an increase in the number of measured
exceedances of PM10 in the area of Fratte, can be formulated as:

H0 : the number of exceedances of limit 50μg/m3 for PM10 in Fratte is equal
to the number of exceedances in the areas near the other two stations in Salerno,

HA : the number of exceedances of limit 50μg/m3 for PM10 in Fratte is
greater than the number of exceedances in the areas near the other two stations
in Salerno.
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Daily values of PM10 in Fratte from 29 October 2014- 8 December 2014 are
used to perform the previous test. In particular, the test statistic is obtained as:

TS :=

{
(λ̂t − ct) + ct ln(ct/λ̂t) when ct ≥ λ̂t

0 otherwise.

The critical values are obtained by Monte Carlo simulations implementing the
procedure suggested in Sect. 2. More specifically,

– For all t simulate 1000 samples from a Poisson distribution with parameter
λ̂t, obtaining ct;

– Plug in ct in TS;
– Fix α = 0.05 and obtain the critical value zαt as the 95th−percentile of the

sample distribution of TS.

In Fig. 3 the test statistic and its critical value are reported for all values
of t. From 29 October to 28 November 2014 the test statistic is zero since the
observed exceedances are always less than the estimated values of λt. Starting
from 29 November 2014 the test rejects the null hypothesis that the number
of exceedances of limit 50 μg/m3 for PM10 in Fratte is equal to the number of
exceedances in the areas near the other two stations in Salerno.

Fig. 3. Time-plot of the test statistic and the corresponding critical value for the
number of exceedances of limit 50 μg/m3 for PM10 in the area of Salerno.

5 Some Concluding Remarks

In the paper a simple test for evaluating air quality is provided and discussed.
The test is based on the identification and estimate of a Poisson process and uses
a maximized sequential probability ratio test, so the test statistic is monitored
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over the time. An application to emissions of PM10 in the area of Salerno shows
the ability of the proposed procedure to correctly identify a significant difference
in mean PM values among the monitoring stations.

However, some issues still remain open. For example, environmental data are
not always accurate and updated, so criteria for evaluating their accuracy are
needed. Moreover a peculiarity of datasets concerning air quality is the presence
of missing data due to many factors such as machine failure, routine maintenance
and human errors, so methods to “recostruct” such time series are needed.
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Abstract. One dimensional nonlinear difference equations are commonly
used to model population growth. Although such models can display wild
behavior including chaos, the common models have the interesting prop-
erty that they are globally stable if they are locally stable. We show that a
model with a single positive equilibrium is globally stable if it is enveloped
by a self-inverse function. In particular, we show that the standard popu-
lation models are enveloped by linear fractional functions which are self-
inverse. Although enveloping by a linear fractional is sufficient for global
stability, we show by example that such enveloping is not necessary. We
extend our results by showing that enveloping implies global stabilty even
when f(x) is a discontinuous multifunction, which may be a more reason-
able description of real biological data. We also show that our techniques
can be applied to situations which are not population models. Finally, we
mention some extensions and open questions.

1 Introduction

Many years ago, population biologists fit nonlinear models to various real or
hypothetical data and after demonstrating that a model was locally stable, they
then used the model as if it were globally stable. Pleasantly, they never ran into
any difficulty. The problem for mathematicians was to explain why the biologists
were “lucky”. In a series of papers from 1981 [6] through 2007 [7], we investigated
this question and concluded that biologists used models that looked “smooth”
in a free-hand drawing, and further that this intuition could be mathematically
caputured by the idea of enveloping by a linear fractional.

In Fig. 1, we give examples of population models. The usual assumptions are
that the model has the form xt = f(xt−1 ) with f being a function which starts
at f(0) = 0 proceeds to a maximum, and then decreases. We assume that f has
a single positive fixed point which we normalize to 1. The model on the Left is
enveloped by the linear fractional 2 − x which represented by the dotted line.

We define a Population Model as a first order difference equation

xt+1 = f(xt )

with the conditions:

– f(x ) maps positives to positives, or to nonnegatives
c© Springer International Publishing Switzerland 2015
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– f(x ) has a single Hump
– single positive equilibrium {normalized at x = 1, f( 1 ) = 1 }
– { If needed: 3 times continuously differentiable}
– { May be 0 for all x ≥ xmax }

We define two types of stability for such models:
Global Stability: ∀x ∈ ( 0, xmax ) limt−→∞ f (t)(x) = 1
Local Stability: for all x near 1, f(x) is nearer 1, (which implies |f ′

(1)| ≤ 1.)
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Fig. 1. Left: a population model which is both locally and globally stable. Right: a
population model which is locally but not globally stable.

2 Enveloping

If one plots the functions 2 − x and x between 0 and 2, the resulting picture
looks like the back of an envelope and this suggests the name enveloping for the
following definition.
φ(x ) ENVELOPS f(x ) iff

φ(x ) > f(x ) for x ∈ ( 0, 1 )
φ(x ) < f(x ) for x > 1 and f(x ) > 0
f(x ) > x for x ∈ ( 0, 1 )
f(x ) < x for x ∈ ( 1, ∞ )

Theorem 1 (Enveloping Theorem). If a population model f(x ) is
enveloped by a monotone decreasing, self-inverse φ(x ) then the model is
globally stable.

lim
t−→∞ f (t)(x ) = 1 for all x with f(x ) > 0.

Theorem 2 (Stability by Enveloping). If f1(x ) is enveloped by f2(x )
and f2(x ) is globally stable, then f1(x ) is globally stable.

2.1 Linear Fractionals

φ(x ) =
1 − α x

α + (1 − 2α)x

α ∈ [ 0, 1)
Monotone Decreasing

Self-Inverse
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Fig. 2. Examples of linear fractionals. Notice how the concavity changes as α goes from
1 to 0.

2.2 Enveloping Examples

To envelope some of the standard population models, we have to use different
linear fractionals because the “shape” of the models will depend on on the para-
meters. For example, as the following figure shows f(x) = r x

1+ (r − 1) xc can
be enveloped by 1 / x when c ≤ 2, but for larger c the enveloping function is
(c−1)−(c−2)x
(c−2)−(c−3)x and specifically ( 3 − x )/( 1 + x ) when c = 2.5, r = 5.
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By assumption all of our population models have the One-Hump form, but
enveloping and particularly enveloping by linear fractionals can show global sta-
bility for highly oscillatory functions, e.g.
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2.3 Enveloping by a Linear Fractional is only Sufficient

Here we want to give a simple model which has global stability, but cannot be
enveloped by any linear fractional. Define f(x) by

f(x) =

⎧⎪⎨
⎪⎩

6x 0 ≤ x < 1/2
7 − 8x 1/2 ≤ x < 3/4
1 3/4 ≤ x.

then xt+1 = f(xt) has x = 1 as its globally stable equilibrium point because if
xt ≥ 1 then xt+1 = 1, for xt ∈ [1/2, 1), xt+1 > 1 and xt+2 = 1, and for xt ∈
(0, 1/2), the subsequent iterates grow by multiples of 6 and eventually surpass
1/2. This f(x) cannot be enveloped by a linear fractional because f(1/2) = 3
which implies that the linear fractional would have α ≤ −1 and hence have a
pole in (0, 1) and thus it could not envelop a positive function. On the other
hand, the self-inverse function

φ(x) =

{
5 − 4x x ≤ 1
(5 − x)/4 x > 1

does envelop f(x) and so demonstrates global stability.

2.4 Other Enveloping Functions

Although we will use linear fractionals as the enveloping functions for our exam-
ple population models, other function can also serve as enveloping functions.

For our set-up, we can take any function g(x) so that g(1) = 1 and g(x) is
monotone decreasing on ( 0, 1 ), and then construct an enveloping function e(x)
given by:

e(x) =

{
g(x) 0 < x ≤ 1
g−1(x) 1 ≤ x < g(0)

As a very specific example, let g(x) = ( 3 − x2 )/2 then

e(x) =

{
( 3 − x2 )/2 0 < x ≤ 1√

3 − 2x 1 ≤ x < 3/2

Clearly e(x) is continuous and monotone decreasing. It is also twice continuously
differentiable, but the third derivative is not continuous.

Let us concoct a population model that can be enveloped by this e(x).

f(x) =

{
x ( 3 − 2x ) 0 < x ≤ 1√

2 − x 1 ≤ x < 2

is a population model since it is unimodal with a maximum at x = 3/4. While
f(x) and its first derivative are continuous, the 2nd derivative has a discontinuity
at x = 1. It is easy to see that this f(x) is enveloped by this e(x). We conclude
that x = 1 is the globally stable fixed point for f(x), i.e. for all x ∈ ( 0, 2 ),
limn→∞ f (n)(x) = 1.
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3 Techniques A and B
The following two techniques can be used to show that the common population
models are enveloped by linear fractionals. (see Summary Table.)

Technique A : If f(x ) = xh( 1 − x ) and

h( 1 − z ) =
∞∑

i=0

hi zi

h0 = 1, h1 = 2
∀n ≥ 1 hn ≥ hn+1

∀n ≥ 2 hn − 2 hn+1 + hn+2

THEN f(x ) is enveloped by the linear fractional with

α =
3 − h2

4 − h2
≥ 1

2

and f(x ) is globally stable.

Technique B : φ(x) = A(x)/B(x) envelopes f(x) = C(x)/D(x)
if G(x) = A(x)D(x) − B(x)C(x) and

G(1) = 0 and G
′
(1) = 0

G
′′
(x) > 0 on ( 0, 1 )

G
′′
(x) < 0 for x > 1.

4 General Theorem

Although our enveloping method was devised for the population models dis-
cussed above, the method can also be applied to other iterations. Not all iter-
ations are normalized so that the fixed point is at x = 1. In many cases, the
iteration is designed to compute the fixed point.

Theorem 3. If the iteration xt+1 = f(xt) obeys

f(x) > x on (a , p)
f(x) < x on (p , b)

where f(x) may be a discontinuous multifunction but has p as its only limit point
on the straight line y = x and if there is a self-inverse function φ(x) so that

φ(x) > f(x) on (a , p)
f(x) > φ(x) on (p , b)

and p is the only limit point of f(x) which is on φ(x) then limk→∞ f (k)(x0) = p
for every x0 ∈ (a , b).



Population Models and Enveloping 155

0

0.5

1

1.5

2

2.5

0.5 1 1.5 2 2.5

Fig. 3. A multifunction enveloped by the linear fractional 2 − x.

4.1 Multifunctions

A multifunction is a function which maps each element of its domain to a non-
empty set of values in its range. In this picture, the curve, the block, the points,
and the “vertical” lines indicate values (Fig. 3).

4.2 Multidimensional

One of the major reasons to consider multifunctions is that they allow us to use
1-dimensional methods on multi-dimensional models.

A multi-dimensional model can have the form

xt = f(xt−1, . . . , xt−k )

with the population size depending on the last k population sizes, or even on
the whole history of sizes. We can consider such a model to be a 1-dimensional
multifunction by using xt = g(xt−1 ) where the set of values for g will depend
on the values of xt−1, . . . , xt−k which are considered to be unknown or perhaps
known to be within a certain range.

For example,
xt = 1 + .9 ( 1 − xt−1 ) cos(y) ,

can be considered to be a 1-dimensional multifunction when y is allowed to be
any function of xt−1, . . . , xt−k. Since cos(y) will be bounded between +1 and
−1, it is easy to show that this model is enveloped by 2 − x, and will display
global stability.

5 Summary Table

The following Table shows a number of commonly used population models and
their regions of global stability together with the techniques used to show sta-
bility. (See Sect. 3 for A and B and see [4] for negative Schwarzian S.)
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Model

number

Function Parameters Techniques Bounding linear fractionals

I f1(x) = xer(1−x)) 0 < r ≤ 2 A, B, S 2 − x

II f2(x) = x(1 + r(1 − x)) 0 < r ≤ 2 A, B, S (4 − 3x)/(3 − 2x)

III f3(x) = x(1 − r ln x) 0 < r ≤ 2 A (3 − 2x)/(2 − x)

IV f4(x) = x( 1
b+cx

− d) d−1
(d+1)2

≤ b < 1
d+1 A, S (11 − 8x)/(8 − 5x)

V f5(x) =
(1+aeb)x
1+aebx

0 < a, 0 < b, B, S 2 − x for b ≤ 2

a(b − 2)eb ≤ 2
b−(b−1)x

(b−1)−(b−2)x for b ≥ 2

VI f6(x) =
(1+a)bx
(1+ax)b

0 < a, 0 < b, B, Modified S 1/x for b ≤ 2

a(b − 2) ≤ 2
2(b−1)−(b−2)x

(b−2)+2x for b ≥ 2

VII f7(x) = rx
1+(r−1)xc r(c − 2) ≤ c B 1/x for c ≤ 2

c−1−(c−2)x
c−2−(c−3)x for c ≥ 2

6 Conclusion

This paper has demonstrated that local stability implies global stability when
the function is enveloped by a linear fractional function. In particular, this result
covers a number of commonly used population models. Detailed discussion of
these population models appears in [7]. That discussion is aimed at biologists,
a discussion aimed at mathematicians appears in Hirsch [10].

Even though enveloping is based on 1-dimensional models, we pointed out
that it can also be used to show stability for multi-dimensional models with
suitable form. Enveloping can also deal with more complicated cases as shown
in Wright’s recent thesis [9].

Other techniques like Lyapunov functions [5] and Schwarzian Derivative [4]
can be used to show global stability, but the Lyapunov calculation is rather
complicated and the Schwarzian technique cannot be applied to all the models
in the above Table.

This paper shows that under reasonable hypotheses, population models dis-
play global stability, but with other hypotheses (see [1–3]) much more compli-
cated behavior (including chaos) is possible for even seemingly simple population
models.

Finally, there are still some unanswerd questions suggested in [8]. Can there
still be stability in the face of chaos? Would stability from a open interval be
more meaningful than stability for all positives? We hope that others might find
answers to these questions.

References

1. Cull, P., Flahive, M., Robson, R.: Difference Equations: From Rabbits to Chaos.
Springer, New York (2005)

2. Li, T.-Y., Yorke, J.: Period three implies chaos. Am. Math. Mon. 82, 985–992
(1975)

3. Sarkovskii, A.: Coexistence of cycles of a continuous map of a line to itself. Ukr.
Mat. Z. 16, 61–71 (1964)



Population Models and Enveloping 157

4. Singer, D.: Stable orbits and bifurcation of maps of the interval. SIAM J. Appl.
Math. 35, 260–267 (1978)

5. Fisher, M.E., Goh, B.S., Vincent, T.L.: Some stability conditions for discrete-time
single species models. Bull. Math. Biol. 41, 861–875 (1979)

6. Cull, P.: Global stability of population models. Bull. Math. Biol. 43, 47–58 (1981)
7. Cull, P.: Population models: stability in one dimension. Bull. Math. Biol. 69, 989–

1017 (2007)
8. Cull, P., Walsh, K., Wherry, J.: Stability and of instability in one dimension pop-

ulation models. Scientiae Mathematicae Japonicae Online e–2008, 29–48 (2008)
9. Wright, J.P.: Periodic Dynamical Systems of Population Models, Ph.D. thesis,

North Carolina State University (2013)
10. Hirsch, M.: Dynamics of acyclic interval maps (preprint. mhirsch@chorus.net)



Fractional Growth Process with Two Kinds
of Jumps

Antonio Di Crescenzo(B), Barbara Martinucci, and Alessandra Meoli
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Abstract. We consider a suitable fractional jump process describing
growth phenomena, that may be viewed as a counting process charac-
terized by 2 kinds of jumps with size 1 and 2. We obtain the probability
generating function and the probability law of the process, expressed
in terms of the generalized Mittag-Leffler function. The mean, variance,
and squared coefficient of variation are also provided.

Keywords: Fractional poisson process · Mittag-Leffler functions · Fractional
equations

1 Introduction

Fractional calculus has gained considerable popularity and importance during
the last decade, mainly due to its applications in several fields of science and
engineering (see, for instance, Tenreiro Machado [16]). One of the main features
of fractional-order differential equations is their nonlocal property. Indeed, the
definition of fractional derivative involves an integration which is a non-local
operator. Hence, fractional order differential equations play a relevant role in the
modeling of memory-dependent phenomena which emerge in biological systems.

Specifically, we recall that the fractional calculus has been employed to
describe complex dynamics in biological tissues. For instance, Magin [10] illus-
trates various areas of bioengineering research where fractional calculus is applied
to build new mathematical models. Moreover, a generalization of the classical
logistic equation based on fractional calculus has been used in Varalta et al. [17]
for the description of cancer tumor growth. Fractional derivatives are also con-
sidered in El-Sayed [5] to embody essential features of the behavior of the pattern
formation in bacterial colonies.

In some biological contexts the existence of power-law behavior is observed
also in spatial structures rather than in temporal patterns. For instance, Muiño
et al. [11] found that specific cancer types show a power-law in interoccurrence
distances, instead of the expected exponential distribution as for Poisson process.

In some recent papers (Garra et al. [6], Orsingher and Polito [12,13] and
Orsingher et al. [14]) some fractional birth-death processes were introduced and
studied. These processes generalize the classical birth-death processes, with the
c© Springer International Publishing Switzerland 2015
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 158–165, 2015.
DOI: 10.1007/978-3-319-27340-2 21
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Caputo fractional derivative replacing the integer-order derivative in the
difference-differential equations governing the state probabilities. Also, Garra
and Polito [7] devote attention to the role of fractional birth-death processes
with linear rates in epidemic models with empirical power law distribution of
the events. A multiple birth-death process with fractional birth probabilities in
the form λi(Δt)α + o((Δt)α), 0 < α < 1, has been studied in Jumarie [9]. The
usefulness of such process in biology is found in the description of cell replicas.

The need of dealing with processes exhibiting power-law behavior and mul-
tiple occurrences of events in biology applications stimulates us to investigate
fractional Poisson-type processes subject to multiple kinds of jumps. Specifi-
cally, in Sect. 2 we recall some preliminary results both on the fractional Poisson
process and on a basic continuous-time growth process which performs two kinds
of jumps. In Sect. 3, on the ground of the given preliminaries, we introduce the
fractional growth process of interest, characterized by jumps with size 1 and 2.
We obtain the probability distribution and the relevant moments of such process.

The extension to more than 2 jumps is presented in Di Crescenzo et al. [4].

2 Background and Preliminary Results

This section is devoted to useful notions. We first recall the (two-parameter)
Mittag-Leffler function and the generalized Mittag-Leffler function, defined as

Eα,β(x) =
∞∑

r=0

xr

Γ (αr + β)
, Eγ

α,β(x) =
∞∑

r=0

(γ)r

r!
xr

Γ (αr + β)
, x ∈ R, (1)

respectively, for α, β, γ ∈ C, Re(α), Re(β), Re(γ) > 0, with (γ)0 = 1 and (γ)r :=
γ(γ + 1) . . . (γ + r − 1) for r = 1, 2, . . . .

2.1 Fractional Poisson Process

Consider the fractional Poisson process (see Beghin and Orsingher [3]).

{N ν
λ (t); t ≥ 0} , ν ∈ (0, 1], λ ∈ (0,∞). (2)

This is a renewal process with i.i.d. interarrival times Uj distributed according
to the following density, for j = 1, 2, . . .

f ν
1 (t) = P {Uj ∈ d t} /d t = λtν−1Eν,ν(−λtν), t ∈ (0,∞). (3)

Let Tk =
∑k

j=1 Uj be the waiting time of the k-th event; the density function
and the corresponding distribution function are given respectively by (see [3])

f ν
k (t) = P {Tk ∈ d t} /d t = λkt kν−1E k

ν,kν(−λtν), t ∈ (0,∞), (4)

and
F ν

k (t) = P {Tk < t} = λktkνEk
ν,kν+1(−λtν), t ∈ (0,∞). (5)
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We point out that the density (3) of the interarrival times Uj is completely
monotone, and therefore log-convex. Indeed, for λ > 0, the function tβ−1

Eγ
α,β(−λtν) is completely monotone if and only if 0 < α, β ≤ 1 and 0 < γ ≤ β/α

(cf. Chap. 5 of Gorenflo et al. [8]). We recall that random variables with log-
convex densities are also said to have the decreasing likelihood ratio (DLR)
property.

Taking into account (5), the probability mass function of the process N ν
λ (t)

can be easily computed as follows (see, also, Eq. (2.21) of [3]):

P {N ν
λ (t) = n} = P (Tn ≤ t < Tn+1) = (λtν)n

En+1
ν,nν+1(−λtν), t ∈ (0,∞).

Moreover, the probability generating function of the process N ν
λ (t) can be

expressed as (see Eq. (2.29) of [3]) Gν (u, t) = Eν,1 (λ (u − 1) t ν), |u| ≤ 1, t > 0.
Consequently, its moment generating function is given by

Mν (s, t) = Gν (es, t) = Eν,1 (λ (es − 1) t ν) , |s| ≤ s0, s0 > 0.

Finally, the mean and the variance of N ν
λ (t) read (see Eqs. (2.7) and (2.8) of [2])

E [N ν
λ (t)] =

λtν

Γ (ν + 1)
, Var [N ν

λ (t)] =
2 (λtν)2

Γ (2ν + 1)
− (λtν)2

(Γ (ν + 1))2
+

λtν

Γ (ν + 1)
.

2.2 Jump Process with 2 Kinds of Jumps

We consider a jump process {N (t) ; t ≥ 0} with rates λ1 and λ2, (λ1, λ2 > 0),
defined by means of the following rules:

1. N (0) = 0 a.s.;
2. N (t) has stationary and independent increments;
3. P {N (t) = k} = λkt + o (t), k = 1, 2;
4. P {N (t) ≥ 3} = o (t).

Clearly, this is a suitable extension of the Poisson process. The probabilities
pj (t) = P {N (t) = j} satisfy the difference-differential equations⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

dp0(t)
dt

= −(λ1 + λ2)p0(t)
dp1(t)

dt
= λ1p0(t) − (λ1 + λ2)p1(t)

dpk(t)
dt

= λ2pk−2(t) + λ1pk−1(t) − (λ1 + λ2)pk(t), k = 2, 3 . . . ,

(6)

with Kronecker-delta initial condition

pk(0) = δk,0 =

{
1, k = 0,

0, k ≥ 1.
(7)

The probability generating function G (z, t) of N (t) can be derived from (6)
and (7) using a rather standard technique. Indeed, it is immediate to check that
it coincides with the solution of the differential equation

∂

∂t
G(z, t) =

[−λ1(1 − z) − λ2(1 − z2)
]
G(z, t),
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subject to the initial condition G (z, 0) = 1. In light of this, the probability
generating function can be expressed as

G(z, t) = e−
[
λ1(1−z)+λ2(1−z2)

]
t, z ∈ [0, 1], t ≥ 0. (8)

We now use this result to derive the probability mass function of N (t).

Proposition 1. The solution pj (t), for j = 0, 1, . . . and t ≥ 0, of the Cauchy
problem (6)-(7) is given by

pj(t) = e−(λ1+λ2)t

j∑
k=� j

2 �

(
k

j − k

)
tk

k!
λk
1

(
λ2

λ1

)j−k

. (9)

Proof. By expanding e(λ1z+λ2z2)t in (8) into its MacLaurin series, and perform-
ing some algebraic manipulations, we get the result. ��

From (8) and (9) it is easy to infer that pj(t) represents a proper probability
distribution. Thanks to the probability generating function (8) we can obtain
the mean and the variance of process N (t):

E [N (t)] = t (λ1 + 2λ2) , Var [N (t)] = t (λ1 + 4λ2) .

Remark 1. Process N (t) can be seen as a proper compound Poisson process, i.e.

N (t) d=
Nλ1+λ2 (t)∑

i=1

Xi,

where Nλ1+λ2(t) is a homogeneous Poisson process with rate λ1 +λ2. Moreover,
{Xn : n ≥ 1} is a sequence of i.i.d. random variables, independent of Nλ1+λ2(t),
such that for any positive integer n

Xn
d= X =

{
1, w.p. λ1

λ1+λ2
,

2, w.p. λ2
λ1+λ2

.
(10)

Note that Nλ1+λ2(t) and Xn depend on the same parameters λ1 and λ2.

3 Fractional Growth Process

In this section we examine a fractional extension of the recursive differential
equations (6) and explore the main properties of the resulting stochastic process.
We consider the following system of fractional difference-differential equations⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

dνp ν
0(t)

dtν
= −(λ1 + λ2)p ν

0(t)
dνp ν

1(t)
dtν

= λ1p
ν
0(t) − (λ1 + λ2)p ν

1(t)
dνp ν

k(t)
dtν

= λ2p
ν
k−2(t) + λ1p

ν
k−1(t) − (λ1 + λ2)p ν

k(t), k = 2, 3...

(11)
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together with the Kronecker-delta initial condition

p k(0) = δk,0, (12)

obtained by replacing in (6) the standard derivatives by the fractional deriva-
tives, i.e.

dνf (t)
dtν

=

{
1

Γ (1−ν)

∫ t

0
(d/ds)f(s)
(t−s)ν ds, 0 < ν < 1,

f ′ (t) ν = 1.

Hereafter we obtain the solution to (11) in terms of the generalized Mittag-
Leffler function (1) and show that it represents a true probability distribution
of a certain jump process, which we will denote by Mν(t). Hence, we write

p ν
k(t) = P {Mν (t) = k} .

Proposition 2. The solution p ν
k(t), for k = 0, 1, . . . and t ≥ 0 of the Cauchy

problem (11)-(12) is given by

p ν
k(t) =

k∑
j=� k

2 �

(
j

k − j

)
λ j

1

(
λ2

λ1

)k−j

t jνEj+1
ν,jν+1(− (λ1 + λ2) tν). (13)

Proof. By taking the Laplace transform of Eq. (11), together with the condition
(12), we have

L{p ν
k(t); s} =

k∑
j=� k

2 �

(
j

k − j

)
λ j

1

(
λ2

λ1

)k−j
sν−1

(s ν + λ1 + λ2)
j+1

.

Hence, Eq. (13) can be obtained by using formula (2.5) of [15], i.e.

L{
tγ−1E δ

β,γ

(
ωtβ

)
; s

}
=

s βδ−γ

(s β − ω)δ
(14)

(where Re(β) > 0, Re(γ) > 0, Re(δ) > 0 and s > |ω| 1
Re(β) ) for β = ν, δ = k + 1

and γ = kν + 1. ��
Some plots of probabilities (13) are shown in Figs. 1 and 2. We remark that

the use of the Caputo fractional derivative permits us to avoid fractional initial
conditions since, in general, L{fν ; s} = sνL{f ; s}− sν−1f

∣∣
x=0

, ν ∈ (0, 1]. From
(11), we can easily infer that the probability generating function of Mν(t),

Ĝ (u, t) = E[uMν(t)] =
∞∑

i=0

uip ν
i (t) , |u| ≤ 1, 0 < ν ≤ 1, t > 0,

satisfies the Cauchy problem⎧⎨
⎩

∂ νĜ(u, t)
∂t ν

=
[−λ1(1 − u) − λ2(1 − u2)

]
Ĝ(u, t), |u| ≤ 1, 0 < ν ≤ 1,

Ĝ(u, 0) = 1.
(15)
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Fig. 1. Probability distribution of Mν(t), given in (13), for k = 0, 1, . . . , 11, with
ν = 0.5, λ1 = λ2 = 1, (a) t = 1 and (b) t = 2. The displayed probability mass is (a)
0.967153 and (b) 0.908498.
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Fig. 2. Probability distribution of Mν(t), given in (13), for 0 ≤ t ≤ 5, λ1 = λ2 = 1,
(a) ν = 0.5 and (b) ν = 1.

By taking the Laplace transform of (15) and making use of (14), we obtain

Ĝ(u, t) = E ν,1

((−λ1 (1 − u) − λ2

(
1 − u2

))
t ν

)
. (16)

Since E ν,1(0) = 1, formula (16) is useful in checking that p ν
j (t) represents a true

probability distribution.

Remark 2. The process Mν(t) can be seen as a special case of the process defined
by Beghin and Macci in Eq. (7) of [1]. Specifically, one can check that

Mν(t) d=
N ν

λ1+λ2
(t)∑

i=1

Xi, t ≥ 0, (17)

where N ν
λ1+λ2

(t) is a fractional Poisson process, defined as in (2), with intensity
λ = λ1 + λ2 (λ1, λ2 > 0). Moreover, {Xn : n ≥ 1} is a sequence of independent
random variables, independent of N ν

λ1+λ2
(t), distributed as in (10).
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Fig. 3. Squared coefficient of variation of Mν(t), given in (20), for ν = 0.2, 0.4, 0.6,
0.8 and 1 (from top to bottom for large t), λ1 = 0.5, (a) λ2 = 0.5 and (b) λ2 = 1.

It is worth pointing out that (17) illustrates the potential use of Mν(t) in
biology, for instance to describe the occurrence of multiple mutations in DNA
regions, where single or double mutations may occur, and the arrival times of
mutations follow a fractional Poisson process.

Bearing in mind Remark 2, we can compute more effortlessly the mean and
the variance of the process. In fact, by Wald’s equation we have

E [Mν(t)] = E[X]E
[
N ν

λ1+λ2
(t)

]
=

(λ1 + 2λ2) tν

Γ (ν + 1)
, t ≥ 0. (18)

Moreover, by the law of total variance we get, for t ≥ 0,

Var [Mν(t)] = Var [X] E
[
N ν

λ1+λ2
(t)

]
+ (E [X])2 Var

[
N ν

λ1+λ2
(t)

]
=

(λ1 + 4λ2) tν

Γ (ν + 1)
+ (λ1 + 2λ2)

2
t2νZ(ν), (19)

where

Z(ν) :=
1
ν

(
1

Γ (2ν)
− 1

νΓ 2(ν)

)
.

It follows that the process Mν(t) is overdispersed, i.e. Var [Mν(t)] > E [Mν(t)],
since Z(ν) > 0 for all ν ∈ (0, 1) and Z(1) = 0. Furthermore, from (18) and (19)
we have that the squared coefficient of variation of Mν(t), t > 0, is given by

SCV [Mν(t)] =
Var [Mν(t)]
(E [Mν(t)])2

=
(λ1 + 4λ2)
(λ1 + 2λ2)

2 Γ (ν + 1) t−ν + (Γ (ν + 1))2 Z(ν).

(20)
Finally, some plots of SCV [Mν(t)] are provided in Fig. 3.
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Abstract. We construct a LIF-type stochastic model for interspike
times of the firing activity of a single neuron subject to a time-varying
input signal. By using first passage time densities some numerical evalu-
ations of ISI densities and comparisons with simulation results are given.

1 Introduction

Motivated by the investigations carried out in some recent papers ([1–13] and
references therein) in the context of the stochastic modeling, we consider the
problem of the description of successive spike times and interspike intervals (ISIs)
of the membrane potential of a single neuron. In particular, we refer to the non
homogeneous Leaky Integrate-and-Fire (LIF) neuronal model

dV (t) = {−α(V (t) − Vrest) + I(t)} dt + σdW (t), t ≥ 0, V (0) = v0, (1)

where I(t) describes the time-varying input signal (current), with α > 0, σ > 0,
v0 ∈ R. The parameter 1/α is the characteristic (decay) time of the membrane
potential, Vrest is the resting potential, v0 is the initial (reset) value, σ represents
a constant intensity of the noise and W (t) the standard Brownian motion.

The dynamics of the neuronal membrane potential is described by the sto-
chastic process V (t) and evolves in the presence of a constant boundary S (the
firing threshold). The first passage time (FPT) of V (t) through S, i.e.

T1 = inf
t≥0

{t : V (t) ≥ S} with V (0) = v0 < S,

is used to model the first spike time. After the first spike, the process V (t) is
instantaneously reset to the initial value, i.e. V (T1) = v0 that means for T1 = t1
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then V (t1) = v0, and its evolution restarts again obeying to the SDE (1) but
without any reset of the input signal I(t).

The successive spike times Tk for k = 2, 3 . . . , n are described by the succes-
sive passage times of the process V (t) through S, i.e. by the following ordered
random variables:

Tk = inf
t≥0

{t ≥ Tk−1 : V (t) ≥ S} with V (Tk−1) = v0 < S. (2)

The randomness of the reset times in (2), considered as initial conditions
for the SDE (1) after each firing time, and the time-dependence of the current
I(t) make extremely difficult the determination of the solution of the SDE (1).
Nevertheless, it is possible to provide simulations of random paths of the process
V (t). In [12,13] extensive simulations of an analogous model, suitable converted
in an Ornstein-Uhlenbeck process in the presence of a time-varying threshold,
were performed. Here, in a preliminary investigation, we apply the Euler dis-
cretization method to the SDE (1) and obtain estimations of the probability
density function (pdf) of the successive firing times T1, T2 . . . , Tn, by histograms
of samples of simulated successive passage times of V (t) through S. This enables
us to build also histograms of successive ISIs Tk − Tk−1, for k = 1, 2, . . . , n with
T0 = 0.

In this paper our aim is to provide an alternative stochastic model for succes-
sive spike times and ISIs based on tractable SDEs by which we are able to carry
out some numerical approximations for pdfs of firing densities. In particular, in
the next Section we explain our model and in Sect. 3 we give our numerical eval-
uations specifically for the first, the second firing times and the corresponding
ISI with a specified time-varying current. We finally compare these evaluations
with the simulation results of the original model (1).

2 The Model

Our model to describe the occurrence of the successive firing times T0, T1, . . . , Tn

(with T0 = 0) is based on the idea of representing the firing times by means of
FPTs T1, T2, . . . , Tn of stochastic processes {V1(t), V2(t), . . . , Vn(t)} through the
constant threshold S. Moreover, for modeling the successive ISIs Tk − Tk−1 for
k = 1, 2, . . . , n, we consider the FPTs Θ1, Θ2, . . . , Θn of stochastic processes
{Y1(t), Y2(t), . . . , Yn(t)} through S. The processes {V1(t), V2(t), . . . , Vn(t)} are
linked to each other, while each process Yk(t) is linked to the process Vk(t) for
k = 1, 2, . . . , n.

Successive Firing Times. Specifically, we model the behavior of the neuronal
membrane potential by using the diffusion processes {V1(t), V2(t), . . . , Vn(t)}
solutions of the system of SDEs (LIF-type), for k = 1, 2, . . . , n,

dVk(t)=
{
−αVk(t)+α

[
Vrest +

I(t)
α

]
P(Tk−1 ≤ t)

}
dt+σdW (t), t > 0, Vk(0) = v0

(3)



168 G. D’Onofrio et al.

with P(T0 = 0) = 1 and P(Tk−1 ≤ t) is the probability that the FPT Tk−1 of the
process Vk−1 has already occurred. The other involved parameters in (3) have
the same meaning of those in (1).

The successive firing times are described by using the corresponding FPTs

Tk := inf
t≥0

{t : Vk(t) ≥ S}, Vk(0) = v0 < S (k = 1, 2, . . . , n)

characterized by pdf

gVk
(S, t|v0, 0) :=

dP(Tk ≤ t)
dt

.

Note that each process Vk(t) is linked to the previous one Vk−1(t) because of the
presence in (3) of the term P(Tk−1 ≤ t). From this kind of dependency between
the processes Vk(t) it is possible to derive the stochastic ordering between the
corresponding FPTs Tk (see [7]).

InterSpike Intervals (ISI). For modeling the ISIs Tk − Tk−1, for k = 1, 2,
. . . , n, we now consider the following SDEs

dYk(t) =
{
−αYk(t) + α

[
Vrest +

I(t)
α

]
P(Tk > t)

}
dt+σdW (t), t > 0, Yk(0) = v0,

(4)
where the process Yk(t) obeys to a similar dynamics of the process Vk(t) except
for the probability term P(·) in (4). In particular, Yk(t) is linked to the process
Vk(t), because the dynamics (4) of Yk(t) depends on the probability distribution
function of the FPT Tk of Vk(t). We use the process Yk(t) to mimic the behavior
of the membrane potential before the occurrence of Tk, taking into account that
Tk−1 is already occurred. Then, we model the ISIs by using the FPTs of Yk(t), i.e.

Θk := inf
t≥0

{t : Yk(t) ≥ S}, Yk(0) = v0 < S,

with the pdf

gYk
(S, t|v0, 0) :=

dP(Θk ≤ t)
dt

.

We refer to the paper [7] for the explanation of the origin and the motivation
of this kind of model. Here, we can say that the proposed LIF-type SDEs (3)
and (4) are mathematically tractable and some our results about the evaluations
of the corresponding FPTs can be exploited as shown in the following.

In particular, here, we consider the input current I(t) with the following
form:

I(t) = μ + λe−βt with β > 0, μ, λ ∈ R, t ≥ 0. (5)

According to [1], and for the specified current (5), we set for k = 1, 2, . . . , n and
for 0 ≤ τ ≤ t

MVk
(t|τ)=[αVrest+μ] e−αt

∫ t

τ

P(Tk−1 ≤ ξ)eαξdξ+λe−αt

∫ t

τ

P(Tk−1 ≤ ξ)e(α−β)ξdξ,

(6)
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and

MYk
(t|τ) = [αVrest + μ] e−αt

∫ t

τ

P(Tk > ξ)eαξdξ +λe−αt

∫ t

τ

P(Tk > ξ)e(α−β)ξdξ.

(7)
Therefore, the Gauss-Markov (GM) processes Vk(t) and Yk(t), for k = 1, 2, . . . , n,
have the following mean functions, for t ≥ 0,

mVk
(t|v0, 0) = v0e

−αt + MVk
(t|0), mYk

(t|v0, 0) = v0e
−αt + MYk

(t|0), (8)

and they have the same covariance function for k = 1, 2, . . . , n

ck(s, t) =
σ2

2α
e−αt

[
eαs − e−αs

]
(0 ≤ s ≤ t). (9)

Furthermore, the normal transition pdf fk(x, t|y, τ), for k = 1, 2, . . . , n, of Vk(t)
and Yk(t) is

fk[x, t|y, τ ] =
√

α√
πσ2(1 − e−2α(t−τ))

exp

{
−α

[
x − ye−α(t−τ) − Mk(t|τ)

]2
σ2

(
1 − e−2α(t−τ)

)
}

(10)
for Mk(t|τ) = MVk

(t|τ) and for Mk(t|τ) = MYk
(t|τ), respectively.

About the FPT problem of the GM processes through a constant threshold S,
we are able to provide a numerical approximation of the FPT pdf gk(S, t|v0, 0)
solving, by a numerical procedure [1], the following non singular second kind
Volterra integral equation:

gk(S, t|v0, 0) = −Ψk[S, t|v0, 0] +
∫ t

0

Ψk[S, t|S, τ ]gk(S, τ |v0, 0)dτ (11)

for k = 1, 2, . . . , n, with

Ψk[S, t|y, τ ] = fk[S, t|y, τ ]
{

−Sα
1 + e−2α(t−τ)

1 − e−2α(t−τ)
+

2αye−α(t−τ)

1 − e−2α(t−τ)

−α

[
Vrest +

μ + λe−βt

α

]
Pk(t) +

2αMk(t|τ)
1 − e−2α(t−τ)

}
. (12)

The procedure is here applied to the integral equation (11) for gk(S, t|v0, 0) =
gVk

(S, t|v0, 0), setting Pk(t) = P(Tk−1 ≤ t), Mk(t|τ) = MVk
(t|τ) and

fk[S, t|y, τ ] = fVk
[S, t|y, τ ] in the function Ψk[S, t|y, τ ] of (12), in such a way

to provide numerical estimations of the FPT pdf of Tk. (In this case, we write
ΨVk

[S, t|y, τ ] for Ψk[S, t|y, τ ]). We point out that for solving the integral equa-
tion (11) for gVk

(S, t|v0, 0) it is required to solve firstly the equations (11) for
gVk−1(S, t|v0, 0), because the function ΨVk

[S, t|y, τ ] is defined by means of

Pk(t) = P(Tk−1 ≤ t) =
∫ t

0

gVk−1(S, ξ|v0, 0)dξ. (13)
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Hence, the numerical procedure for solving the Eq. (11) has to be applied orderly
respect to k for k = 1, 2, . . . , n, giving also a numerical evaluation of the (13),
for t ≥ 0, useful for the successive FPT (successive value of k).

Then, the procedure is applied to the integral equation (11) for
gk(S, t|v0, 0) = gYk

(S, t|v0, 0) setting Pk(t) = P(Tk > t), Mk(t|τ) = MYk
(t|τ)

and fk[S, t|y, τ ] = fYk
[S, t|y, τ ] in the function Ψk[S, t|y, τ ] of (12), in such

a way to provide numerical estimations of the FPT pdf of Θk. (We write
ΨYk

[S, t|y, τ ] for Ψk[S, t|y, τ ]). In this case, for solving the integral equation (11)
for gYk

(S, t|v0, 0) it is required to solve at first the Eq. (11) for gVk
(S, t|v0, 0),

because the function ΨYk
[S, t|y, τ ] is defined by means of Pk(t) = P(Tk > t) =

1 − P(Tk ≤ t).
Taking into account that T0 = 0 and Θ1 ≡ T1, in the next Section we provide

some results for the first passage times T1, T2 and for Θ2 in order to compare
our numerical approximations with the simulation results of (1) for the first and
second spike times T1, T2 and the second interspike interval T2−T1, respectively.

3 Some Numerical and Simulation Results

In order to make easier to handle the numerical iterative procedure for solving
the integral Eq. (11) for k = 1 and then for k = 2, we now give a closed form
expression for MV2(t|τ) to use in place of (6) with k = 2. In such a way, no
preliminary numerical evaluations of gV1(S, t|v0, 0) and of P(T1 ≤ t) are required
to obtain MV2(t|τ).

3.1 An Asymptotic Approximation for gV1(S, t|v0, 0)

Along the lines of [1], for t > 1/α, if S − sup
t≥0

mV1(t|v0, 0) >
√

σ2/α and having,

from (5), that limt→+∞ I(t) = μ then the following exponential approximation
for gV1(S, t|v0, 0) holds:

gV1(S, t|v0, 0) ≈ g̃V1(t) = hV1e
−hV1 t (14)

with

hV1 = − lim
t→+∞ ΨV1(S, t|y, τ) =

= α

√
α

πσ2

[
S −

(
Vrest +

μ

α

)]
exp

{
− α

σ2

[
S −

(
Vrest +

μ

α

)]2}
. (15)

Therefore, we can use the following expression for

P(T1 ≤ t) ≈ P̃(T1 ≤ t) = 1 − e−hV1 t. (16)

Then, using (16) in (6) for k = 2, we have for the process V2(t) the following
mean

m̃V2(t|v0, 0) = v0e
−αt + M̃V2(t|0) (17)
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with

M̃V2(t|0) =
[
Vrest +

μ

α

] (
1 − e−αt

)
+

(αVrest + μ)
hV1 − α

[
e−hV1 t − e−αt

]
+

λ

α − β

[
e−βt − e−αt

] − λ

α − β − hV1

[
e−hV1 t−βt − e−αt

]
. (18)

Hence, the numerical procedure can be applied to solve the integral equation
(11) for k = 2 and specifically for V2(t), providing numerical evaluations of
gV2(S, t|v0, 0) and of P(T2 ≤ t). These evaluations are then used for solving
again the integral equation (11) with k = 2 now for the process Y2(t). Indeed,
the required P(T2 > t) = 1 − P(T2 ≤ t) has been numerically obtained for V2(t)
and now it is possible to construct the function MY2(t|0), as in (7) for k = 2,
and also the function ΨY2 [S, t|y, τ ] as in (12). Finally, a numerical evaluation of
the pdf of ISI Θ2 is provided.

3.2 Some Comparisons

First of all, we note that the SDEs (1) and (3) are the same for k = 1, being
P(T0 ≤ t) = 1 ∀t ≥ 0 in (3). Here we do not compare our numerical FPT pdf
gV1(S, t|v0, 0) with histograms of the first firing time T1 obtained from simula-
tions of SDE (1), but we refer to [2,5] for the excellent agreement between those
kinds of approximations. Furthermore, for suitable choices of the involved para-
meters, we can exploit the asymptotic approximation (14) for gV1(S, t|v0, 0) and
also in this case the agreement between the numerical and simulation results is
quite satisfactory [2,5].

Now, we focus our attention on the second spike time T2 and the ISI T2 −T1.
Following our strategy we are able to give numerical approximations for pdfs
of T2 and Θ2, plotted as blue curves in Figs. 1, 2, 3 and 4, respectively. The
histograms of second spike times T2 for V (t) of the simulated SDE (1) are shown
in Figs. 1 and 2, while those of T2 − T1 in Figs. 3 and 4. We point out that, for
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Fig. 1. Approximations for the pdf of T2. Numerical evaluations of gV2(S, t|v0, 0) (blue)
and histograms of 104 second passage times T2 of simulated paths of V (t) by (1), with
time discretization step 10−4, λ = 0.25, μ = 0.25, α = 1, Vrest = 0.2, v0 = 0, σ = 1,
S = 1.8, β = 0.1 (on the left) and β = 0.01 (on the right) (Color figure online).
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Fig. 2. Same of Fig. 1 with S = 2 (Color figure online)
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Fig. 3. Approximations for the ISI pdf of T2 − T1. Numerical evaluations of
gY2(S, t|v0, 0) (blue) and histograms of 104 ISI times T2 − T1 of V (t) by simulations
of (1), with time discretization step 10−4. S = 1.8 and β = 0.1 (on the left) and
β = 0.01(on the right), other parameters as in Fig. 1 (Color figure online).
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Fig. 4. Same of Fig. 3 with S = 2. (Color figure online)

the cases considered in all figures, being valid the asymptotic approximation
(14) for gV1(S, t|v0, 0), we assumed the expression (18) to construct the mean
function mV2(t|v0, 0) as in (17) for the process V2(t). Furthermore, different
values are assigned to parameter β for considering characteristic times of the
current greater than those of the neuronal membrane; but also different values
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are assigned to the firing threshold to validate the asymptotic regime for the
first passage time T1.

Finally, referring to a future paper for more extensive validations of our model
and for more detailed comparisons, here we point out the agreement between
our numerical results and the simulations of (1), although our approximations
derive from averaged manipulations.
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Abstract. We propose a model of tumor dynamics based on the
Gompertz deterministic law influenced by jumps that occur at equidis-
tant time instants. This model consents to study the effect of a thera-
peutic program that provides intermittent suppression of cancer cells. In
this context a jump represents an application of the therapy that shifts
the cancer mass to a fixed level and it produces a deleterious effect on the
organism by increasing the growth rate of the cancer cells. The objec-
tive of the present study is to provide an efficient criterion to choose the
instants in which to apply the therapy by maximizing the time in which
the cancer mass is under a fixed control threshold.

1 Introduction

In the last decades great attention has been payed to the formulation and analysis
of models describing the cancer dynamics. Among various models the Gompertz
process plays an important role because it seems to fit experimental data in a rea-
sonable precise way in several contexts (see, for instance, [3,7]). Recently, some
models have been proposed to describe the tumor dynamic under the effect of
therapies that instantly reduce an intrinsic factor of the tumor at predefined lev-
els. In particular, in [2,6], models describing the growth of prostate tumor under
intermittent hormone therapy have been studied. In this direction, assuming
the tumor size as the intrinsic factor to control, in [1,5], stochastic models with
jumps have been considered. Each jump represents the effect of a therapeutic
application that shifts the process to a certain return value. Specifically, in [1]
we analyzed a Gompertz diffusion process with jumps occurring at random time
instants. Whereas in [5] we assumed that each therapeutic application involves
a reduction of the tumor mass, but it also implies an increase of the growth
speed and we proposed a strategy, based on the first passage time of the process
through a control boundary, to select the inter-jump intervals.
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In the present work we consider a deterministic Gompertz process with jumps
to analyze the effect of a therapeutic program that provides intermittent reduc-
tion of the tumor size and a rise of the growth rate. A therapy is applied
at equidistant time instants, it resets the process at a fixed state from which
the cancer mass re-starts with a gradually increased growth rate, depending
on the number of applications and on a constant representing aggressiveness of
the therapy. We assume the growth rate increases after each application to take
into account that when a therapy is applied there is a selection event in which
only the most aggressive clones survive; for example, this perspective could be
applied to targeted drugs that have a much lower toxicity for the patient. The
combined effects, reduction of tumor size and rise of growth rate, put the prob-
lem of finding a compromise between these two aspects. We focus on the time
in which the cancer mass reaches a control threshold and we provide an efficient
criterion to maximize this instant. The paper is organized as it follows. In Sect. 2
we construct the model. In Sect. 3 we study some analytical properties of the
model to choose the appropriate instants of therapeutic applications. Finally in
Sect. 4 an extensive numerical analysis is performed to support the proposed
criterion and to examine the role of the involved parameters.

2 The Model

We propose a mathematical model to analyze the effect of a therapeutic pro-
gram that provides intermittent suppression of cancer cells. Each therapeutic
application shifts the cancer mass to a return state ρ > 0 and it produces a
deleterious effect on the organism by increasing the growth rate of the cancer
cells. We suppose that the return state ρ is equal to the initial tumor mass. We
denote by ζ > 0 the width of inter-jump intervals.

Let x(t) be the process describing the dynamic of tumor cells under the
effect of the intermittent therapy. It consists of cycles described by deterministic
Gompertz processes with different growth rates. In particular, starting from
ρ > 0 at time t = 0, the process evolves in according to the Gompertz law with
parameters α0 = α and β, where α > 0 and β > 0 are the natural regulator
parameters of the cancer growth. After the time ζ a therapy is applied, its
effect is, on the one hand to reduce the tumor size to ρ, and the other one to
increase the growth rate of a term γ. So, the evolution restarts with a new birth
parameter α1 = α+ γ. Thus proceeding, after the k-th application, occurring at
time tk = kζ, the process will evolve from the state ρ with the growth parameter
αk = α + kγ. The constant γ > 0 describes the harmful effect of the therapy,
that is it is greater in correspondence of more aggressive therapies.

Since x(t) consists of cycles xk(t) described by Gompertz processes with
different growth rate, the cancer size at time t can be described by using the
indicator function

1A(t) =
{

1, t ∈ A
0, t /∈ A.
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Indeed, if N denotes the number of therapeutic applications, one has:

x(t) =
N∑

k=0

xk(t)1[tk,tk+1)(t), (2.1)

with x(t−k ) = xk−1(tk), x(tk) = ρ, t0 = 0, tk = kζ, tN+1 = +∞ and where

xk(t) = exp
{

αk

β
+

(
log ρ − αk

β

)
e−β(t−tk)

}
, xk(tk) = ρ, (2.2)

with αk = α + kγ.
Denoting by S a control threshold, we require that x(t) < S as long as pos-

sible during the treatment. Since the effectiveness of an intermittent treatment
depends on the amplitude of the inter-jump intervals, in the following we propose
a criterion to choose ζ in order to increase the crossing threshold time.

Specifically, we consider the couples (tk, xk−1(tk)), for k = 1, 2, . . ., where
tk = ζ k represents the time of the k-th therapeutical application and xk−1(ζk)
is the corresponding cancer mass at this time. We note that (ζk, xk−1(ζk)), the
red points in Fig. 1, are the maximum of xk−1(t).

Let y(t) be the curve interpolating the points (ζk, xk−1(ζk)) for k = 1, 2, . . ..
One has:

y(t)
∣∣
t=k ζ

= xk−1(t)
∣∣
t=k ζ

= xt/ζ−1(k ζ),

from which it follows:

y(t) = exp

⎧⎨
⎩

α + γ
(

t
ζ − 1

)
β

(
1 − e−βζ

)⎫⎬⎭ρe−βζ

, t ≥ ζ. (2.3)

The curve y(t) is useful in order to understand where the tumor mass is in
a certain instant or when it reaches the control threshold S > ρ. Indeed, an
alarm time for the patient, whose illness is described by x(t), is given by the
intersection point t∗ between S and the curve y(t). For example, in Fig. 1 the
process x(t) (black line), the curve y(t) (red curve) and the threshold S (blue
line) are plotted for α = 6.46, β = 0.314, γ = 0.5, ζ = 1/4, ρ = 108, S = 8 · ×108

and t∗ is represented by the magenta circle. To determine the time t∗ we solve
the equation y(t) = S; in particular, from (2.3), one has:

t∗ = ζ

[
1 − α

γ
+

β

γ(1 − e−βζ)
(
log S − e−βζ log ρ

)]
. (2.4)

Note that t∗ is not the time in which the cancer mass reaches the threshold, but
it gives an alarm, indeed before the successive application of the therapy the
cancer mass crosses S; in other words, if t∗ ∈ [(k−1)ζ, kζ], then xk(t) crosses S.
To know the time t̄ of such crossing, represented by the green circle in Fig. 1, we
will consider the intersection of the involved curve xk(t) with S. In the following
Section we analyze some properties of t∗ in order to provide the criterion to
locate the application times and then we determine t̄.
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Fig. 1. The process x(t) (black lines), the curve y(t) (red curve) and the threshold S
(blue line) with α = 6.46, β = 0.314, γ = 0.5, ζ = 1/4, ρ = 1.074× 108, S = 8 · 108. The
magenta circle is y(t∗) and the green circle is y(t̄), with t∗ and t̄ given in (2.4) and
(3.9), respectively (Color figure online).

3 Some Remarks

First of all, we focus on maximizing t∗. Note that parameters α, β, S and ρ
are fixed because they are specific of cancer or of patient’s organism, hence we
can analyze and, eventually, modify only the kind of therapy and the frequency
of applications. In other words, we want to determine a strategy, i.e. a couple
(γ, ζ), in order to delay the threshold’s crossing.

We consider t∗ as a function of γ and ρ. For each fixed ζ, t∗ is decreasing
with respect to γ, that is, if the toxicity of the drug increases, the alarm time t∗

decreases. Hence, if we are forced to use a fixed ζ, it is better to apply the most
delicate possible therapies.

Instead, for each fixed γ it is not evident the monotony of t∗ with respect to
ζ, thus we need to pay more attention on the analytic form of t∗ by using its
derivative with respect to ζ. From (2.4), setting r = γ − α, one has:

dt∗

dζ
= (r + β log S)

(
1 − e−βζ

) − (r + β log ρ)
(
1 − e−βζ

)
e−βζ + ζβ2e−βζ log

ρ

S
.

(3.1)

Proposition 1. If
γ < α − β log S, (3.2)

then the alarm time t∗ is a decreasing function of ζ.
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Proof. Recalling ρ < S, one has ζβ2e−βζ log ρ
S < 0, hence, from (3.1) it follows:

dt∗

dζ
< (r + β log S)

(
1 − e−βζ

) − (r + β log ρ)
(
1 − e−βζ

)
e−βζ . (3.3)

Moreover, since 1 − e−βζ > 0, we have

|r + β log S| > |r + β log ρ| > |r + β log ρ| e−βζ . (3.4)

From (3.3), if r+β log S < 0, that is (3.2) holds, one has r+β log ρ < r+β log S <
0. So that, from (3.4), observing that 1 − e−βζ > 0, it results

(r + β log S)
(
1 − e−βζ

)
< (r + β log ρ)

(
1 − e−βζ

)
e−βζ < 0.

Thus, if (3.2) holds, from (3.3) one has
dt∗

dζ
< 0, therefore the thesis follows.

We note that if (3.2) holds, in order to t∗ ≥ 0 one has to consider ζ < ζ̄,
where

ζ̄ = − 1
β

log
α − γ − β log S

α − γ − β log ρ
. (3.5)

From Proposition 1, if γ < α − β log S, we can conclude that t∗ decreases with
ζ; hence to have a longer crossing time it is better using the smallest plausible
ζ < ζ̄, that is, one should apply the therapies as frequently as possible.

However, (3.2) is only a sufficient condition and it would be interesting to
analyze what happens in other cases. In particular, in the following, we determine
conditions on γ such that t∗ is an increasing function of ζ. To this purpose we
consider the following lemma.

Lemma 1. For all x > 0 the function

G(x) =
β log ρ

(
1 − e−βx

)
e−βx − β log S

(
1 − e−βx

) − β2xe−βx log ρ
S

(1 − e−βx)2
(3.6)

is decreasing.

Proof. The derivative of G(x) with respect to x is:

dG(x)
dx

=
e−βx log S

ρ

(1 − e−βx)2

(
2 − βx

1 + e−βx

1 − e−βx

)
.

To study the sign of
dG(x)

dx
, we note that

e−βx log S
ρ

(1 − e−βx)2
> 0, so we need to pay

more attention on the sign of the function 2 − βx
1 + e−βx

1 − e−βx
depending only on

sign of the function

f(y) = 2
(
1 − e−y

) − y
(
1 + e−y

)
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that is smaller than zero for y > 0. Indeed, f(y) is null for y → 0 and it is a
decreasing function because, making use of from Bernoulli’s inequality ey > 1+y,
one has:

df(y)
dy

= (1 + y)e−y − 1 < 0 y > 0.

Hence, the thesis follows.

Proposition 2. Let ζ0 be the smallest plausible ζ. If

γ > α + G(ζ0), (3.7)

with G(·) given in (3.6), then the alarm time t∗ is a increasing function of ζ.

Proof. From (3.1), we have that
dt∗

dζ
> 0 if

γ > α + G(ζ).

Therefore, recalling that G(ζ) is decreasing respect to ζ, we obtain the thesis.

When condition (3.7) is satisfied, t∗ is an increasing function of ζ, so that it is
better applying the treatment infrequently.

Once chosen ζ and γ in order to maximize the time t∗, we calculate the
crossing time t̄ of x(t) with S to understand how long the cancer mass is below
the threshold.

To obtain the crossing time t̄ we have to calculate k such that t∗ ≤ ζ k and
then we have to solve the equation xk(t) = S in the variable t. In particular,
taking into consideration the expression of t∗ given in (2.4), one has (k − 1)ζ <
t∗ ≤ ζ k for k = k̄ with

k̄ =
⌊
1 − α

γ
+

β

γ(1 − e−βζ)
(
log S − e−βζ log ρ

)⌋
, (3.8)

where �x� is the largest integer not greater than x. Then, considering this par-
ticular k̄, that represents the maximum number N of applications, we obtain t̄
by solving xk̄(t) = S. Hence, the crossing time t̄ is:

t̄ = − 1
β

log

[
log S − α+k̄γ

β

log ρ − α+k̄γ
β

]
+ ζ k̄. (3.9)

Moreover, we require that at least one application is made, that is N ≥ 1. To
compute the value ζ̂ such that N ≥ 1, we solve the inequality k̄ ≥ 1 respect to ζ,
so from (3.8) we obtain:

ζ ≤ − 1
β

ln
(

α − β ln S

α − β ln ρ

)
= ζ̂. (3.10)

In conclusion, fixed γ, we have the following criterion to decide what is better
to do:
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• one should apply the therapy as frequently as possible if (3.2) is verified, by
choosing ζ <min

{
ζ̄, ζ̂

}
, with ζ̂ and ζ̄ given in (3.5) and (3.10), respectively;

• one should apply the therapy as infrequently as possible if (3.7) holds, by
choosing ζ < ζ̂, with ζ̂ given in (3.10).

4 Numerical Analysis

To support the provided criterion and to analyze the role of the involved para-
meters we refer to the parathyroid tumor. Following [4], we consider α =
6.46 year−1, β = 0.314 year−1 and ρ = 108. In particular, ρ = 108 is repre-
sentative of a 0.1 g tumor mass and corresponds to the clinical threshold namely
the smallest diagnosable mass. Since for this kind of tumor the mortality thresh-
old is 9.3438 · 108, we choose S = 6 · 108.

In Table 1 we show the alarm time t∗ obtained from (2.4), the number of
application N = k̄ determined in (3.8) and the crossing time t̄ given in (3.9) for
various values of ζ by choosing two therapies with different toxicities; specifically,
γ = 0.1 in the table on the left and γ = 0.6 on the right table. For γ = 0.1, one
has γ < α − β log S = 0.113294, so our study suggests to apply the therapy as
frequently as possible, with ζ < ζ̄ = 12.0021. The results on the left of Table 1
support this, since longer times are obtained in correspondence of more frequent
applications (ζ = 1/12). For γ = 0.6, one has γ > α + G(ζ) = 0.404641, so our
study suggests to apply the therapy as infrequently as possible. The results on
the right of Table 1 confirm this, since the longest time is obtained for the most
infrequent application, that corresponds to ζ = 5.6. We do not consider larger
value of ζ because for ζ = 5.7 one has N = 0.

Table 1. The alarm times t∗ and t̄ and the number of applications N are computed
for αk = 6.46 + γk, β = 0.314, S = 6 · 108, ρ = 108, γ = 0.1 on the left, γ = 0.6 on the
right and various choices of ζ.

γ = 0.1 ζ = 1
12 ζ = 1

4 ζ = 1
2 ζ = 1

t∗ 17.67 17.19 16.48 15.11
N 212 68 32 15
t̄ 17.74 17.24 16.49 15.95

γ = 0.6 ζ = 3 ζ = 4 ζ = 5 ζ = 5.6
t∗ 4.23 4.78 5.28 5.63
N 1 1 1 1
t̄ 4.85 5.85 6.85 7.45

Now we analyze what happens for values of γ such that α − β log S < γ <
α + G(ζ). Note that in these cases we do not have analytical results, so only
a numerical analysis can provide an efficient criterion to choose the application
times. To this reason, in Table 2 we consider the same parameters of Table 1 with
γ = 0.3 (on the left) and γ = 0.4 (on the right). For the chosen parameters, from
Table 2 one has that if γ = 0.3 it is better to apply the therapy as frequently as
possible, whereas if γ = 0.4 it is better to apply the therapy infrequently.

Finally, we analyze what happens for different values of the threshold. In
Table 3 we consider γ = 0.1, ζ = 1/12 and we compute N and t̄. Obviously, for
decreasing values of S the values of N and t̄ decrease.
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Table 2. The times t∗, t̄ and the number of applications N are computed for the same
value of Table 1 with γ = 0.3 on the left, γ = 0.4 on the right and for various choices
of ζ.

γ = 0.3 ζ = 1
4 ζ = 1

2 ζ = 1 ζ = 2
t∗ 5.89 5.82 5.70 5.53
N 23 11 5 2
t̄ 5.99 5.98 5.95 5.85

γ = 0.4 ζ = 1
4 ζ = 1

2 ζ = 1 ζ = 2
t∗ 4.48 4.49 4.52 4.65
N 17 8 4 2
t̄ 4.49 4.49 4.90 5.52

Table 3. The times t̄ and the number of applications N are listed for γ = 0.1, ζ = 1/12
and various values of S.

S 6 · 108 3 · 108 1.5 · 108

t̄ 17.74 10.66 3.66

N 212 127 43

Conclusion and Future Developments

We have proposed a deterministic model based on the Gompertz growth to
describe the cancer dynamics subject to an intermittent treatment. The therapy
is applied at constant intervals and each application shifts the cancer size to a
specified value. After the therapeutic application, the process re-starts with an
increased parameter of growth. The aim of our study has been to provide an
efficient scheduling to maintain the cancer size under a control threshold as long
as possible. For some values of the toxicity of the therapy analytical results have
been provided, in the other cases we have used a numerical analysis to choice
the therapeutic application times in the most appropriate way.

Some developments are possible. Specifically, since there is often a discrep-
ancy between the clinical data and the theoretical predictions, the notion of
growth in random environment would be considered. So, starting from the study
of the deterministic process, we would analyze the correspondent stochastic
model. Moreover, we would infer on the parameters because the choice of times
in which to apply the therapy depends on the parameters involved in the model
that can be known via statistical procedures. Future study would consist the
inclusion of delay times after each therapeutic application. Indeed, it is reason-
able to think that the effect of an application is not instantaneous, but it needs
a time interval to observe the effect of the treatment. Such interval can have
random duration imagining that the reaction times are different for different
individuals. Finally, different scheduling would be compared in order to evaluate
what is the best strategy in a specified context.
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84084 Fisciano, SA, Italy
nobile@unisa.it

2 Dipartimento di Matematica e Applicazioni, Università di Napoli Federico II,
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Abstract. Time non-homogeneous Feller-type and Ornstein-Uhlenbeck
diffusion processes are considered for modeling the neuronal activity in
the presence of time-varying input signals. In particular, the first passage
time (FPT) problem is analyzed for both processes and the averages of
FPT through a constant boundary are compared for a constant input
signal and for different choices of involved parameters.

1 Diffusion Neuronal Models

Diffusion processes play an important role in the description of input-output
behavior of single neurons (see, for instance, [1–11]). In particular, great atten-
tion has been dedicated to investigate the Leaky Integrate-and-Fire (LIF)
neuronal models when an additional input in the drift is included (cf., for
instance, [3,6,7,9]). Several alternative models have been proposed in the lit-
erature that take into account the existence of the reversal potential, which
restricts the state space of the diffusion process from below (see, [2,4,8,10]).

In Sect. 1.1 we consider a time non-homogeneous Feller-type neuronal model
X(t) with the state space [ν,+∞), where the lower boundary ν can be viewed
as the neuronal reversal hyperpolarization potential. Instead, in Sect. 1.2 we
consider an inhomogeneous LIF diffusion model Y (t), described by a suitable
Ornstein-Uhlenbeck process. For both models, firing densities are determined as
solutions of specified Volterra integral equations and some asymptotic approxi-
mations are provided. For constant input signals and constant firing threshold,
in Sect. 2 some theoretical and computational comparisons between the FPT
averages of Feller and Ornstein-Uhlenbeck processes are carried out.

1.1 Feller-Type Process

A time non-homogeneous Feller-type neuronal model is defined as the diffu-
sion process {X(t), t ≥ 0}, characterized by the following drift and infinitesimal
variance:
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A1(x, t) = −x − �

ϑ
+ μ(t) A2(x, t) = 2 ξ

[� − ν

ϑ
+ μ(t)

]
(x − ν), (1)

defined in the state space [ν,+∞), with μ(t) ∈ C1(0,+∞), ϑ > 0, ξ > 0,
ν ∈ R, � > ν and (� − ν)/ϑ + μ(t) > 0. The time constant ϑ governs the
spontaneous decay of the membrane potential to the resting level �, the function
μ(t) represents the time-varying input signal to the neuron and the parameter
ξ is an adimensional constant useful for tuning the noise. In the context of
neuronal modeling, the lower boundary ν can be viewed as the neuronal reversal
hyperpolarization potential.

The transition probability density function (pdf) f(x, t|y, τ) of X(t) is solu-
tion of the following Fokker–Planck equation

∂f

∂t
= − ∂

∂x

{[
−x − �

ϑ
+ μ(t)

]
f
}

+ ξ
[� − ν

ϑ
+ μ(t)

] ∂2

∂x2

{
(x − ν)f

}
,

with the zero–flux boundary condition at x = ν and the initial delta condition

lim
x↓ν

{[
−x − �

ϑ
+ μ(t)

]
f
}

− ξ
[� − ν

ϑ
+ μ(t)

] ∂

∂x

{
(x − ν)f

}
= 0,

lim
t↓τ

f(x, t|y, τ) = δ(x − y),

respectively. For t ≥ τ , one has:

f(x, t|y, τ) =
1

ξ Φ(t|τ)
exp

{
−x − ν + (y − ν)e−(t−τ)/ϑ

ξ Φ(t|τ)

} [x − ν

y − ν
e(t−τ)/ϑ

] 1−ξ
2ξ

× I 1−ξ
ξ

(
2
√

(y − ν)(x − ν) e−(t−τ)/ϑ

ξ Φ(t|τ)

)
(x > ν, y > ν), (2)

with

Φ(t|τ) = (� − ν)
(
1 − e−(t−τ)/ϑ

)
+ e−t/ϑ

∫ t

τ

μ(z) ez/θ dz

and

Iα(z) =
+∞∑
k=0

1
k!Γ (α + k + 1)

(z

2

)2k+α

(α ∈ R)

denoting the modified Bessel function of the first kind. For the process X(t) the
boundary x = ν is a reflecting state if ξ > 1, whereas is an entrance boundary if
0 < ξ ≤ 1. The conditional mean and variance of X(t) are:

E[X(t)|X(τ) = y] = y e−(t−τ)/ϑ + �
(
1 − e−(t−τ)/ϑ

)
+ e−t/ϑ

∫ t

τ

μ(z) ez/ϑ dz

(y ≥ ν, 0 ≤ τ ≤ t) (3)

Var[X(t)|X(τ) = y] = ξ
[
(� − ν)

(
1 − e−(t−τ)/ϑ

)
+ e−t/ϑ

∫ t

τ

μ(z) ez/ϑ dz
]

×
[
(� − ν)

(
1 − e−(t−τ)/ϑ

)
+ e−t/ϑ

∫ t

τ

μ(z) ez/ϑ dz + 2(y − ν)e−(t−τ)/ϑ
]
.
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For the process X(t) we assume that the neural firing takes place, and conse-
quently an action potential (spike) is observed whenever the neuron’s membrane
potential X(t) reaches the firing threshold S(t). To this purpose, let S(t) be a
C1(0,+∞)-class function and denote by gX [S(t), t|y, τ ] the FPT pdf of X(t) from
X(τ) = y to the firing threshold S(t). For ν ≤ y < S(τ), the pdf gX [S(t), t|y, τ ]
satisfies a non-singular second-kind Volterra integral equation (cf. [5]):

gX [S(t), t|y, τ ]=−2ΨX [S(t), t|y, τ ] + 2
∫ t

τ

gX [S(u), u|y, τ ]ΨX [S(t), t|S(u), u] du,

where

ΨX [S(t), t|y, τ ] = exp
{

−S(t) − ν + (y − ν)e−(t−τ)/ϑ

ξ Φ(t|τ)

} [S(t) − ν

y − ν
e(t−τ)/ϑ

] 1−ξ
2ξ

× 1
ξ Φ(t|τ)

{[S′(t)
2

+
S(t) − ν

2ϑ
+

(� − ν

ϑ
+ μ(t)

)(1
2

− ξ

4
− S(t) − ν

Φ(t|τ)

)]

× I 1−ξ
ξ

(
2
√

[S(t) − ν](y − ν) e−(t−τ)/ϑ

ξ Φ(t|τ)

)
+

√
[S(t) − ν](y − ν)e−(t−τ)/ϑ

Φ(t|τ)

×
(� − ν

ϑ
+ μ(t)

)
I 1

ξ

(
2
√

[S(t) − ν](y − ν) e−(t−τ)/ϑ

ξ Φ(t|τ)

)}
. (4)

Feller-Type Process with Constant Input Signal. If we set μ(t) = μ in
(1), the process X(t) admits the steady-state density:

WX(x) = lim
t→+∞ fX(x, t|y, τ) =

1

Γ
(

1
ξ

) (x − ν)(1−ξ)/ξ[
ξ(� − ν + μϑ)

]1/ξ
exp

{
− x − ν

ξ(� − ν + μϑ)

}

(x > ν), (5)

from which the asymptotic mean is mX = � + μϑ and the asymptotic variance
is vX = ξ(� − ν + μϑ)2. When ξ ≥ 1 (ν is a regular boundary) WX(x) is a
decreasing function of x > ν; instead, for 0 < ξ < 1 (ν is an entrance boundary)
WX(x) presents a maximum in � + μϑ − ξ(� − ν + μϑ), that is equal to the
asymptotic mode. Hence, if 0 < ξ < 1 the asymptotic mode is always lower than
the asymptotic mean mX .

If μ(t) = μ and S(t) ≡ S > y ≥ ν, the FPT probability P (S|y) =∫ +∞
0

gX(S, t|y) dt is unity and the mean FPT of the Feller process is (cf. [11]):

t1(S|y) = ϑ

{
S − y

� − ν + μϑ
+

+∞∑
k=1

(S − ν)k+1 − (y − ν)k+1

(k + 1)(� − ν + μϑ)k+1
∏k

i=1(1 + i ξ)

}
. (6)

Furthermore, if S > y ≥ ν for large threshold S the firing density gX(S, t|y) of
the Feller process admits an exponential behavior:

gX(S, t|y) � RX(S) e−RX(S) t (S > � + μϑ > ν, � − ν + μϑ > 0), (7)



186 A.G. Nobile and E. Pirozzi

where, by virtue of (4) and (5), one has:

RX(S) = −2 lim
t→+∞ ΨX(S, t|y) =

[S − (� + μ ϑ)
ϑ

+
ξ(� − ν + μϑ)

2ϑ

]
WX(S).

1.2 Ornstein-Uhlenbeck Process

A time non-homogeneous Ornstein-Uhlenbeck (OU) neuronal model is defined
as the diffusion process {Y (t), t ≥ 0}, characterized by the following drift and
infinitesimal variance:

B1(x, t) = −x − �

ϑ
+ μ(t) B2(t) = σ2(t) (ϑ > 0, � ∈ R), (8)

defined in the state space (−∞,+∞), where μ(t), σ(t) ∈ C1(0,+∞), with
σ(t)> 0. Differently from the Feller-type process, in the OU process the infini-
tesimal variance is not state-dependent, while the drift preserves its linearity.

In the context of neuronal models, (8) characterize an inhomogeneous LIF
diffusion process Y (t), describing the evolution of the membrane potential, where
σ2(t) gives the intensity of the noise.

The transition pdf fY (x, t|y, τ) of Y (t) is normal with the following mean
and variance:

E[Y (t)|Y (τ) = y] = y e−(t−τ)/ϑ + �
(
1 − e−(t−τ)/ϑ

)
+ e−t/ϑ

∫ t

τ

μ(z) ez/ϑ dz

(y ∈ R, 0 ≤ τ ≤ t) (9)

Var[Y (t)|Y (τ) = y] = e−2 t/ϑ

∫ t

τ

σ2(z) e2 z/ϑ dz.

When y ≥ ν, from (3) and (9) we note that the conditional mean of the Feller
process (1) is identical to the conditional mean of the OU process (8), whereas
the conditional variances are different.

For the process Y (t) let gY [S(t), t|y, τ ] be the FPT pdf of Y (t) to the firing
threshold S(t) ∈ C1(0,+∞) starting from Y (τ) = y. As shown [5], gY [S(t), t|y, τ ]
satisfies a non-singular second-kind Volterra integral equation

gY [S(t), t|y, τ ]=−2ΨY [S(t), t|y, τ ] + 2
∫ t

τ

gY [S(u), u|y, τ ]ΨY [S(t), t|S(u), u] du,

with y < S(τ), where

ΨY [S(t), t|y, τ ] =
{

S′(t) − m′(t)
2

+
S(t) − m(t)

2

[
1
ϑ

− σ2(t)e2t/ϑ∫ t

τ
σ2(ξ) e2ξ/ϑ dξ

]

+
y − m(τ)

2
σ2(t)e(t+τ)/ϑ∫ t

τ
σ2(ξ) e2ξ/ϑ dξ

}
fY [S(t), t|y, τ ]. (10)
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OU Process with Constant Input Signal. We assume that the input signal,
the intensity of the noise and the threshold are constant, i.e.

μ(t) = μ, σ2(t) = σ2, S(t) = S. (11)

If we set μ(t) = μ and σ2(t) = σ2 in (8), the process Y (t) admits a normal
steady-state density with mean mY = � + μ ϑ and variance vY = σ2ϑ/2:

WY (x) = lim
t→+∞ fY (x, t|y, τ) =

1
σ
√

πϑ
exp

{
− (x − � − μϑ)2

σ2ϑ

}
(x ∈ R). (12)

Under the assumptions (11), for S > y the first passage time probability
P (S|y) =

∫ +∞
0

gY (S, t|y, 0) dt is unity and the mean FPT of the OU process is
(cf. [11]):

t1(S|y) = ϑ

{√
π

∞∑
k=0

(S − � − μ ϑ)2 k+1 − (y − � − μ ϑ)2 k+1

(2 k + 1) k! (σ
√

ϑ)2k+1

+
∞∑

k=0

2k [(S − � − μ ϑ)2 k+2 − (y − � − μ ϑ)2 k+2]
(k + 1) (2k + 1)!! (σ

√
ϑ)2k+2

}
(y < S). (13)

Moreover, if S > y for large threshold S the firing density gY (S, t|y) of the OU
process admits an exponential behavior:

gY (S, t|y) � RY (S) e−RY (S) t (S > � + μ ϑ), (14)

obtained from (10) and (12), with

RY (S) = −2 lim
t→+∞ ΨY (S, t|y) =

S − � − μ ϑ

ϑ
WY (S).

Under the assumptions (11), the models (1) and (8) have identical drifts involving
parameters ϑ, � and μ. Infinitesimal variances are instead different from one
another, both functionally and in terms of the involved parameters. In order
to compare the two models, we consider the parameters in the Feller model
(ξ, ν, ϑ, �, μ) as fixed and determine σ2, appearing in OU model, by imposing
the equality of the asymptotic variances, i.e. vY = vX , so that

σ2 =
2ξ

ϑ
(� − ν + μ ϑ)2 (� − ν + μϑ > 0). (15)

Under the assumption (15), in Fig. 1 the steady-state densities (5) and (12) are
compared for ϑ = 5, μ = 0.5, � = −2.5, ν = −5.5, with ξ = 0.2 on the left and
ξ = 1.2 on the right. By virtue of (15), for ξ = 0.2 one has σ2 = 2.42, whereas
for ξ = 1.2 results σ2 = 14.52. Moreover, under the assumption (15), in Fig. 2
the asymptotic firing densities (7) and (14) for the Feller and OU processes are
plotted for ξ = 0.2 on the left and ξ = 1.2 on the right.
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Fig. 1. Steady-state densities for the OU process (red curves) and for the Feller process
(blue curves) are plotted for ϑ = 5, μ = 0.5, � = −2.5 and ν = −5.5 (Color figure
online).
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Fig. 2. For OU (red curves) and for Feller (blue curves) processes, (7) and (14) are
plotted as function of t for ϑ = 5, ν = −5.5, � = −2.5, μ = 0.5, y = −0.4 and S = 6
(Color figure online).
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Fig. 3. t1(S|y) for the OU process (red curves) and for the Feller process (blue curves)
is plotted as functions of the threshold S in (a) and as function of the initial value y
in (b) for ϑ = 5, ξ = 0.2, μ = 0.5, � = −2.5 and ν = −5.5 (Color figure online).
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2 Some Comparisons

In this section, assuming that (11) and (15) hold, some theoretical and compu-
tational results on t1(S|y) are indicated. First of all, for both the models t1(S|y)
increases as S increases and it decreases as y increases (see Fig. 3). For OU and
Feller models, t1(S|y) decreases as ξ increases. Indeed, since ξ appears as a mul-
tiplicative parameter only in the infinitesimal variance of the two models, on the
average reaching the firing threshold S becomes most likely when ξ increases.
Furthermore, for the Feller model one has

ξ∞ = lim
ξ→+∞

t1(S|y) =
ϑ(S − y)

� − ν + μϑ
,

whereas for the OU model t1(S|y) approaches 0 as ξ diverges (cf. Fig. 4(a)). More-
over, for OU and Feller models, t1(S|y) decreases as μ increases (cf. Fig. 4(b)).
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Fig. 4. For the OU process (red curves) and for the Feller process (blue curves) t1(S|y)
is plotted as function of ξ on the left and as function of μ on the right for y = −0.4
and S = 6. The dashed line in Fig. 4(a) indicates the asymptotic value ξ∞ = 5.5 (Color
figure online).
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Fig. 5. For the OU process (red curves) and for the Feller process (blue curves) t1(S|y)
is plotted as function of ν on the left and as function of ρ on the right for y = −0.4
and S = 6.
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Fig. 6. For the OU process (red curves) and for the Feller process (blue curves),
t1(S|y)/ϑ is plotted as function of ϑ for y = −0.4 and S = 1.

Furthermore, for both models, t1(S|y) increases with ν (cf. Fig. 5(a)) and it
decreases as � increases (cf. Fig. 5(b)). Indeed, for the Feller model the sample
paths of the process are progressively more attracted towards the firing threshold
S as the boundary ν decreases; since (15) holds, a similar behavior holds for the
OU model (σ2 increases as ν decreases). Moreover, since �+μϑ is an equilibrium
point for the two models, the reaching of the firing threshold becomes more and
more likely as � increases.

For OU and Feller models, the ratio t1(S|y)/ϑ is constant in ϑ in the absence
of the input signal (μ = 0); instead, when μ > 0 the ratio t1(S|y)/ϑ decreases
as ϑ increases, whereas this ratio increases with ϑ for a negative input signal μ.
This behavior of t1(S|y)/ϑ is shown in Fig. 6 for the same choices of parameters
ξ, ν, �, y, S and for μ = −0.5 on the left and for μ = 0.5 on the right.

The analysis of the Feller-type model when the input signal μ(t) decays
exponentially or is a periodic function of time will be the object to future works.
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Abstract. Problem-solving methods (PSMs) facilitate the development of
knowledge-based systems (KBSs), which provide an initial scheme to model
both the domain knowledge and the inference process. However, the actual
benefits of reusing PSMs are still unclear because most of the specifications omit
how the structure must be adapted to fit into the current problem. This article
describes our experience in the development of a KBS for the selection of
wastewater treatment technologies by reusing a well-known PSM from the
CommonKADS library. We describe how the adaptation process was per-
formed, which involved both the simplification of the original inference tem-
plate and the inclusion of new basic inferences.

Keywords: Problem-solving method � Knowledge-based system � Wastewater
treatment technology

1 Introduction

The CARMAC Project consists of several initiatives with the common objective of
improving the quality of the coastal environment in the European Macaronesian (which
consists of the Canary, Azores and Madeira archipelagos) and particularly highlights
the protection of hydrological resources in the coastal areas. One of the main objectives
has been to provide support and advice on wastewater technologies, products, systems
and companies to anyone interested in this topic. A knowledge-based system
(KBS) has been developed as a part of this goal, which proposes a combination of
technologies for wastewater treatment in an environment with up to 2000 population
equivalent spill flow.

Wastewater treatment (WWT) involves physical, biological, and chemical pro-
cesses, which ensure that the resultant pollution levels of treated effluent are within the
applicable legal limits, and assumed in a sustainable manner by the operator and the
environment. In general, small settlements and installations present the greatest
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deficiencies in WWTs. Sewage treatment often cannot be solved using the same
technologies as in medium and large-scale cases [1, 2]. However, decentralized
wastewater solutions open a range of alternative technologies and combinations to
achieve the desired level of performance. One of the main problems is the lack of
knowledge of these possibilities by the stakeholders who make the final decision
regarding the solutions. Within this context, accessible and comprehensive decision-
making supporting tools used in the selection between different techniques and com-
binations according to the local conditions would be useful in resolving this constraint.
Our tool will try to present the knowledge and alternatives to non-expert decision
makers and to place them into contact with experts.

1.1 Problem-Solving Methods

The field of KBS is a long-established research area with several success cases.
However, it is also known that the development of these types of systems must
overcome multiple difficulties, making it a high-cost technology with a large number of
failed developments. Some model-based methodologies, such as VITAL [3], MIKE [4]
or CommonKADS [5], stress the use of generic components to facilitate the reuse of
knowledge, Problem-Solving Methods (PSM) and code.

PSM are high-level structures that demonstrate how to reason using knowledge to
achieve a goal [6]. PSM usually implements some type of generic task, such as
diagnosis, assessment, or planning, and it provides a set of inferences and knowledge
descriptions that enable the generation of a solution without any reference to specific
domain elements. Thus, PSMs function at the knowledge-level as defined by Newell
[7] in 1982. Clancey [8] validated some of Newell’s ideas with his work on Heuristic
Classification, which were later evolved by Chandrasekaran’s works on Generic Tasks
[9]. Model-based methodologies consider PSMs to be essential structures that are
useful for controlling the methodological activities that must be performed to build an
expertise model. PSMs claim to be valuable pieces to build KBS because they enforce
the reutilisation of proven problem-solving strategies, and also facilitate organising and
structuring a knowledge base via the use of knowledge structures (sometimes referred
to as knowledge-roles).

Despite the optimism that can be deduced from some conclusions appearing in [10],
PSM-based techniques have not achieved the expected success Some reasons that may
have prevented the widespread adoptions of PSMs are discussed in (some reasons were
discussed in [11–14]). However, as indicated by Brown [6], “it was as if the people in
the knowledge systems and engineering community totally lost their memory when they
turned to the Web.” In this sense, we are convinced that there are many interesting
research issues that have been yet to be explored. We concur with those who view the
use of PSMs as an approach to manage complexity, not only in the design and
implementation of software systems, as argued in [15], but also in the analysis stage,
where PSMs play an essential role to facilitate the integration of heterogeneous
knowledge sources and domain perceptions. This article will describe our experience
reusing a PSM and how the initial approach had to be modified to accommodate the
specific characteristics of the actual task.

196 A. Rodríguez-Rodríguez et al.



2 An Assessment Task for the Selection of Wastewater
Treatment Technologies

The primary goal of this project was to design a combination of treatment technologies
that complies with the requirements supplied by the user. However, we have refor-
mulated the problem in the following manner: to assess to what extent a particular
combination of treatment technologies fits into the characteristics of the spill described
by the user, and how it iterates over a pre-defined set of plausible combinations of
treatment systems. By doing so, we have transformed the type of generic task from
synthesis to analysis, thus avoiding the inherent complexity of np-complex problems in
favour of a simpler type. Among the types of analytical systems, as defined in the
CommonKADS methodology [5], the assessment tasks fitted well with our project
objectives and, as a consequence, we thought that the assessment model could give us a
head start in domain modelling (Fig. 1).

According to the generic task definition, the goal consisted of finding a decision
category for a case, based on a set of domain specific norms. The default method
usually starts by abstracting some of the case data. Next, depending on the case data, all
of the relevant norms/criteria are selected for evaluation. The actual evaluation of every
norm is made in the evaluate inference using the case data, and produces a qualitative
value for each norm. In simple systems, this process produces a true/false value for the
norm. The match inference will then confirm whether the results from the evaluation
process lead to a decision.

Although the solving method described by any PSM tries to mimic human rea-
soning, that process is not always so simple. In our experience, the gap between these
two resolution methods may cause difficulties during the entire development process,

norms

case

abstract

abstracted 
case

norm

norm 
value

specify

evaluate

select

decision match

Fig. 1. Inference structure of the CommonKADS assessment method.
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particularly when modelling expert knowledge. To overcome this risk, a balance must
be found between both models of inference. The generated PSM method should
maintain the main elements of the original assessment, while integrating new infer-
ences to reflect the processes identified by human experts. In our case, the PSM was
used to set a common sandbox that enables us to work with several human experts,
while facilitating the integration of heterogeneous knowledge that is derived from
multiple sources and written in different languages.

Once the type of task has been identified, the developing process was structured
into two stages:

1. Describe the domain key elements and map them over the inference scheme, as
defined in the PSM.

2. Adapt the PSM and operationalise the inferences, which involved making major
changes to the PSM and detailing how all of the inference processes were to be
implemented.

2.1 Identify Key Domain Concepts

In addition to the reasoning process itself, most PSMs also identify the main dynamic
roles participating in the resolution process. Domain experts and knowledge engineers
will use PSMs to identify the domain elements that will play the roles as described in
the inference model. In our project, the initial assessment model used is shown in Fig. 1
and is built upon three main concepts:

• Problem description: it relates to the data supplied by the user and will play any
relevant function in the resolution process. This structure contains information
about the environment where the wastewater treatment system (WTS) will be
deployed; types and characteristics of the facilities generating the spill to process; or
the goals to achieve in terms of quality and intended use of the outgoing flow.

• A set of study areas: these are the key elements in any assessment system because
they link the spill description provided by the user with the resulting solution. Each
study area allows us to infer some information, which when combined will con-
stitute the overall solution. A single study area analyses the problem from a specific
dimension, such as odour generation, noise production, unusual overload, etc. The
user input data are used to deduce the relevance of each study area or criteria.
A WTS will be assessed only considering the relevance of the study areas and how
the evaluated technologies fit (i.e., how well does a technology perform from the
perspective of each study area).

• The solution structure: any solution represents a wastewater treatment system
consisting of a set of linked technologies. In most cases, the resulting solution
consists of a sequential combination of one technology from each category: pre-
liminary, primary, secondary and tertiary. Each component is further parameterised
by attributes and relationships, such as the required area (m2) or performance (in
terms of BOD5 in the outgoing flow).
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2.2 Adapt the PSM and Operationalise the Inferences

In this phase, the original PSM was modified to fit the actual inference process. It also
included the description of the methods that will implement each stage of the PSM. The
starting diagramme, shown in Fig. 1, was the original PSM, although the reasoning
process of the human experts made necessary to delete, modify and include some
reasoning steps. The resulting diagramme and its associated methods were used as a
‘proof of concept,’ which had to be assumed by all the human experts participating in
the project. This new model also reflects how the key elements identified in the pre-
vious identifying step map into their inferences and roles.

The graded areas in Fig. 2 correspond to the added inferences and roles. The
validate inference is used to confirm the coherence of the information provided by the
user. Depending on the types of facilities (and their characteristics) that will be con-
nected to the plant, the System is able to estimate the population equivalent, the
incoming flow and the expected BOD5.

The assessment process iterates over a set of WTS candidates. Each candidate is
defined by the primary and/or secondary stages (i.e., septic tank + facultative lagoon).
The list was elaborated by the expert and limits the combination to those that are
feasible. The current version considers 28 combinations with the technologies con-
sidered. The Select inference selects the next combination in the list and passes it
forward.

The Configure inference will try to complete the WTS with preliminary stages and
configure each technology according to the user’s requirements (mainly required area
and performance). The preliminary stage is selected considering the technologies that

Criteria

Spill 
description

Validate

Validated 
Case

WWT

ResultConfigured 
System

Evaluate

Configure

MatchSet of WWTs 

Select

Fig. 2. Derived PSM.
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have already been set for the other stages and the contextual information of the user’s
input. List 1 shows one of the rules used to set the preliminary stage.

The modified PSM shown in Fig. 2 can be considered a simplified version of the
original PSM because it still retains its main methods: evaluate and match. Conse-
quently, given the spill characteristics, the description of the facilities generating it, and
the proposed WTS, the assessment process is performed in two steps:

1. Evaluate: transforms the input data into a set of study areas relevant for this context.
Each area is assigned a qualitative value (very important, relevant, low relevance,
not relevant), which expresses the pertinence of that area for the current context.
The inference is implemented as a rule-based system, thus modelling the domain
knowledge as rules and using a forward reasoning paradigm. An example of the
rules modelled for this stage is shown in List 2.

2. Match: This inference receives two inputs. The first input is a set of study areas and
their relevance to the current problem. The second input is a complex structure that
describes the wastewater treatment system in all of its stages (further details will be
provided below). The relevance of each technology to the current problem is cal-
culated considering the relevance of the study areas and their relationship with the
technologies included in the WTS. This is implemented using an associative table,
which uses the criteria and the technologies referenced in the WTS as the keys to
the table. These values are later combined into a global result value using a
nearest-neighbour formula.

The qualitative values of both the criteria relevance (as deduced in step 1) and how
a technology complies with a single criterion (as defined in the associative table) are

Set the preliminary stage to Overflow cannel + screening + degritter 
+ degreasing
When
The population equivalent is between 1000 and 2000 And
The secondary treatment is in (Bacteria Bed, Rotating biological con-
tactor)

List 1 

The criteria “high pollution (the incoming flow presents a BOD5 
higher than 450)” is considered for the current context as
Very important when there are facilities of type livestock.
Relevant when there is at least one facility of schools, camping or 
hotels and more than one of any other type.
Low relevance when the facilities to be connected are not any of the 
previous criteria.
Not relevant when the deduced BOD5 is lower than 450.

List 2 
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translated into numerical values using a predefined scale. The actual values of these
parameters were empirically adjusted using a set of test scenarios.

The formula is evaluated for every combination of the predefined systems skele-
tons, as previously stated. The best solution, which is defined as the one with the higher
rank, is presented to the user together with a shortened version of some alternatives.
The KBS is embedded into an Information System (IS), which was also implemented
as part of the CARMAC project. The IS was conceived to provide access to technical
information, expert advice and to encourage the collaboration between experts and
services industries.

3 Conclusions

We have developed an assessment KBS which smoothly integrates into the main
information portal, in such a way that no distinction is made between the solutions
generated by the human experts or by the KBS. They will use the same input forms
with similar information and appearance.

Although the PSM can be considered to be a developing guide for KBS, the
balance between re-usability and usability can be difficult to achieve depending on the
characteristics of the target domain. In this specific case, the original CommonKADS
inference scheme was gradually simplified until only the most relevant inferences were
retained, and at the same time, new specific components were integrated into the PSM
to match specific domain tasks and knowledge types. Overall, the perceived benefits of
re-using a PSM as a whole could be synthesized as follows:

• They provide guidelines for representing and structuring the domain knowledge.
• They make possible the scheduling of knowledge acquisition sessions, which could

be focused on specific goals, such as obtaining validation rules for the problem
description (tied in with the ‘validate’ inference) or determining the relevance of the
criterion (linked with the ‘evaluate’ inference).

• They facilitate the initial understanding of the assessment task, for both domain
experts and computer scientists, thus smoothing the communication process and the
transition to the final versions of the PSM.

The experience gained during the development of this project and the derived PSM
scheme is currently being applied to develop a practical standard classification targeted
at the categorisation of the touristic facilities considering the technological services that
they provide. Although this initiative is still in progress, some preliminary results
confirming the applicability of the derived PSM has been previously published [16].
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Abstract. In this paper, we deal with the emerging challenge of long-
term preservation of digital videos. We focus on aspects that have to
be considered for long-term preservation in general and identify require-
ments for long-term preservation of digital videos. We refine an XMT-
based approach, which was introduced in [1], document the experiences
we gained during the design and implementation of a first prototype and
give details about some major advantages and challenges that result from
the separation of different artifacts and the use of an XML wrapper.

Keywords: Long-term preservation · Digital video · Requirements ·
XMT

1 Introduction

Video is one of the most important types of media we use today. Not all, but
surely a lot of video material should be preserved for future generations. Nev-
ertheless, a standard format for long-term preservation of digital videos has not
been found, yet. In many cases, RAW formats or video tapes are used for archiv-
ing, in order to keep as much information as possible for later use. Today, the
growing masses of data and the ongoing evolution of system environments and
formats make it necessary to establish standards, soon. Lots of videos or at least
parts of it might get lost, when storage mediums get damaged, the video mater-
ial cannot be processed by contemporary systems or simply the migration of the
growing masses of videos gets too costly.

In the following, we will give an overview on the topic of long-term preser-
vation. Afterwards, we give details about special requirements for long-term
preservation of digital videos and have a look at infrastructures for preservation.
In Sect. 2, we will sketch our envisioned approach for the long-term preservation
of digital videos. We further describe a first prototype that we have designed for
poof of concept and summarize the experiences that we gained. At the end, we
will give an outlook of our future work.

c© Springer International Publishing Switzerland 2015
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1.1 Long-Term Preservation

First of all, we have to make clear that when we talk about long-term preser-
vation of videos, we do not only talk about playing a video taken in the last
few years or about processing movies taken at the beginning of this technology
(about 100 years ago). We talk about the preservation that aims to keep videos
processable even in the very far future. For long-term preservation in general,
some approaches have been identified to tackle this problem. In [2], technical
approaches for long-term preservation are categorized as follows:

Hardware museums try to preserve the original system environments with
hard- and software for future use. This approach provides the highest degree
of authenticity.

Emulation means that contemporary systems get specified and in the future
machines their behavior is implemented on the new systems (i.e., as virtual
machines). So, software and data can almost be processed like it is today.
If we can access a machine that acts like the original one, it might even be
possible that we can run a high number of the different original programs
on it.

Migration has the aim to keep data processable by adapting or transcoding
it whenever data formats get obsolete and are no longer supported. This
procrastinates a lot of work to the future, because all the archived items
that have the affected format need to be transcoded.

The main challenges we face in the context of long-term preservation are:

– the limited life-time and availability of hardware
– the high diversity and the rapidly changing system environments, data formats

and applications (an overview of the evolution of video technology is given
in [3])

– a lack of exact specifications to emulate the behavior of contemporary or
legacy systems

– the effort for implementation of emulators or migration algorithms when sys-
tem evolution steps forward

– the change or loss of information caused by every transformation or migration
step

– and as the (maybe) most important aspect - the massively growing
amount of video data

As a result of these challenges, all approaches have in common that they require
a certain (very high) degree of standardization. Standardization is not an inde-
pendent strategy. But, obviously, it leads to a reduction of the effort related to
preservation because we need to handle a lower variety of formats and systems.
A smaller number of formats and a lower diversity of systems decrease the effort
and the costs for all these approaches. It should also be obvious that hardware
cannot be preserved for productive use for decades or centuries. This is why we
have to focus on emulation or migration and the approach of hardware museums
cannot be followed in this context.
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1.2 Requirements for the Preservation of Digital Videos

The goal of long-term preservation of videos is to provide a processable file
or record that is as similar to the original video as possible. In addition, it
should be based on formats and algorithms, which are independent of special
hardware [4]. This is because of the limited life time of hardware that we have
mentioned before. Requirements for digital preservation systems have also been
defined in [5]. Interestingly, here, system diversity is named as a requirement for
successful preservation, because extreme mono-cultures are more vulnerable to
catastrophic failure. As a consequence of this argumentation, it might be sensible
to archive videos not only in specific preservation formats, but also their original
format.

In addition to general requirements for the preservation, the following criteria
specifically apply for videos:

Quality - Videos must be preserved in with the highest possible quality level. To
prevent loss of information, at least the relevant parts of the video must be
stored in a high quality and should not be compressed with lossy algorithms.

Authenticity - Basic characteristics like color information or sound have to
be preserved as well as additional features like subtitles, 3D or semantic
elements (e.g., control of nonlinear videos). Future consumers should be able
to experience videos like they were produced.

Robustness - When parts of a video are corrupted or get damaged, the rest
of the video should still be processable. For example, the formats should
carefully use mechanisms like inter-frame coding. The loss of a keyframe
must not lead to the damage of bigger parts of the video.

Flexibility - A standard format for preservation of videos must be able to inte-
grate new technologies. Innovations like 3D with related information have
to be preserved, too. Maybe even exotic features like moving seats or sprin-
kling water, which we know from adventure parks, become usual elements
of video.

Retrievability - We must not only preserve the video physically, but also engage
consumers to find relevant videos in the future. Meta data like places, per-
sons, events or key words related to the video or parts of it must be identified
and preserved together with the video itself.

Comfort - Videos and contained information must be easily processable. E.g.,
the preservation formats should provide random access, because relevant
parts could be accessed rapidly without processing the whole video.

Legal Aspects - Protection of intellectual property and copyrights play an
important role, too. Copy protection mechanisms like watermarks have to be
handled in the process of archiving. Transformations can destroy contained
information that is used for this purpose.

Other requirements that do not focus on the videos themselves, but on finan-
cial, technical and organizational factors, have to be considered, too. The budgets
for infrastructure and handling of data are limited. This is why data should be
stored economically and in a way that avoids effort for migration, etc. Some
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Fig. 1. The OAIS functional model

requirements (e.g., financial and quality issues) are conflicting. In most cases,
we will have to make a trade-off to meet all of them in an acceptable degree. But,
we have to keep in mind that due to the increasing amount of video material,
there is a need for processes that procrastinate as little work as possible.

1.3 Archiving Infrastructure and Processes

For the design of our approach, we intend to rely on standards and best prac-
tices in preservation and archiving. Processes, roles and artifacts targeting the
archiving of information are formalized by the Open Archive Information Sys-
tem (OAIS) [6]. The defined functional model helps us to illustrate the archiving
infrastructure and procedures (Fig. 1).

Videos are delivered by the producers for archiving in submission information
packages (SIP), get stored in archival information packages (AIP) and finally
are sent to future consumers in dissemination information packages (DIP). The
information packages contain the preserved video and additional information
needed to process them. Descriptive information is used to manage archived
videos and to find the videos matching consumers queries. Besides the video
itself, all information packages contain additional pieces of information that is
needed in their phase of the archiving process.

2 XMT-Based Approach for Archiving Digital Videos

With our envisioned approach that we sketched in [1] we try to make a step
towards standardized long-term preservation of digital videos that meets the
requirements named before. The approach is based on the Extensible MPEG-4
Textual Format (XMT) [7] and relies on the assumption that an abstract descrip-
tion of a video, which can be compiled to a playable video today is likely to
be useable to be transformed into other future formats, if the content is still
processable.
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Fig. 2. Structure of XMT and handling of XMT data

Fig. 3. Processing of archived videos

XMT is part of the MPEG4 standard and an XML format that is defined with
2 levels of abstraction (XMT-O and XMT-A). It integrates external standards
like SVG, SMIL and X3D and also allows to embed external media objects
(e.g., audio, images) into videos and compile playable video containers (MP4).
The structure of XMT and the handling of XMT data are illustrated in Fig. 2.

The overall idea (Fig. 3) of our approach is that the different elements of the
archived video get decomposed and are stored in individual standard preserva-
tion formats. In addition, an XMT file contains timing, meta information and
other artifacts that can be described in textual format. It also references the
extracted external content. For the dissemination of archived videos, a compiler
composes the relevant parts and generates videos in a contemporary format. The
processes and information structure are orientated on the OAIS reference model
that we introduced before.

2.1 Design and Implementation of a First Prototype

For proof of concept, we designed and implemented a first prototype (Fig. 4)
and experimented with it. Our experience shows that some existing tools can be
used for extraction and recompilation of different media types.

The tool, we implemented, whose purpose is to decompose the videos, uses
the Xuggler -Framework [8], which is Java-based, and which uses the FFMpeg1

1 http://www.ffmpeg.org/.

http://www.ffmpeg.org/
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Fig. 4. Processing of videos in our prototype using Xuggler [8] and GPAC Mp4Box [9]

File Orginal
File Size

Audio-/
Video
Codec

ta sx st

sample1.mp4,
856px*480px, 0m13s

2,7MB MP4/
MP3

7861ms 416KB/
38KB

15,7MB

sample2.mov,
1920px*1020px, 33m40s

128,1MB H.264/
AAC

1h14m59s 69,5MB/
6,4MB

5,74GB

Fig. 5. Results of exemplary Decomposition of Video Files. ta = Time for Decomposi-
tion, sx = Size of XMT-A/XMT-O File, st = Total Size of Archived Files

codec for decompression. At the moment, we only process video and audio data.
For “archiving”, the videos are stored in a set of image files (jpg), one audio file
(mp3) and one XMT-A file, which was mentioned before. The named formats
were chosen to ensure an easy recompilation. For productive use, the formats
should be replaced by standards that fit best the purposes of preservation.

GPAC Mp4Box [9] is used to compile videos from the created XMT-A file
and media resources. Because Mp4Box only supports XMT-A at the moment,
we chose this kind of textual representation for archiving. The target format of
the recompiled videos is mp4.

For our experiments, we chose two different sample video files. The first file
(sample1.mp4) was a short video clip with lower resolution captured by a mobile
device. The second file (sample2.mov) was a part of a Full-HD movie.

Besides some small technical problems, like flickering images or problems
with bigger video files, we reached our goal to decompose exemplary videos
successfully and compile processable videos from the generated artifacts. We
believe that the approach is generally feasible and that problems can be solved
by adaption or exchange of the frameworks. The results of our experiments are
displayed in Fig. 5.

We can see that the space required by the video increased noticeably. This is
caused by the loss of compression, when frames are stored separately. The size
of the XMT files themselves can be reduced by compression and/or use of the
corresponding XMT-O files, where possible. We experimentally generated XMT-
O files, which were considerably smaller (about 10 times), due to their higher
degree of abstraction. For instance, in XMT-O, the definition and disappearance
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of images is controlled by a single tag with a few attributes (“img”), while in
XMT-A, this has to be handled much more complex.

2.2 Advantages of the Approach

The XMT-based approach provides some major advantages in the context of
long-term preservation:

1. The approach eases the linking of meta data and keeps videos authorable for
individual requests. XMT contains scene description formats that allow to
condense and adapt the delivered content to the consumers’ interests, depend-
ing on the query and the descriptive information linked to archived videos or
parts of them.

2. The use of XMT makes it easy to integrate new technologies like interac-
tion or new media formats. This is because we work on a very high level of
abstraction. Only the individual extraction process and the compilers need
to be adapted in order to integrate new content.

3. The high granularity leads to a radical reduction of effort related to migra-
tion. When standard preservation formats change (e.g., for audio), the rele-
vant files can be migrated without the need to decode and process the whole
video. The concentration on few specific formats will also reduce the effort
for development, testing and maybe also preservation of migration algorithms
and tools.

2.3 Challenges Related to the Approach

One challenge we face with our approach might be a conflict with one of the
requirements listed in the introduction (Authenticity). Archived videos should
be as similar as possible to the original video. Obviously, the decomposition and
transformation of videos leads to severe changes in the format and surely slight
changes in the contained information. This is because transformation always
leads to a slight loss of parts of the information. But, from a pragmatic point of
view, the reduction of necessary migration (transformation) steps caused by the
standardization and the granularity will probably reduce the amount of unin-
tended changes in the long term. For documentation of formats and contempo-
rary technology, the additional preservation of videos in their original format
may be sensible. They can be added to the archiving information packet to be
available for future research and use.

Another aspect is the space required for the archived videos. An important
factor for the comfortable, effective handling and exchange of video data in
daily use are compression algorithms. Inter- and intra-frame coding are used for
the compression of the frames of digital videos [10]. Depending on the quality
requirements, intra-frame compression can still be used for separate frames. But,
the decomposition of videos and the archiving with separate frames leads to the
loss of the benefits that result from inter-frame compression. This is why the
memory consumed by archived videos rises. If space is an issue, an unacceptable
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increase of memory usage can be tackled by choosing a format that uses inter-
frame compression and does not store frames independently. Another solution
could be the splitting of the visual parts of the video into sequences/chapters,
which can also use inter-frame compression. At last, detailed predictions on the
memory needed for preservation can not be made before the archiving formats
and the required quality are defined.

3 Outlook and Conclusions

The described prototype has proven that the envisioned approach is generally
feasible. In the future, the following is planned:

– Integration of all commonly used video formats
– Identification of formats that are suitable for long-term preservation
– Elicitation of performance and space requirements
– Improvement/ adaption of tools for decomposition/ recompiling
– Test of the approach with broadcasting stations and libraries that keep large

amounts of videos
– Handling and linking of meta data
– Integration of additional media types and features to test extensibility

Last but not least, we’d like to benefit from the modularity and explore new
application domains, such as extracting images from a collection of videos at a
certain point of time.
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Abstract. In this paper a prototypical flood forecasting system for small
catchment areas is presented. Due to the fact that flood forecasting models for
small rivers normally not exist we developed an approach by combining a
Continuous Situation Awareness (CSA) component with a workflow compo-
nent. The CSA component permanently monitors sensor data and detects
warnings which are presented to a decision maker. If the decision maker
approves a warning, it is reported to the workflow component. The workflow
component can dynamically react to changing situations and suggests preventive
actions to a further user. That user can build a workflow and send tasks via a
mobile client to emergency team leaders.

Keywords: Flood forecasting � Situation awareness � Dynamic workflow
management � Decision tree � Disaster management

1 Introduction and Motivation

There are several sophisticated flood forecasting systems for large rivers like the
Danube, the Rhine, the Main, and so on. Thereby, hydrological models are built by
experts defined for a particular catchment area. But, large rivers generally have a larger
warning time than small ones [4], which has to be considered when designing a flood
forecasting system. The water gauge of small rivers can rise rapidly and dams as well
as retention basins are sparsely available. Flood forecasting models for such small
rivers are normally not available because the development of a flood forecasting system
for each small river is too expensive. Therefore, within the project INDYCO1 a pro-
totypical flood forecasting system has been developed for small catchment areas.
The INDYCO project provides an innovative approach based on dynamic workflows
and integration as well as interpretation of sensor data in the frame of disaster man-
agement. The main goal was to develop a Decision Support System which can react
rapidly and dynamically to changing situations during a disaster (for more information
on dynamic workflows, see [11]).

The rest of this paper is organized as follows. In Sect. 2, we describe some related
research. In Sect. 3, we present the flood forecasting system for small catchment areas

1 “Integrated Dynamic Decision Support System Component for Disaster Management Systems”,
ERA-NET EraSME program under the Austrian grant agreement No. 836684 (FFG).
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in detail. In Sect. 4, the prototype and results are shown. Finally, in Sect. 5 we conclude
and show future work.

2 Related Research

In the domain of environmental research the forecasting problem is one which needs
efficient computer support. Building predictive systems on environmental sensor net-
works mostly is challenging due to several reasons. Even when no events occur, the
systems must stay online, must be able to handle different kinds of sensors and so on.
Huang et al. [3] discuss a GIS-based approach for flood control which combines
real-time precipitation and flow inspection, flood control administration, flood forecast
and simulation, flood information dissemination, related damage evaluation and design
a flood prevention decision support system in Quanzhou (China) for example.

In contrast to this contribution many environmental forecasting systems are based
on neural models (e.g. Oprea and Matei [5]). The disadvantage of such approaches is
that these models are not understandable for humans and thus often have problems with
their acceptance in practice. Borrell et al. [2] describe a flash flood forecasting system
by means of a flash flood evolution model. The model is designed to cope with a
minimum amount of data (lacking data is a frequent problem), which is rainfall data
from meteorological radar or soil properties viewed from space for that system. That
particularly introduces interesting ideas concerning environmental observation. Basha
et al. [1] describe an approach on river flood prediction allowing model-driven control
to optimize the prediction capabilities of the system. Also, social media data can be a
helpful data source in a disaster situation, as shown in [7]. However, trust plays a major
role in this connection, but research shows that emergency responders by now already
work with less than reliable information in offline practice and that they do use social
media, but only within their known.

The approach presented in this work bases on a combined machine learned and
expert defined model for flood forecasting. A continuous situation awareness compo-
nent interprets sensor data and a learning component performs long-term analysis on
sensor and operational data and tries to improve the models of the monitoring com-
ponent, as shown in the following sections.

3 Flood Forecasting System for Small Catchment Areas

The main objective was to develop a model which can be adapted to small river
environments as easily and fast as possible and thus be used like a template just being
adjusted to new locations.

An overview of the system is illustrated in Fig. 2. First of all, different sensor data
has to be rapidly integratable. Therefore, a generic data warehousing structure was
developed, into which any available sensor data can be integrated in a short period of
time (for more details see [6]). Such environmental sensor data could be actual and
predicted rainfall, water gauge or soil humidity for instance (see Fig. 1).
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Furthermore, multimedia sensor data (photos, videos …) can be sent by mobile
clients from the local emergency teams. These multimedia data are not interpreted
automatically but support the decision maker in finding the right decisions.

In operation, a Continuous Situation Awareness (CSA) component permanently
analyses these sensor data and provides warnings to decision makers. A warning could
be for instance “A possible 30-year flood threats”. A decision maker can take such
warning including background information like weather forecast and geographical
overview (GIS) into account and can then make a decision – the warning is valid or not.
If a warning is approved by the decision maker, a dynamic workflow system, which
provides possible measures, is triggered [8, 10]. The model for analyzing the sensor
data is flexibly replaceable, e.g. decision trees, neural networks or Bayesian networks
can be used. If historical data is not available expert knowledge has to be entered into a
Bayesian network which then will be integrated in the CSA component.

Fig. 1. Environmental sensors

Fig. 2. System overview
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3.1 Continuous Situation Awareness Component

In INDYCO, a learning approach of flood forecasting models from historical data was
developed. Specifically, it is based on historical events and data of the town of
Georgsmarienhuette (GMH), Germany. Data records of rainfall, water gauge and soil
humidity were available. In addition, historical, very precise weather forecasts of a
commercial provider of weather data have been integrated. This resulted in a dataset
with hourly sensor data from 2005 until 2012 from which a reliable forecasting model
could be learned. The sensors are represented in the internal nodes of the learned
decision tree and the flood situations (from which should be warned) in the leaves.
Figure 3 illustrates a decision tree for the flood forecasting of GMH2. As a Meta-
Learner adaptive boosting was applied and the below tree was the one with the biggest
weight.

By using the learned model it can be warned of approximately six hours before
flood situations appear. For each input vector consisting of the sensor data as described
above, a forecast for the expected water gauge in six hours is calculated. The model has
an overall accuracy of 95.21 % and is thereby able to predict the most correct water
gauges. As already mentioned, adaptive boosting was used as meta-learning algorithm
with decision trees as weak learner. Decision trees were chosen because they are
intuitively understandable for domain experts and the generated warnings can be
retraced. This is very important for a system in such a sensitive area as disaster

Fig. 3. Decision tree for flood forecasting of GMH

2 Please note that Fig. 3 is in German because of usability for the domain experts.
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management. The architecture of the CSA component is selected in a way that the
models can be easily replaced depending on which disaster events should be monitored
(floods, mudflows …). Such an approach is useful if no hydrological model (because
development is too expensive) is available for a specific area. This applies to a lot of
small rivers.

3.2 Dynamic Workflow Component

Immediately after a warning was detected by the CSA component and approved by the
decision maker it is reported to a workflow system. The dynamic workflow component
can dynamically adapt workflows (contingency plans) when situation changes
changing situations occur and gives the possibility to build up new workflows.

Disaster situations are often characterized by a wide variety of variations, a mul-
titude of previously unknown specifics and by a multitude of important data. There are
many heterogeneous data sources for obtaining information such as diverse sensors,
forecasting services, hydrographic and geological services, emergency control centers,
control centers of neighboring cities, etc. Such a wide range of parameters and situa-
tions cannot be handled with traditional systems.

To efficiently support these complex situations, a so-called “mini story” concept
was developed and prototypically implemented. A mini story is a semantically logical
unit for the construction of complex workflows. The contingency plans were modeled
as executable BPMN models (Business Process Model and Notation). The generated
tasks are sent to the leaders of the emergency teams who execute them. Finished tasks
and multimedia data are reported back to the INDYCO system. Detailed information
about the workflow component can be found e.g. in [8–10].

4 Results

In the following, the prototype of the CSA component is described in more detail. The
prototype consists of two modules: one that provides an overview of a specific large
area (for the control center; see Fig. 4) and a second one that provides details of a
clearly confined area (detailed view for the emergency team leaders; see Fig. 5). This
clear split of the CSA component reflects the real distinction of responsibilities and
decision-making competencies as it is usual under authorities and emergency services
in real disaster events.

Based on incoming sensor data, the overview module provides detected “situa-
tions” respectively “warnings” and locates them on a geographical map. The detected
warnings have to be approved by a decision maker before they are visible to the next
level (leaders of the local emergency teams). If new situations occur existing infor-
mation (photos, videos, reports …) are provided of the affected area (if exist in the
database). Furthermore, also manually added warnings can be included (e.g. long-term
warnings which would not be detected immediately from sensor data). Figure 4
exemplarily shows the overview module with detected warnings on the left side (with
severity, name, date, approved or discarded) and a graphical overview on the right side
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(with a graphical polygon of the affected areas and assigned tasks from the workflow
component)3.

If a warning is approved, further details can be provided (see Fig. 5). This includes
local weather forecasts and severe weather warnings, environmental sensor data
(rainfall, water gauge, etc.), approved warnings incl. assigned tasks and multimedia
information from the mobile clients (local emergency team). This detailed view is
intended for the use of emergency team leaders, whereby the control center can also
consider this view. The detailed module shall give the best possible insight into the
latest developments of a disaster event.

The developed models were trained and verified based on the real data set provided
by the German town Georgsmarienhuette, which contained sensor data (rainfall, water
gauge, soil humidity and weather prediction in five minutes intervals) starting from
1970 (see Fig. 1). After splitting these data into training and test set and adding weather
predictions from 2005, the final performance of the learned model has an overall
accuracy of 95.21 % (best class: 96.71 %, worst class: 58.82 %).

Fig. 4. Overview module of the CSA component

3 Please note that some content in Figs. 4 and 5 is in German because of usability for the domain
experts.
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5 Conclusion and Future Work

In this paper we have presented a prototypical flood forecasting system for small
catchment areas to react dynamically and rapidly to changing situations. The prototype
has been evaluated within a demonstration at the Upper Austrian firefighters associa-
tion and has received positive feedback.

The results have shown that software systems can support the sensitive area of
disaster management. The permanent monitoring of the sensor data with an overall
accuracy of 95.21 % of the learned model underlines the potential of the CSA com-
ponent. Furthermore, after detecting and approving warnings the workflow component
suggests tasks, the user can build a workflow and send the tasks to the leaders of the
emergency teams who give feedback to the control centers.

Additionally, the graphical overview of the current situation supports the control
center when making decisions and give very important information to the leaders of the
emergency teams.

As the model performs quite well in that environment, the next step will be to apply
it to further environments to receive a more reliable evaluation of the adaptive flood
forecasting system.

Acknowledgments. The research leading to these results has received funding from the
ERA-NET EraSME program under the Austrian grant agreement No. 836684, project “INDYCO -
Integrated Dynamic Decision Support System Component for Disaster Management Systems” and
has been supported by the COMET program of the Austrian Research Promotion Agency (FFG).

Fig. 5. Detailed module of the CSA component
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Abstract. Applications running in large-scale distributed systems face
many challenges and difficulties. Constraints imposed to such systems
need to be thoroughly checked in order to ensure a proper service deliv-
ery to the client. The current paper proposes a monitoring solution for
large-scale distributed systems relying on abstract state machines. Data
gathered from the monitoring components are used in calculating met-
rics and establishing a diagnosis for the system. Emphasis is put on
failure detection and on ensuring non-functional requirements of the sys-
tem such as fault-tolerance and resilience. The model introduced in this
paper will be integrated in a cloud-enabled large-scale distributed sys-
tem. The novelty of the solution consists of finding the best integration
architecture for state-of-the-art algorithms and tools and refining them
to an efficient version for large-scale distributed systems.

Keywords: Large scale distributed systems · Monitoring · Decentral-
ization · Formal modelling

1 Introduction

Cloud computing has its roots in the notion of utility computing [1] that was pre-
sented decades ago. The evolution of service-oriented applications and internet-
based solutions has favoured its expansion. Single clouds do not keep pace with
the requests of the clients, thus research is headed in the direction of design-
ing and implementing interconnection of clouds. Like any other large-scale dis-
tributed systems, interconnected clouds face numerous challenges and real-time
constraints.

The aim of the monitoring framework is to provide meaningful information
about the whole system in order to efficiently adjust it towards optimal deploy-
ment and running. The monitoring components/monitors will be part of a larger
architecture and will work in close collaboration with the
adaptation component [2]. A special attention will be given to the context-
specific problems of CELDS such as failure detection, broken links, unavailability
and unresponsiveness.

c© Springer International Publishing Switzerland 2015
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The current paper introduces a formal model for the monitoring compo-
nent of a cloud-enabled large scale distributed system (CELDS). The model is
accompanied by a set of metrics built from collected data that will be used for
establishing the state of the system. As the project is in its incipient stage, the
current model focuses mostly on correctness and failure detection. The project
will evolve in time with future refinements, optimization, and the integration in
a bigger architecture. This paper presents only a proposal for the ground model
which will be enhanced in several steps.

The rest of the paper is structured as follows. Section 2 introduces related
work in the area of distributed systems and abstract state machines(ASMs). In
Sect. 3, the current context and the problem definition of the project are offered.
This section will help the reader in understanding the possible deployments of
the model. Section 4 introduces the ground model of the monitoring component
in terms of ASMs. The focus in Sect. 5 is twofold. On one hand, the data to
be collected by the monitors is defined. On the other side, an example of an
aggregated metric is presented. Section 6 discusses the state of the model and
its future refinements. Conclusions are drawn in Sect. 7.

2 Related Work

The topic of monitoring distributed systems has already been introduced in the
literature. Different approaches are tailored for either cloud or grid systems. In
cloud systems, a special attention is given to the availability of the services [3–
5], while in grids performance and reliability are carefully monitored [6]. Albeit
these solutions are suitable for their proprietary services, they face the problem
of vendor lock-in or they do not support reconfiguration.

Although there is a plethora of monitoring techniques, from the author’s
knowledge, there is none which attempts to solve the problems caused by the
distributed nature of services. We aim to model a solution to handle the het-
erogeneity of the components and the distributed nature of processes through
ASMs [7].

In building the model, we expect to minimize the gap between the real system
and its formalization. Our aim is to extend existent distributed algorithms [8]
that treat system failures (crash [9] and Byzantine failures [10]), for a correct and
efficient run inside the CELDS. Due to the fact that such systems are exposed
to many types of failures and constraints, it is important to thoroughly verify
and validate their specification. Through the use of ASMs, properties of systems
can be checked regardless of their intricate complexity [7,11–13].

3 System Description

Our work proposes the formalization of a novel decentralized monitoring archi-
tecture. Generally, monitoring solutions guarantee that the system behaves cor-
respondingly to its specifications [14]. They are responsible for detecting abnor-
malities and disseminate the information throughout the system.
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The ground model of the monitoring component is specified in terms of ASMs
that can capture the intended requirements of the system. The model serves as
a starting point for building executable code for various systems [7]. The first
stage of the project includes an initial proposal of the ground model that will
be further on refined in several steps. Verification of system properties is also
planned as a future step.

The monitoring component is part of an architecture that envisions CELDS
structured in a three-layered abstract machine model middleware in charge with
normal service work flow, monitoring and adaptation. The proposed middleware
aims to offer a unified interface for software services accessible via internet. Sys-
tem execution, monitoring and adaptation processes are distributed through-
out the system. The monitors run in background with the normal execution
of processes and collect data about the runtime. If data gathered by the probes
indicate a critical situation (service unavailability, failures), the adaptation com-
ponent is notified. A system recovery plan is proposed and executed so that the
service execution is restored to normal mode. A special attention is oriented
towards ensuring redundancy of components so that service availability is guar-
anteed. All work has been built up on previous research carried out in the area
of cloud computing and ASM [7,15].

Before presenting the ground model, it is important to properly understand
some properties of the monitoring components. In the context of CELDS, the
monitors will run as normal processes, with an intended minimal intrusion. As
the probes are exposed to the same problems as any other component, redun-
dancy should be considered. Through redundancy, availability of data needed
for establishing the state of the system is ensured. Collection of data should be
done concurrently with the normal execution of the services.

Careful attention is given to consolidate our approach with state-of-the-art
algorithms and tools [8]. Communication and interoperability remain open ques-
tions in CELDS. In addition, policy heterogeneity of different cloud providers
overburdens their interconnection [6]. Detecting such problems and tackling them
with proper techniques requires a robust monitoring solution.

The main focus of the monitoring components is directed towards failure
detection and guaranteeing an efficient system deployment. Monitors gather
information from assigned components and exchange it in order to offer an
overview of the system. As collected data offers only low-level information, a
set of aggregated metrics have been defined. Their purpose is to better evalu-
ate system execution and to point towards the source of the problem, in case it
exists.

4 Ground Model of the Monitoring Framework

As the project is still in its incipient phase, the first formalization of the model
consists of the monitoring framework ground model. Definition of transition
rules and constraints will be stated in the next development step. The current
phase emphasizes the structure and work-flow inside the monitor framework and
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Fig. 1. Monitoring framework topology inside a CELDS

its collaboration with the middleware and the adaptation component [2]. The
description of the framework starts from an ensemble view of the system, its
integration and continues with a glimpse of the internal functioning.

Generally, in a distributed system, the topology and the interaction between
components is very important. At the monitoring framework level, it is necessary
to define the properties of its constituents. For each monitor we define its internal
attributes, its topology in the framework and the information it gathers from
the CELDS. The problem statement of our research can be defined in a more
mathematical oriented way as follows:

Given a set of interconnected clouds

C = {C1, C2, ..., Cn | ∀i, j ∈ {1, 2, ..., n}, i �= j, Ci �= Cj}
and a set of monitoring components

M = {M1, M2, ..., Mm}
find the best topology and metrics for the monitoring components

config = {(M1, T1, I1), (M2, T2, I2), ..., (Mm, Tm, Im)}1

to obtain optimal runtime performance and thus, increased Quality of Service
(QoS).

Above configuration favors the process of discovering the closest neighboring
monitors according to the information they can provide to the system.

We decided to cluster clouds together with the probes responsible for their
monitoring in order to reduce the communication overhead. Based on the topol-
ogy, every cluster of clouds is assigned a group of monitors {M1, M2, ..., Mm}.
Monitors will gather the data from their corresponding clouds, aggregate it into
1 A tuple (Mk, Tk, Ik) refers to (MonitoringComponentk, Topologyk, MetricsSetk).
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more meaningful information and communicate with other monitors in case of
abnormal situations.

The diagnosis of service execution is done hierarchically so that data trans-
fer is diminished. Firstly, monitors detect anomalous runs of services in their
designated cluster. In the next step they communicate with their pair monitors
to check if the gathered data reflects the same interpretation. If the metrics
locally collected correspond, the diagnosis is sent to the adaption component
[2]. Otherwise, conflicts need to be solved by the elected leader monitor of the
cluster, Mc. For the leader election processes, already existing algorithms [8] can
be integrated. There are situations in which leader monitors of clusters can also
fail. In this case, agreement through communication at leaders’ level is needed.
A possible topology of the system and collaboration between monitors can be
depicted in Fig. 1.

For the beginning of the project, the focus was set on establishing the work
flow of the monitoring framework. The associated ground model diagram is illus-
trated in Fig. 2. In the first state of the model, the configuration of the CELDS
must be loaded. In case the information about the system is not complete, an
additional request is sent. When this step is successfully completed, the mon-
itoring probes are deployed. This part highly depends on distributed systems
algorithms [8] and the initial configuration of the system. At the end of the
probe deployment, leader election algorithms are run inside clusters. This step
is followed by the monitoring processes in which data are collected by probes.
Communication with the adaptation component [2] is also established.

Periodically, the framework checks the information gathered from the probes.
If information are available and complete, they are further processed, analysed
and logged. Based on the results a runtime usage model is defined. It notifies the
presence of flaws and failures and/or establishes if the execution of services is
correct and responsive. In case the monitoring framework detects abnormalities,
a notification is sent to the adaptation component [2] which will be responsible
for system reconfiguration.

If a probe cannot provide the monitoring information, there is a failure of
either the monitored components, of the probe or of the two. Both probe and
service provider components are checked and then the problem is sent to the
adaptation component [2] which readjusts the system to a functioning state.

The first insight of the monitoring framework reveals mainly the work flow
and ways in which data gathered by the probes can be used. Based on it relies the
understanding of the role of the monitors and their interaction with other parts
of the CELDS. The components should be completed with a formal description
that should enforce real constraints imposed by either the environment or by the
CELDS itself. In the next step of development, all the components will be for-
malized in terms of ASM rules and properties. Being described in specifications
of formal models, the system properties can be easier checked. Flaws in logic can
be detected in phases prior to actual code development.
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Fig. 2. Ground model of the monitoring framework

5 Monitoring Metrics

Monitoring framework is responsible for a proper deployment of the probes in the
system, gathering and aggregation of data and communication with the adap-
tation component. In CELDS, it is assumed that services run in heterogeneous
clouds which may or may not provide information about the system. In case the
clouds provide monitoring information, the probes should be able to extract it
and transform it to meaningful data. When there are no data from the environ-
ment, probes become responsible of data collection. In the first phase, emphasiz-
ing fault detection, the main base metrics to be analysed refer to system latency
and responsiveness. Very important for our scope are also availability, network
bandwidth and usage of resources. Nonetheless, there are other important met-
rics that need to be considered especially in the case of system reconfiguration
or service migration.

High level metrics are built from base metrics for providing a deeper insight
on the system. For instance, we consider the process transfer effort(PTE) as
an aggregated metric who comprises several base metrics which helps in the
case of service transfer. PTE encompasses process specific metrics (availability,
performance and reliability), legislation issues, network bandwidth, costs and
security concerns. If the migration of the process refers to an unavailable system
or if it is not permitted by legislation issues then the value of the PTE is set to
∞. Otherwise, the metric is calculated with the aid of the following formula:

pte(i) =
costs(i)

max(costs(k))
· 1
bdwidth(i)

· max(perf(k)
perf(i)

· reliab(i)
100

· secure(i)
100

. (1)

Relevant metrics defined as description logic concepts or individuals [16] allow
the representation of the system in terms of a knowledge base on top of which
reasoning methods can be applied. Monitored data metrics are packaged in usage
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profiles further involved in the decision-making process. Based on them, the
system applies reasoning methods so that an evaluation of the running-state is
set. Usage profiles from individual components are consulted among each other
to check for the best reconfiguration strategy. In this manner, the system is
aware of the unavailability of monitoring components and of data and aims to
find the best solution. Using real-time measurements and description language,
rules and corresponding triggered actions are defined.

6 Future Refinements of the Model

The model presented in the current paper will be completed with rules and
transitions expressed in terms of ASM modules. ASM formalization targets also
the algorithms used for ensuring a correct runtime of the system, its robustness
and reliability. Adapted versions of the leader election algorithm and of building
a decentralized topology of the distributed system are expected for the next
phase. Each step in the refinement process will be completed with a verification
of system properties (correctness, safety, liveliness). In this way, errors can be
discovered in an early phase.

Awareness of the global state of the components cannot be ensured in a
decentralized system. Decisions have to be carried out only relying on partial
information. Trust and dependency have to be carefully handled in order to
reduce the possibility of an incorrect decision. A future refinement consists in
modelling the Byzantine fault-tolerant behaviour of monitoring components. In
such a system, agreement is reached when a sufficient number of participants
establish and communicate the same result.

In future steps, additional components as loggers and metric processors need
to be also formally defined. By ensuring their correctness the number of problems
that can occur in the system is reduced.

7 Conclusions

The paper addresses a robust monitoring solution for CELDS. Importance of
such a solution is even bigger for such systems because besides clients, cloud
participants should be allowed to gather information about the whole system.
Based on the collected information, the system should be able to decide feasible
substitutes in case of a down-fall or detect untrustworthy parties. Our proposal
enriches the existing monitoring techniques with its decentralized architecture
formally defined and with the distributed usage profiles built upon basic and
aggregated metrics.

Modelling the solution in terms of ASMs permits verification and validation
of the models before starting the development of the code. Detected inconsis-
tencies or incorrect specifications of the model can be tracked down, isolated
and corrected correspondingly. Through incremental refinement, verification and
validation, it is ensured that the solution meets the requirements while being
correct.
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The monitoring framework is part of a larger architecture that aims to ensure
a decentralized CELDS. Distributing the control instead of keeping it centralized
can improve the responsiveness, but in turn it brings many challenges that have
to be overcome. Our approach handles in the current state of development failure
detection and availability aspects.
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Abstract. The rise of sustainable energy production is a challenge for
grid operators, who need to balance consumer demand with an increas-
ingly volatile supply that is heavily dependent on weather conditions and
environmental factors.

Smart gird data provides fine-grained insight into consumer behavior
as well as local renewable energy producers. We use data from an electric
company in a region of South Tyrol to model both energy consumption
as well as energy production. With a simple nearest-neighbor approach,
we predict next-day load profiles for local power stations with relative
error rates as low as 3 %. The energy production at these local power
stations (in the form of photovoltaic power plants) can be predicted by
adapting an ideal irradiation model to actual production data, stratified
by varying weather conditions. Using this approach, we achieve relative
errors in predicting next-day power production of 3–9% for favorable
weather conditions.

Keywords: Smart grid · Energy prediction · Photovoltaic power
production

1 Introduction

In the last decade, energy production by renewable (sustainable) resources has
been increasing by about 6 % annually in the European Union, and now accounts
for 22.3 % of total energy production [1]. Of these 22.3 %, the majority (66 %)
is contributed by biomass plants, with hydropower (16 %), wind power (10 %),
and solar power plants (5 %) making up the rest. Although the latter two thus
contribute only about 3 % of the total energy production in the EU, they are
the fastest-growing form of renewable energy resource.

While wind and solar power plants thus help reduce the carbon footprint
of energy consumption, their increased role as energy providers is not without
drawbacks: Their energy production, and thus their contribution to the power
grid, depends on local weather conditions. Their contribution is thus highly
c© Springer International Publishing Switzerland 2015
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volatile, making grid management (which seeks to balance consumption with
production) much more complicated.

Recently, there have been several investigations into the use of predictive
modeling algorithms for analyzing the supply and demand curves that arise in
energy production and consumption. While some of these took advantage of the
increasingly wide-spread use of smart meters to model the demand side, others
have investigated how best to predict the supply side of sustainable energy power
plants.

On the demand side, Gajowniczek and Zabkowski [2] used artificial neural
networks (ANNs) and support vector machines to predict an individual house-
hold’s next-day energy consumption based on smart meter data. A much more
comprehensive investigation can be found in the work of Mirowski [3] et al., who
used a variety of time-series modeling tools to predicted consumption levels at
three time horizons (next hour, next day, next week) and four levels of data
aggregation (from single customers up to system-wide).

On the production side, and in particular as regards photovoltaic (PV) power
plants with their dependence on weather conditions, more research effort has
been exerted: Voyant et al. [4] used ANNs to predict hourly global solar irradia-
tion values for the next 24 h based on air pressure, nebulosity, and precipitation.
They observed that the ANN approach outperformed a standard auto-regressive
moving average time series modeling approach. Cococcini et al. [5] performed a
similar analysis, also using ANNs to predict the next day’s energy production
based on irradiation data as input, and obtained error rates of less than 5 %.
Mandal et al. [6] developed a system to predict the next hour’s power output of a
PV system using a wavelet transformation for data pre-processing, and an ANN
system for modeling the dependence of the output on the independent variables
irradiation and temperature. With this system, the authors also obtained errors
in the range of 5 %. Using a variety of time-series modeling approaches, Pedro
and Coimbra [7] studied how well a baseline model using no external inputs
could predict next-hour output of a PV power plant. The errors they obtained
ranged between 6 % and 27 %. Local similarity search in historical records is the
basis of a prediction algorithm by Monteiro et al. [8]. Finally, reviews of current
methods for forecasting solar irradiation as well as PV power plant output are
given by Diagne et al. [9] and Inman et al. [10].

In this paper, we use data on energy consumption and photovoltaic energy
(PV) production in a part of South Tyrol (northern Italy) to predict the next
day’s energy consumption and PV production. The data was collected in the
region serviced by AEW, a small regional power company with about 175 000
customers.

2 Materials and Methods

The data available for modeling power consumption and production was as
follows:
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– Load profiles for all large consumers combined (> 55 kW connection lines) at
hourly resolution;

– Combined PV production for all units connected to a local power station at
15 min. resolution;

– weather forecast and actual weather conditions.

This data was available for each of 14 local power stations operated by AEW,
and every day of the year 2013.

2.1 Predicting Load Profiles

As evidenced by the literature cited in Sect. 1, there are a number of algorithmic
approaches to model the power consumption of customers, either individually
or on an aggregate level. In this work, we decided to apply a simple method
to contrast the more elaborate approaches found in the literature, and thus to
investigate whether the additional modeling effort translates into tangible gains
(i.e., increased modeling accuracy). The simple method we used was a nearest
neighbor search on the time axis, with the reasoning being that load profiles
change over time to reflect changes in the season (slowly) and the weather (more
rapidly). We used k = 3 nearest neighbors—i.e., past days’ load profiles—to
predict the next day’s load profile. At each hour, the predicted load profile
consisted of the arithmetic mean of the corresponding hours’ load in the profile
of the nearest neighbors.

To take discontinuities in the day-to-day changes in load profiles into account,
we stratified them into workdays (regular Mondays through Fridays), pre-holidays
(regular Saturdays and days before holidays), and holidays (Sundays and holi-
days). The predicted profile of a Sunday could thus be influenced by Sundays as
far as three weeks prior. In South Tyrol in 2013, there were 243 workdays, 61 pre-
holidays, and 61 holidays.

2.2 Predicting PV Power Production

PV power production is mainly influenced by two factors: weather conditions
(cloud layer, sunshine) and sun elevation, which in turn depends on the day of
the year. Although production data was available at 15 min. resolution, for our
purposes it was sufficient to model the total daily PV electricity production at
each of the 14 local power stations.

Weather data was available as local next-day forecasts; each of the 14 power
stations was mapped to the nearest local forecast. Forecasts were used to group
days with similar weather conditions; for each of the power stations, we built a
predictive models for each weather condition.

Originally, the weather forecasts consisted of 26 different conditions ranging
from “clear skies” to “overcast with thunderstorms and heavy snowfall”. This
proved to be too fine-grained to be useful in our prediction models, as there
were too few cases in most categories to fit a model. We thus combined the 26
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forecast categories, depending on the amount of cloud cover, into the 4 classes
“clear skies”, “sunny”, “cloudy”, and “overcast”.

We then built predictive models for each combination of the 4 weather fore-
cast classes and 14 power stations by referring to an ideal solar irradiation model
for the latitude of South Tyrol. From this model, we obtained the maximum pos-
sible solar irradiation for each day of the year. This model was then transformed
in a affine manner to best fit the observed PV production data in each combi-
nation of forecast classes and power station. Thus, for each power station, we
obtained four prediction models that exhibit the same dependency on the sun
elevation as the idealized situation, but are dampened to account for weather
conditions.

3 Results

Since each of the 14 local power stations had slightly different load profiles,
we only used each station’s own data to predict the next day’s load profiles. A
typical example of an actual and a predicted load profile for one of the larger
local stations is shown in Fig. 1.

Fig. 1. 24-hour predicted load profile (dashed) vs. actual load profile (solid) for Thurs-
day, April 11th, 2013. The predicted load profile is the arithmetic mean of profiles from
April 8th through April 10th. Load units are in kWh; the prediction has absolute sum
of errors of 9900 kWh, which corresponds to a relative error of 3.7 %.

For a total of 14 local power stations, and 3 categories of days (regular/pre-
holiday/holiday), there are thus 42 combinations for which we can assess the
quality of the predictions. A summary of this assessment is given in Table 1.
One can observe that the errors are smallest for the weekdays, larger for the
pre-holidays, and largest for the holidays. This is likely due to the nearest-
neighbor nature of the load predictions, where the closest weekday is most often
yesterday, whereas the closest pre-holidays and holidays may be some days prior.
Furthermore, the relative prediction errors given in Table 1 are larger for the
smaller power stations, as can be seen in Fig. 2. The power station with relative
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error of 21.6 % is one of the smallest stations, whereas the larger stations exhibit
much smaller errors—down to 4 % and less for the two largest stations.

Table 1. The average relative errors of predicting next-day load profiles for stations
# 1–14, stratified by day category. Errors were calculated as absolute differences
between actual and predicted loads at 24 h in a day; averages were taken over all
days in a day category.

# Workdays Pre-holidays Holidays # Workdays Pre-holidays Holidays

1 3.1 % 5.9 % 7.9 % 8 7.3 % 13.2 % 12.3 %

2 4.3 % 5.5 % 7.8 % 9 10.2 % 10.5 % 16.0 %

3 3.7 % 6.8 % 8.0 % 10 5.5 % 7.8 % 10.3 %

4 8.2 % 13.5 % 17.5 % 11 4.0 % 5.7 % 9.0 %

5 7.3 % 10.7 % 12.0 % 12 21.6 % 38.5 % 42.3 %

6 6.4 % 8.7 % 12.7 % 13 8.0 % 9.7 % 11.8 %

7 7.0 % 8.5 % 12.0 % 14 7.0 % 13.4 % 14.4 %

Fig. 2. Relative error in the prediction of load profiles (as percentage, on y-axis) vs.
average load during workdays (as kWh, on x-axis) for each of the 14 local power
stations.

The task of predicting PV power production was based on a combination
of weather forecast data and an ideal irradiation model. The weather forecasts
were grouped into four categories, with “clear skies” forecast for 38 to 52 days
(depending on the location of the power station), “sunny” for 80 to 95 days,
“cloudy” for 121 to 156 days, and “overcast” for 91 to 97 days of the year 2013.
The forecast data was made available by Südtiroler Informatik AG1.

We obtained the ideal irradiation data for South Tyrol from the Photovoltaic
Geographic Information System [11], a service of the European Commission’s
Institute for Energy and Transport. Over the course of a calendar year, the ideal
irradiation curve exhibits a pronounced inverted U-shape, with the maximal
1 http://www.siag.it.

http://www.siag.it


Using Smart Grid Data to Predict Next-Day Energy Consumption 233

irradiation occurring during the summer months, and a drop-off to around 50 %
of the maximum during the winter months. This curve, which was only available
as 12 data points (one for every month), was linearly interpolated to have irra-
diation data for every day of the year. These daily values were then fit via an
affine transformation f(x) = ax + b so that the sum of squared errors between
ideal irradiation and actual PV production was minimized. An example of such
a curve fit is shown in Fig. 3.

Fig. 3. Actual (crosses) and predicted (solid line) PV power production (in kWh, on
x axis) for all 365 days in the year 2013 (on y axis). Data is for one of the larger
stations and the weather forecast category “clear skies”. The average relative error of
predictions is 6 %.

Table 2. The average relative errors for predicting next-day PV power production for
stations # 1–14, stratified by weather forecast conditions. Errors were calculated as
absolute differences between actual and predicted PV power production for all days in
a given forecast category.

# Clear Sunny Cloudy Overcast # Clear Sunny Cloudy Overcast

1 6.0 % 9.4 % 18.7 % 39.9 % 8 4.5 % 6.6 % 23.8 % 47.8 %

2 5.4 % 8.5 % 18.0 % 33.8 % 9 4.6 % 8.7 % 21.5 % 38.6 %

3 5.0 % 8.0 % 19.3 % 40.4 % 10 6.8 % 7.1 % 21.3 % 30.0 %

4 7.2 % 7.2 % 20.7 % 36.6 % 11 8.7 % 8.9 % 18.0 % 34.5 %

5 4.6 % 6.9 % 18.1 % 32.9 % 12 9.4 % 12.1 % 25.5 % 47.6 %

6 4.0 % 5.8 % 21.0 % 38.7 % 13 4.7 % 8.7 % 19.7 % 37.4 %

7 2.9 % 6.2 % 19.9 % 39.1 % 14 3.4 % 6.5 % 22.3 % 46.9 %

A summary of the relative errors in predicting PV production across all 14
stations and 4 forecast categories is given in Table 2. One can observe that,
as expected, more stable and favorable weather conditions lead to better pre-
dictions. The more volatile the weather condition, the worse the predictions
become, with an increase of an order of magnitude between the “clear skies”
and the “overcast” forecast categories.
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4 Discussion

The results presented in the previous section show that the use of simple methods
and algorithms can lead to results that are competitive with the best reported
in the literature.

In the case of predicting next-day load profiles, a nearest-neighbor approach
resulted in relative errors as low as 4 % for large power stations and workday
load profiles. This is on par with results obtained by Mirowski et al. [3], who also
obtained about 4 % relative error with more complicated methods (e.g., support
vector regression) for a slightly larger data set.

In the case of predicting PV power production, using a reference model of
ideal solar irradiation allowed us to smooth over the day-to-day volatility in
the data in a theoretically sound manner. The resulting relative errors for next-
day prognosis of 2–9 % for easy-to-predict weather situations (clear skies) are
competitive with the best results in the literature: Relative errors of around 5 %
are reported by Cococcini et al. [5] and Mandal et al. [6].

Limitations: There are a number of drawbacks of this study that are mainly the
result of having only one year’s data available. With more data, one could use
the nearest-neighbor approach not just on the time axis, but also in profile space,
in effect looking for similar profiles in several year’s data. This may improve the
predictive accuracy, in particular for the pre-holiday and holiday categories.

More data across several years would also benefit the PV power prediction
task, because it would make more fine-grained weather conditions possible. Cur-
rently, we are using only four categories; more data would allow us to increase
this number, and more finely adapt the ideal irradiation model to actual power
production values in different weather conditions.
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Abstract. The desktop ecosystem is full of software applications of all
sizes that share a common space. From alarm clocks to agendas, chat
programs, or volume widgets, these software applications are usually not
regarded as highly critical software, but they are the kind of software
used by millions of people every second. Their computer user experience
depends heavily on how well these applications behave.

At the same time, these software applications are built using many
different development frameworks, each of which has its own develop-
ment and testing tools. This implies that novel verification approaches,
such as property-based testing (PBT) will have a long way until they
reach all of them, since technology-specific tools implementing PBT will
need to be developed and adopted by their respective developers.

In this paper, we propose an alternative approach that will allow us to
test desktop applications in a technology-agnostic manner. Taking advan-
tage of the free and open-source project FreeDesktop, which enables
interoperability at the desktop level, and specifically of its D-Bus inter-
process communication system, we demonstrate the feasibility of per-
forming automated property-based testing using a tool like QuickCheck,
in a powerful, reusable, effort-effective way.

Keywords: FreeDesktop ·D-Bus · Property-based testing ·QuickCheck

1 Introduction

Research in software development is usually concerned about making big impact
by addressing big problems, which are frequently identified with big applications,
great amounts of data, or massive systems. However, end-user software is big
in itself, in the sense that it is what defines, for millions of people, the user
experience of using a computer on a daily basis.

For many people living in developed countries, an increasing amount of time
each day is spent in front of a desktop computer, not only at work (cf. Fig. 1) but
at home, performing simple leisure tasks, using software applications to write or
talk to their friends or relatives, listen to music or watch videos, edit documents,
or plan events (cf. Figs. 2 and 3). Even when a portion of these activities is
migrating to the cloud, it is still the case that each of our desktops is full with
small, often single-purpose applications.
c© Springer International Publishing Switzerland 2015
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Fig. 1. Average use of computers at work (hours per day). (Source: http://www.
theatlantic.com/health/archive/2012/09/how-to-keep-computer-screens-from-destroyi
ng-your-eyes/263005/, Source: http://wearesocial.net/blog/2010/08/uks-media-consu
mption-habits/)

Fig. 2. Average use of computers for leisure (percentage of leisure time, per age group).
(Source: http://wearesocial.net/blog/2010/08/uks-media-consumption-habits/)

At the same time, these software applications are built using many differ-
ent development frameworks. For instance, the most famous desktops for Linux
environments are GNOME and KDE, but there are many other Linux/UNIX
GUI technologies, and this is unlikely to change. On the contrary, applications
developed in different technologies and languages may very well live together in

http://www.theatlantic.com/health/archive/2012/09/how-to-keep-computer-screens-from-destroying-your-eyes/263005/
http://www.theatlantic.com/health/archive/2012/09/how-to-keep-computer-screens-from-destroying-your-eyes/263005/
http://www.theatlantic.com/health/archive/2012/09/how-to-keep-computer-screens-from-destroying-your-eyes/263005/
http://wearesocial.net/blog/2010/08/uks-media-consumption-habits/
http://wearesocial.net/blog/2010/08/uks-media-consumption-habits/
http://wearesocial.net/blog/2010/08/uks-media-consumption-habits/
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Fig. 3. Average use of computer time (percentage of leisure time, per age group).
(Source: http://wearesocial.net/blog/2010/08/uks-media-consumption-habits/)

a users’ desktop. Consequently, developers using different frameworks need to
use different technologies for implementing and testing their user applications.

This is not directly perceived by the user, of course, but it has the potential
of slowing down the improvement in quality that we could achieve by applying
novel, advanced methods for testing, for instance. Specifically, property-based
testing is a verification technique that has been gaining attention due to the
appearance of tools like QuickCheck [1]. QuickCheck has proven very effective
in many case studies [8–12], which is leading to the appearance of many clone
implementations [4–7].

In this work, we propose an alternative for developers instead of waiting for
a technology-specific clone of QuickCheck being implemented that they can use.
Instead, we enable the use of the original QuickCheck for testing desktop appli-
cations, more precisely FreeDesktop applications, via a common inter-process
communication system, D-Bus. This enables the use a powerful and mature
implementation of PBT for testing desktop applications today, regardless of the
specific development framework we use to build an application.

2 Example of Typical Desktop Ecosystem Inhabitants:
Heterogeneous Components of an Alarm Service

To illustrate our proposal, we borrow an example from [13], in which a simple
alarm clock service is used to explain how the D-Bus intercommunication system
works. We will discuss the characteristics of this system in the next section, but
for now we will focus on the conducting example.

Take a simple functionality consisting in setting up a count-down timer,
which needs to raise a visual alarm. To implement this functionality we could

http://wearesocial.net/blog/2010/08/uks-media-consumption-habits/
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design three separate pieces which need to integrate, but need not be imple-
mented in the same language nor be developed by the same person/group of
people. Of course, we could also implement this functionality as a single com-
ponent developed in a single technology by one developer alone, but the consid-
eration of different heterogeneous pieces scalates better to larger, more complex
software applications. Figure 4 shows a representation of the heterogeneous sce-
nario, in which the core of the service is developed in a low-level language such as
C, while the other two pieces, the configurator and the alarm GUI are developed
in higher-level languages, namely Python and JavaScript.

Fig. 4. Heterogeneous components of a simple alarm service.

In a traditional development scenario, after the agreement on the integra-
tion APIs amongst the components of the system, each person/group of people
would design, implement and test each component. Usually, the tests for each
component would consist on a set of unitary test scenarios, individually chosen,
written and run by the component developer(s), as shown in Fig. 5. Additionally,
once the components are integrated into the final system, system-level testing
in the form of smoke testing is frequently performed, which in an heterogeneous
case like this requires either setting up a series of coordinated test scripts (at
operating-system level) to run again a set of designed scenarios, or else some
monkey testing performed manually by beta testers or selected users.

Fig. 5. Traditional unit testing of heterogeneous system components.
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As one can easily see, the ‘proper’ testing of any heterogeneous software
system like the one in our example quickly becomes a hassle when system size and
complexity grow, constituting an error-prone, hard to maintain, inefficient, and
ineffective testing infrastructure. In the next section, we propose an alternative
that can help reduce the maintenance effort of unit and system-level tests of
such systems, also improving test definition, repeatability, and error debugging.

3 Running QuickCheck-Generated Tests over D-Bus

To improve the situation presented in the previous section, and depicted in our
conducting example in Fig. 5, we would like to design a testing strategy which
infrastructure would allow use to “specify once, test multiple times”. In other
words, given that the system specification is unique, ideally we would like to have
a unique test specification from which specific unit and integration test levels
could be derived and run. In an heterogeneous context as the desktop ecosystem,
we propose to achieve this by taking advantage of existing intercommunication
facilities.

FreeDesktop [2] is an interoperability project that seeks to ensure that differ-
ences in development frameworks for desktop applications are not user-visible. In
other words, the FreeDesktop project builds a base platform (both specification
and implementation) that serves as back-end to higher-level application APIs
such as Qt, GTK+, XUL, WINE, GNOME, KDE, etc. As an example of this
interoperability efforts, FreeDesktop features D-Bus [3], a free and open-source
inter-process communication (IPC) system, that allows multiple, concurrently-
running software applications to communicate with one another.

Our proposal is to use D-Bus to communicate with any FreeDesktop appli-
cation for testing purposes. In particular, D-Bus can be used as a way to inter-
act with desktop applications within the context of test sequence execution.
Given that a desktop application is compliant with the FreeDesktop guide-
lines, we can test it, and its components, even if they do not use D-Bus for
inter-communication purposes. D-Bus functionalities include information shar-
ing, meaning that FreeDesktop applications ‘publish’ their services (i.e. APIs)
via D-Bus, enabling auto-discovery and thus even automatic black-box test gen-
eration, which we propose to steer by using a PBT tool like QuickCheck. The
use of a test model rather than a set of specific unitary test cases has a number
of benefits in terms of quality assurance [14].

Specifically, the application of this idea to our alarm service example is
depicted in Fig. 6. In this representation, we build one test model (labelled QC
model) which exercises the APIs of the alarm service implemented in C, the
alarm configuration written in Python, and the JavaScript alarm client, all of
them accessible via D-Bus [13]. Almost any programming language that is com-
monly used to build desktop components has a D-Bus library available, which
is programmatically used to expose said interface (cf. Fig. 6, libraries C-DBus,
Python-DBus [15] and JS-DBus).

Depending on the test module we write, we can exercise only one component
at a time (i.e. unit-testing the C-core of the service alone) or several/all of them
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Fig. 6. Integrated PBT testing of the alarm service via D-Bus.

(i.e. their integration testing). The key aspect is, since the test cases would be
generated from the QC model, they are technology-agnostic, and can be run
against any specific implementation of each and every component thanks to the
inter-connection of the generated test case to a given component execution via
D-Bus.

The general architecture of the testing infrastructure we propose for these
heterogeneous desktop applications is presented in Fig. 7.

Fig. 7. General PBT testing architecture for heterogeneous components via D-Bus.

4 Discussion

There have been previous attempts to use D-Bus as a vehicle to enable other
kinds of black-box, technology-independent testing of applications, specifically
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fuzz testing [16]. Fuzz testing is a technique well suited for detecting bugs stem-
ming from improper validation of input data, but it is not adequate for functional
unit-/integration testing, which has been our focus in this work. Admittedly,
many bugs in software are indeed caused by improper validation and handling
of input data, but these could be equally covered by the use of a property-based
testing tool, as proposed here.

Using a PBT tool, not only pseudo-random sequences of interactions (this is,
method invocations) with the SUT are generated to serve as test cases, the data
to be used in such interactions is also generated. To this end, while the available
interactions for each component can be obtained via D-Bus, the tester needs
to manually define data generators. These data generators may produce only
‘proper data’, thus focusing on positive testing, or else may generate ‘random
data’, thus enabling negative testing. In other words, the data-focused negative
testing that one can perform using a property-based testing is equivalent to the
aforementioned fuzz testing.

On the contrary, the effort required to use a PBT tool is unarguably greater.
While the use of a fuzz tool requires no learning from the tester, adopting PBT
as testing strategy does, and it should not be disregarded [17].

5 Conclusions

In this paper, we present a novel testing approach to applications or systems
which are inherently heterogeneous, as it is the case of desktops, but for which it
exists some form of inter-communication. Specifically, we focus on FreeDesktop
applications, for which the inter-connection is possible in an end-technology-
agnostic way via D-Bus.

In this setting, we contribute a “build one model, test any implementations”
approach which uses a property-based testing tool (namely, QuickCheck) instead
of technology-specific unit-/integration testing tools to define a high-level test
specification. From such specification, tests are derived and run by the PBT tool,
and submitted to the component implementation using the technology-specific
D-Bus driver.

With this testing architecture, two main goals are achieved: on the one hand,
tests are easier to maintain, more tests can be run, and the whole testing process
becomes more reliable and efficient. On the other hand, tests are independent of
the component technology-wise, so re-implementations of those, or even re-use
of the test model, becomes feasible.
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Abstract. One of the primary concerns with the increased complexity of
large-scale distributed systems is to ensure efficiency, resilience and reli-
ability of the system under changing contextual circumstances. A poorly
handled outage as unavailability of parts of the network or services, per-
formance bottlenecks or core network failure leads to down rated reliabil-
ity and quality of service and, in extreme cases, lengthy downtime of the
system. The current paper proposes a dynamic failure handling adap-
tation solution for cloud-enabled large-scale distributes systems that is
composed (so far) of two phases. The first phase represents identification
of a possible solution by means of case-based reasoning. The second one
is a modeling phase, where the adaptation strategy is configured and
described in terms of adaptation actions.

Keywords: Large-scale distributed systems · Adaptation · Decentral-
ization · Case-based reasoning

1 Introduction

Over the last years, there have been growing recognition and interest gain among
enterprises and academia throughout the world regarding the cloud computing
paradigm and a new emerging notion, cloud-enabled, large scale, distributed
systems (CELDS). Such systems, as a pool of collaborated stand-alone sub-
clouds, enhance the performance, availability and reduced cost of the resources
by employing usability of each cloud’s capability. They come as an answer to the
single cloud provider’s serving limitation in matters of processing and storage
requirements in relation to the continuously growing number of resource and
service consumers.

For CELDS, adaptability is a valuable and an almost inevitable process
mainly because cloud environments are not static: they evolve, and the parties
must respectively adapt to new contexts varying from network traffic fluctua-
tions to unavailability of different system components. In this paper we propose
a set of standards for adaptation, that will guarantee that the structure as well
as the level of analysis and action are sufficiently detailed and scalable to allow
c© Springer International Publishing Switzerland 2015
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the system to handle accordingly detected failures while supporting evolution
of the system over time through higher flexibility and maximized performance.
The adaptation component must abide by a balance between preventing viola-
tions of established Service Level Agreements (SLAs) and resource consumption
while conveying the recovery method that triggers the repair action associated
to a particular event and allows the system to be rolled back to a state in which
continuation with the new execution plan can be performed [1]. The adapta-
tion engine would be embedded in a larger architecture that envisions CELDS
in terms of abstract state machines (ASMs) [2] as a three-layered model han-
dling the service work flow, monitoring and adaptation which are distributed
throughout the system [3]. Monitoring components [4] and adaptation compo-
nents must cohesively work together in order to detect and enforce the correct
solutions in case of failures. The adaption component reacts to the data col-
lected and assessed by the monitoring components and employs the repair of the
encountered problem under presumably optimal performance. Identification and
management of the solution are done through patterns of Case Base Reasoning
(CBS) and action workflows described in detail in the following sections.

The reminder of the paper is organized as follows. Section 2 presents case
base reasoning and its corresponding components in the current architecture.
Section 3 introduces our approach for supporting the adaptation action of multi-
cloud systems. Section 4 gives an outlook for further research in this fields.
Section 5 analyzes related work. Main conclusions are provided in Sect. 6.

2 Knowledge Management Using Case-Based Reasoning

This section is intended to give a short summary of some key concepts in knowl-
edge management -based systems, and to provide focus on the CBR approach
and its applicability within the adaptation model.

2.1 Motivation

One of the most effective methods to assure the cooperation and collaboration in
a dynamically changing cloud enabled environment is knowledge sharing among
all computing objects. By sharing knowledge and leveraging the existing infor-
mation resources, intelligent behaviors that target a better coverage, robustness,
and efficiency of the system at hand can be built.

Therefore, through reactive and proactive adaptation policies, the adaptation
manager exploits the components’ properties and registered behavior (average of
quality of service (QoS) failures, cloud’s violations responsiveness etc.), in build-
ing and continuously enhancing a catalog of rules that bind certain events to
specific adaptation actions [5]. Thus, at any time point, the knowledge manage-
ment system receives input measurements and notifications from the monitoring
component and outputs a set of actions that are executed within the Adaptation
Engine in order to retaliate the reported problems and avoid complete system
failure.
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Knowledge can be structured by employing one of the well known knowledge
management methods like:

– Rule-based system: with rules in the format “IF Condition THEN Action”,
it leaves room for concern regarding scenarios of handling contradicting rules,
employing a definite decision without hindering the rules’ load

– Default logic [6]: used mainly in areas with contradicting information, rep-
resents a version of a rule-based system in which the rules are represented
as: “IF Condition and all statements are consistent with the current system
assumptions, THEN Action”

– Situation Calculus [7]: data is observed as states, more specific fluents (logic
expression that can be true or false) and situations (a finite set of actions).
As situations observe fluents, their state is determined by the set of all valid
fluents for a given situation.

Although some of these alternatives can be worked out for a substantial part of
erroneous conditions, they are either incredibly complex (Situation Calculus),
time consuming or not feasible, basing their construction on contradicting infor-
mation rather than reason oriented (Default Logic). Most critically, they are
difficult to extend or maintain and are prone to break-down when faced with
complexity specific to large systems like CELDS (Rule-based system).

2.2 Case-Based Reasoning

CBR is defined by identifying, adapting and applying past registered solu-
tions/experiences to similar problems by heavily relying on the quality and
amount of the collected data, the background knowledge and the pattern discov-
ery mechanism that determines the similarity between two problems/cases [8].

As the project is in its incipient stage, we assume the knowledge base is filled
with some meaningful initial cases, representative for the actions that can be
triggered. In cloud management, a case (CBr) represents a formatted instance
of a problem linked (Pr) to a recorded solving experience (Sr):

CBr = Pr + Sr,

The problem part of the adaptation case consists of description attributes and
features subject to a common pattern recognition mechanism, whereas the solu-
tion denotes the set of actions that have to be performed on the retrieved solu-
tion. For organizing our case bases in a manageable manner that supports effi-
cient search and retrieval, we use either [9] the flat/linear memory model (all
cases are organized in the same level) characterized by maximum accuracy, easy
maintenance, and easy but rather slow retention in large case bases; or the foot-
print memory model (all cases are in hierarchical form) characterized by a fast
retrieval at a high cost of care base construction and maintenance.

In general, a typical CBR cycle comprises 4 activities, which adapted to the
given context of failure handling in CELDS, work in close relationship with the
monitoring components and the adaptation manager, depicted also in Fig. 1:
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1. Retrieve the case(s) deemed most similar to the new one. Identifying ini-
tial matches represents applying domain-specific similarity measures (Sim(fiI,
fiE)) between the new case (I) and the existing ones (E), for each of the spec-
ified features (fi) in the case base. For flat memory models, initial and best
match are done through a nearest neighbor assessment, based on a weighted
(w) sum of all the features :

x =
∑n

i=1 wi × Sim(f I
i , f

E
i )∑n

i=1 wi

The retrieval complexity of this approach is O(n). The footprint model, on
the other hand, uses a proprietary method that locates the target’s nearest
footprint case and then searches for the most similar case among the cases
covered by that footprint case.

2. Reuse the information in the similar case to perform the needed adaptation.
In this phase of the process, through simple operations of copy and adapt,
the retrieved case is adapted to the current situation by abstracting away
the differences (Dt,r) between the target problem (PT) and the retrieved case
solution part (Sr):

CBt = Pt + Dt,r + Sr

The definitory actions for that particular solution are loaded and passed on
to the Adaption Manager where they are executed according to the action
workflow schema describing them.

3. Revise the proposed solution. As the solution is being carried out accord-
ing to its specification, the monitoring component evaluates the solution’s
performance, accuracy and output to specific threshold values. If the results

Fig. 1. Proposed case-base manager model
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are positive, then the Case Base Manager is notified to classify it as a valid
solution and retain the parts of the experience likely to be useful for future
problem solving. The Case Base Manager is notified also in case of failures
(problems persists or is partially satisfactory) as it needs then to optimize the
definition of aggregated features by applying a set of rules to the feature val-
ues of the current case, making it a better fit with the new case requirements.
And thus the cycle is repeated for the newly refined case.

4. Retain the case. The new problem-solving experience (be it a new case or
an old case generalized to include the new case as well) is indexed for future
retrieval and integrated into the case repository. Existing cases need to have
a refined indexing as well as a strengthened or weakened weight of features,
based on their correlation of retrieving relevant or irrelevant cases.

3 Adaptation Approach in Terms of Action Management

As indicated in the previous section, a solution for any case r (Sr) represents a
set of N actions, all equally necessary to completing the solution:

Sr = {a0, ..., aN−1}
We do not want to impose any constraint on this set meaning that the order of
definition does not necessarily represent the order of execution. Still, in order to
support ordered execution for any given set of actions, we need additionally a
starting execution action and a set of transitions (ti) from one action execution
to other(s):

ti = s

{
{(ai, a0), ..., (ai, aj)} if 0 ≤ j ≤ N - 1
∅, if j = i

Introducing a new term, an action workflow for a given solution r (AWSr) indi-
cates that the adaptation actions are executed in a prescribed order starting
from an initial action and following the defined transitions.

AWSr = ({a0, ..., aN−1}, ainitial, {t0, ..., tN−1})

Actions are built on single responsibility principle, meaning that each action
denotes a single update to the system. More importantly, they are autonomous
and self-aware. If we look at the order of execution, there is an indirect depen-
dency between the actions as one action cannot start its execution unless its
needed prior action completes and implicitly triggers the next transition step. If
we were to annotate actions with characteristics of the actions with which they
are engaged in a relation, we would be creating a strong dependency between
all the involved actions. To avoid this, we need to employ a flexible and easily
extendable method for defining actions and their underlying transition depen-
dencies.

At any given moment, during the adaptation process, an action is bound to
have one of the following 4 states:

state : {a0, ..., aN-1} = {active, passive, failed, run}
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Starting with a passive state, the action awaits its determining action to complete
its update. Once the prior action is completed, the passive action moves to state
run where the execution process handles the needed update. Depending on the
results of the execution, the action can become either active or failed. An active
action indicates that its defining update was already performed successfully. If
the execution was interrupted due to some detected failures or errors, the running
action becomes failed.

One way of handling action ordering is by means of notification/signaling.
Starting with a fixed set of notifications:

signals = {actionStarted, actionCompleted, actionFailed}
every action would now embody concrete instances of those three notifications.
Based on this construction, every action state change would now imply broad-
casting the associated notification/signal:⎧⎪⎨

⎪⎩
passiveai → runai , broadcastNotification(actionStartedai)
runai → activeai , broadcastNotification(actionCompletedai)
runai → failedai , broadcastNotification(actionFailedai)

Through this mechanism, the problem is partially solved, as actions still need
to be linked to data specific to other actions, in this case associated notifica-
tions. Fragmenting the notification mechanism by introducing an intermediate
component, Action Controller or Handler (illustrated in Fig. 2), gives us the
complete independence between the given actions of an adaptation solution.
The Action Controller would therefore intercept all the raised notifications and
respond to them based on its established contract. The reaction implies either
enacting and executing its corresponding action, or ignoring the notification as
it is not of interest in the given solution configuration. Besides pertaining to the
independence of the actions, having controllers in place to monitor and handle
the interaction between given actions emphasizes new properties of the com-
plete model like: built-in extensibility and substitution capabilities by enabling
the possibility to add or remove any given number of actions without the need
to update the current actions; reusability capabilities as actions are not specified
in terms of other actions but in terms of needed input, concrete implementa-
tion and resulting output; reverse state capabilities, offering in case of failures
the possibility to revert the system to a stable state through a notification based
compensating transaction. All the pertaining notions like actions (with their cor-
responding properties and notifications), action controllers (with their associated
action and notification contract) as well as the starting action are described in
the configuration file workflow schema. Each adaptation case has such a schema
which, once is passed on to the Action Manager, is compiled and all the relevant
data (initial action and all action controllers) are loaded to handle the execu-
tion of the adaptation (the actions are loaded once that particular update is
requested as a result of one action completing). While an adaptation strategy
is acted out in compliance to the established factors, new changes in the envi-
ronment may require other methods, which, if not treated accordingly, can lead
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to a continuous adaptation loop, also referred to as oscillation. Depending on
the completion time of the actions, the time frequency of the requests and in
equal part the components involved, the Action Manger must either interrupt
the undergoing update or prioritize the remaining ones.

Fig. 2. Proposed action manager model

4 Future Development

Having only one component in charge of the adaptability process is rather risky
as faulty situations can occur also at this level. Therefore, redundancy should
be considered so that every component is annotated with a subset of rules and
actions that allows adaptation enactment at component level in case the adapta-
tion engine is not viable. Before reaching the execution of an adaptation solution,
the decision process based on prior experiences needs further refinement: feature
and attribute description and classification for an adaptation case and similarity
functions definition based on the established parameters. A parallel development
would be to model the evolving solution in terms of ASMs which would allow us
to verify and validate the models before starting the development of the code.

5 Related Work

Research in software adaptation ranges from the development of generic architec-
tural platforms to specific middleware using component frameworks and reflec-
tive technologies for specialized domains. The proposed mechanisms include:
dynamic adaptation by generic interceptors [10], which do not modify a
component’s behavior, but intercept messages between components; dynamic
adaptation with aspect-orientation [11]; parametric adaptation [12] or dynamic
reconfiguration by means of adjusting or fine-tuning predefined parameters in
software entities.
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6 Conclusions

This article pertains to identify adaptation approaches of dynamic and scalable
distributed systems to facilitate a mapping of current challenges and fault tol-
erance procedures to CELDS characteristics. The approaches presented herein
for identifying and configuring an adaptation solution and its corresponding set
of executable actions, represent building blocks in our (on-going) research and
development project, focused on analysis, design, specification and formal mod-
eling of an adaptation engine.
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Abstract. This paper addresses the management of container flows in
a maritime container terminal. In this context, we propose a multi-stage
approach that allows to provide a complete schedule of the container
flows from their arrival within container vessels to their delivery to receiv-
ing companies. Our proposed approach is aimed at minimizing the total
maximum waiting time of the companies after they have requested con-
tainers. The computational results indicate that there are some relations
subjected to the involved resources that have to be considered when
tackling this problem.

Keywords: Container transshipment · Maritime container terminal ·
Metaheuritics

1 Introduction

The multi-modal transportation involves the interconnection of several means
of transport (e.g., container vessels, trucks, trains, etc.). In this environment,
maritime container terminals play a highlighted role. These facilities are open
systems dedicated to the exchange of containers in multimodal transportation
networks, allowing to move goods from their production sources towards their
final destinations. However, the management of a given maritime container ter-
minal is extremely complex due to the high volume of containers to handle, the
number and the characteristics of the heterogeneous processes brought together
within it, and the increasingly demand of reliable services.

For this reason, the availability of support systems that aid to achieve an
efficient management of maritime container terminals is of essential interest in
this transportation area. Thus, in order to tackle some of the most challenging
issues for obtaining a support system, the main goals of this paper are (i) to
analyse the main flows of containers in a maritime container terminal between the
quay area and external companies that pick up the containers, and (ii) to propose
a multi-stage approach aimed at modelling the transshipment of containers in a
terminal.
c© Springer International Publishing Switzerland 2015
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The remainder of this paper is organized as follows. Section 2 introduces an
analysis of the main flows of containers arisen in maritime container terminals.
Section 3 overviews the most highlighted papers found in the related literature.
Afterwards, Sect. 4 introduces a multi-stage approach aimed at optimizing the
transshipment of containers in a given maritime container terminal. Several com-
putational experiments are presented and discussed in Sect. 5. Finally, Sect. 6
draws the main conclusions extracted from the work and proposes several lines
for further research.

2 Maritime Container Terminals

The maritime container terminals are huge facilities found within multi-modal
transport networks mainly dedicated to exchange containers among different
transport modes. The layout of a terminal can be split into the following three
different functional areas (Günther and Kim [10]):

– The quay area is the part of the port in which the container vessels are berthed
in order to load and unload containers to/from them. The main seaside oper-
ations in maritime container terminals are studied in [14].

– The yard area is aimed at storing the containers until their subsequent retrieval.
The main storage yard operations and several directions for further research are
analysed in [2].

– The mainland interface connects the terminal with the land transport modes.
The transport operations in container terminals are reviewed in [3].

The containers in a maritime container terminal arrive by means of container
vessels, trucks, or trains. Once a container vessel arrives to the terminal, a suit-
able berth is assigned to it according to its particular characteristics (i.e., draft,
stowage plan, etc.) and all its containers are unloaded by means of the available
quay cranes. Simultaneously, some containers can be loaded to be transported by
the vessel towards another port in its shipping route. The loading and unload-
ing operations are termed transshipment operations and have a great impact
on the competitiveness of the terminal due to the fact that they determine the
turnaround time of the vessels at the terminal.

Internal transport vehicles found at the terminal are aimed at moving con-
tainers from the quay cranes towards their storage locations on the yard, and
vice-versa. The containers are stored on the yard of the terminal until their sub-
sequent retrieval, which is determined by their loading time in vessels or the
expected arrival time in private companies found outside the terminal.

The containers are moved between the terminal and the existing private
companies found outside the terminal by means of external transport vehicles.
The containers requested by the external transport vehicles can be picked up
from the quay after the quay crane has unloaded them or from their current
locations in the yard blocks. Once a container has been picked up by an external
transport vehicle can be directly transported towards its destination private
company outside the terminal. It is worth mentioning that, due to space and
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security restrictions, only a maximum number of external transport vehicles can
be simultaneously in the terminal.

The optimization objective studied in this paper is the minimization of the
waiting times of the private companies requesting containers. This can be for-
mally expressed as follows:

min
∑
e∈E

wt(e), (1)

where E is the set of existing private companies and wt(·) is the maximum
waiting time of a company after requesting containers.

3 Related Works

The container transshipment management at maritime container terminals
involves, at a first stage, the berthing of container vessels and the storage of
their containers on the yard. In this regard, the quay and yard operations play
an outstanding role due to their direct impact on the overall management of
transshipment flows.

The main logistic problem at the seaside is the so-called Berth Allocation
Problem (BAP). Its goals are assigning and scheduling incoming vessels to
berthing positions along the quay. As indicated in [12], this problem has a rele-
vant impact on the container terminal performance. The reason is found in that
a bottleneck derived from a poor schedule of its resources may be translated into
a delay of the remaining logistic operations at the terminal.

Once the vessels have been berthed, their containers are unloaded [7] and
moved towards the yard, where they are stored in the yard blocks until their
subsequent retrieval [9]. However, the space on the yard is a scarce resource, and
therefore suitable stacking strategies are required. This way, a continuous flow of
goods in the supply chain is kept. Optimization approaches have been proposed
in [11] and [1] among others with the aim of satisfying the container requests of
a container terminal.

On the other hand, a relevant problem arises in the land-side, the route plan-
ning problem, which can be split into two stages: the design of service networks
(tactical), whose goal is to find the best set of services dealing with transport and
logistics, and the transport programming or operational planning (operational),
which determines the best service under scenarios with available resources and
imposed constraints. Most inter-modal problems described in the literature fol-
lows the first format (i.e., design and planning of networks and flow), aimed at
finding the best combined transport route in an inter-modal transport network.
These problems are solved and modelled as a shortest path problem, since their
objective is to find the best path given specified starting and ending points, and
doing stops at diverse nodes. See the works [4,5], and [15] for further discussion.

4 Optimization Approach

The flow of containers around a maritime container terminal in their way towards
receiving companies can be addressed by a multi-stage approach, as discussed
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Fig. 1. Diagram of the multi-stage approach

in the following. This is depicted in Fig. 1. Those container vessels arriving to
port must be adequately berthed along the quay in order to load and unload
their containers while minimizing their waiting times. Thus, at Stage I, the
vessels are allocated and the transshipment containers to be loaded and unloaded
from/into are scheduled by the quay cranes according to their stowage plans. An
efficient Tabu Search algorithm with a Path-Relinking-based restarting strategy
(Lalla-Ruiz et al. [13]) is used at this stage.

Moving containers from the terminal to the companies requires to manage a
fleet of external transport vehicles. With this goal in mind, a heuristic approach
is proposed. This approach allows to assign each container to one of the available
external transport vehicles with the aim of minimizing the total transportation
times of containers to companies. This way, each container unloaded from a
vessel is assigned to a vehicle to be transported to its destination company as
shown in Stage III. In those cases in which there is not external transport vehicle,
the container must be stored in one of the yard blocks and follow the process
shown in Stage II.

As above mentioned, in some cases, containers cannot be delivered immedi-
ately to their destination companies, and then they have to be temporarily stored
on the yard of the terminal. In this case, each container is moved to the yard by
one of the internal vehicles of the terminal and stored in a yard block by means
of the stacking cranes. The management of the storage and retrieval operations
in blocks is known as Stacking Problem (SP). Its objective is to minimize the
number of relocation movements performed by the stacking cranes at the yard.
A heuristic algorithm [8] to solve this problem is used. The rationale behind our
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heuristic is to exploit those time periods in which the stacking cranes are idle in
order to arrange the stored containers according to their retrieval orders.

5 Computational Experiments

This section is devoted to assess the performance of the multi-stage approach
proposed in this paper. The influence of the different elements of the maritime
container terminal in the companies waiting time has been studied, and the
correct behaviour of our approach has been checked. The approach has been
implemented using the programming language Java Standard Edition 7.0. All
the computational experiments have been carried out on a PC equipped with
Ubuntu 13.10, a processor Intel Core 2 Duo 3.16 GHz, and 4 GB of RAM.

Some parameters, such as number of containers nC, number of companies
nE, number of berths nB, and number of arriving vessels nV , have been taken
into account to generate scenarios with different features. These scenarios have
been executed changing some other parameters values, such as number of quay
cranes of a berth b denoted as qc(b), number of internal vehicles nKin, number
of external vehicles nKout, and maximum number of internal vehicles simulta-
neously allow inside container terminal.

Fig. 2. Average companies waiting time according to a percentage over a maximum
number of external vehicles (maxKout).

For the first experiment, we have checked the influence of the number of
external vehicles simultaneously allowed inside the terminal (maxKout) over the
companies waiting time. Figure 2 shows the behaviour of the companies wait-
ing time when the percentage of external vehicles allowed inside the terminal
maxKout increases. Each line corresponds to a different number of companies
nE = {100, 125, 166, 250}, and the number of containers nC has been fixed
to 500.
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As can be seen in Fig. 2, the rank of the waiting time is different based on the
number of companies to which containers belong, going from 4 days to 2 days.
It has been possible to verify that the higher the percentage, the smaller the
companies have to wait.

Moreover, there is a certain stability in terms of companies waiting time
obtained when a percentage is reached. In this regard, this stability is achieved
earlier when the number of external vehicles increases, since the percentage of
allowed vehicles in the terminal is calculated on the basis of the total number
of external vehicles. Hence, the higher the total number of external vehicles,
the larger the number of external vehicles allowed inside terminal, and therefore
the better the results in terms of the companies waiting time. This way, when
the total number of external vehicles is very high there is no difference between
allowing 10 % or 100 % of them inside terminal. With this kind of graphic it is
possible to determine which is the limit number of external vehicles allowed inside
terminal for which no significant improvement occurs in terminal performance
according to the particular characteristics of the studied terminal.

Fig. 3. Average waiting time of companies according to the number of containers (nC)

The second experiment has been made in order to assess the influence of the
number of required containers over the companies waiting time. Figure 3 rep-
resents the increment of companies waiting time when the number of required
containers increases. In the figure, each line corresponds to a number of compa-
nies, nE = {0.2 ∗ nC, 0.25 ∗ nC, 0.5 ∗ nC, nC}, which depends on the workload
in terms of the number of containers nC = {250, 500, 750, 1000}.

As can be checked in the figure, the increment over the companies waiting
time increases with the number of containers. This increment is quasi-linear
which makes sense taking into account the increase of containers within a ter-
minal with the same characteristics. Moreover, in those cases where the number
of companies is small, the companies waiting time is higher and vice-versa. This
is agree with real-scenarios since the higher the number of companies, the larger
the number of external vehicles hired by them for picking-up the containers.
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Furthermore, other important factor in a maritime container terminal is the
number of available internal vehicles. For this reason, in the last experiment the
effect of this parameter in the waiting time of companies is evaluated. Table 1
report the waiting time of companies regarding the number of internal vehicles.
Each column in the table represent the different number of companies considered.
As can be seen, the higher the number of vehicles, the lower the waiting time. In
this regard, the reduction is more relevant in terms of objective function value
when the number of companies increases. That is, when the number of companies
is high, the number of external vehicles is also high, so it is more likely that an
external transport vehicle may carry a container directly to a company without
requiring the use of any internal vehicle.

Table 1. Average waiting time of companies according to the number of internal
vehicles (nKin) and number of companies (nE)

nE

nKin 100 125 250 500

5 393152.39 324464.09 221071.60 167157.47

10 366842.52 315150.17 214457.18 166005.43

15 361079.06 307337.74 215206.25 165432.28

20 360385.22 304778.57 215020.96 164726.63

6 Conclusions and Further Research

In this work, we analyze the flow of containers in a maritime container terminal
from their arrival into container vessels to their delivery to receiving companies.
During this complete process, we have recognized three main stages and, hence,
proposed a multi-stage approach for providing a complete schedule. The compu-
tational experiments carried out suggest that the performance of the proposed
multi-stage approach corresponds with expectations while it provides a complete
schedule of the resources involved in the management of container flows.

Moreover, through our propose approach terminal managers are also able
to analyse the impact that some resources have over the terminal from the
viewpoint of the companies. This feature provides them a support when tak-
ing strategic decisions such as increasing the number of either internal vehicles
or quay cranes, extending the quay to include more berths, etc.

In future works, on the basis of the contributions presented in this paper, we
will focus on the introduction of dynamism related to the arrival of the vessels
and the movement of containers.
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Abstract. The Uncapacitated Plant Cycle Problem seeks to select a
subset of potential locations in which to open plants dedicated to pro-
vide service to customers scattered abroad upon the field. The locations
are known and each plant can serve an unlimited number of customers
through a vehicle route. The objective of this problem is to (i) determine
the number of plants to open, (ii) select the subset of locations in which
to open the plants, (iii) assign a non-empty subset of customers to each
plant, and (iv) determine a vehicle route dedicated to serve the subset
of customers assigned to each plant. With the goal of solving this prob-
lem from an approximate point of view, a Greedy Randomized Adaptive
Search Procedure is proposed in this paper. The computational exper-
iments disclose the suitable performance of this algorithmic approach,
which allows to reach high-quality solutions in reasonable computational
times.

Keywords: Greedy randomized adaptive search procedure · Uncapaci-
tated plant cycle problem · Logistics

1 Introduction

Determining the most adequate locations of logistic facilities is a challenging
objective in many fields, such as distribution, transportation, infrastructure
management, and so forth. This decision is usually subject to conflicting crite-
ria: maximizing the coverage of the customers to serve, minimizing the average
transportation times to reach the customers, minimizing the costs derived from
opening the infrastructures, etc.

Over the last few decades, an special interest has arisen through the combi-
nation of location and routing decisions. Location-routing problems [11] involve
the integration of those decisions regarding facility location, at strategic level,
and the design of vehicle routes to fulfil the demand of customers geographically
dispersed on a two-dimensional area, at tactical level. Addressing these logistic
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decisions independently gives rise to only sub-optimal results in most of the prac-
tical applications [1]. Hence, it is highly advisable to develop new optimization
approaches which consider their interdependencies jointly.

The focus of the present paper is put on the Uncapacitated Plant Cycle
Problem [8]. It is an optimization problem that seeks to determine a subset of
locations with unknown cardinality in which to open plants to provide service
to customers scattered abroad upon the field. The customers are assigned to
the plants and their service is given by means of vehicle routes. In this problem
no capacity constraints are considered, thus each plant can serve an unlimited
number of customers.

The main objective of this work is to propose a Greedy Randomized Adap-
tive Search Procedure to solve the Uncapacitated Plant Cycle Problem from an
approximate point of view. The computational results disclose the suitability
of this algorithm when addressing the Uncapacitated Plant Cycle in realistic
scenarios and open several promising lines for further research.

The remainder of this work is organized as follows. Firstly, Sect. 2 describes
the Uncapacitated Plant Cycle Problem. Section 3 presents a Greedy Random-
ized Adaptive Search Procedure aimed at solving the Uncapacitated Plant Cycle
Problem. The computational experiments carried out in the work are presented
and discussed in Sect. 4. Finally, Sect. 5 extracts the main conclusions from the
work and indicates several lines for further research.

2 Problem Description

In this work, the Uncapacitated Plant Cycle Problem (hereafter termed UPCP)
proposed in [8] is addressed. In the UPCP, a set of potential locations is given,
M = {1, 2, . . . ,m}, in which to open plants (i.e., infrastructures, warehouses,
etc.), P = {1, 2, . . . , k}, with the goal of serving a set of customers, denoted as
N = {1, 2, . . . , n}. The number of plants to open, k, is positive but unknown
in advance. However, opening a plant p ∈ P in a location produces a certain
cost, op > 0. Moreover, each customer must be assigned to exclusively one of
the opened plants. The assignment of a customer i ∈ N to the plant p ∈ P
involves an assignment cost, cip > 0. Furthermore, the customers assigned to a
given plant p ∈ P must be visited by a vehicle with no capacity constraints. The
travel cost between each pair of points, i, j ∈ M ∪ N , is dij > 0. It is assumed
that all the travel costs satisfy the triangle inequality [5].

The optimization objective of the UPCP is to minimize the sum of the open-
ing costs of the plants, the customer assignment costs, and the vehicle routing
costs. This objective can be formally expressed as follows

min
∑
j∈M

oj · yj +
∑
i∈N

∑
j∈M

cij · zij +
∑

i∈M∪N

∑
j∈M∪N

dij · xij , (1)

where yj is a binary variable that takes a value of one if and only if a plant is
open at location j ∈ M , zij is a binary variable that takes a value of one if and
only if customer i ∈ N is assigned to a plant open at location j ∈ M , and xij is
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a binary variable that takes a value of one if and only if the distance from the
points i, j ∈ M ∪ N is travelled by some vehicle.

According to the previous description of the UPCP, it should be noted that
the decisions to take are the following ones:

– Determining the number of plants to open. This is denoted as k.
– Selecting the subset of k locations in which to open the plants.
– Assigning a non-empty subset of customers to each plant.
– Determining a vehicle route dedicated to serve the subset of customers assigned

to each plant.

Finally, it is worth mentioning that, the UPCP is an optimization problem
that belongs to the NP-hard class of problems by reduction to the well-known
Travelling Salesman Problem [6].

3 Algorithm Approach

This work proposes a Greedy Randomized Adaptive Search Procedure (hereafter
termed GRASP) for solving the Uncapacitated Plant Cycle Problem (UPCP)
introduced in Sect. 2 from an approximate point of view. The GRASP [2,3] is
a well-known multi-start or iterative meta-heuristic algorithm developed in the
late 1980 s that has been successfully applied to a wide range of optimization
problems found in many fields of research. Representative examples of its appli-
cation can be found in vehicle routing [13], scheduling [10], and web services
composition [9]. Outstanding reviews of the GRASP have been published in
[4,7,12].

The rationale behind a GRASP is to make up feasible solutions by means of
a constructive procedure and then exploit them through the application of an
improvement algorithm. This process is iteratively repeated until a given stop-
ping criterion is satisfied. The execution of a GRASP usually starts with an
empty solution and, at each step, the constructive procedure includes a promis-
ing element in the partial solution obtained so far. The potential elements to
be included in the partial solution are conventionally evaluated according to a
greedy evaluation function, which determines the increment or decrement caused
in the objective function value after including the relevant element. If the solu-
tion obtained by means of the constructive procedure is not feasible, a repair
procedure must be then applied to recover the feasibility. Once a feasible solu-
tion is obtained, a local optimum solution is frequently achieved by applying a
local search method.

Specifically, the GRASP proposed in this paper has a threefold purpose.
That is, (i) selecting a subset of locations in which to open plants, (ii) assign-
ing each customer to a plant, and (iii) building the route to serve all the cus-
tomers assigned to each plant. The pseudo-code of the GRASP is depicted in
Algorithm 1. In this case, the GRASP iterates until a maximum number of con-
secutive iterations without improvement in the best found solution have been
executed (lines 3–17). This number of iterations is denoted as λ and its value
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Algorithm 1. Pseudocode of the Greedy Randomized Adaptive Search Proce-
dure for the Uncapacitated Plant Cycle Location Problem
Require: λ, maximum number of consecutive iterations without improvement in the

best solution found
1: sbest ← ∅
2: iterations ← 0
3: while (iterations < λ) do
4: k ← 1
5: while (k ≤ m) do
6: P ← Select k plants randomly from available locations
7: s ← Assign customers and determine routes associated with the plants in P
8: slocal ← Apply local search to s
9: if (f(slocal) < f(sbest)) then

10: sbest ← slocal
11: iterations ← 0
12: else
13: iterations ← iterations + 1
14: end if
15: k ← k + 1
16: end while
17: end while
18: Return sbest

is pre-defined by the user. In Algorithm 1, iterations represents the number of
consecutive iterations without improvement of the best found solution. Both, the
best solution achieved by the GRASP and iterations are initialized to empty
and zero, respectively (lines 1–2).

The selection of locations in which to open plants is the first decision to take
in the GRASP proposed in this paper. In this regard, k > 0 locations are selected
at random. With this goal in mind, the value of the parameter k is initialized
to one (line 4) and is increased in one unit from one iteration to the next (line
15). This process is carried out until the maximum number of locations, m,
is achieved (lines 5–16). Recall that, according to the definition of the UPCP
introduced in Sect. 2, the set of locations in which plants are going to be open
is denoted as P . This set of locations is selected in line 6.

Once the plants are open, the underlying solution must be completed with
the assignment and routing of the customers (line 7). In this regard, successive
constructions of a greedy randomized solution for the assignment and routing of
the available customers in the problem are carried out. With this goal in mind,
the impact of assigning each customer to the previously selected plants and its
position in the corresponding route is evaluated. At this step, one of the best
r > 0 assignments is selected according to the roulette-wheel selection process on
the basis of the increment in the objective function value. Each feasible solution
is improved through a local search algorithm based upon the reinsertion move-
ment (line 8). Finally, at each step, if the local optimum solution provided by
the improvement procedure improves the best solution found during the search
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process in terms of objective function value, this is updated (lines 9–10). Addi-
tionally, the count of iterations without improvement of the best solution found
during the search is set to zero again (line 11). Otherwise, the count is increased
in one unit.

4 Analysis

In the following, the suitability of the Greedy Randomized Adaptive Search Pro-
cedure (GRASP) introduced in Sect. 3 to solve the Uncapacitated Plant Cycle
Problem (UPCP) described in Sect. 2 is adequately assessed. Specifically, its
performance is evaluated in comparison with those of the Honey Bees Mating
Optimization (HBMO) algorithm proposed in [8] and an optimization model for
the UPCP developed by the authors of the present paper in a wide range of
realistic scenarios. The proposed optimization technique has been been imple-
mented in Java Standard Edition 7 and executed on a computer equipped with
an Intel Dual Core 3.16 GHz and 4 GB of RAM.

Table 1. Comparative results obtained by the Honey Bees Mating Optimization algo-
rithm [8] and the Greedy Randomized Adaptive Search Procedure (Sect. 3)

Instance Optimum HBMO [8] GRASP

n m op Index Gap (%) t (s.) Gap (%) t (s.)

5 2 1 1 4644 0.000 0.272 0.000 0.004

1 2 4990 0.000 0.297 0.000 0.004

250 1 3112 0.000 0.278 0.000 0.004

250 2 3046 1.250 0.256 0.000 0.003

500 1 5913 0.000 0.309 0.000 0.004

500 2 3207 0.000 0.281 0.000 0.004

645 1 5627 0.000 0.241 0.000 0.004

645 2 4784 0.000 0.313 0.000 0.004

1000 1 4728 0.000 0.303 0.000 0.004

1000 2 5865 0.000 0.291 0.000 0.003

10 5 1 1 6545 0.825 0.391 0.199 0.018

1 2 6615 1.077 0.406 0.000 0.016

250 1 6074 1.962 0.372 0.000 0.015

250 2 5215 2.429 0.303 0.000 0.015

472 1 5126 0.000 0.587 0.000 0.015

472 2 7015 1.792 0.294 0.000 0.016

500 1 7105 1.401 0.328 0.000 0.014

500 2 8044 1.203 0.572 0.000 0.016

1000 1 6648 1.773 1.119 0.000 0.015

1000 2 8042 0.000 0.412 0.000 0.014

(Continued)
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Table 1. (Continued)

Instance Optimum HBMO [8] GRASP

n m op Index Gap (%) t (s.) Gap (%) t (s.)

10 10 1 1 4779 0.374 0.269 0.000 0.039

1 2 5028 3.456 0.278 0.000 0.036

250 1 5417 3.612 0.303 0.000 0.025

250 2 5004 3.309 0.266 0.000 0.036

500 1 5348 3.467 0.300 0.000 0.022

500 2 4450 1.420 0.384 0.000 0.023

715 1 7466 3.045 0.569 0.000 0.027

715 2 6479 2.179 0.356 0.000 0.023

1000 1 8258 1.822 0.384 0.000 0.044

1000 2 7937 2.565 0.669 0.202 0.039

25 10 1 1 8746 2.009 0.697 0.000 0.121

1 2 7764 0.836 0.684 0.000 0.122

250 1 10449 1.348 0.722 0.000 0.191

250 2 10227 3.352 0.912 0.000 0.261

500 1 12320 4.771 0.734 1.372 0.313

500 2 11033 3.398 0.797 2.275 0.170

508 1 11593 3.958 1.125 0.000 0.213

508 2 11827 4.161 0.859 0.000 0.318

1000 1 14153 6.553 1.316 3.519 0.294

1000 2 12837 0.000 7.212 1.416 0.407

25 25 1 1 6776 1.593 0.491 0.000 0.391

1 2 5368 1.360 0.494 0.000 0.400

70 1 7250 1.662 0.500 0.000 0.625

70 2 8670 4.129 0.509 0.000 0.400

250 1 8955 7.738 0.487 0.000 0.377

250 2 10380 6.794 0.559 0.000 0.360

500 1 9827 15.438 0.747 0.000 0.437

500 2 9166 11.115 0.522 0.000 0.436

1000 1 13812 9.977 1.238 4.134 0.348

1000 2 12603 10.702 1.653 1.992 0.513
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Table 1 shows the comparison between the GRASP and the HBMO. The first
column (Instance) depicts the characteristics of the problem instances to solve.
Particularly, the number of customers (n), the number of potential locations (m),
the opening costs of the plants (op), and the identifier of the instance (Index )
are respectively shown. The subsequent column (Optimum) reports the optimum
objective function value obtained by the optimization model developed by the
authors of the present paper. Finally, the last columns (i.e., HBMO and GRASP)
show the deviations (Gap (%)) and computational times measured in seconds (t
(s.)) of the HBMO and the GRASP when solving the problem instances under
analysis, respectively. It is worth mentioning that, λ takes a value of 100 in all
the executions of the GRASP.

The computational results indicate that the performance of the GRASP over-
comes that of the previous approach from the related literature. In this regard,
the GRASP obtains the optimal or near-optimal solutions in all the scenarios
under analysis (below 4.2 %) by means of short computational times, less than
one second. Unlike this, the HBMO reports noticeable deviations in terms of
objective function value. This fact is specially evidenced in the largest prob-
lem instances, where deviations around 15 % have been obtained. Additionally,
HBMO requires larger computational times than the GRASP, around 7 s in some
cases.

5 Conclusions and Future Work

The Uncapacitated Plant Cycle Problem (UPCP) is a location-routing opti-
mization problem whose objective is to select a subset with unknown cardinality
of potential locations in which to open plants dedicated to provide service to
customers distributed on the field. The positions of the available locations and
customers are known in advance. Additionally, the plants to open can serve an
unlimited number of customers. Solving the UPCP involves to take several deci-
sions. These are (i) determining the number of plants to open, (ii) selecting the
subset of locations in which to open the plants, (iii) assigning a non-empty sub-
set of customers to each plant, and (iv) determining a vehicle route dedicated
to serve the subset of customers assigned to each plant.

In this paper, a Greedy Randomized Adaptive Search Procedure (GRASP)
is proposed to solve the UPCP from an approximate point of view. This meta-
heuristic approach is nested into a restarting strategy, which allows to iteratively
select the number of plants to open. The plants are selected at random by taking
into account the pre-defined number of plants selected. Afterwards and by means
of a constructive procedure, the customers are adequately assigned to the plants
open, whereas a route is efficiently built for the subset of customers assigned
to each plant. The computational experiments conducted in this paper indicate
the suitable performance of the proposed algorithmic approach, which allows to
reach high-quality solutions in reasonable computational times. This allows to
overcome a previous algorithmic proposal found in the related literature.

Several promising lines are still open for further research. One of them is to
tackle dynamic data in the problem. For instance, changes in the assignment
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costs, travel costs, etc. Additionally, considering multi-route, fuzzy, or capaci-
tated variants of this optimization problem should be also explored in subsequent
works.
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Melián-Batista, M.B., Pérez, J.A.M., Moreno-Vega, J.M., Pelta, D.A. (eds.) NICSO
2008. SCI, vol. 236, pp. 49–60. Springer, Heidelberg (2009)

9. Parejo, J.A., Segura, S., Fernandez, P., Ruiz-Cortés, A.: QOS-aware web services
composition using grasp with path relinking. Expert Syst. Appl. 41(9), 4211–4223
(2014)

10. Park, C., Seo, J.: A grasp approach to transporter scheduling and routing at a
shipyard. Comput. Ind. Eng. 63(2), 390–399 (2012)

11. Prodhon, C., Prins, C.: A survey of recent research on location-routing problems.
Eur. J. Oper. Res. 238(1), 1–17 (2014)

12. Resende, M.G.C., Ribeiro, C.C.: Grasp with path-relinking: recent advances and
applications. In: Ibaraki, T., Nonobe, K., Yagiura, M. (eds.) Metaheuristics:
Progress as Real Problem Solvers. Operations Research/Computer Science Inter-
faces Series, vol. 32, pp. 29–63. Springer, US (2005)

13. Villegas, J.G., Prins, C., Prodhon, C., Medaglia, A.L., Velasco, N.: A grasp with
evolutionary path relinking for the truck and trailer routing problem. Comput.
Oper. Res. 38(9), 1319–1334 (2011)



On the Comparison of Decoding Strategies
for a Memetic Algorithm for the Multi Layer
Hierarchical Ring Network Design Problem

Christian Schauer(B) and Günther R. Raidl

Institute of Computer Graphics and Algorithms, TU Wien, Vienna, Austria
schauer@ads.tuwien.ac.at, raidl@ac.tuwien.ac.at

Abstract. We address the Multi Layer Hierarchical Ring Network
Design Problem, which arises in the design of large telecommunication
backbone networks. To ensure reliability for the network the nodes are
assigned to different layers and connected using a hierarchy of rings of
bounded length. Previously we presented a memetic algorithm that clus-
ters the nodes of each layer into disjoint subsets and then uses a decod-
ing procedure to determine rings connecting all nodes of each cluster. In
this paper we compare several decoding procedures based on construc-
tion heuristics for the Traveling Salesman Problem and an integer linear
programming approach. We observe that a nearest neighbor procedure
outperforms the other constructive methods, while the exact approach
proves to be to slow for practical use.

1 Introduction

In this paper we analyze several decoding strategies for candidate solutions in
a memetic algorithm for the Multi Layer Hierarchical Ring Network Design
(MLHRND) problem. MLHRND arises in the field of telecommunication net-
work design and finds applications in large, hierarchically structured networks
with a strong need of survivability. The problem description originates from a
cooperation with an Austrian telecommunication provider.

With the increasing demand of large and fast telecommunication networks,
the matter of reliability became more and more important. Hence, it has to be
avoided that larger parts of the network become disconnected in case of limited
failures of devices or links. In principle, the simplest way to ensure survivability
in a network is the use of a ring topology since a node or link failure can be
compensated by re-routing the connection in the other direction. For the back-
bone of wide area networks a single ring would not be efficient anymore. The
failure of two nodes or links at the same time could disconnect large parts of
the network. Moreover, requirements with respect to bandwidth and maximal
delays physically limit the size of a ring. To fulfill physical constraints and ensure
a high degree of survivability in larger networks, multiple interconnected rings
are frequently used as backbones. Gendreau et al. describe in [1] the Ring Design
Problem, where nodes are connected via such interconnected rings, and propose
c© Springer International Publishing Switzerland 2015
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 271–278, 2015.
DOI: 10.1007/978-3-319-27340-2 34
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an integer programming formulation with a quadratic objective function. More-
over, the authors present three ring construction heuristics based on heuristics
for the Traveling Salesman Proplem (TSP) and three destroy and reconstruct
approaches for post-optimization to solve large size instances.

To allow scalability this interconnection is often realized in a hierarchical
fashion using rings on every layer of the hierarchy. Such a network is hence
called a Hierarchical Ring Network (HRN). When two rings are connected over
a single node (single homing) the network can compensate for a link failure but
does not stay connected if the concatenation node fails. To additionally cover
this situation the rings must be connected over two different nodes on each ring,
which is also called dual homing. Proestaki and Sinclair present in [2] a variant
of HRN with dual homing for matters of survivability, where the node to layer
assignment is not given a priori but to determine during the optimization process.
The objective function incorporates both the traffic on the rings and the overall
ring length. As an exact approach the authors present a binary integer linear
programming formulation. Additionally, they discuss a partition, construct, and
perturb heuristic that iteratively, for each layer, creates a solution.

The Multi Layer Hierarchical Ring Network Design (MLHRND) deals with a
hierarchical structure spanning nodes on multiple layers using rings of bounded
length and dual homing to ensure fault tolerance in case of single link and node
failures. In MLHRND the node to layer assignment is given a priori. In [3], we
introduced MLHRND for the three-layer case and described a variable neigh-
borhood search (VNS) and a greedy randomized adaptive search procedure for
heuristically solving it. We further argued that MLHRND is NP-hard, even for
the three layer case, since the classical Capacitated Vehicle Routing Problem can
be reduced to MLHRND.

In [4] we generalized the definition to an arbitrary number of layers, i.e.,
MLHRND, and described a memetic algorithm (MA). The idea of the MA is
to divide MLHRND into two depending subproblems, a partitioning problem to
determine the nodes belonging to each ring and a ring computation problem for
each partition. As a side effect we were able to further improve our VNS during
the design of the local search for the MA. In the end the MA outperforms the
VNS in 13 out of 30 instances, while in eight instances they perform on par. In [4]
we focused on the partitioning problem, in this work we discuss and evaluate six
different ring computation strategies.

The rest of the paper is organized as follows. In Sect. 2 we give a formal
definition of the problem and present the main principles of the MA in Sect. 3.
In Sect. 4 we describe several decoding strategies designed for MLHRND and
compare their performance in Sect. 5. We conclude this work in Sect. 6.

2 Multi Layer Hierarchical Ring Network Design

Let G = (V,E) be an undirected graph with vertex set V and edge set E. A
weighting function assigns costs cij ≥ 0 to each edge (i, j) ∈ E. Moreover, V is
partitioned into K ≥ 3 disjoint subsets V1, . . . , VK representing the layers each
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node belongs to. Edges exist between all pairs of nodes of the same and the
successive layer, i.e., E =

⋃
k=1,...,K(Vk × Vk) ∪ ⋃

k=1,...,K−1(Vk × Vk+1).
A feasible solution to MLHRND is a subgraph GL = (V,EL) connecting all

nodes in V and satisfying the following conditions; see Fig. 1 for an example.

1. All nodes in V1 are connected by a single independent ring containing no
other node.

2. The remaining layers are connected by K−1 respective sets of paths contain-
ing no nodes from other layers. Each node must appear in exactly one path,
i.e., the paths are node and edge disjoint to ensure reliability.

3. The end nodes of each path at layer k ∈ {2, . . . ,K} are further connected
to two different nodes (hubs) in layer k − 1, i.e., dual homing is realized. We
refer to the edges connecting paths to hubs as uplinks.

4. The two hub nodes, a path is connected to, must themselves be connected
by a simple path at their layer, i.e., the connection to a ring may not be
established via more than two layers.

5. The lengths of layer k ∈ {2, . . . ,K} paths in terms of the number of edges is
bounded below and above by blk ≥ 1 and buk ≥ blk, respectively.

The objective is to find a feasible solution with minimum total costs:

c(EL) =
∑

(i,j)∈EL

cij

3 A Memetic Algorithm for MLHRND

From condition 1 we can conclude that finding the layer 1 ring resembles the
classical TSP. Since there are no further limitations for the layer 1 ring, this sub-
problem can be solved independently. We use in our experiments the Concorde
TSP solver1 to determine an optimal layer 1 ring.

The MA is intended to solve the structurally more complex further layers.
As already mentioned before, the main idea behind the MA is to split MLHRND
into two subproblems: the first, to cluster the nodes of each layer into different
subsets; the second, to compute Hamiltonian paths through the subsets and
determine the uplinks for the paths in order to form together with the upper
layer feasible rings. While the MA is used to optimize the clusters, a decoding
procedure calculates the paths and rings. For a detailed description about the
MA including crossover and mutation operators as well as local improvement
methods we refer to [4].

In this paper we solely focus on the path and ring computation problem.
A generic decoding procedure is described in Algorithm 1. For each cluster on
each layer at first a Hamiltonian path is computed through the cluster (line 5).
We also tested the possibility to further improve each path by a local search
incorporating a two edge exchange neighborhood structure (line 6). Then the
uplinks connecting the end nodes of the current path to the preceding layer are
determined (line 7). We discuss an efficient algorithm to determine the uplinks
1 www.math.uwaterloo.ca/tsp/concorde.

www.math.uwaterloo.ca/tsp/concorde
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Algorithm 1: Decode and Evaluate Candidate Solution
1 begin
2 solution ← ∅;
3 for i = 2; i ≤ K; i ← i + 1 do
4 for ∀ Clusters c ∈ Layer i do
5 path ← compute Hamiltonian path through c;
6 path ← perform two edge exchange; // optional

7 path ← compute uplinks to Layer i − 1;
8 solution ∪ path;

9 compute costs for solution;

Fig. 1. A schematic representation for K = 3 and a generic decoding strategy.

in [4]. Obviously, the crucial part of Algorithm 1 is to compute the Hamiltonian
path, which is an NP-complete problem. Since Algorithm 1 is called in every
generation of the MA for each cluster in each candidate solution, i.e., thousands
of times, the runtime is a crucial factor. Therefore, we need to rely on heuristic
methods to solve this problem in reasonable time.

4 Decoding Strategies

In this section we discuss several heuristics to solve line 5 in Algorithm 1, i.e.,
the computation of a Hamiltonian path, efficiently. We designed our methods
based on various construction heuristics for the TSP.

Nearest Neighbor. In our first strategy (NN1) we start with the cheapest
edge of the cluster as initial path. Then we successively append the path at one
end with the cheapest edge available at this end until all nodes of the cluster
are connected. Out tests showed that this approach is too naive since the edge
connecting the last node can be of arbitrary length. To overcome this problem
at least in practice our next approach (NN2) is able to append both ends of the
path. We again start with the cheapest edge but in the following steps we select
the cheapest edge considering both ends and add this edge at the respective end.

Insertion. Our third strategy (INS) is based on the insertion heuristic using
farthest insertion. This method starts with the most expensive edge in the cluster
as initial path. From the set of remaining nodes INS iteratively considers all
minimum cost connections to a node on the path and selects the node with
the maximum min-costs. This node is then inserted into the path at the best
position, i.e., the least increase in path costs. To additionally improve the quality
of this approach we also allow to append the path at the begin and end.

Savings. Furthermore, we were interested in an approach that also considers
the uplinks during the path calculation. We adapted the savings heuristic for the
TSP to meet this demand and designed two strategies, one in favor of quality
(SAV-Q) and one in favor of speed (SAV-S). In the first step we compute the
two closest hub nodes for each node on the cluster to form initial subpaths. Then
the best saving when connecting two paths is computed and these two paths are



On the Comparison of Decoding Strategies for a Memetic Algorithm 275

merged. This procedure is repeated until all nodes are connected to a single
path. For SAV-Q we only consider feasible subpaths regarding the dual homing
and the hub path constraints. Therefore, the hub nodes for subpaths must be
adapted, when to paths are merged, which induces an enormous overhead in
runtime. But is it really necessary to consider these constraints during the path
creation? Why not relax them and only consider the hub nodes as an additional
indicator? Then all savings could be computed in a preprocessing step at the
beginning of the MA. This idea is realized in SAV-S, which follows the same
scheme as described before but without updating the hub nodes.

Exact Approach. To optimally decode a candidate solution we calculate a
minimum length Hamiltonian path including the uplinks for each cluster with
n nodes on layer k. We developed a single commodity flow mixed integer linear
programming formulation MIP for this task. Due to space restrictions we cannot
present the model here but it can easily be determined from the description of
the following constraints. For the flow start send a flow of n units from a hub
node z+ ∈ Vk−1. At each node in the cluster drop one unit of flow, i.e., flow
conservation, and connect to a second hub node z− �= z+, i.e., the dual homing
and hub path constraints. Additionally, each node in the cluster must have one
incoming and one outgoing edge to fulfill the degree constraint.

5 Results

For testing purposes we focus on the K = 3 layer scenario and use the same 30
benchmark instances as in [4], which consist of random graphs and graphs from
the TSPLIB2. By varying the number of nodes on each layer we generated 74
test instances with up to 439 nodes3. By using different combinations of upper
bounds buk for the path lengths we obtained 380 test cases. For the lower bound
blk we always assumed one edge as the minimum length for all paths.

We implemented our approach in Java 1.6 using IBM CPLEX 12.6 for MIP.
For each of the test cases we performed 30 runs executed on a single core of an
Intel Xeon (Nehalem) Quadcore CPU with 2.53 GHz and 3 GB of RAM. The
presented results show the average value over all test runs for each of the 30
benchmark instances. All statistical tests are based on a Wilcoxon rank sum
test with an error level of 5 %.

We performed our tests in two steps. In the first step we used each of the
three randomized construction heuristics from [4] to generate 30 networks for
each test case, which we then evaluated with our different decoding strategies.
We used MIP to determine the optimal decoding and considered the quality of a
solution as relative deviation from the optimal solution. Moreover, we tested our
strategies with and without local search, see Algorithm 1 (line 6). The results of
the first step are summarized in Table 1.

Without local search NN1 performed rather poor, while NN2 and INS per-
formed best for 15 instances each. In three cases the differences were significant
2 http://comopt.ifi.uni-heidelberg.de/software/TSPLIB95
3 All instances are available at www.ac.tuwien.ac.at/research/problem-instances

http://comopt.ifi.uni-heidelberg.de/software/TSPLIB95
www.ac.tuwien.ac.at/research/problem-instances
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Table 2. Experimental results for the MA using 1PX or UX as crossover operators
and NN2 or INS as decoding strategies with the respective results (score) and standard
deviations (dev). The first column lists the instance names including the number of
nodes in the graphs. Columns p show a statistical comparison between the best (printed
bold) and each other approach. As before ≈ indicates no significant difference and >
that the current approach performs significantly worse than the best.

NN2 with local search INS without local search
1PX UX 1PX UX

instance score dev p score dev p score dev p score dev p

ulysses22 123.31 0.28 > 123.20 0.24 ≈ 123.33 0.36 > 123.23 0.29 >
rand25 71255.47 221.34 ≈ 71255.47 221.34 ≈ 72115.70 791.21 > 72034.08 842.77 ≈
rand30 88484.53 3542.46 ≈ 88365.69 3422.10 ≈ 88373.45 3417.27 ≈ 88520.03 3517.76 ≈
rand35 89182.22 2888.34 ≈ 89167.36 2874.31 ≈ 89207.88 2905.87 ≈ 89219.38 2921.30 ≈
rand45 99145.13 2039.62 ≈ 99126.84 1992.77 ≈ 99257.84 1879.57 ≈ 99197.98 1899.85 ≈
att48 59663.81 632.16 ≈ 59596.17 681.46 ≈ 59665.21 670.47 ≈ 59597.99 617.41 ≈
eil51 743.72 15.56 ≈ 743.02 15.63 ≈ 742.34 16.68 ≈ 742.41 16.62 ≈
berlin52 13370.03 201.04 ≈ 13364.96 197.50 ≈ 13415.79 187.50 ≈ 13442.45 208.13 >
rand55 111846.88 2971.71 ≈ 111882.44 2878.37 ≈ 112080.33 3092.02 ≈ 112034.15 3078.47 ≈
rand70 126402.60 2322.23 > 125926.40 2264.46 ≈ 126444.95 2410.38 > 126350.88 2460.84 >
eil76 902.71 21.82 ≈ 902.03 23.09 ≈ 903.92 22.30 ≈ 902.58 21.50 ≈
rand85 136312.04 3237.14 ≈ 136050.13 3227.32 ≈ 136356.85 3247.76 ≈ 136371.92 3188.22 ≈
gr96 925.80 21.40 ≈ 926.07 22.21 ≈ 927.05 22.25 ≈ 926.81 22.50 ≈
kroB100 40759.91 1068.90 ≈ 40780.24 1122.37 ≈ 40785.50 1048.49 ≈ 40836.23 1052.94 ≈
kroA100 40043.51 1132.73 ≈ 39992.35 1151.43 ≈ 40045.00 1071.77 ≈ 40073.78 1127.82 ≈
bier127 202817.43 2601.11 ≈ 202674.00 2836.98 ≈ 202840.11 2636.28 ≈ 203059.76 2891.94 ≈
ch150 11719.20 236.62 ≈ 11715.27 246.43 ≈ 11745.00 246.83 ≈ 11743.80 249.00 >
rand175 184434.64 4073.46 ≈ 184749.36 4161.79 ≈ 184827.76 4163.57 ≈ 184575.13 4062.15 ≈
kroA200 53045.74 986.66 ≈ 53183.41 1089.88 ≈ 53130.83 1027.43 ≈ 53124.99 972.16 ≈
kroB200 53148.67 1024.49 ≈ 53229.85 1023.96 ≈ 53233.90 1093.49 ≈ 53225.21 1097.12 ≈
gr229 2840.61 66.71 ≈ 2842.48 65.43 ≈ 2840.89 68.60 ≈ 2839.64 68.63 ≈
rand250 214841.28 2983.39 ≈ 215245.46 3347.49 ≈ 215298.52 2823.12 > 215748.21 3095.64 >
rand275 219517.82 4488.71 ≈ 220505.76 4672.04 > 219986.49 4072.93 > 219977.24 4066.65 >
pr299 88667.95 1264.57 ≈ 88920.18 1383.50 > 89039.56 1229.15 > 89023.79 1248.33 >
lin318 77173.81 1718.17 ≈ 77612.38 1835.81 > 77413.53 1695.41 > 77369.73 1616.14 >
rand350 248766.28 5152.62 ≈ 250009.87 5706.74 > 249898.38 4995.30 > 249620.92 4888.68 >
rand375 259471.79 5313.26 ≈ 261068.47 6000.87 > 259663.98 5009.27 ≈ 259802.65 4989.60 ≈
rand400 269699.91 5854.83 ≈ 271924.26 6542.30 > 270367.61 5656.84 > 270318.90 5640.60 ≈
gr431 3373.65 57.92 ≈ 3401.35 63.94 > 3383.81 59.06 > 3384.23 57.47 >
pr439 201790.51 6992.98 ≈ 204776.11 7414.42 > 202670.12 6514.25 > 202878.68 6508.17 >

for NN2 and in eight for INS. Nevertheless, the runtime of NN2 is only half of
INS for the larger instances. To our surprise the savings approaches are not com-
petitive in terms of solution quality. While SAV-S is the overall fastest method
for the larger instances SAV-Q is by far the slowest. Therefore, we conclude
that considering the uplinks during the decoding process is more misleading
than helpful. The local search was able to improve all five methods. The gen-
erally weaker approaches benefit more form the local search, which goes along
with a certain increase in runtime. In the end NN1, NN2, and SAV-S show the
same runtime behavior. Nevertheless, with local search NN2 performs best in all
instances and in 21 cases significantly. Unluckily, MIP performs too slow to be
used within the MA on a regular base.

In the second step we incorporated the two most promising approaches within
the MA and compared their performance. We decided to use the NN2 approach



278 C. Schauer and G.R. Raidl

with and the INS approach without local search, since both show a comparable
runtime behavior and performed best in their specific category. We applied MIP
only to the best solution found by the MA to finally guarantee an optimal decod-
ing. The MA settings are exactly the same as in [4] only varying the decoding
strategy for it. The results are summarized in Table 2.

Used within the MA the NN2 approach performs best with 1PX for 15
instances (six times significantly) and with UX for 12 instances (twice signifi-
cantly). INS only performs best once for 1PX and UX each but not significantly.
A special case is the rand25 instance. Here NN2 found the optimal solution for
all test runs with both crossover operators while INS did not! Therefore, we
conclude that NN2 is our decoding method of choice and for larger instances
especially in combination with the 1PX crossover operator.

6 Conclusions and Future Work

We presented several decoding strategies for an MA to solve the Multi Layer
Hierarchical Ring Network Design problem. The basic concept is to use the MA
to cluster the nodes of each layer into disjoint subsets and then use a decoding
procedure to compute a Hamiltonian path through each cluster and find appro-
priate uplinks. We designed and compared five different procedures based on
construction heuristics for the TSP and an exact approach. In the end a near-
est neighbor method combined with a local search performed best. The exact
approach proved to be to slow to be used frequently. In the future we want to
focus on a faster exact approach that can better be incorporated in the MA to
evaluate promising candidate solutions on a regular base.
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1. Gendreau, M., Labbé, M., Laporte, G.: Efficient heuristics for the design of ring
networks. Telecommun. Syst. 4(1), 177–188 (1995)

2. Proestaki, A., Sinclair, M.: Design and dimensioning of dual-homing hierarchical
multi-ring networks. IEE Proc.Commun. 147(2), 96–104 (2000)

3. Schauer, C., Raidl, G.R.: Variable neighborhood search and GRASP for three-layer
hierarchical ring network design. In: Coello, C.A.C., Cutello, V., Deb, K., Forrest, S.,
Nicosia, G., Pavone, M. (eds.) PPSN 2012, Part I. LNCS, vol. 7491, pp. 458–467.
Springer, Heidelberg (2012)

4. Schauer, C., Raidl, G.R.: A memetic algorithm for multi layer hierarchical ring
network design. In: Bartz-Beielstein, T., Branke, J., Filipič, B., Smith, J. (eds.)
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Abstract. In this work we study the potential of cloud computing in the
context of optimization. For this purpose we perform a case study on the
Probabilistic Traveling Salesman Problem with Deadlines, an extremely
difficult stochastic combinatorial optimization problem. By using a large
amount of computational resources in parallel, it is possible to obtain
significantly better solutions for the Probabilistic Traveling Salesman
Problem with Deadlines in the same amount of time. For many different
applications this advantage clearly outweighs the requirement for addi-
tional computational resources, in particular considering the convenience
of modern cloud infrastructures.

Keywords: Stochastic combinatorial optimization · Cloud computing ·
Probabilistic traveling salesman problem with deadlines

1 Introduction

In recent years cloud computing has evolved towards a hot topic in computer sci-
ence and related fields. Based on technical improvements of the last decades, in
particular the availability of broadband internet and mobile internet, the usage
of cloud services and resources has become increasingly convenient. The huge
amount of resources provided by cloud computing is of extreme interest in the
field of optimization and operations research. The majority of research in these
fields has focused on algorithms using only a single computer or a very small
network. It has been argued, that this allows for fair comparisons in a realistic
environment, since the access to computer clusters and high performance com-
puting systems is assumed to be limited. This assumption is no longer valid and
a paradigm shift is necessary. Instead of using a single computer and measuring
computational time and memory consumption for this system, it can be assumed
that a large number of computers with different specifications is available. The
development of algorithms that exploit this huge amount of resources is of great
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importance. Of course, computational time (of the whole system) and memory
consumption (of the whole system and its parts) are still crucial indicators, but
additionally the costs for using the cloud resources should be taken into account.

In this work we study the potential of cloud computing using the Proba-

bilistic Traveling Salesman Problem with Deadlines (PTSPD, [1,2])
as a case study. The Probabilistic Traveling Salesman Problem with

Deadlines is an extremely difficult stochastic combinatorial optimization prob-
lem. In fact, it has been shown that even the evaluation of the objective function
is #P-hard [7]. The design of good heuristics for the PTSPD is a very challeng-
ing task. The current state-of-the-art algorithm for the PTSPD [8] is exploiting
the computational power of graphics processing units (GPUs), and we further
modify this algorithm such that it can be applied in parallel on any number of
computers and GPUs. The main goal of our research is to investigate in which
way the quality of the final solution is influenced by the number of computers
and GPUs and to estimate the potential benefits that could be obtained by using
cloud computing.

The remainder of this paper is organized as follows. In Sect. 2 we introduce
the PTSPD and give a formal definition for this problem. After that, we present
the computational studies and their results in Sect. 3. Finally, we conclude the
paper with a brief discussion of our findings in Sect. 4.

2 The Probabilistic Traveling Salesman Problem
with Deadlines

In this section we give a formal definition of the Probabilistic Traveling

Salesman Problem with Deadlines (PTSPD). We then discuss related lit-
erature and give an overview about known facts and algorithms for the PTSPD.

The PTSPD is an a-priori stochastic vehicle routing problem [5] in which the
presence of the customers are modeled in a stochastic way and additionally time
constraints in terms of deadlines are imposed. It is a generalization of the well-
known Probabilistic Traveling Salesman Problem (PTSP, [4]) which is
itself a generalization of the famous Traveling Salesman Problem (TSP,
[6]). The task is to find a so-called a-priori tour starting at the depot, visiting all
the customers exactly once, and returning to the depot, such that the expected
costs of the a-posteriori tour is minimized. For a given realization of the random
events (the presence of the customers) the a-posteriori tour is derived from a
given a-priori tour in the following way. The vehicle starts at the depot and
visits the customers which are present in the order defined by the given a-priori
tour. The customers which do not require to be visited are just skipped. The
costs of such an a-posteriori tour are then the travel costs plus penalties for
missed deadlines.

More formally, the PTSPD is defined as follows. We have given a set of loca-
tions V = {v0, v1, . . . , vn}. Here v0 is the depot and the set V ′ = V \ {v0} is the
set of customers. Additionally, we have given a function d : V × V → R

+ rep-
resenting travel times between the different locations, a function p : V ′ → [0, 1]
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representing the presence probabilities of the customers, a function t : V ′ → R
+

representing the deadlines of the customers and a function h : V ′ → R
+ rep-

resenting the penalties for deadlines violations for the customers. The task is
to find a so-called a-priori tour starting at the depot and visiting all the cus-
tomers exactly once, such that the expected costs over the a posteriori tours
(with respect to the given probabilities) is minimized. For a given realization of
the customers’ presence an a-posteriori tour is derived by visiting the present
customers in the order defined by the a priori tour while skipping the other
customers. The costs for such an a posteriori tour is the sum of the travel times
plus the penalties for violated deadlines. Figure 1 illustrates the relation between
a-priori and a-posteriori tours for a specific input instance. A more detailed def-
inition of this problem, including a thorough motivation, is given in [1].

The PTSPD has been introduced in 2008 [1]. Some fundamental properties
of the four different models of this problem are discussed in [1,2]. In [7,9] the
computational complexity of the PTSPD has been examined. Here it has been
shown that several computational tasks related to the PTSPD are #P-hard
(which implies NP-hardness and is a much stronger statement): the evaluation
of the objective function, determining the probability with which a deadline
is violated, the decision variant of the problem and the optimization variant
of the problem. Therefore, heuristics are of great importance for this problem.
In particular, methods which are based on an approximation of the objective
function. Such methods have been introduced in [2,8,10]. The method in [8] is
currently the state-of-the-art approach for the PTSPD. Here the evaluation of
solutions is performed in parallel on the graphics processing unit (GPU) using
an approximation based on Monte Carlo sampling.

3 Computational Studies

For the computational studies conducted in this section we use an adaptation of
the state-of-the-art algorithm [8] of the Probabilistic Traveling Salesman

Problem with Deadlines which can be executed in a proper cloud envi-
ronment. The resulting algorithm is a first improvement local search algorithm
which can be executed in parallel on a given number of computational devices
in the cloud which provide a GPU supporting the CUDA framework. The objec-
tive function is approximated using Monte Carlo sampling. The neighborhood
used for the local search is the famous 3-opt neighborhood [6]. Statistical tests
are used to avoid the evaluation of too many samples. Additionally, the massive
computational power of modern GPUs is exploited. Each local search is per-
formed independent and at the end the best solution over all the final solutions
computed by the local search algorithms is returned. The computational time is
the maximum computational time of the different local search algorithms.

3.1 Benchmark Instances

For our experiments we use common benchmark instances for the PTSPD. These
benchmark instances were introduced in [1] and are derived from instances for
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(d) another possible a-posteriori tour

Fig. 1. Example of how a-posteriori tours are derived from a given a-priori tour for the
PTSPD. Part (a) shows the given PTSPD instance and (b) shows the given a-priori
tour. Parts (c) and (d) represent two particular realizations of the random events.
Here the filled circles represent the customers that require a visit. These customers are
visited in the order specified by the a-priori tour, while the other customers are just
skipped. Note that penalties for missed deadlines are not visualized here.

the Traveling Salesman Problem with Time Windows (TSPTW, [3]).
More in detail, the instances for the PTSPD are derived from the TSPTW
instances with time window lengths of 20 and instance sizes of 40, 60 and 100 in
the following way. There are five TSPTW instances available for every instance
size of 40, 60 and 100. For each of those instances four different types of cus-
tomer probabilities are added. The first one uses probabilities taken uniformly
at random from [0, 1] and is referred to as range. Then two types with homoge-
neous probabilities of 0.1 and 0.9 are used. The last type is referred to as mixed,
here customer probabilities are taken uniformly at random from the two values
{0.1, 1.0}. Moreover, in those instances the penalty values are the same for all
customers. We distinguish between two different values for the penalties, 5 and
50, and between two different types of deadlines. The first deadline type is called
early and uses the starting times of the time windows for the original TSPTW
instances as deadlines. The second one is called late and uses the finishing times
of the time windows as deadlines. In total we have 48 different instance classes (3
different instance sizes, 4 probability types, 2 penalty values, 2 deadline types)
consisting of 5 instances each.

3.2 Experimental Setup

We run our newly developed algorithm on each of these instance classes. The
number of computational devices (and therefore also the number of parallel local
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searches) is set to 1, 2, 3, 5, 10, 20, 50 or 100. For each setting we perform 20
repetitions of the experiment (only 5 for the latter two settings). We then mea-
sure the average solution quality obtained by the algorithm as well as the average
computational time of the algorithm, which is the maximum computational time
over the independent local search algorithms.

3.3 Results

First of all, the overall running time of the parallel approach differs only slightly
from the computational time required by a single local search algorithm. There-
fore, we will focus here on the quality of the final solution, which is the more
interesting indicator in this setting. Of course, we are able to compare multi-
ple runs against a single run, since this was also included in our experiments.
But additionally, we will also compare our results to the state-of-the-art results
reported in [8].

Figures 2 and 3 show representative results for two instances. In Fig. 2 the
costs of the final solution obtained by the different approaches for an instance
with 100 customers, early deadlines, probabilities of 0.9 and a penalty value
of 50 are shown. Figure 3 visualizes the same results for an instance with 100
customers, late deadlines, probabilities of 0.1 and a penalty value of 5.

The results of our computational studies clearly reveal the potential bene-
fits of cloud computing in optimization. For the PTSPD better solutions could
be obtained in the same amount of computational time. This implies a trade-
off between the costs of the final solution and the costs of the computational
resources that are used. Depending on the actual operational costs, a rather small
investment for computational resources might result in huge overall savings.
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Fig. 2. A plot of the solution quality obtained by the different approaches for an
instance with 100 customers, early deadlines, probabilities of 0.9 and a penalty value
of 50.
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Fig. 3. A plot of the solution quality obtained by the different approaches for an
instance with 100 customers, late deadlines, probabilities of 0.1 and a penalty value of 5.

4 Discussion and Conclusions

In this work we have studied the potential of cloud computing in the context
of optimization. For this purpose we adapted and improved the state-of-the-
art algorithm for the Probabilistic Traveling Salesman Problem with

Deadlines such that it can be easily used in a cloud environment. We then per-
formed a series of experiments on common benchmark instances for the PTSPD.
We could clearly demonstrate that by using cloud computing we are able to
obtain significantly better solutions in the same amount of running time. Our
results definitely show the potential benefits of cloud computing in the field of
optimization.

Apart from that, our work indicates the necessity for a paradigm shift in
the field of heuristics and operations research. Currently, most heuristics are
developed for the usage on a single computer and the efficiency of such methods
is compared to other approaches that make use of a single computer. We think
that this view is highly restrictive and outdated, in particular with respect to the
general availability of cloud resources. Nowadays, we can safely assume that a
large number of computational devices is available to everyone. The development
of algorithms that exploit this huge amount of resources is of great importance.
Of course, computational time and memory consumption are still crucial indi-
cators, but additionally the costs for using the cloud resources should be taken
into account.
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Abstract. This publication shows the application of set-up time opti-
mization to machinery that requires some components to be preloaded
from a component storage to the work zone before jobs can be processed.
Component loading and unloading, which is normally done by the
machine operators, should be done automatically. The machine has access
to a component storage consisting of multiple racks. Components can
be moved by using different strategies. These strategies also affect the
storage layout over time. Applying simulation-based optimization to the
set-up process yields good machine configuration parameters (i.e. ini-
tial storage layout, sequence of jobs and used strategies) for a given
job sequence. A simulator which models the machinery is used to eval-
uate different strategies and machine parameters. For all optimization
aspects, HeuristicLab is used as the underlying software environment
in combination with a new specific problem type that can be solved
with evolutionary algorithms such as genetic algorithms or evolution
strategies.

1 Introduction

Rapid changes in production cycles lead to time windows that do not generate
added value. The minimization of set-up times can increase the net product,
because a certain percentage of time formerly used to prepare machinery can
be converted to time used for actual production. In the studied environment,
machines have to be loaded manually with certain components by the operators
for each job. The components vary in size and weight. Lifting components is
demanding for the operator, especially if lots of components have to be changed
in short intervals. Therefore, this set-up process should be done automatically
by the machine itself.

Within this publication, set-up times of machines that automatically fetch
the necessary machine components for specific jobs from a component storage

c© Springer International Publishing Switzerland 2015
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are optimized using simulation-based optimization with HeuristicLab (HL)1 [1].
In the specific case, implementing an according machine simulator requires a
static, deterministic and discrete model of the real system. This model is then
used to analyze and evaluate different loading and unloading cycles as well as
different strategies, which helps in the implementation of a robust optimization
technique for set-up time minimization.

Three different optimization aspects, i.e. the storage organization, the job
sequence order and the component movement strategies, are presented. The
initial storage layout and the way the storage is managed over time plays an
important role in the machine’s readiness. Five different movement strategies
were implemented and can be used by the simulation to unload components
back to the storage. These strategies also affect the storage layout, because com-
ponents are moved back according to specific rules. Job sequence ordering can
only be done if more than one job is known.

The simulation was incorporated into a new HL problem type that provides
the necessary operators to be optimized with evolutionary algorithms such as
genetic algorithms or evolution strategies. Different parameters of the simulation
were analyzed and tuned by applying parametric optimization using a genetic
algorithm with offspring selection [2]. The parameters include all three optimiza-
tion aspects. Three different optimization approaches were executed, starting
from a naive approach and ending with a well optimized technique. The main
focus of the study lies in analyzing and optimizing the storage layout, i.e. how
components should be positioned inside the storage area.

Another approach for set-up time minimization has been shown in [3].
Sequence dependent set-up costs were reduced by applying automatically gen-
erated dispatching and scheduling rules to artificial and real world production
scenarios. This approach used several similarity measures instead of a simulation
model within the objective function.

2 Set-Up Time Optimization

2.1 Concept

Set-up time minimization requires analysis of different loading and unloading
cycles of the machine in use. Many strategies exist and often it is not clear which
one works well under which conditions. Although creating an objective function
for simulation models can often be a difficult task [4], it is easy to measure the
fitness in this particular case by the time the machine needs to prepare itself for
one or more jobs.

Implementing an according machine simulator requires a static, determinis-
tic, discrete model of the real system. The architecture of the specific machinery
is depicted in Fig. 1. Components can be stored in 20 different storage racks. The
racks’ contents can be manipulated by the changers, which are able to slide com-
ponents in and out of the right side of each rack. From the changers, components
can be slid to the rack zero and the work zone using the movers.
1 http://dev.heuristiclab.com/.

http://dev.heuristiclab.com/
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Fig. 1. Simplified machine architecture

All actions (i.e. movements) that are executed by the simulator can be rep-
resented atomically by phases and consume a certain part of the total time that
is used to load and unload the machine.

2.2 Strategies

There are three key aspects that can be optimized. First of all, the organiza-
tion of the component storage can be improved. Depending on how components
are stored and managed over time, set-up times can be reduced. The second
optimization potential can be found in changing the order of the jobs being
processed. The last aspect that can lead to performance improvements is the
strategy used to move components. On-the-fly switching between sliding and
other types of transportation can speed up the loading and unloading cycles.
The following sections contain more detailed information about all optimization
aspects

Storage Organization. The way the component storage is managed over
time plays an important role in the machine’s readiness. Unloading components
to their original position seems to be a good strategy, keeping in mind that
components are often sorted in a logical and reasonable way by the machine
operators. A tidy storage should be quickly accessible and each job will start
with the original storage layout. In Fig. 2, the upper left image shows the stor-
age layout after applying the DownloadToOriginalPosition strategy. The lay-
out equals the initial storage layout. Using a chaotic storage, it is possible
to slide the components back to their original racks, but not to their origi-
nal position. The upper right image in Fig. 2 shows the storage layout after
unloading using the DownloadToOriginalRack strategy. Another strategy to
unload components is to always fill up the first available rack when moving
down the storage area from rack zero. The result of applying this so called
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DownloadToFirstFillableRack strategy can be seen in the lower left image
of Fig. 2. Unloading components to the least filled rack is also an option. By
applying the DownloadToLeastFilledRack strategy, component for component
is moved to the rack with the most free space. This strategy’s outcome is dis-
played in the lower right image in Fig. 2.

Fig. 2. Results of the different component movement strategies

The last strategy, namely UnloadGroupsWithMaximumLength, has nothing to
do with where components are unloaded to, but rather how many components
are unloaded at once. The machine is able to unload connected components (i.e.
component groups) one at a time or as many components as physically possible.

Job Sequence Order. Once all jobs are in the queue, job sequence order opti-
mization can be applied. Depending on the subset of components that are shared
by multiple jobs, the order of execution can be optimized. If two jobs use many
different components (i.e. the subset of components used in both jobs is small
or empty), many movements are necessary to switch from one job configuration
to another. Thus the set-up time increases. Chaining jobs with similar configu-
rations decreases these movements and leads to quicker set-up times. Using the
simulation, the theoretically best execution order in combination with a certain
set of applied strategies can be found.

Component Movement. There is also optimization potential in the compo-
nent movement method itself. Sliding is a pretty fast way to move bulks of
components. Another method is to pick and place components between different
locations. Picking and placing can be used to remove or exchange some compo-
nents in a component group and leave other components for further use. Here,
both the combination of sliding as well as picking and placing and especially the
decision when to use one and only one strategy are key. Since the picking and
placing features are not implemented in the simulator, this optimization aspect
will be excluded from this study.
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3 Experiments

The test series starts with a naive approach that uses a manually configured
storage layout and no active optimization. The order of the jobs and the chosen
strategies are then optimized for the manual storage layout using HL. The layout
is then optimized autonomously with HL. The best layout configuration is finally
tuned manually to further optimize the whole job sequence. In the end, the
resulting best solution – i.e. job sequence, layout configuration and strategies –
is applied to each job separately to analyze the specific quality gain of all parts.

HL’s implementation of the OSGA produced the best results (compared to a
standard GA and a RAPGA) and was therefore used with the manually tuned
parameters shown in Table 1 for all tests with 10 repetitions.

Table 1. Parameters for the OSGA experiment

Name Value

Elites 1

MaximumGenerations 100

MaximumSelectionPressure 100

MutationProbability 25%

PopulationSize 200

Selector ProportionalSelector

SuccessRatio 1

3.1 Naive Approach

In the naive approach the jobs are executed in random order and components
are unloaded to their original positions. The manually configured storage layout
that is used is depicted in Fig. 3. Rack #0 to #2 contain all components that are
used in the first four jobs, whereas rack #3 and #4 store all other components.
The set-up time required in the naive approach is 22 min 4.181 s.

Fig. 3. The manually configured storage layout
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3.2 Optimized Approach I

The first optimized approach tries to find a good execution order for the jobs as
well as a good set of strategies that should be used with that order. Storage layout
optimization is omitted. All best solutions of each OSGA run had equal quality
and only differed in the proposed job sequence. Compared to the naive approach,
the set-up time was reduced by approximately 17.11 % to 18 min 17.573 s by using
one of the proposed job sequences and the UnloadGroupsWithMaximumLength
strategy.

3.3 Optimized Approach II

In the second optimized approach, storage layout optimization is enabled and
mutation probability is reduced from 25 % to 10 %. With storage layout optimiza-
tion enabled, the solution space explodes. The number of solutions can be com-
puted by multiplying the number of different job sequences (10!) with the number
of different strategy settings (8) and the number of different rack configurations.
This leads to a greater variance in solution qualities. Compared to the naive app-
roach, the set-up time was reduced by approximately 18.74 % to 17 min 56.07 s by
applying the DownloadToFirstFillableRack and UnloadGroupsWithMaximum
Length strategies. Components in the resulting storage layout were fraction-
ated all over the storage which seems to be a good strategy due to the fact
that some component movements that are needed to access components inside
highly populated racks are eliminated. These component movements are more
time consuming than moving the changers along the storage.

3.4 Optimized Approach III

In the last optimized approach the best storage layout configuration found by the
second optimized approach is manually tuned. Components are placed so that
they are quickly accessible. This was not done for all components due to the
fact that sometimes components are carried to other storage racks and unloaded
there. Transposing these components would lead to inefficiencies later on. Com-
pared to the naive approach, the set-up time was reduced by approximately
20.21 % to 17 min 36.511 s using the same job sequence and strategies proposed
by the second optimized approach.

3.5 Overall Performance

Nearly every job gets executed faster with the third optimized approach, as can
be seen in Table 2. The set-up time becomes even less when all jobs are executed
in an optimized sequence as shown in Table 3, since the component movements
of each job change the storage structure and the OSGA optimizes the storage
layout exactly for this sequence.



292 J. Karder et al.

Table 2. Single job comparison

Job Set-up time (mm:ss.fff)

Naive Opt. III Delta

Job 1 02:31.851 02:15.443 −00:16.408

Job 2 03:29.314 03:30.670 +00:01.356

Job 3 04:18.186 03:42.467 −00:35.719

Job 4 03:27.401 03:17.892 −00:09.509

Job 5 01:26.121 01:12.725 −00:13.396

Job 6 01:25.083 01:14.090 −00:10.993

Job 7 01:15.088 01:10.913 −00:04.175

Job 8 01:28.845 01:05.990 −00:22.855

Job 9 01:31.596 01:18.956 −00:12.640

Job 10 01:10.696 01:09.122 −00:01.574
∑ −02:05.913

Table 3. Job sequence comparison

Set-up time (mm:ss.fff)

Naive Opt. III Delta

22:04.181 17:36.511 −04:27.670

4 Conclusion

Creating a sorted storage as it was done in the first approach seems to be natural
but inefficient. Many racks are empty and not used at all, whereas the remaining
racks are completely filled with components. This leads to many sliding oper-
ations that are needed to access certain components inside the racks. Dividing
components inside the storage can reduce these sliding operations. Operating in
more racks leads to more changer movements, but moving changers along the
storage does not take as much time as the sliding operations.

Compared to the first (naive) approach, set-up times were reduced by approx-
imately 20.21 % (267.67 s). Using more powerful and likewise more time consum-
ing algorithm parameter settings, set-up times could be reduced even more by
approximately 21.24 % (281.217 s), but empirical tests with a sufficient num-
ber of repetitions have not been conducted because of the long runtime of each
repetition. Concerning the problem implementation, instead of using a permuta-
tion encoding for the storage layout, a special layout encoding and appropriate
crossover and mutation operators could yield even better results.

When manually improving the storage, two things have to be kept in mind.
Firstly the storage should not be modified so that the component groups needed
for each job are already present. Probably this would not even be possible since
multiple components might be needed in more than one job, but nevertheless
building such a “perfect” rack configuration is not the goal of this study. Secondly
one has to be careful not to optimize “too much”. Components should be made
quickly accessible by the changers, but not all component transpositions improve
performance.
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There is still much optimization potential in the set-up process. A factor
that can be improved further is the component selection, i.e. which components
to chose from which rack. Some optimization is done inside the simulation, but
this selection process can be extended with priority rules that propose the next
steps depending on the current storage layout. Furthermore, the component
movement strategies can be improved and new ones can be added. Picking and
placing features simultaneously extend and increase the complexity of strategic
options.

Rack configurations and strategies turned out to be (in-)efficient and includ-
ing the job sequences, first distinctions between good and bad settings could be
made. Valuable information was gathered which can be used in the development
of a more profound optimization module for the machinery.

Acknowledgments. The work described in this paper was conducted within the NPS
(Sustainable Production Steering) project and funded by the Austrian Research Pro-
motion Agency (FFG).

References

1. Wagner, S., Kronberger, G., Beham, A., Kommenda, M., Scheibenpflug, A., Pitzer,
E., Vonolfen, S., Kofler, M., Winkler, S., Dorfer, V., Affenzeller, M.: Architec-
ture and design of the HeuristicLab optimization environment. In: Klempous, R.,
Nikodem, J., Jacak, W., Chaczko, Z. (eds.) Advanced Methods and Applications in
Computational Intelligence. TIEI, vol. 6, pp. 193–258. Springer, Heidelberg (2013)

2. Affenzeller, M., Wagner, S.: Offspring selection: a new self-adaptive selection
scheme for genetic algorithms. In: Ribeiro, B., Albrecht, R.F., Dobnikar, A.,
Pearson, D.W., Steele, N.C. (eds.) Adaptive and Natural Computing Algorithms.
Springer Computer Series, pp. 218–221. Springer, Vienna (2005)

3. Kofler, M., Wagner, S., Beham, A., Kronberger, G., Affenzeller, M.: Priority rule
generation with a genetic algorithm to minimize sequence dependent setup costs.
In: Moreno-Dı́az, R., Pichler, F., Quesada-Arencibia, A. (eds.) EUROCAST 2009.
LNCS, vol. 5717, pp. 817–824. Springer, Heidelberg (2009)

4. Law, A.M., Kelton, D.W.: Simulation Modelling and Analysis. McGraw-Hill Edu-
cation, Europe (2000)



The Bike Request Scheduling Problem
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Abstract. In this paper we introduce the bike request scheduling prob-
lem, a new approach to city bike repositioning problems. The rationale
behind this approach is explained, and a mixed-integer programming for-
mulation is given. We prove that the bike request scheduling problem is
NP-hard and formulate recommendations for future research.

1 Introduction: The Bike Request Scheduling Problem

Bicycle sharing systems (BSSs) are popping up in cities all over the world. These
initiatives allow individuals to rent a bike from an automated rental station,
use it for a short period of time, and return it to any other rental station in
the city. A 2011 report of the Commission on Sustainable Development of the
United Nations Department of Economic and Social Affairs (Midgley 2011) put
the number of BSSs at 375, using around 236,000 bikes, and there is very little
doubt that these numbers have only increased since. Clearly, “bikesharing” has
evolved from an interesting experiment to a viable addition to the modal mix of
public passenger transport, even in large cities. For a historical perspective on
BSSs, as well as some future trends we refer to DeMaio (2009).

Demand and supply at specific rental stations are rarely balanced, and fluc-
tuations in supply and demand in the long or the short term might cause stations
to fill up or deplete, preventing users from collecting or returning bikes. BSSs
therefore typically use a fleet of light vehicles to transfer bikes between stations,
attempting to rebalance the system. The vehicles are in constant contact with
the dispatching station, where the current inventory of each station is monitored,
and from where the repositioning activities are directed.

In the literature, several contributions have tackled the problem of deter-
mining the optimal routing of the repositioning vehicles. The family of related
optimization problems solved in these papers is generally referred to as the bike
repositioning problem (BRP). The static BRP (SBRP) is applicable when use of
the BSS is negligible (i.e., at night). Examples of papers that tackle this prob-
lem are Benchimol et al. (2011), Chemla et al. (2012), Erdoğan et al. (2013),
Raviv et al. (2012), Rainer-Harbach et al. (2014). Other authors, like Contardo
et al. (2012), Kloimüllner et al. (2014), focus on the dynamic BRP (DBRP), in
which demand and supply at each station during the day is taken into account.
Their objective is to minimize the total unmet demand (which is expressed as
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the number of users who tried to collect bikes from empty stations or to bring
back bikes to full stations).

A large majority of approaches in the literature combine two distinct prob-
lems into one single optimization problem: (1) deciding how many bikes to load
or unload at the different stations throughout the day, and (2) the vehicle rout-
ing problem of the repositioning vehicles. This forces them to either model user
demand and supply of bikes at the various stations as zero (the static BRP) or as
a highly simplified process (the dynamic BRP). In reality, however, determining
the expected demand and supply of bikes at each station and deriving from this
information the number of bikes to load or unload at the different stations, as
well as the best moment to do so, is a difficult problem that deserves attention
in its own right. Ignoring the stochastic nature of this problem may lead to solu-
tions that are not implementable. Moreover, it is unlikely that the process of
determining the number of bikes to load and unload can and should be always
fully automated: the complexity of the real-life situation will most likely call
for some human interaction in the planning process. For these reasons, we pro-
pose an alternative modelling approach, which we call the bike request scheduling
problem (BRSP) is a better alternative.

The remainder of this article is organized as follows. Our methodology for
tackling repositioning problems is explained in Sect. 2. A mathematical model
of the BRSP is presented in Sect. 3. In Sect. 4 a proof is given that the BRSP is
NP-hard. Finally, conclusions and recommendations for further work are given
in Sect. 5.

2 Methodology

We propose a novel approach that tackles the bicycle repositioning problem by
decomposing it into two distinct subproblems: (1) the generation of loading or
unloading requests (essentially an order to pick up or drop off a certain number of
bikes at a certain station within a certain time window), and (2) the (dynamic)
assignment of these requests to vehicles and the scheduling of requests within
each vehicle. In this contribution we focus on the latter problem, which has been
called the bike request scheduling problem (BRSP). This approach differs from
the traditional approaches (using the BRP) in that it explicitly separates the
process of determining the demand and supply of bikes at the different stations
from the problem of routing the repositioning vehicles. The objective of the
BRSP is to determine the assignment and sequencing of requests to vehicles
that minimizes the priority-weighted number of unscheduled requests, subject
to the time windows of the requests, as well as the capacities of the replenishment
vehicles.

Decomposing the problem of request generation and the problem of schedul-
ing those requests into two distinct subproblems requires that an information
exchange protocol is established between both subproblems. At the core of the
boundary are the so-called requests. They encapsulate the necessary information
for the scheduling algorithm to create a set of vehicle routes such that preferably
all requests are handled. The attributes of a request are defined in Table 1.
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Table 1. Attributes of a request

Name Explanation

Issue time The time at which the request is issued

Type Pick-up (load) or deliver (unload)

Quantity Number of bikes to load or unload

Station Identity of the station at which to load or unload bikes

Priority A weight that indicates the relative importance of the request

Earliest time Start of the time window during which the request can be fulfilled

Latest time Expiration time of the request

Drop time Time required to execute the request

All common taxonomies of vehicle routing problems distinguish between sta-
tic and dynamic vehicle routing problems (Pillac et al. 2013), which differ in the
availability of all information at the start of the planning period (static prob-
lems) or not (dynamic problems). Both static and dynamic variants of the BRSP
can be defined through the issue time of the requests. The static BRSP will be
agnostic of future requests, which is equivalent to all requests having an issue
time of zero (assuming that the planning period starts at time zero or after).
The dynamic BRSP can introduce positive issue times that fall within the inter-
val defined by the start and end of the planning period. The rest of this paper
will discuss the static BRSP, although dynamic variants of the BRSP will be
investigated in future research.

3 Problem Definition and Mathematical Model

Given a set of requests, the objective of the (static) BRSP is to minimize the
priority-weighted number of unscheduled requests. To this end, requests can be
scheduled on a (given) set of vehicles, each having identical capacity. Executing
a request requires a vehicle to visit the station where this request occurs. Travel
times between stations are assumed to be known. Each request has a time window
(earliest and latest time), and the request can only be executed during this
time. Executing a request takes a certain amount of time, which needs to be
spent before the vehicle can start traveling towards the station at which its next
request occurs. Vehicles are allowed to wait before starting service if they arrive
before the earliest time of the request. It is assumed that a vehicle can always
start executing their first request at its earliest time and return to the depot
after the latest time of their last request. This makes it unnecessary to model
a depot in the mathematical model. Each request requires a number of bikes to
be either picked up or dropped off. The number of bikes on a vehicle after each
pick-up or drop-off can never fall below zero or exceed the vehicle’s capacity.
Each request has a priority, and the priority of all requests that have not been
assigned to a vehicle, are added to the objective function.
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Table 2. Parameters of the static BRSP

I Set of requests

N Set of positions within a vehicle tour

K Set of vehicles

bi Number of bikes picked up or delivered at request i (> 0 → delivery, < 0 →
pick-up)

wi Weight of request i

oi Working time at request i

ae
i Earliest arrival time at request i

al
i Latest arrival time at request i

tij Travel time from request i to request j

C Capacity of the vehicles

Table 3. Decision variables of the static BRSP

xk
in 1 if request i is served as the n-th request of vehicle k, 0 otherwise

yi 1 if request i is not served, 0 otherwise

ai Arrival time at request i

zij 1 if request j is visited immediately after request i by the same vehicle

In this section a mixed-integer programming model is developed for the (sta-
tic) BRSP. The parameters used in the model are shown in Table 2. The decision
variables can be found in Table 3.

Using this notation, the problem can be written as follows.

min
∑
i

yiwi (1)

s.t. ∑
k

∑
n

xk
in + yi = 1 ∀i ∈ I (2)

zij ≥ xk
jn+1 + xk

in − 1 ∀i, j ∈ I, k ∈ K,n ∈ N (3)∑
i

xk
i(n+1) ≤

∑
i

xk
in ∀k ∈ K,n ∈ N (4)

∑
i

xk
in ≤ 1 ∀n ∈ N, k ∈ K (5)

∑
i

∑
n′≤n

xk
in′bi ≤ C ∀n ∈ N, k ∈ K (6)

∑
i

∑
n′≤n

xk
in′bi ≥ 0 ∀n ∈ N, k ∈ K (7)

aj ≥ ai + oi + tij − (1 − zij)M ∀i, j ∈ I (8)
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aei ≤ ai ≤ ali ∀i ∈ I (9)

xk
in, zij , yi ∈ (0, 1) ∀i ∈ I, k ∈ K,n ∈ N (10)

ai ≥ 0 ∀i ∈ I (11)

The objective function (1) minimizes the total weight of all unscheduled requests.
Constraints (2) ensure that each request is not served more than once. Con-
straints (3) link the decision variables zij and xk

in so that zij is forced to be
equal to 1 if a vehicle serves request j immediately after request i. Constraints
(4) ensure that a contiguous set of adjacent positions in the vehicle is used,
starting from the first position. Constraints (5) force each position in the vehicle
to be used only once. For a vehicle moving between requests i and j, constraints
(8) ensure that the vehicle can only serve request j after its arrival time at i plus
its drop time at i plus the time it takes to travel between i and j. Constraints (6)
and (7) ensure that the number of bikes on a vehicle never exceed the vehicles’
capacity or goes below zero respectively. Constraints (9) force the arrival time
at request i to be between its earliest and latest arrival time. Finally, constraints
(10) to (11) define the domains of the decision variables.

4 NP Hardness of the BRSP

In this section we show that the BRSP is NP-hard by demonstrating that a
subset of BRSP instances are knapsack problems which are studied in Martello
and Toth (1990) and Dasgupta et al. (2008). A subset of BRSP instances can
be transformed to 0-1 knapsack problems and any 0-1 knapsack problem can
be transformed into a BRSP instance. Solving the BRSP implies solving the
knapsack problem. Therefore the BRSP is at least as hard as the knapsack
problem, or, in other words, the BRSP is NP-hard.

Instances of the BRSP that can be modeled as knapsack problems are those
where (1) only one vehicle is used, (2) every request has a positive quantity of
bicycles, and (3) time windows are non-constraining. The latter will be the case
when all early time limits are zero and all late time limits are at least as late as
the length of the longest vehicle trip, which we denote Tm. This means the time
windows, as enforced by constraints (3) and (8)–(9) are always satisfied. To see
this, notice the arrival time for any request in any instance will necessarily be
between these bounds:

aei = 0 ≤ ai < Tm = ali, ∀i ∈ I (12)

This means we can leave those constraints explicitly out of consideration when
solving the subproblem.

All bi are positive. This means we can drop constraints (7) explicitly as well.
It also means that vehicle load will increase monotonously with the request
sequence in constraints (6):

∑
i

∑
n

xinbi =
∑
i

n′∑
w=1

xiwbi +
∑
i

n∑
w=n′+1

xinbi ≤ C, ∀n ∈ N, 1 ≤ n′ < n
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So

∑
i

∑
n

xinbi ≤ C ⇒
∑
i

n′∑
w=1

xiwbi ≤ C, ∀n ∈ N, 1 ≤ n′ < n

This means we can only consider the constraint where n is the position of the
last scheduled request. For a certain schedule, we can permute the requests
without changing the left hand side of the constraint. This means the order of
the schedule becomes irrelevant in terms of the capacity constraints and the time
window constraints. It was already irrelevant in terms of the objective function.
Therefore we can now remove order information from the model together with
constraints (4) and (5) as they become redundant.

The remaining model minimizes the priority-weighted number of unscheduled
requests. The decision variables xi are the complement of the yi variables: xi +
yi = 1,∀i ∈ I. This means we can further simplify the model by removing yi
and expressing the model only in terms of xi. This removes the need to express
constraints (2) explicitly, but changes the sense of the objective function. The
resulting model after applying the simplifications is given by:

max Pi · xi (13)
s.t. ∑

i

xibi ≤ C (14)

xi ∈ {0, 1} ∀i (15)

This is exactly the formulation of the 0-1 knapsack problem with profits Pi and
weigths bi. We can therefore conclude that the highly restricted case of the BRSP
we consider here is identical to the knapsack problem.

On the other hand, every knapsack problem can be transformed to a special
case of the BRSP. This can be done as follows. Given a set I of items, each with
a profit P ′

i and a weight b′
i, a request is created with the following attributes:

– bi = b′
i,∀i ∈ I

– wi = P ′
i ,∀i ∈ I

Further, a set of stations should exists, to which requests may be assigned
in any possible way. Travel times between stations are irrelevant, as are working
times for each requests. Further, a single vehicle is defined with the same capacity
as the knapsack. Time windows for each request are set to zero for the earliest
time and an arbitrarily large number of the latest time. The optimal solution of
the BRSP with these characteristics is the same as the optimal solution of the
original knapsack problem.

We set up experiments to verify how the model scales when implemented in
a general purpose solver (Gurobi). Without going into much detail, we report
that the presented model is prone to combinatorial explosion, even for small
instances. When enforcing a time limit of 3600 s, we see that the number of time
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constraint violations increases exponentially ranging from 3 for 9 requests to 189
for 12 requests. Notice that an instance of 12 requests is extremely small when
looking at real life situations where we have more than 100 stations in networks
of medium size.

5 Conclusion

In this contribution we have described the problem of bicycle repositioning and
highlighted the problems of the approaches that exist today. We have proposed
a new approach to tackle this problem, that separates the process of determining
the number of bikes and the time window within which to pick them up or deliver
them at each station, and the vehicle routing of the repositioning vehicles. The
concept of a request was introduced as the core communication between both
subproblems. We have proven that the static version of the bike repositioning
problem is NP-hard and developed a mixed-integer programming model.

One possible avenue for future research is an improvement of the exact model,
including strategies to reduce computational effort such as introducing problem-
specific cutting planes, an intelligent column generation strategy, or the use of
lazy constraints. The aim of this line of research would be to solve realistic
instances in a more acceptable time limit. The empirical analysis presented in
this contribution could then be extended to these cases, yielding results of more
practical significance.

Another path for further research will focus on the development of heuristic
solution algorithms to obtain a better ratio of resource consumption to objec-
tive value. In practice, for example, the unpredictable calculation time of the
exact model will be unacceptable, especially in a dynamic situations where the
changing list of requests requires a constant re-evaluation of the current solu-
tion. Heuristics are the only alternative in this case. This research path could
also focus on matheuristics, trying to combine the best from the exact models
and heuristics.

Future research also will consider the request generation algorithm. Requests
should be generated to reflect patterns found in user behavior. Modeling usage
behavior could be of great value for the research on the BRSP as well, as it will
allow to generate more realistic test cases compared to the extended Solomon
cases used in this research.
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Abstract. The behavior and actions of the human adaptive immune
system and its key players, namely B and T cells, are often hard to
understand in their entirety. We here present a workflow for modelling
the states of adaptive immune systems by analyzing B and T cell receptor
repertoires using next-generation sequencing data. For our workflow, we
have blood and kidney tissues from diseased patients, who suffered from
different kidney diseases (e.g., renal carcinoma), and healthy proband. A
set of features based on clonal expansion and diversity of immunoglob-
ulins and T cell receptor next-generation sequencing data, isolated from
patients, are calculated. Using different machine learning methods such
as support vector machines, random forests, artificial neural networks
and genetic programming in HeuristicLab, we are able to classify and
distinguish between healthy and diseased individuals up to 80% accu-
racy using ImmunExplorer.

Keywords: IG and TR immune repertoire · Clonality and diversity
feature extraction · ImmunExplorer · Machine learning · HeuristicLab

1 Introduction: The Adaptive Immune System
and Its Receptors

Today’s research and investigation in the field of immunology demands for a
deep understanding of the clonal expansion, diversity, and the overall behav-
ior of the immunoglobulins (IG) or antibodies and T cell receptors (TR) of the
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project funded by the basic research funding program of the University of Applied
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human adaptive immune system. The immune system is composed of various
cells that usually are able to prevent pathogen growth, to generate responses for
eliminating pathogens, and to develop an immunological memory. Especially, the
B and T cells are major players in the immune system, characterized by spe-
cial proteins on the cell membrane, the so-called immune IG and TR. Modern
high-throughput next-generation sequencing (NGS) technologies [1] are nowa-
days the method of choice when it comes to analyzing IG and TR in the human
adaptive immune system. NGS enables researchers to read the bases of DNA
derived from samples (e.g., blood, tissue) of different species. Due to the high-
throughput, scalability, and speed, NGS machines are able to produce billions
of short sequences (reads) per run, which needs algorithms to analyze this huge
amount of generated data.

Our research goal is to use these preprocessed NGS-based IG and TR data
as input to calculate and determine the clonality and diversity of the anti-
gen immune repertoire and therefore, to extract features to differentiate the
states of human adaptive immune systems using machine learning algorithms
(see Fig. 1). This immunological modelling approach shall be used to distinguish
states of immune systems between patients having immunological reactions (e.g.,
allergies) or diseases (e.g., autoimmune disorders, HIV), and states of healthy
proband using blood and tissue samples.

Fig. 1. Schematic workflow of the modelling approach for the prediction of the health
status of the human adaptive immune system.

2 Methods

Only blood or blood and tissue (kidney) samples have been obtained from
healthy proband and every diseased patient, respectively. B and T cells were iso-
lated and preprocessed for NGS experiments. Diseased patients had any kind of
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kidney disease e.g., cirrhosis of the kidney, sacculated kidney, or renal carcinoma.
By using NGS we are able to determine bases of DNA from all samples, and
furthermore the NGS sequences are analyzed using the ImmunoGeneTics infor-
mation system (IMGT) [2,3]. The IMGT enables a broaden nucleotide analysis
of IG and TR V-(D)-J repertoires, polymorphisms, and mutations of different
species (e.g., homo sapiens, mus musculus). IG and TR contain different gene
segments, including the V-(D)-J gene repertoire, which is also known as somatic
recombination. The expressed IG and TR repertoires represent a potential of 1012

IG and 1012 TR per individual. This huge diversity occurs from mechanisms that
happened during the IG and TR molecular synthesis [4,5]. These mechanisms
include the combinatorial rearrangements of the variable (V), diverse (D), and
joining (J) gene segments. The IMGT enables the alignment and assignment of
these V-(D)-J genes on the basis of DNA sequences determined by NGS. The
output files derived from the IMGT information system are used as input for fur-
ther analyses implemented in the tool ImmunExplorer (IMEX)1. IMEX contains
descriptive statistics, clonality and diversity algorithms, primer efficiency meth-
ods, various visualization options and comparison analysis. Moreover, IMEX is
a freely available tool, currently available for Windows and with Linux/Unix
support planned for future releases.

Algorithms have been implemented (integrated in IMEX) for calculating the
clonality and diversity based on the most variable part in IG and TR [6], the
CDR3 sequence (determined by the IMGT). For calculating the clonality, some
additional explanation is provided: A clonotype is defined as a CDR3 sequence,
which consists of amino acids. A clone represents a copy of a clonotype. To
describe the term clonality we have developed an exact matching algorithm
for determining all IG and TR clones and calculating the number of distinct
clonotypes of a sample (see Fig. 2 or Fig. 1(b)).

The diversity of a sample is in this context calculated by randomly choos-
ing n out of N CDR3 sequences and calculating the number of distinct clono-
types cdistinct in these n sequences (see Fig. 3 or Fig. 1(c)). The number of dis-
tinct clonotypes is calculated for increasing numbers of n in a specific range.
A mathematical model [7] has been determined to describe the development of
the diversity, where the parameters of this model are optimized using evolu-
tion strategies [8]. This mathematical model takes into account that at a specific
area a certain amount of distinct clonotypes is identified generated by read errors
caused by NGS technologies. For every blood and tissue samples derived from
an individual, clonal expansion (=clonality) and diversity measures are calcu-
lated using IMEX. The next two figures illustated clonality (Fig. 2) and diversity
(Fig. 3) frequency plots obtained using IMEX. For each sample (blood and kid-
ney) of each patient and proband those measures are calculated to determine
features for the classification of the states of adaptive immune systems.

To compare and analyze data samples concerning clonality and diversity we
have defined features that characterize the sequences of the distinct clonotypes
and the diversity of IG and TR derived from blood and kidney tissue samples:
1 http://bioinformatics.fh-hagenberg.at/immunexplorer/.

http://bioinformatics.fh-hagenberg.at/immunexplorer/
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Fig. 2. In this particular example the top 20 CDR3 (AA) clonotypes are calculated of
a kidney sample from a patient. The most frequent clonotype (ASSQSLAGVDEQF)
can be found 8583 (10.65 %) times. The total number of identified clonotypes is 1939
and the total number of genes are 84145.

Clonality features [2]:

– ratio between the highest frequent clonotype and the average frequency of the
top [n1;n2] clonotypes (F1)

– mean and standard deviation of the frequencies of the top n distinct clonotypes
(F2, F3)

– area under the clonality curve of the top n clonotypes (F4)
– number of the distinct clonotypes that cover t% of the area under the clonality

curve (F5)

Diversity features [3]:

– area under the diversity (F6)
– area under the frequencies of the top n distinct clonotypes (F7)
– area under specific parts of the diversity (F8)
– relative frequencies of distinct clonotypes without read errors (F9)

3 Empirical Study

In the empirical section we evaluated data of 7 diseased patients and 4 healthy
proband with respect to clonality and diversity of IG and TR on CDR3 (AA)
sequence level. We had approximately 30 blood and kidney samples of those 11
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Fig. 3. Diversity plot of the same kidney sample as the clonality plot. The green points
show the original calculated diversity by randomly choosing 1500 out of 84145 CDR3
sequences. The orange line shows the estimated diversity using the mathematical model
and performing parameter optimization using an evolution strategy. Two diversity
features (F6 and F9) are included in the diversity curve for better illustration (Color
figure online).

patients/probands due to different primer settings: for IG, we used three different
primer sets (which are redundant), while for TR, we used only two different
primer sets (which are additive). The following machine learning methods were
used: random forests (RF) [9], artificial neural networks (ANN) [10], and genetic
programming (GP) [11] were performed using the framework HeuristicLab2 [12]
to predict the states of patient’s adaptive immune systems. HeuristicLab is as
well integrated in IMEX and will be available online soon. All approaches were
performed using a five-fold crossvalidation and each fold were evaluated using ten
repetitions and for each receptor repertoire separately. Three different analyses
were performed:

– from each patient only blood samples,
– blood and kidney samples depending whether the patient is healthy or diseased

have been considered. If the patient is healthy only blood samples were used,
for diseased patients we have blood and kidney samples,

– and for healthy patients blood and for diseased patients the blood and kidney
primer set feature values were averaged.

2 http://dev.heuristiclab.com/.

http://dev.heuristiclab.com/
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Table 1. Accuracy, sensitivity and specificity for blood, blood and kidney, and blood
and kidney tissue averaged analyzing the TR repertoire using all eleven patients.
It is illustrated that the test accuracies for blood and kidney enable a distinction
between healthy and ill patients due to kidney diseases. It can also be seen that the
test sensitivity and specificity for the TR repertoire show better results using only
blood but as well as the averaged primer sets of blood and kidney values.

Acccuracy

Blood Blood and Blood and

Kidney Kidney Averaged

RF 53.84 86.66 83.30

ANN 53.85 86.60 75.00

GP 53.84 83.33 81.25

Sensitivity

RF 0.45 0.79 0.60

ANN 0.67 0.79 0.79

GP 0.55 0.60 0.67

Specificity

RF 0.63 1.0 1.0

ANN 0.50 0.92 0.72

GP 0.75 0.88 0.79

Table 2. Accuracy, sensitivity and specificity for blood, blood and kidney, and blood
and kidney tissue averaged analyzing the IG or antibody repertoire using all eleven
patients. Interestingly, the test accuracies are much higher using only blood instead of
blood and kidney compared to the TR repertoire analysis. Sensitivities and specificities
show better results using blood or blood and kidney values averaged more promising
results.

Acccuracy

Blood Blood and Blood and

Kidney Kidney Averaged

RF 84.27 97.45 95.22

ANN 92.67 94.87 88.88

GP 92.56 96.65 94.44

Sensitivity

RF 0.88 1.00 1.00

ANN 0.95 1.00 1.00

GP 1.00 0.88 1.00

Specificity

RF 0.75 0.94 0.88

ANN 0.89 0.91 0.77

GP 0.75 1.00 0.88



308 S. Schaller et al.

Tables 1 and 2 represent test accuracies, specificities and sensitivities of all
analyses and for IG and TR repertoire, respectively. Specificity and sensitivity
are defined as:

specificity =
truenegative

truenegative + falsepositive
(1)

sensitivity =
truepositive

truepositive + falsenegative
(2)

4 Conclusion and Outlook

A workflow for analyzing the health states of human adaptive immune systems
using NGS generated IG and TR repertoire data, derived from blood and kid-
ney tissue samples from healthy proband and diseased patients, which are pre-
processed using the IMGT information system have been designed and devel-
oped. The outputs are used as input for our freely available and designed software
IMEX for performing clonality, diversity, descriptive statistics, comparing and
visualization analyses. Clonality and diversity features have been calculated and
machine learning methods have been applied on IG and TR repertoire data.
The first results of the here proposed workflow show promising results, includ-
ing best classification accuracies up to 80 % by using information of blood and
kidney samples from a patient. In future the workflow needs to be tested and
evaluated with more collected data from patients and the application of this app-
roach shall be extended to other immunological disease e.g., allergies or other
tissue samples. In conclusion the medical goal would be to track the adaptive
immune response to specific diseases which could lead to a better understanding
of the evolution of the disease and also to a better focused treatment depending
on each individual immune response.
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Abstract. In this paper we present a method for the definition of
characteristics of single molecules as well as of cell structures on fluores-
cence microscopy images for classifying human disease states. Fluores-
cence microscopy is one of the most emerging fields in modern laboratory
diagnostics and is used in various research areas, for instance in studies of
protein-protein interactions, analyses of cell interactions, diagnostics, or
drug distribution studies. We have developed a new combinatory work-
flow comprising image processing and machine learning techniques to
define characteristics out of given fluorescence microscopy images and to
classify given images of blood samples according to their level of pro-
tein expression (high or low), i.e. according to their disease state. This
combinatory workflow is not adapted to a specific illness but is usable
for all kinds of diseases that can be characterized using single molecule
fluorescence microscopy.
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1 Introduction

Recent developments in the field of highly sensitive microscopy have changed
the way of thinking of cell biologists and medical experts. Since it became
more and more important to study the structural origin of cellular functions
or cellular interactions, special focus is set on the required instruments, their
improvements, and of course, also on the applied software frameworks and
algorithms. A specific field of highly sensitive microscopy, namely fluorescence
microscopy, already reached all-time sensitivity by resolving the signal of a sin-
gle, fluorescence-labeled biomolecule within a living cell. The principles of this
microscopy technique can be quickly explained in the following: Cell components
on the cell surfaces are fluorescently labeled using antibodies targeting the spe-
cific cell component to be analysed; small molecules, named fluorophores, are
attached to those antibodies and emit light signals upon light excitation. Those
light signals are detected as fluorescence intensity values and can thereby help to
localize and quantify the abundance and the expression level of proteins in cell
membranes on acquired images. Exemplary generated fluorescence microscopy
images and labeled blood cell compounds are depicted in Fig. 1.

Fig. 1. Exemplary fluorescence microscopy image: (left) blood cell compounds labeled
using primary antibodies, (right) corresponding white-light image showing red blood
cells.

Using this information it is possible to study living specimens in their native
environment in a non-invasive and non-destructive way [1]. Moreover, detected
fluorescence intensities can provide further information about conformation and
movement of cell compounds as well as about their surroundings, i.e. other mole-
cules, viscosity, oxygen concentration, or pH characteristics [2].

Research topics addressed using by this techniques are spread among various
application areas: For example, single molecule studies on protein expression
and clustering within the cell membranes have been shown to play a significant
role in signal transduction in T-cells, as stated in [3]. Further research was done
concerning the statistical analysis of the relationship between fluorescence signal
signatures and structures in microscopy images of brain tissue (further described
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in [4]) or in the context of PNH research as the definition of motion charac-
teristics of single molecules enables the classification of PNH affected cells [5].
We here present a combinatory workflow consisting of fluorescence microscopy,
image processing techniques, and machine learning approaches for the automatic
identification of characteristics at single molecule level, followed by a classifica-
tion in critical and non-critical disease states based on human blood sample data,
which is highly important in the context of modern laboratory diagnostics, as
further medications or treatments are based on those classification results.

2 An Automatic Detection and Feature Extraction
Algorithm for Classifying Human Disease States

The proposed workflow for the identification of single molecules and cell struc-
tures and the associated disease state classification can be divided into three
main steps: image processing, feature extraction, and machine learning. In the
following sections all workflow steps will be explained in detail.

2.1 Image Processing

As mentioned in Sect. 1 fluorescence microscopy images form the basis for all inte-
grated analyses in the here presented workflow. Therefore, it is indispensable to
apply appropriate image processing algorithms to extract all information about
single molecule occurrences, their positions, their intensities, and cell structures
accurately. The image processing task can be divided into two main steps:

– Single Molecule Detection: First of all, single molecules present on the
images have to be detected correctly. This step is crucial, as all results are
dependent on the correct number of detected single molecules and on a low
amount of false-positives. In this context, images are further preprocessed
using a combination of various image processing techniques, namely conser-
vative smoothing to remove possible measurement artifacts, top-hat filtering
using a ring formed structure element to further emphasize small, bright, and
round signals on the images, binary thresholding to extract all areas of inter-
est, and region growing to separate all existing signals and to exclude regions
smaller as a given size threshold. Each extracted region is finally analyzed and
its maximum intensity value and its x-y coordinates in nano-scale precision
are considered as a detected molecule. More detailed information about the
used image processing techniques can be found in [6].

– Cell Detection: As information about the location and intensity of each
molecule is not enough to state a hypothesis of a sample’s disease state, it is
indispensable to detect all cell structures on each white-light image accurately
and to connect the single molecule information with the corresponding cell
information. The cell detection is performed using a white-light image of each
measured area of the sample, which shows all cell structures and its boundaries
more clearly compared to the fluorescence signal images, as depicted in Fig. 1.
First, a binary image showing all edges is created using a canny edge detector
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[7] and thresholding operations. As a result, regions containing cells with a
high probability are marked. In the second step, those highlighted regions are
extracted and converted into a first guess cell using a convolution operation
parameterized with a fixed ring-structured kernel. With the help of this ker-
nel it is possible to find the approximate center of each cell, which is then
further optimized using an evolution strategy. Finally, the resulting cells and
their boundaries are further optimized using an active contour method that
automatically adjusts all cell features for each cell independently. As a conse-
quence, all cells, regardless of which shape or size, are detected automatically
without any user interactions. Furthermore, the algorithm discards incomplete
or malformed cells, which results in an even more robust statistic result.

2.2 Feature Extraction

Using the correct location of all cells, it is possible to assign all single molecules to
the corresponding cell. Single molecules not belonging to any cell are discarded.
Further statistical analyses on image level as well as on cell level are performed
to extract features that shall help to differentiate between samples of critical and
non-critical disease states. In detail the following features are extracted:

– Average cell intensity: average intensity of all detected molecules on cell
level

– Standard deviation of average cell intensities: variability between aver-
age intensities of all detected molecules on cell level

– Average molecule density: average number of detected molecules per
cell area

– Average complete distance: average distance between all molecules on cell
level

– Average neighboring distance: average distance between all nearest neigh-
boring molecules on cell level

– Average intensity ratio: average intensity ratio between cell and back-
ground areas

All features are further used as input for the here applied machine learning
approaches as described in the next section.

2.3 Machine Learning

In the final step of our analysis workflow, various machine learning approaches
are applied on extracted image features to assign the corresponding disease state
to images of a given blood sample. For this purpose we applied the following
machine learning approaches, using the implementation in HeuristicLab1 [8]:

– Random forest (RF): RFs are ensembles of decision trees, each depending
on randomly chosen samples and features. Every tree votes for a certain label
and the final prediction for the given sample is the mode vote of all trees [9].

1 http://dev.heuristiclab.com/.

http://dev.heuristiclab.com/
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– Genetic Programming (GP): Genetic programming is an algorithmic con-
cept that works on populations of solution candidates and is based on selection
(and offspring selection), recombination, and mutation [10,11].

– k-nearest neighbor algorithm (kNN): k-nearest neighbor approaches
work without creating and using any explicit model; a sample is classified
using k training samples showing the smallest distance from the sample [12].

– Artificial neural network (ANN): Artificial neural networks are inspired
by the structure of biological neural networks and have been frequently used
in the context of pattern recognition and image analysis [13].

All analysed samples consist of multiple imaged areas (that are used in the
classification tasks independently) to cover the possible heterogeneity of human
blood samples; as a consequence, we introduce a majority voting step to be able
to provide a clear statement about the classified disease state of each sample.
This majority vote is performed in the following manner:

Whether a sample is classified as class 1 or class 0 is decided using the number
of images (im(sample) : imageset) that are classified as class 1. If the number of
images that are classified as class 1 is higher or equal than a declared threshold
θ of the total number of images, the sample is classified as class 1; if the number
is lower than θ the sample is classified as class 0.

classification(sample) =

{
0 |im(sample)i : class(im(sample)i)=1|

|im(sample)| < θ

1 else
(1)

The used threshold value θ for the majority voting can be set for each classi-
fication task independently; disease states that comprise highly significant differ-
ences may need a higher θ, datasets comprising low or subtle differences should
be analysed using a lower θ.

3 Empirical Study: Classifying Blood Samples of Patients
at Critical and Non-Critical Disease States

In order to prove the functionality and reliability of the here presented methods,
we tested our workflow using an exemplary dataset composed of human blood
samples of critical and non-critical patients. The dataset consists of 55 samples,
comprising 8 critical and 47 non-critical blood samples; in total approximately
800 acquired images are analysed and involved in the classification tasks. All
preliminary results of all image processing algorithms were reviewed and manu-
ally corrected to eliminate the possibility of biased data. In Fig. 2 we exemplarily
show processed images and the detected single molecules as well as detected cell
structures.

3.1 Majority Vote Thresholding

As mentioned in Sect. 2.3 the determination of the appropriate threshold θ used
for the majority vote process is of great significance, as this parameter determines
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Fig. 2. Exemplary image processing result: (left) detected single molecules, (right)
detected cell structures.

the stringency of the performed classification. In Table 1 the achieved accuracies
using different values for θ are listed. It can be seen that a constant decrease
of θ leads to a steady increase with regard to classification sensitivities and
accuracies. As a result, an optimal value θ of 5% was determined for the here used
dataset. It can therefore be concluded, that the here used dataset is composed
of classes characterized through minor differences to each other that can be
balanced and classified correctly by using a low θ value.

Table 1. Summary of tested θ values used for majority voting: Each algorithm was
repeated 10 times; all sensitivity and accuracy values represent majority vote test
results.

θ

50% 33% 25% 20% 15% 10% 5%

RF Sensitivity 95.75% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%

Accuracy 88.91% 99.82% 98.55% 98.91% 99.82% 99.82% 100.00%

GP Sensitivity 52.50% 78.75% 86.25% 91.25% 92.50% 100.00% 100.00%

Accuracy 89.45% 94.73% 97.82% 98.73% 98.91% 100.00% 100.00%

kNN Sensitivity 50.00% 62.50% 62.50% 100.00% 100.00% 100.00% 100.00%

Accuracy 90.91% 92.73% 94.55% 100.00% 100.00% 100.00% 100.00%

ANN Sensitivity 50.00% 75.00% 76.25% 87.50% 100.00% 100.00% 100.00%

Accuracy 89.09% 94.55% 96.55% 98.18% 100.00% 100.00% 100.00%

3.2 Classification Results

All classification algorithms were repeated 10 times using 10-fold cross validation.
The used machine learning algorithms were applied using the implementation in
HeuristicLab and parameterized as follows:
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– Random forests: number of trees = 50
– Genetic programming: generations = 1000, population size = 100
– k-nearest neighbor algorithm: k = 3
– Artificial neural network: hidden layers = 1

Altogether six features, as described previously in Sect. 2.2, were used as
input for machine learning; the target variable was defined as 1 (critical sample)
and 0 (non-critical sample). In Table 1 the achieved test classification results
are also depicted in detail: It can be seen that all applied machine learning
approaches yielded at highly satisfying results, with a constant sensitivity value
of 100% and classification accuracies of 100% for a θ value of 5%.

Summed up, all critical blood samples were classified correctly without any
false-negative predictions. This fact highly emphasizes the particular importance
of our workflow and the robustness of the defined and extracted characteristics
regarding single molecules and cell structures, as in modern diagnostics sensitive
and reliable results are indispensable.

4 Conclusion and Outlook

In this paper we presented an innovative and highly promising combinatory app-
roach for the definition of characteristics of single molecules and cell structures
on fluorescence microscopy images. This new approach combines three different
application areas, namely fluorescence microscopy, image processing techniques,
and machine learning to enable a new analysis possibility for human disease
states based on imaged human blood samples. Single molecules and cell struc-
tures were identified using various image processing techniques, namely smooth-
ing, thresholding, edge detection, active contour methods, and convolution. All
classification tasks were performed using multiple machine learning approaches
to ensure and validate the quality of the here presented results.

In the empirical part of our work, we tested the proposed workflow by using
critical and non-critical human blood samples. All image processing techniques
performed well and could be applied on various diverse images without any con-
figuration changes. All classification results were highly satisfying, as accuracies
of 100% and a constant sensitivity value of 100% were achieved.

Those high sensitivity values and the high robustness of the here presented
methods are of great significance regarding modern laboratory diagnostic rou-
tines, as reliable and sensitive results are extremely important key factors for
diagnostics, further treatments, or medication settings.
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Abstract. It has been shown that it is possible to differentiate viable
amniotic membrane towards osteogenic lineage, i.e. bony tissue. This
process of mineralization may take several weeks and can show different
manifestations per sample. The tissue can only be used, when the min-
eralization process is advanced in a certain degree. Therefore, a forecast
of the development of mineralization would be helpful to save time and
resources. This paper shows how a prediction on the development of min-
eralization can be made by using several image processing techniques,
machine learning methods, and hybrid ensembles of machine learning
algorithms.
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1 Research Goal

The human amniotic membrane is the thin, highly flexible innermost of the fetal
membranes and a part of the placenta. For regenerative medicine, the mem-
brane has shown great potential as it is bacteriostatic, reduces pain, suppresses
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inflammation, inhibits scarring, and promotes wound healing [1,2] and epithe-
lialization [3].

In addition, the amniotic membrane is used for tissue engineering, as it is
possible to differentiate viable amniotic membrane towards osteogenic tissue
(i.e., bone cells). [4] During this process amniotic cells mineralize to osteogenic
tissue, which can be used for medical purposes. A tissue can only be used for
medical purposes if the degree of its mineralization is high. Unfortunately, the
mineralization is not distributed homogeneously among the tissue but shows
patches of positive areas which is depicted in Fig. 1.

Fig. 1. Differentiation of amniotic membrane to bone tissue over time (day 0, 14 and
28); dark areas represent the mineralization. (Figure taken from [4])

As the mineralization process takes several weeks in the laboratory, it would
be of great advantage to be able to predict the degree of mineralization already
after some days. It is assumed that the positioning of the cell nuclei inside of
the tissue supplies information about the progress of mineralization after a few
days. In order to verify this theory we have developed an algorithm that is able
to automatically process the images of the tissues and can be used to predict
the degree of mineralization during the first days using image processing and
machine learning techniques.

2 Methods

The analysis techniques performed to classify the mineralization degree can be
divided into three major steps shown in Fig. 2.

Microscopy images from differentiated amnion membranes were taken weekly
to document the tissues development.

In order to identify the structures of the tissue we use image processing tech-
niques that include dilation, erosion, and edge detection. Reference [5] Further
image processing is needed to identify the positions of the cell nuclei, which are
determined through thresholding. The generated images are used to calculate
several features which are used to train the following machine learning tech-
niques: genetic programming, random forests, support vector machines, artificial
neural networks, and linear regression. These algorithms shall help to predict the
progression of mineralization of amnion membrane.
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Fig. 2. Detailed workflow including data retrieval steps, image processing, and machine
learning for the automated classification of the mineralization state.

2.1 Image Processing

To extract features used as input for machine learning methods, several image
processing steps have been performed. These steps are intended to detect the
structure in the image and identify all cell nuclei that are contained in the
structure. All image processing steps used in this approach will be explained in
this section.

Tissue Structure Identification: All tissue images showed heterogenous
intensity values, therefore we split the images into several parts and calculated
an individual threshold for each part. As threshold we used the average of the
intensities in each image part. All image parts were merged back together which
can be seen in Fig. 3(a). Further image processing techniques were applied that
including sobel edge detection, dilatation, erosion and thresholding to identify
pixels belonging to the structure. [5]

To identify all pixels that form the structure a floodfill algorithm was per-
formed to detect continuous areas. To detect those areas that belong to the
tissue, regions with a minimum number of pixels that exceed a certain threshold
were selected as part of the tissue. In order to fill remaining gaps in the structure,
dilatation and erosion was applied which lead to results shown in Fig. 3(b).

Cell Nuclei Detection: Identifying the location of cell nuclei was achieved
quite easily as the cell nuclei have different intensity values as the structure and
the background of the image. To emphasize the cell nuclei we used sobel edge
detection and subsequently, a thresholding operation, where pixels that exceed
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Fig. 3. (a): Merged image after applying thresholding on each image part. (b): The
final identified structure used as input for machine learning methods.

Fig. 4. Cell nuclei identified using thresholding operations.

the defined threshold value are identified as part of the image and are marked
as green dots as demonstrated in Fig. 4.

Feature Extraction: The preprocessed images were further used to extract
the following features:

– number of epithelial cells (cells in the outer area of the tissue)
– number of mesenchymal cells (cells in the inner area of the tissue)
– average distance between cells and outer surface of the tissue
– median distance between cells and outer surface of the tissue
– number of distances in different distance intervals ([0px− 5px[, [5px− 10px[,

[10px− 15px[, [15px− 20px[, > 20px)
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The target variable that had to be predicted by machine learning methods
was the quality of the mineralization for each image after several weeks which is
binary classified in either good (1) or bad (0). The classification was done by our
experts of Trauma Care Consult and the Blood Transfusion Service of Upper
Austria.

2.2 Machine Learning Methods

In order to predict the mineralization degree we used the following machine
learning methods:

– Linear regression (LR): Linear regression separates the data with a linear
function. It is hereby attempted to minimize the distances between a straight
line and the data points [6].

– Genetic programming (GP): Genetic programming are population based
algorithms that work with a pool of individuals which are usually represented
by trees. The individuals are selected, recombined, and mutated in order to
generate new individuals. Those with the best fitness are promoted to the
next generation [7].

– Random forests (RF): Random forests use a combination of multiple uncor-
related decision trees of those every tree classifies the given data. The class
with the most votes is chosen as the result class [8].

– Support vector machines (SVM): Support vector machines use the kernel
trick, which allows the algorithm to fit a hyperplane in the transformed feature
space. The transformation allows linear separation of nonlinear data [9].

– Artificial neural networks (NN): Artificial neural networks are inspired by
the human brain and present a network of interconnected neurons that process
the given input. The neurons are weighted and the weights are adopted using
back propagation [10].

All machine learning approaches were applied using the HeuristicLab1 [11]
implementation. To improve the achieved machine learning results, we addition-
ally used a hybrid ensemble of machine learning algorithms that combined the
results of the individually applied methods as described in 3.1.

3 Results

3.1 Ensemble Modeling Approach

Each of the above described machine learning techniques were applied on image
parts to train a model. These trained models were used for a hybrid ensemble
approach where each model classifies the image.

The predictions of the different models are used to estimate the class of an
image via majority voting. [12] This allows an estimation of the confidence cal-
culated by the agreement of the classifications which is demonstrated in Table 1.
1 HeuristicLab: http://dev.heuristiclab.com/.

http://dev.heuristiclab.com/
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Table 1. Combining several machine learning methods (GP, RF, ANN, SVM, LR)
allows a majority vote that selects the class with the majority of the votes as the final
class for the image.

ID GP RF ANN SVM LR Final classification Confidence

1 0 0 0 1 0 0 80 %

2 1 1 1 1 1 1 100 %

3 1 0 1 0 0 0 60 %

4 0 0 0 1 0 0 80 %

5 0 0 0 0 0 0 100 %

3.2 Results for Image Parts

Each image is split into 15× 15 parts, as explained in [13] and the model majority
vote is applied for each of the image parts. Based on the intermediate results for
each image part a calculation is made determining the number of votes for each
class. The class with the majority of the votes was chosen as the final class for
a whole image.

We used 41 images for the classification process and split them into parts. As
we only used relevant parts that contain amniotic structure and cells we received
2032 that could be used for classification. Using the hybrid ensemble approach
we achieved 70.08% correctly classified image parts, which is shown in Table 2.

3.3 Results for Merged Image Parts

To identify the class of one merged image the majority of the votes for a class is
calculated and determined as the final class of the merged image.

The hybrid ensemble approach of the image parts allowed to include only
those parts of the images in the vote for the final classification that exceed a
minimum confidence value. This should increase the accuracy of the classification
of the merged images.

Only those image parts where the hybrid ensemble approach got a confidence
of at least 80% were included in the final classification. Therefore, it was possible
that only a few image parts were allowed to vote and it could occur that no image
part was included in the final classification process. This decreases the coverage

Table 2. The confusion matrix shows how many image parts were estimated correctly;
using a confidence of 60 % a coverage of 100 % of all image parts could be achieved.

Estimated target 0 1

0 721 283

1 325 703

1424 (70.08 %)
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Fig. 5. Higher confidence values lead to an improvement of the accuracy and to a lower
coverage rate.

of the merged images that are classified: Using a confidence value of at least 80%
resulted in a coverage of 95.12% with 97.44% correctly classified images. With
minimum confidence of 90% all images were classified correctly and a coverage
of 80.49% could be achieved which is depicted in 5.

4 Conclusion

The mineralization process of amniotic membrane towards bone tissue takes sev-
eral weeks in the laboratory and can only be used for medical treatments if the
degree of mineralization has advanced sufficiently. In this paper we showed that
it is possible to predict the degree of mineralization already after some days:
The classification could predict the mineralization degree with an accuracy of
97.44%. By increasing the confidence rate to 90% it was even possible to classify
all images correctly. This shows that it is possible to predict the degree of miner-
alization already after several days which is of great advantage for reasearchers
as it saves a lot of time and resources.
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Abstract. In this paper we analyze the dynamics of the predictability
and variable interactions in financial data of the years 2007–2014. Using
a sliding window approach, we have generated mathematical prediction
models for various financial parameters using other available parameters
in this data set. For each variable we identify the relevance of other vari-
ables with respect to prediction modeling. By applying sliding window
machine learning we observe that changes of the predictability of finan-
cial variables as well as of influence factors can be identified by comparing
modeling results generated for different periods of the last 8 years. We
see changes of relationships and the predictability of financial variables
over the last years, which corresponds to the fact that relationships and
dynamics in the financial sector have changed significantly over the last
decade. Still, our results show that the predictability has not decreased
for all financial variables, indeed in numerous cases the prediction quality
has even improved.

1 Research Goal

The goal of the research presented in this paper is to describe the predictability
and impact factors in financial data of the years 2007–2014. Using a sliding
window approach, we have generated prediction models for various financial
parameters using other available parameters in this data set. For each variable
we identify in how far other features are relevant for modeling it; the relevance
of a variable can in this context be defined via the decrease in modeling quality
after removing it from the data set.

c© Springer International Publishing Switzerland 2015
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Keeping in mind that relationships and dynamics in the financial sector have
changed significantly over the last decade, we expect to see changes of relation-
ships and the predictability of financial variables. By applying sliding window
machine learning we see that changes of the relationships as well as of the pre-
dictability of financial variables can be identified by comparing modeling results
generated for different periods of the last 8 years.

Figure 1 schematically shows this approach:

Fig. 1. Data based identification of regression models and variable impacts in financial
data using sliding window machine learning.

2 Data and Data Preprocessing

For the here presented empirical tests we have used various financial variables
measured daily between April 2007 and August 2014. The here used data base
includes 24 variables, namely currency exchange rates, several stock indices,
nominal yields of treasury bonds, Euribor and Libor, CDS spreads, gold price,
key interest rates, and financial indices.

For each variable x we train classifiers for the following targets:

– c(xd+1): Trend (positive, neutral, or negative) for x at day d + 1 relative to
the value of x at day d

– c(xd+5): Trend (positive, neutral, or negative) for x at day d + 5 relative to
the value of x at day d

– c(xd+10): Trend (positive, neutral, or negative) for x at day d + 10 relative to
the value of x at day d
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A trend is classified positive if the difference is at least +1 % and negative if the
difference is at least −1 %.

For each variable x we additionally calculate the following features that are
used as input for training classifiers:

– xd−1: x at day d − 1 relative to the value of x at day d
– xd−5: x at day d − 5 relative to the value of x at day d
– xd−10: x at day d − 10 relative to the value of x at day d

3 Methods

3.1 Machine Learning

The following data based modeling approaches implemented in HeuristicLab
(http://dev.heuristiclab.com) [1] have been applied for identifying ensembles of
prediction models for financial variables:

Random Forests (RFs) are ensembles of decision trees, each depending on
randomly chosen samples and features. The best known algorithm for inducing
random forests was first described in [2] combining bagging and random feature
selection. When it comes to calculating the value predicted for a given sample,
this sample is pushed down the trees and is assigned the label (predicted value)
of the terminal node it eventually ends up in. This procedure is executed for all
trees in the forest and the final prediction for the given sample is the mode vote
of all trees. RFs are a very popular machine learning method as they are known
to be one of the most accurate learning algorithms available, robust against
overfitting, and a very efficient learning method.

Genetic Programming: We have also applied a symbolic regression algorithm
based on genetic programming (GP) [3] using a structure identification frame-
work described in [4] and [5], in combination with strict offspring selection; this
GP approach has been implemented in HeuristicLab [6]. We have used the fol-
lowing parameter settings for our GP test series: The mutation rate was set to
20 %, a combination of random and roulette parent selection was applied as well
as strict offspring selection [5] (OS) with success ratio as well as comparison
factor set to 1.0. The functions set described in [4] (including arithmetic as well
as logical ones) was used for building composite function expressions.

In addition to splitting the given data into training and test data, the GP
based training algorithm implemented in HeuristicLab has been designed in such
a way that a part of the given training data is not used for training models
and serves as validation set; in the end, when it comes to returning classifiers,
the algorithm returns those models that perform best on validation data. This
approach has been chosen because it is assumed to help to cope with over-fitting;
it is also applied in other GP based machine learning algorithms as for example
described in [7].

http://dev.heuristiclab.com
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3.2 Accuracy and Confidence of Model Ensembles

All so created models are then applied on test partitions as indicated in Fig. 1;
the final classification for each sample is calculated in the following way (as
described in detail in ([8]):

For each sample s various models are trained; models are here referred to as
mi where i represents the current model index. Subsequently, a voting over all
models for each sample s is performed:

vote(c, s,m) = |mi : mi(s) = c| (1)

where c represents an arbitrary, but fix class c. The final classification fc for a
sample s is calculated by using a majority voting of votes vote(c, s,m). Finally,
we define the confidence of classification c for a sample s on the basis of a set of
models m:

fc(s,m) = argmax
c

(vote(c, s,m)) (2)

conf(c, s,m) =
|mi : mi(s) = c|

|m| (3)

As we are here facing ternary classification tasks, the classification confidence
for any final classification fc (that is a majority vote winner and thus must have
more than 1/3 of the votes) will always be in the interval [1/3, 1].

In the empirical tests documented in the following sections we use a con-
fidence threshold θ ∈ [0 . . . 1]. If the confidence for a sample’s classification is
smaller than this threshold, then there is no estimation statement for this sam-
ple. As a consequence, the ratio of samples for which a classification statement
is given will be below 100 %; we expect this samples coverage ratio to decrease
for increasing values of θ.

3.3 Calculation of the Relevance of Variables

There are several methods for calculating the relevance of variables as described,
for instance, in [9], [10], and [11]. The following approach is used in the context
of this research work: We estimate the relevance of variables with respect to
algorithm performance by removing them from the list of available inputs and
repeating the modeling process. We use r(Datav) as the available data collection
with variable v replaced or removed for calculating the relevance of variable v;
we define the relevance of variable v with respect to a modeling method mm, a
replacement method r and a fitness function ff as

impactalg(v,mm) = 1 − ff(eval(mm, r(Datav)))
ff(eval(mm,Data))

. (4)

As fitness function we calculate the accuracy of prediction models. For exam-
ple, this means the following: If using the full data base leads to models that
explain validation samples with 90 % accuracy and models not using a variable
y show 80 % accuracy, then the impact of y is 1 − 0.8/0.9 = 0.111 = 11.1%.
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4 Modeling Results

Using sliding window modeling with RFs and GP as described in Sects. 1 and 3
we trained sets of models for varying training and test data partitions. Each
modeling method was executed with varying configurations, and for each data
partition the 10 best models (with respect to performance on training data) were
selected and applied on test data. The results achieved using this approach are
summarized in this section.

4.1 Dynamics of Accuracies and Classification Confidence
over Time

This sliding window modeling approach was executed for each target variable
and partitions of training and test samples as given in Table 1. This table shows
exemplary test results for prediction models for the next day’s trend of the
exchange rate of US dollar and Euro. As we see, in most cases the prediction
accuracy rises by increasing the confidence threshold θ, which on the other hand
also decreases the samples coverage. Furthermore, the accuracies and coverages
vary for the analyzed partitions.

This analysis was done for all available target variables, and comparing
results for the first partition (2009/2010) with those calculated for the last par-
tition (2013/2014) and θ = 0 we observe the following results:

– For 42 % of the target variables, the accuracy of the next day’s trend increased
by at least 10 %, while it decreased by at least 10 % for 38 % of the variables.

– For 45 % of the target variables, the accuracy of the next week’s trend increased
by at least 10 %, while it decreased by at least 10 % for 32 % of the variables.

– For 42 % of the target variables, the accuracy of the next two weeks’s trend
increased by at least 10 %, while it decreased by at least 10 % for 33 % of the
variables.

These results are graphically displayed in Fig. 3 where we show the relative
progress of classification accuracies (with θ = 0) as well as of classification con-
fidences for all analyzed test partitions.

4.2 Dynamics of Variable Impacts over Time

For each target variable we also calculated impact factors of all input variables
with respect to prediction modeling with one day, 5 days, and 10 days offset.
Figure 2 graphically shows impact factors for selected target values calculated
using Formula 4 evaluated on test samples. We see that the impact of variables
varies significantly; for 38 % of the analyzed potential input variables the impact
changed by at least 10 % over the analyzed period, and for 11 % it changed by at
least 20 %. Interestingly, there are phases in which no variables show significant
impact, which can be seen as white horizontal lines.
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Table 1. Accuracy and coverage of ensemble models predicting the trend of the
exchange rate between US dollar and Euro for varying confidence thresholds (θ).

Training samples Test samples Accuracy

θ = 0 θ = 0.5 θ = 0.6 θ = 0.7 θ = 0.8 θ = 0.9 θ = 1.0

0–400 400–500 32% 33% 33% 42% 35% 36% 36%

100–500 500–600 47% 44% 48% 49% 54% 50% 50%

200–600 600–700 36% 38% 39% 41% 42% 32% 32%

300–700 700–800 35% 33% 31% 40% 41% 42% 42%

400–800 800–900 28% 28% 27% 29% 37% 54% 54%

500–900 900–1000 37% 36% 34% 28% 30% 30% 30%

600–1000 1000–1100 38% 40% 41% 41% 44% 44% 44%

700–1100 1100–1200 39% 42% 48% 44% 50% 67% 67%

800–1200 1200–1300 61% 62% 61% 60% 56% 58% 58%

Training samples Test samples Coverage

θ = 0 θ = 0.5 θ = 0.6 θ = 0.7 θ = 0.8 θ = 0.9 θ = 1.0

0–400 400–500 100% 85% 58% 33% 23% 11% 11%

100–500 500–600 100% 90% 71% 51% 24% 8% 8%

200–600 600–700 100% 90% 66% 51% 43% 25% 25%

300–700 700–800 100% 88% 64% 42% 29% 12% 12%

400–800 800–900 100% 89% 73% 58% 35% 13% 13%

500–900 900–1000 100% 76% 47% 32% 20% 10% 10%

600–1000 1000–1100 100% 92% 73% 46% 27% 9% 9%

700–1100 1100–1200 100% 89% 60% 41% 18% 6% 6%

800–1200 1200–1300 100% 99% 95% 87% 72% 50% 50%

Fig. 2. Graphical representation of impacts of variables for 7 randomly chosen target
variables. For each target variable, 9 training and test data partitions were used (as
given in Table 1) and each horizontal row shows graphical representations of the impacts
calculated on the respective test data; light squares represent low impacts, dark squares
high impacts.
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Fig. 3. Relative progress of accuracies (for θ = 0) and classification confidences for all
target variables and 9 partitions of training and test data (as given in Table 1). For each
target variable and partition we give classification accuracy and confidence relative to
the respective values calculated for the first partition.
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5 Conclusion

We have seen that the identification of prediction model ensembles for financial
values reveals dynamics and changes over time of classification accuracies and
confidences. Still, by far not for all financial indicators the predictability has
decreased over the last years – indeed, classification accuracy and also classifi-
cation confidence have increased for several indicators. Impact values also vary
significantly: In some cases, there are no variables for which significant impacts
are calculated, which can be interpreted as situations in which no variable is iden-
tified as connected to the prediction of the target variable; this makes predictions
less trustworthy than in situations in which significantly relevant variables can
be identified.
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Abstract. Stacking and shuffling problems are key logistics problems
in various areas such as container shipping or steel industry. The aim of
this paper is motivated by a real world instance arised in steel produc-
tion. Slabs, continously but randomly casted, need to be arranged for
transport while having a certain number of buffer stacks available. The
optimization problem arising is assigning transport lotnumbers, regard-
ing properties of slabs, as well as minimizing shuffling movements while
arranging the slabs, regarding the implicitly given transport order. For
that purpose, a combined optimization problem, being composed of two
sub-problems is developed. Further computational studies are conducted
in order to investigate the complexity of the problem. A combined solu-
tion approach is developed solving the problem in a sequential way using
customized algorithms in order to make advantage of specialised algo-
rithms.

1 Introduction

The problem of stacking and restacking plays an important role in produc-
tion and logistics, arising in various areas such as container terminals and
steel production. The former addresses the shuffling of containers within a yard
where containers are stacked temporarily. [5] developed a simulated annealing
(SA) algorithm for finding stacking strategies. Results show that the number of
shuffling movements is reduced compared to a strategy grouping same-weight-
containers. In an earlier work [2] considered two stacking strategies. One aims
to keep all stacks at an equal height. The other one locates containers according
to their arrival time. The results show that the measures of a bay most influ-
ence the expected number of shuffling movements. In [9] a comprehensive litera-
ture review of operations, space allocation, yard layout and stacking logistics is
provided.

Another approach for optimal stacking is the pre-marshalling problem. It
considers the optimal shuffling of blocks that are assumed to be of the same size.
c© Springer International Publishing Switzerland 2015
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 334–341, 2015.
DOI: 10.1007/978-3-319-27340-2 42
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The delivery order is assumed to be known. [6] propose a method for finding an
optimal strategy for shuffling containers by decomposing the problem into two
stages and three subproblems. They use dynamic programming and the trans-
portation problem technique, which overall take a considerable computational
time. In [8] a mathematical model is proposed for the shuffling while considering
a given loading sequence as well as a given yard layout. They present an inte-
ger programming model based on a multi commodity flow problem. A simple
heuristic is proposed in order to solve problems close to real-world size.

Considering steel industry, most research work has been done on the Slab
Stack Shuffling (SSS) problem which aims to choose appropriate slabs for the
rolling schedule out of ponderous stacks of slabs while minimizing the shuffling
movements needed. [11] propose an integer programming model for the SSS prob-
lem and developed a two-phase heuristic algorithm. In [12] a genetic algorithm
using specially designed operators is presented. For the SSS problem considered
in [10], an improved parallel genetic algorithm is proposed in [12]. Two oper-
ators are developed, namely a modified crossover operator and a kin selection
operator. [10–12] consider that a lifted slab is moved back immediately after the
required slab is taken out. [13] takes into account that lifted slabs can be placed
on other stacks. [3] propose a linearization of the SSS problem solved by using
a linear binary integer programming (BIP) model.

1.1 Motivation

Considering the hot storage area, slabs are continously casted and then lifted
to buffer stacks to allow for an arranging process, while the number of stacking
locations is limited. Subsequently the slabs are lifted to a delivery point to be
picked up by transportation facilities. As there is only a limited number of vehi-
cles, it is essential that slabs are carried to the delivery point in assorted lots.
The slabs should be arranged according to measurements and properties.

[7] propose an exact method for solving a stacking problem allowing moves
from and to a buffer stack and to a target stack with the aim of minimizing
shuffling movements. They use ideas from dynamic programming and discrete
optimization and obtain a solution quality of 25 % off optimum. Closely related
to this problem is the blocks relocation problem (BRP). [1] provide a formal
analysis of the problem and developed a heuristic based upon a set of relocation
rules.

In contrast to the above mentioned research work, we consider the delivery
order not as predefined but as flexible. We developed a combined optimization
problem composed of two subproblems: a lot-building problem which provides
the transport lots and implicitly the delivery order and a stacking problem which
provides the optimal stacking in order to minimize shuffling movements. Further
experimental studies are performed and a combined solution approach is pro-
posed. In Sect. 2 a description and formulation of both problems is provided. In
Sect. 3 results on complexity and performance and a sequential solution approach
are presented.
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2 Problem Description

The lot-aware slab stack shuffling problem is composed of a lot-building problem
and a stacking problem. This section provides a formulation of both problems as
well as of the interrelation on each other. The lot-building problem shall provide
the transport lot number as input for the stacking problem (see Eq. 8).

2.1 Lot-Building Problem

Input. A set of slabs with properties (weight, measures, type, production time).

Objective. The aim is to minimize the number of lots used.

Constraints. A lot may only has a maximum weight and minimum number of
slabs. Further, one lot may only contains one type of slab and only slabs with
certain measurements limits.

Ω = {j}N
j=1 Set of cast slabs

L = {i}L
i=1 Set of lots

wj , tj , bj Weight, production time, measures (width) of slab j
W, T,B Maximum values of weight, difference of production

time and measures per lot

min
L∑

i=1

yi (1)

s.t. xij ≤ yi, ∀i ∈ L, j ∈ N (2)
L∑

i=1

xij = 1, ∀j ∈ N (3)

N∑
j=1

xij ≥ 2yi,

N∑
j=1

xijwj ≤ Wyi ∀i ∈ L (4)

(tj − tl)xijxil ≤ T, (bj − bl)xijxil ≤ B ∀i ∈ L, j, l ∈ N (5)
xij ∈ {0, 1}, yi ∈ {0, 1} ∀i ∈ L, j ∈ N (6)

Decision variable xij takes 1 if slab j is assigned to lot i, otherwise 0. Decision
variable yi takes 1 if lot i is used, otherwise 0. Cosntraints (2) and (3) ensure that
each slab is assigned to a lot, but only if the lot exists. (4) state the minimum
number of slabs and a maximum weight per lot. (5) ensure that a maximum
difference of production time and measures are not exceeded.

The fitness function of the heuristic approach is the sum of the number of
lots used and a penalty for each constraint violation.
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2.2 Stacking Problem

Input. A set of slabs is produced that arrive on parallel inputs over time. Each
slab is assigned to an article depending on its characteristics, as well to a lot.
A lot contains only one type of slab.

Objective. The aim is to arrange all slabs on buffer stacks in order to minimize
the number of shuffling movements when lifting slabs to the delivery point every
time a lot is completely produced.

Stacking Constraints. Due to reasons of stability, slabs must be arranged accord-
ing to their measures. Predefined stacking constraints determine which slab type
is allowed to be placed on another one.

Stacks and Moves. We have a set of buffer stacks and delivery stacks. A buffer
stack has a maximum stack height. The initial buffer stacks are assumed to be
empty. The delivery stack is assumed to be of infinite capacity. Only moves from
the input to a buffer stack are considered as each slab must go to a target stack.

Ω = {ωj}N
j=1 Set of cast slabs

A = {ai}A
i=1 Set of articles

L = {li}L
i=1 Set of built lots

K = {Bk}K
k=1 Set of buffer stacks

The input may contain the following mappings. Equation (7) assigns one
type of article to each slab. Equation (8) assigns a lot to each slab. Equation (9)
denotes the last cast slab of one lot. e(ωj) takes 1, if ωj is the last slab of a lot.
Based on the input, α (see (10)) takes 1 if two slabs are in the same lot.

f :Ω → A : f(ωj) = ai ∀j ∈ N, i ∈ A (7)
g :Ω → L : g(ωj) = li ∀j ∈ N, i ∈ L (8)
e :Ω → {0, 1} (9)
α :Ω × Ω → {0, 1} (10)

Equations (11) and (12) depend on the decision variable z. β denotes the index
of the first cast slab assigned to lot li and put on stack Bk. γ denotes whether
any of the slabs, belonging to the same lot as ωj , is put on stack Bk.

β : Ω × K → Ω : βik =
{

min{j|αijzkj = 1}
i, otherwise

}
∀i, j ∈ N, k ∈ K (11)

γ : Ω × K → {0, 1} ∀j ∈ N, k ∈ K (12)

Objective Function. Every time a lot li is completely produced, given by
mapping (9), the shuffling movements are evaluated. The number of shuffling
movements has to be minimized and is given in Eq. (13).

min
N∑

j=1

K∑
k=1

(
(hωj

(Bk) + γjk − h′
ωj

(Bk) − nωj
(Bk)) ∗ e(ωj)

)
(13)
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The objective function is composed of the following parts.

hωj
(Bk) =

ωj∑
l=1

zkl −
ωj−1∑
i=1

(
e(ωi)

i∑
n=1

αinzkn

)
(14)

h′
ωj

(Bk) = hωβjk
(Bk) −

ωj−1∑
i=βjk

⎛
⎝e(ωi)

βjk∑
n=1

αinzkn

⎞
⎠ (15)

nωj
(Bk) =

j∑
l=βjk

αjlzkl (16)

Equation (14) denotes the height of buffer stack Bk when slab ωj is produced.
That is the sum of slabs placed on Bk reduced by the sum of slabs moved away.
Equation (15) denotes the position of the slab in buffer stack Bk with index β
at the time that slab ωj is cast. Equation (16) denotes the number of slabs of
the same lot in buffer stack Bk. Decision variable z determines whether slab ωj

is placed on buffer stack Bk.

s.t.
K∑

k=1

zkj = 1 ∀j ∈ N (17)

hωj(Bk) ≤ H ∀j ∈ N, k ∈ K (18)
zkj ∈ {0, 1} ∀j ∈ N, k ∈ K (19)

Stacking constraints (20) state whether an article, characterized by its measure-
ments, is allowed to be placed on another one. The constraints are based on a
matrix of dimension C : A × A : (ai, aj) �→ {0, 1}, being 1 if ai is allowed to be
placed on aj . Summed up over all stacks and all slabs, Eq. (20) ensures that a
constraint is only violated by slabs which are already moved away.

j∑
l=1

(
(zkl)(zkj)(1 − Cajal

)
)

=
j−1∑
i=1

(
e(ωi)

i∑
n=1

(
αin(zkn)(zkj)(1 − Cajan

)
))

(20)

2.3 Interdependency

Due to the fact that slabs are moved to a target as soon as their lot is completely
produced, the delivery order is implicitly determined by the assigned lotnumber.
Hence, it is reasonable that the assignment of lots has a significant impact on the
efficiency of the stacking problem. Thus, an exchange of the solution qualities is
worthwhile in order to achieve a best possible combined solution. In empirical
studies we focused on the complexity of the problem as well as on a combined
solution approach.

3 Empirical Studies

Empircial studies are conducted on problem instances differing in the number of
slabs and buffer stacks, indicated by the naming (X-Y stands for X slabs, Y buffer
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stacks). Instances are solved by using CPLEX [4] and variable neighbourhood
search (VNS) in order to show the complexity of the problem by investigating the
runtime, solution quality and number of feasible solutions. Instances of higher
dimensions are solved by using a multi-objetive algorithm namely NSGA II and
by using a combined method using VNS. A neighbour is defined as a swap of two
assigned stacks/lots as well as the assignment of a random stack/lot to a slab.
Studies using heuristic methods are performed by HeuristicLab [14,15]. All tests
were calculated on a laptop with a Intel(R) Core(TM) i7-4600U CPU 2.10 GHz
2.70 GHz processor.

Complexity. Results of runtime and number of feasible solutions show that the
lot-aware slab stack shuffling problem is of high complexity. CPLEX could solve
the problem up to 20 slabs to optimality. Only instances up to 68 slabs could be
solved before running out of memory. The runtime of CPLEX shows exponential
behaviour. The VNS performs with a rather constant runtime. Table 1 allows a
comparison of CPLEX and VNS regarding the best found solutions and runtime.
For this study we dissociated the lot-building problem from the stacking problem.
Presented results are of the stacking problem only.

Table 1. Results on complexity

Instance Runtime (sec) Best solution Feasible (%)

CPLEX VNS CPLEX VNS VNS

30-3 26.73 41.72 9 9 79

50-6 213.97 108.80 32 31 76

60-6 16313.41 258.12 41 40 79

68-7 7706.96 339.54 31 31 50

100-8 x 244.39 x 74 83

We can derive that even for heuristic methods the problem is hard to solve.
For solving real world instances of more than 200 slabs only heuristic approaches
work. Due to the number of feasible solutions the algorithm may be adapted
by developing specialized operators. Worth to mention is that the best found
qualities of VNS are at least as good as obtained by CPLEX.

Sequential Solution Approach. In order to exploit the property of inter-
relation we consider a sequential solution approach. Using VNS, the developed
method solves the lot-building several times and gives each solution as input to
the stacking problem. The best found combined solution is returned. An advan-
tage of this approach is that also sub-optimal solutions of the lot-building prob-
lem are considered in order to find the best possible solution for the combined
problem. Results are compared to a multi-objective algorithm, NSGA II.
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Table 2. Results of combined solving

Instance Quality

NSGA II Sequ. method

20-5 17 17

50-6 44 33

100-8 114 72

Table 2 show that the sequential approach achieves good solutions compared
to a standard NSGA II. A sequential approach is reasonable in case specialised
algorithms for the sub-problems exist since a separate application of both algo-
rithms is allowed.

4 Conclusion and Future Work

In this research work an optimization problem composed of two autonomous
but related problems has been developed. Experimental results show that the
modelled problem is very hard to solve. Further work will consider customized
heuristic algorithms in order to allow the solving of real world instances in rea-
sonable time. Research work will also be done on linking autonomous but related
optimization problems. A method for solving several optimization problems in an
interrelated way shall be developed. With that purpose an approach for exchang-
ing solution qualities and deduced parameters shall be researched in order to
reach a combined sequential solution approach.
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Project Heuristic Optimization in Production and Logistics (HOPL), #843532 funded
by the Austrian Research Promotion Agency (FFG).
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Abstract. The Probabilistic Traveling Salesman Problem (PTSP) is a
variant of the classical Traveling Salesman Problem (TSP) where each
city has a given probability requiring a visit. We aim for an a-priori
tour including every city that minimizes the expected length over all
realizations. In this paper we consider different heuristic approaches for
the PTSP. First we analyze various popular construction heuristics for
the classical TSP applied on the PTSP: nearest neighbor, farthest inser-
tion, nearest insertion, radial sorting and space filling curve. Then we
investigate their extensions to the PTSP: almost nearest neighbor, prob-
abilistic farthest insertion, probabilistic nearest insertion. To improve
the constructed solutions we use existing 2-opt and 1-shift neighborhood
structures for which exact delta evaluation formulations exist. These are
embedded within a Variable Neighborhood Descent framework into a
Variable Neighborhood Search. Computational results indicate that this
approach is competitive to already existing heuristic algorithms and able
to find good solutions in low runtime.

Keywords: Probabilistic traveling salesman problem · Variable neigh-
borhood search · Construction heuristics

1 Introduction

The Probabilistic Traveling Salesman Problem (PTSP) is an NP-hard problem
[6] introduced by Jaillet [10]. It is a variant of the Traveling Salesman Problem
(TSP), where each city has an assigned probability of requiring a visit. We search
for an a-priori tour through all cities that minimizes the expected length of the
real tour, where some cities might not have to be visited. The real tour, also called
realization of the a-priori tour, then follows this a-priori tour and skips cities which
do not have to be visited. A real world application for the PTSP would be, e.g., a
postman who delivers mails on a fixed assigned route every day. From historical
data the probability of each address requiring a visit is known. After each delivery
he checks which address he has to visit next and proceeds accordingly.
c© Springer International Publishing Switzerland 2015
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 342–349, 2015.
DOI: 10.1007/978-3-319-27340-2 43
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Formally we are given a complete graph G = 〈V,E〉 with V being a vertex
set containing n nodes and E being an edge set containing m edges. Each edge
(i, j) ∈ E is assigned a cost dij and each node v ∈ V has a probability pv of
requiring a visit. If the probabilities pv are equal for every node, the problem
is called homogeneous and otherwise it is heterogeneous [9]. A solution T =
〈v1, . . . , vn〉 is an a-priori tour, represented by a permutation of the n nodes,
where the first and last nodes are implicitly assumed to be connected. In this
paper we concentrate on the homogeneous PTSP with symmetric distances due
to comparability with other papers.

The expected costs of a tour T are defined as

c(T ) =
2n∑
i=1

p(Ri)L(Ri) (1)

where Ri is a possible realization, i.e., one possible a-posteriori tour, p(Ri) its
occurrence probability, and L(Ri) the resulting length of the tour. Since there
are O(2n) different realizations, it is not convenient to compute the objective
value in such a way. Therefore Jaillet [10] showed that the expected length can
be calculated in O(n2) time using the following closed form expression:

c(T ) =
n∑

i=1

n∑
j=i+1

dvivj
pvi

pvj

j−1∏
k=i+1

(1 − pvk
)

+
n∑

j=1

j−1∑
i=1

dvjvi
pvi

pvj

n∏
k=j+1

(1 − pvk
)
i−1∏
k=1

(1 − pvk
)

(2)

This formula represents the most general form for heterogeneous PTSPs. As we
concentrate on the homogeneous problem, we will use the following, simplified
objective function:

c(T ) = p2
n−1∑
r=1

(1 − p)r−1
n∑

i=1

dvivi+r
(3)

The PTSP is a well studied problem in the literature. Bertsimas et al. [4,6]
contributed theoretical properties of the PTSP such as bounds and asymptotic
analyses. Bianchi et al. [7,8] proposed metaheuristic approaches based on ant
colony optimization and local search with exact delta evaluation. Balaprakash
et al. [1,2] analyzed sampling and estimation-based approaches. Weyland et al.
[14,15] considered new sampling and ad-hoc approximation methods for local
search and ant colony system. Marinakis and Marinaki [11] proposed a hybrid
swarm optimization approach. The most promising results were obtained by
using not the exact objective function as stated in Eq. 3, but either a restricted
depth approximation or a sampling approach. In contrast, our approach is based
on an efficient exact evaluation.

In Sect. 2 we apply several TSP construction heuristics to the PTSP, consider
Jaillet’s Almost Nearest Neighbor Heuristic [10], and introduce two new con-
struction heuristics derived for the PTSP: Probabilistic Farthest Insertion and
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Probabilistic Nearest Insertion. In Sect. 3 we propose a Variable Neighborhood
Descent Framework embedded in a Variable Neighborhood Search to improve
constructed solutions. Section 4 presents experimental results and Sect. 5 con-
cludes this work.

2 Construction Heuristics

For generating an initial solution for the subsequent VND/VNS we consider sev-
eral different construction heuristics. First we investigate construction heuristics
having already been used for the TSP and then we improve upon them by taking
also the probabilities into account.

2.1 TSP Construction Heuristics on PTSP

To construct a reasonable tour for PTSP we first investigate how well TSP con-
struction heuristics perform. We evaluate the following construction heuristics:

Nearest Neighbor (NN): Starting from a first node v0 ∈ V , we iteratively
append an unvisited node that is nearest to the previously inserted one. The
resulting computational complexity is in O(n2).

Nearest Insertion (NI): Starting with a simple tour T containing only one
node v0 ∈ V , we insert the nearest node to the previously inserted one at the
best fitting position. Let vj be the node to be inserted next, then we calculate
the best fitting position by determining

min
vi,vi+1∈T

(dvivj
+ dvjvi+1 − dvivi+1) (4)

The computational complexity is in O(n2).

Farthest Insertion (FI): This heuristic is similar to NI. The only difference
is that we choose the farthest node to the previously inserted one is chosen for
insertion instead of the nearest one.

Space Filling Curve (SFC): SFC was introduced by Bartholdi et al. [3]. The
heuristic constructs a Sierpiński curve over all cities and visits them as they
appear on this curve. The computational complexity is in O(n log n).

Radial Sorting (RS): We construct a new virtual city which can be seen as
the center of mass of all cities. The cities are then sorted and visited by their
angle relative to this center. For TSP this heuristic usually yields poor results,
but for stochastic vehicle routing problems with low probabilities it can perform
really well [5]. The computational complexity is dominated by the sorting, and
thus, is in O(n log n).
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2.2 Construction Heuristics for PTSP Using Probabilities

To take probabilities into account we adapt the first three heuristics from Sect. 2.1.

Almost Nearest Neighbor Heuristic (ANN): ANN was mentioned by
Jaillet [10] in his dissertation, but it did not gain much attention until now.
It appends the city with the lowest change of expected length from the last
inserted city to the tour. The cost of inserting city vj can be computed the
following way for heterogeneous problems:

min
vj∈(V −T )

⎛
⎝ |T |∑

i=1

pvi
pvj

dvivj

|T |∏
k=i+1

(1 − pvk
)

⎞
⎠ (5)

For the homogeneous problem we can simplify the formula:

min
vj∈(V −T )

⎛
⎝ |T |∑

i=1

dvivj
(1 − p)(|T |−i)

⎞
⎠ (6)

Note that we omitted the p2 in the homogeneous formula because we try to
find a minimum and therefore scaling by p2 does not matter. The resulting
computational complexity is in O(n3) because we insert each city in the tour
and evaluate Eq. 6 on each position in the tour.

Probabilistic Nearest Insertion (PNI): PNI is a new heuristic derived from
NI where we insert the node nearest to the last inserted node into the tour and
evaluate the objective function on each possible position. This naive approach
results in a computational complexity of O(n4). We use Bianchi et al.’s delta
1-shift [8] local search procedure to solve this heuristic more efficiently: Bianchi
showed that 1-shift local search is possible in time O(n2) using delta evaluation.
Therefore we insert the node at the first position in the tour and then perform
one iteration of the delta 1-shift procedure. Therefore we are able to reduce the
complexity to O(n3).

Probabilistic Farthest Insertion (PFI): PFI is a new heuristic similar to
PNI. The only difference is that the farthest node to the previously inserted one
is chosen for insertion instead of the nearest one.

3 Variable Neighborhood Search

Variable Neighborhood Descent (VND) and Variable Neighborhood Search (VNS)
were introduced by Mladenović and Hansen in 1997 [12]. VND uses the fact that if
a solution is at a local optimum in some neighborhood it is not necessarily locally
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Table 1. Results of construction heuristics.

optimal in another neighborhood. We use delta 2-opt and delta 1-shift neighbor-
hood structures by Bianchi et al. [8] to combine them within a VND framework
because they showed that it is possible to exactly evaluate them using delta evalu-
ation formulations. Therefore, we compute a solution that is locally optimal with
respect to both neighborhoods.

Via a general VNS we repetitively randomize the tour by applying shaking,
and locally improving it again with VND. In the i-th shaking neighborhood we
perform 2i random shift moves. Our VNS terminates after 20 iterations without
improvement.

4 Computational Results

The algorithms were implemented in C++99 and compiled with GNU GCC
4.6.4. As test environment we used an Intel Xeon E5649, 2.53 GHz Quad Core,
running on Ubuntu 12.04.5 LTS (Precise Pangolin). For a comparison with the
literature we use test instances from the TSPLIB [13]. Homogeneous visiting
probabilities were assumed to be p ∈ {0.1, 0.2, . . . , 0.5}.

Table 1 summarizes our evaluation of the construction heuristics. Generally
the probabilistic versions generate better results than their deterministic coun-
terparts but at the price of much higher runtimes. From the deterministic ones,
FI performs best, but also SFC performs well. Overall, PFI performs best but
PNI is close.

Table 2 shows our Variable Neighborhood Search results compared to results
from the literature. Weyland et al. [15] only published results of their EACS for
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Table 2. Variable neighborhood descent/search comparison.

instances att532 and rat783 with p = 0.1 and p = 0.2, and therefore, we per-
formed additional tests using their code and published parameters for the other
instances. For the VNS we apply FI and PFI as construction heuristic because FI
offers the best tradeoff between efficiency and runtime and PFI performs best.
Therefore we only include FI+VND, FI+VNS, and PFI+VNS in our results.
In many cases our VND yields good solutions in short time, but VND alone
cannot keep up with Weyland et al.’s EACS [15] or Marinakis’ HybPSO [11].
However, our VNS is able to achieve new best solutions in 11 cases. We further
observe that EACS performs excellent especially on the larger instances but the
VNS is typically better on smaller instances. When comparing FI and PFI in
combination with the VNS we see that they find solutions of similar quality but
for larger instances the runtime of PFI+VNS increases more than the runtime
of FI+VNS.

5 Conclusions and Future Work

In this paper the PTSP was discussed and the most important properties were
shown. We focused on five TSP construction heuristics to generate an initial solu-
tion, namely Radial Sorting, Farthest Insertion, Nearest Insertion, Space Filling
Curve, Nearest Neighbor, and compared them on several TSPLIB instances.
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Overall, Farthest Insertion performed best, followed by Space Filling Curve.
Then we derived new construction heuristics to take probabilities into account:
Almost Nearest Neighbor, Probabilistic Nearest Insertion and Probabilistic Far-
thest Insertion. They all significantly improve on their deterministic counterparts
but are much more time-consuming. To improve these solutions we introduced a
VNS framework with embedded VND based on 1-shift and 2-opt neighborhood
structures and exact delta evaluation. Results show that FI+VNS and PFI+VNS
typically yield the best solutions out of our tested configurations and they are
even able to find new best-known solutions for 11 instances.

The major reason why our VNS performs so well is the usage of efficient,
exact delta evaluation approaches for 1-shift and 2-opt originally proposed by
Bianchi et al. [8]. Future work should consider further neighborhood structures
for the PTSP for which exact delta evaluations are possible. In particular we are
currently considering Or-opt.

Acknowledgments. The authors thank Dennis Weyland for providing the source
code of his EACS for better comparison.
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Abstract. This paper discusses the use of symbolic regression based
ensemble modeling for obtaining more sensitive cancer predictors. The
ensemble models are generated on the basis of blood parameters acting
as model inputs which have been coupled with diagnosis data in order
to predict breast cancer. In addition to previous works this contribu-
tion focuses on the use of ensemble predictors in order to achieve more
sensitive models. For achieving this goal the best models in terms of
accuracy, sensitivity and in terms of a combined measure are selected
based on training data in order to analyze to which extent the more
sensitive model behavior is also reflected on test data. In addition to the
a-posteriori selection of ensemble models with certain properties first
results are shown that have been achieved with a new evaluation func-
tion which favors more sensitive predictors and guides the search towards
more sensitive models already in the model generation phase.

1 Introduction

In the last decades various machine learning techniques have been applied in the
field of medical data mining [1]. Many contributions in this field, for example
[2], use benchmark data sets such as those offered by the UCI machine learning
repository [3].

The data sets used for the research described in this paper have been col-
lected and pre-processed by the authors in cooperation with researchers at the
General Hospital of Linz. In order to learn models for cancer prediction, blood
parameters recorded at the central laboratory have been combined with the hos-
pital’s information about diagnoses (recorded according to the ICD-10 standard
for the classification of diseases). The data preprocessing steps required in order
to prepare data sets for the prediction of the several cancer types are explained
in the authors’ previous research work like e.g. in [4] or [5]. In [6] the data pre-
processing steps are also reflected; however, the main focus of this contribution
c© Springer International Publishing Switzerland 2015
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is on the integration of ensemble modeling into genetic programming based clas-
sification. In this work concepts are presented how to use specific features based
on ensemble congruence for achieving new confidence indicators that estimate
the trustworthiness of predictions. Based on this work, an analysis of confidence
based ensemble estimators for the prediction of several types of cancer was pre-
sented in [7].

Especially the approaches using ensembles of symbolic classification models
as well as hybrid ensembles coupled with confidence measures based on ensemble
congruence are able to achieve convincing results in terms of prediction accu-
racy for those data samples which are considered trustworthy w.r.t. ensemble
confidence. As for example detailed in [7], the best single training model for the
prediction of respiratory system cancer could achieve an accuracy of 85.15 %
on the test data; the accuracy could be increased to 87.17 % using standard
ensemble interpretation based on majority voting. The introduction of ensemble
confidence measures based on ensemble congruence lead to an increase of the test
accuracy to 96 % while still explaining 60 % of the data. For the remaining 40 %
of the data samples, the ensemble congruence was not clear enough; the results
for these samples are therefore considered as too uncertain in order to state
a confident prediction. The goal of this approach is to present a classification
statement only if the congruence of the several hundred ensemble predictors is
high enough for stating a decision. This approach denotes a compromise between
prediction accuracy and data coverage and seems especially suited for medical
data mining.

However, even if the above mentioned approach already leads to satisfying
results, there is no differentiation between false positive and false negative pre-
dictions, even though this is an important aspect in the field of medical data
mining. Especially in the context of data-based pre-screening for cancer predic-
tion, the number of false negative results should be minimized. The main research
question stated in this paper is to which extent an ensemble based interpretation
of symbolic classification models coupled with confidence analysis is suited to
further minimize the ratio of false negative predictions and therefore increase
sensitivity. Even more concretely, the research question is, whether or not model
ensembles with higher sensitivity on the training data will remain this property
when being applied on the test data. Beside this a-posteriori ensemble model
selection strategy a new combined evaluation operator is introduced which is
based on the normalized mean squared error, but additionally considers sensi-
tivity, in order to guide the hypothesis search already towards more sensitive
models already in the model generation phase.

2 Ensemble Modeling

In contrast to the generation of single models for the prediction of a certain
output parameter, within ensemble modeling numerous stochastically indepen-
dent predictors are generated in order to reduce error caused by variance. For
classification problems the result of an ensemble prediction is usually stated by
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a majority decision. Basically, the concept of ensemble modeling can be com-
bined with any machine learning technique that may be used for supervised
learning. Figure 1 shows the basic workflow of ensemble model based cancer pre-
diction using blood parameters as inputs. Like in [7] also in this contribution
symbolic classification models are used, where the aim of generating stochasti-
cally more independent models is supported by using different functional bases
(FB1, FB2, and FB3 as stated in Table 2) and different model complexities as
stated in Table 1. Table 1 also shows the parameter settings for the offspring
selection genetic programming algorithm [8] which has been used for generating
the symbolic classification ensemble models.

Fig. 1. Basic workflow of ensemble model based cancer prediction.

Like in [6,7] a confidence measure cm has been used based on the clearness
of prediction. The confidence measure is based on ensemble clearness where a
confidence value of 0.0 indicates that the number of votes for the positive class is
equal to the number of votes for the negative class whereas a confidence value of
1.0 indicates that all ensemble members vote for the same class. By claiming a
confidence threshold which defines the level of confidence that has to be reached
in order to consider a prediction result trustable, the original two-class classifica-
tion problem is transformed into a three-class interpretation introducing a third
class – samples for which the confidence threshold is not reached are considered
uncertain. The coverage which is reported in the experiments indicates the ratio
of samples that can be interpreted as the ensemble clearness exceeds the given
confidence threshold.

cm := 2 · (
|votes(winnerclass)|

|votes| − 0.5) ∈ [0, 1] (1)

In addition to the previous works which aimed to use confidence based ensem-
ble interpretation for increasing the accuracy of prediction, the focus of this work
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Table 1. Genetic programming parameter configuration

Algorithm Offspring Selection Genetic Programming

Runs 100 per tree size (with three different tree sizes)

Symbols +, -, *, /, sin, cos, tan, exp, log, IfThenElse, <, >,
and, or, not

TreeCreator Probabilistic Tree Creator

Fitness function MSE (mean squared error)

Selector GenederSpecific (Random, Proportional)

Mutator ChangeNodeTypeManipulation, FullTreeShaker, One-
PointTreeShaker, ReplaceBranchManipulation

Crossover SubtreeCrossover

Elites 1

Population Size 700

Mutation Rate 20%

Maximal Generations 1000

Maximal Selection Pressure 100

Cross Validation Folds 5

Tree size (Length/Depth) 20/7

35/8

50/10

Table 2. Function symbols

FB1 (original) +, -, *, /, sin, cos, tan, exp, log, IfThenElse, <, >, and, or, not

FB2 +, -, *, /, IfThenElse (Init = 3), <, >, and, or, not

FB3 IfThenElse, <, >, and, or, not

is to use this approach to increase not only the accuracy but also the sensitiv-
ity of the ensemble interpretation. This shall be achieved by selecting the best
models not only on the basis of accuracy on training data but also on the basis
of a combined measure (accuracy and sensitivity) or just based on sensitivity.
The combined measure is implemented as a ranking-based selection of the best
models based on the combined measure accuracy + sensitivity.

In order to empirically validate or invalidate this assumption, we analyze the
behavior of ensemble configurations for the test data.

The empirical discussion for the prediction of breast cancer shows the results
achieved on test data based on applying the best 75 models out of the 900
(3 ∗ 3 ∗ 100) models generated by the combination of the 3 different functional
bases and the 3 different model complexities. The reported results on the test
data have been achieved with 5-fold cross-validation.
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Table 3 shows the results that have been achieved by selecting the best 75
models based on training quality for the quality measures accuracy, sensitivity
and the combined measure. As can be seen in Table 3 the respective selection
criteria on the training data are reflected in the test qualities.

Table 3. Breast cancer ensemble results on the basis of the best 75 out of 900 ensemble
models based on training quality.

Criteria Training Test

Accuracy Sensitivity Specificity Accuracy Sensitivity Specificity

Best accuracy 81.87% 89.79% 72.53% 74.36% 84.29% 62.65%

Best sensitivity 76.63% 95.29% 54.63% 74.08% 92.67% 52.16%

Best of both 77.05% 95.55% 55.25% 74.36% 91.88% 53.70%

Table 4. Breast cancer confidence (75 best models from 900 by accuracy)

Confidence Accuracy Sensitivity Specificity Coverage

0 0.7436261 0.8429319 0.6265432 1

0.1 0.7559524 0.8630137 0.6286645 0.9518414

0.3 0.7834395 0.8786127 0.6666667 0.8895184

0.5 0.8200371 0.8976898 0.720339 0.7634561

0.7 0.8633257 0.9007937 0.8128342 0.621813

0.9 0.9107807 0.9337748 0.8813559 0.3810198

0.95 0.9197861 0.9439252 0.8875 0.2648725

1 0.9333333 0.974026 0.8604651 0.1699717

Tables 4, 5 and 6 show the test results achieved by combining the model
selection strategies based on accuracy, sensitivity and the combined measure
in combination with confidence interpretation. Also in this more sophisticated
analysis it can be seen that the tendency of the model selection strategies based
on training results is reflected in the correspondingly reported test qualities.
However, as accuracy and sensitivity are basically complementary objectives,
the improvements go hand in hand. The first column (confidence) in the cor-
responding tables states the confidence threshold which has to be surpassed
in order to use the result for classification; the last column (coverage) reports
the ratio of samples that can still be explained when using the corresponding
threshold. Of course the ratio of predictable samples (coverage) decreases while
the confidence threshold is increased.

3 Ensemble with Weighted Performance Measures

In contrast to the approach described in Sect. 2, this approach already guides
the hypothesis search towards models with a good overall sensitivity. For this
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Table 5. Breast cancer confidence (75 best models from 900 by sensitivity)

Confidence Accuracy Sensitivity Specificity Coverage

0 0.7407932 0.9267016 0.5216049 1

0.1 0.7421203 0.9261214 0.523511 0.9886686

0.3 0.7444279 0.9245283 0.5231788 0.9532578

0.5 0.75 0.9281609 0.5285714 0.8895184

0.7 0.7690909 0.9419355 0.5458333 0.7790368

0.9 0.8387097 0.9598214 0.6068376 0.4830028

0.95 0.9086758 0.9803922 0.7424242 0.3101983

1 0.9347826 0.9705882 0.8333333 0.1954674

Table 6. Breast cancer confidence (75 best models from 900 by accuracy and sensitivity)

Confidence Accuracy Sensitivity Specificity Coverage

0 0.7436261 0.9188482 0.537037 1

0.1 0.7460545 0.9253333 0.5372671 0.9872521

0.3 0.7530488 0.9220056 0.5488215 0.9291785

0.5 0.7594728 0.9255952 0.5535055 0.8597734

0.7 0.8088803 0.9331104 0.6392694 0.733711

0.9 0.8791209 0.96 0.7346939 0.3866856

0.95 0.9105263 0.969697 0.7758621 0.2691218

1 0.9126214 0.9726027 0.7666667 0.1458924

purpose the Weighted Performance Measure Evaluator – a special genetic pro-
gramming fitness evaluator was implemented. Besides considering a normalized
mean squared error, this evaluator also takes the false negative and false positive
rate of the symbolic classification model into account. To each of the 3 measures
a weight needs to be assigned. The model fitness is calculated as followed:

fitness := NMSE ∗ weightNMSE + FNR ∗ weightFNR + FPR ∗ weightFPR

In order to increase the sensitivity, the false negative rate needs to be minimized.
Table 7 shows the ensemble results achieved by applying this method on 300
models with 3 different complexities using functional basis 1 with the following
weights:

– NMSE: 1
– FNR: 0.2
– FPR: 0
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Table 7. Breast cancer ensemble results on the basis of the best 75 out of 300 ensemble
models based on training quality of the weighted performance measure.

Criteria Training Test

Accuracy Sensitivity Specificity Accuracy Sensitivity Specificity

Best accuracy 76.91% 73.51% 96.34% 92.67% 54.01% 50.93

Best sensitivity 76.06% 72.38% 98.17% 94.76% 50% 45.99

Best of both 77.05% 73.23% 97.38% 93.72% 53.09% 49.07

Table 8. Breast cancer confidence with weighted performance measures (75 best mod-
els from 300 by accuracy)

Confidence Accuracy Sensitivity Specificity Coverage

0 0.7351275 0.9267016 0.5092593 1

0.1 0.7357143 0.9267016 0.5062893 0.9915014

0.3 0.743025 0.9413333 0.5 0.9645892

0.5 0.7461774 0.9430894 0.4912281 0.9263456

0.7 0.7562189 0.9602273 0.4701195 0.8541076

0.9 0.7472767 0.9829352 0.3313253 0.6501416

0.95 0.7690058 0.9873418 0.2761905 0.4844193

1 0.8024194 0.9945946 0.2380952 0.3512748

Table 9. Breast cancer confidence with weighted performance measures (75 best mod-
els from 300 by sensitivity)

Confidence Accuracy Sensitivity Specificity Coverage

0 0.723796 0.947644 0.4598765 1

0.1 0.7202899 0.9472296 0.4437299 0.9773371

0.3 0.7250384 0.9569892 0.4157706 0.9220963

0.5 0.720268 0.967033 0.3347639 0.8456091

0.7 0.7226415 0.9884726 0.2185792 0.7507082

0.9 0.7116279 1 0.05343511 0.6090652

0.95 0.7245179 1 0 0.5141643

1 0.7537313 1 0 0.3796034

For the ensemble the best 75 models have been selected based on their train-
ing performance regarding accuracy and sensitivity. Tables 8, 9 and 10 show the
test performance using confidence thresholds. The accuracy and sensitivity could
be further improved at the expense of specificity and coverage.
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Table 10. Breast cancer confidence with weighted performance measures (75 best
models from 300 by accuracy and sensitivity)

Confidence Accuracy Sensitivity Specificity Coverage

0 0.7322946 0.9371728 0.4907407 1

0.1 0.7339056 0.939314 0.490625 0.990085

0.3 0.7385524 0.944 0.4834437 0.9589235

0.5 0.7407407 0.9538043 0.4607143 0.917847

0.7 0.7487002 0.977208 0.3938053 0.8172805

0.9 0.7342342 0.9869281 0.173913 0.6288952

0.95 0.7472222 0.992278 0.1188119 0.509915

1 0.8047809 1 0.09259259 0.3555241

4 Conclusion and Future Perspectives

In this contribution new ensemble techniques based on symbolic classification
have been introduced in order to increase the sensitivity of diagnosis predic-
tion for breast cancer. In order to increase sensitivity two approaches have been
considered: The first approach selects more sensitive models based on training
sensitivity and analyzes the properties on the test data. However, the training
models have been learned using normalized mean squared error evaluation which
basically supports accuracy. The second approach introduces a new combined
evaluator which aims to lead the hypothesis search towards more sensitive mod-
els. The results indicate that both strategies are capable to find more sensitive
predictors. The results further show the properties of the described strategies for
breast cancer; preliminary results which have recently been generated also for
respiratory system cancer and melanoma show very similar behavior and shall
be further considered in future studies and publications.
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Abstract. In the optimization of real-world activities the effects of solu-
tions on related activities need to be considered. The use of isolated
problem models that do not adequately consider related processes does
not allow addressing system-wide consequences. However, sometimes the
complexity of the real-world model and its interplay with related activi-
ties can be described by a combination of simple, existing, problems. In
this work we aim to discuss strategies to combine existing algorithms for
simple problems in order to solve a more complex master problem. New
challenges arise in such an integrated optimization approach.

1 Introduction and Literature Review

The orienteering problem (OP) can be seen as a combination between the knap-
sack problem (KP) and the travelling salesperson problem (TSP) [1]. The trav-
eling thief problem (TTP) is a similar combination of the TSP and the KP, but
interleaves the two sub-problems to a higher degree [2]. Another problem is the
knapsack constrained profitable tour problem (KCPTP) [3] that also combines
a KP and a TSP.

In contrast to solving these problems with specialized algorithms or solu-
tion manipulation operators it is worthwhile to consider combining existing
algorithms and studying the necessary interaction patterns that lead to good
solutions in short time. Instead of solving the master, also denoted as integrated
problem, several solvers are employed to obtain solutions to sub-problems. These
solutions are called partial or sub-solutions to the master or integrated solution.

Past approaches that have to be mentioned include cooperative co-evolution
[4] where the partitioning of problems has been used as a major tool. However,
the problems in co-evolution are still tightly coupled within the variation loop
of a genetic algorithm. The interaction between more specialized solvers for the
sub-problems is not considered.

c© Springer International Publishing Switzerland 2015
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From a mathematical programming point, top-down approaches such as prob-
lem decomposition have to be mentioned. The application of Lagrangian decom-
position on a mathematical formulation of the integrated problem allows splitting
it into two sub-problems [3,5]. Such a closed form mathematical formulation is
not always possible however. We will perform a Lagrangian decomposition of the
KCPTP next in order to derive an idea for a more general methodology.

1.1 Lagrange Decomposition

A description of the KCPTP model is given in Eqs. (1) to (5).

KCPTP: max
n∑

i=1

yi ∗ pi − t ∗
n∑

j=i+1

xij ∗ dij (1)

n∑
i=1

yi ∗ wi ≤ K (2)

n∑
i=1

xij +
n∑

k=1

xjk = 2 ∗ yj ∀j ∈ [1..n] (3)

x has exactly one subtour (4)
y1 = 1, yi, xij ∈ 0, 1 (5)

Constraint (2) is the knapsack constraint that limits the number of visited
cities. By applying Langrangian decomposition yi in Eq. (2) is substituted with
a new decision variable zi and a new equality constraint is added yi = zi which is
then again relaxed using Lagrangian multipliers λ. By rearranging the sums the
objective function may be split with λ being a shared variable. The decomposed
sub-problems are given in Eqs. (6) to (12).

KCPTP-LD-PTP(λ): max
n∑

i=1

yi ∗ (pi − λi) − t ∗
n∑

j=i+1

xij ∗ dij (6)

n∑
i=1

xij +
n∑

k=1

xjk = 2 ∗ yj ∀j ∈ [1..n] (7)

x has exactly one subtour (8)
y1 = 1, yi, xij ∈ 0, 1 (9)

KCPTP-LD-KP(λ): max
n∑

i=1

λizi (10)

n∑
i=1

zi ∗ wi ≤ K (11)

z1 = 1, zi ∈ 0, 1 (12)
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The master problem in form of the Lagrange dual problem given in Eqs. (13)
to (14) then is to optimize λ such that the sum of the optimal solutions which
is given by function ν to these two problems becomes minimal. This problem is
piecewise linear and can be solved using a sub-gradient approach [5].

KCPTP-LD: min ν(KCPTP-LD-KP(λ)) + ν(KCPTP-LD-PTP(λ)) (13)

λi ∈ R
+ (14)

2 A General Integrated Optimization Methodology

While Lagrange decomposition is a very useful concept, it becomes apparent that
we cannot achieve a reduction to the TSP as we intended, but still have to solve
the rather complex PTP, albeit without knapsack constraint. Furthermore, in
Lagrangian decomposition the requirement is to solve sub-problems optimally in
order to calculate the objective of the Lagrange dual problem. Combining this
decomposition with heuristic approaches seems difficult or even impossible to
achieve.

Still, we can use the hint that λ can be seen as a control parameter that
adjusts the profits in the individual sub-problems. Generalizing this rather strict
approach it seems feasible to assume that we may alter inputs such as profits
so as to obtain solutions that are “good” with respect to the sub-problems and
with respect to the master problem. In defining a rather general variegation
strategy for sub-problem inputs we can come to a general methodology for solv-
ing integrated problems. Two slightly different approaches shall be presented
first.

Sequential Approach: In the sequential approach sub-problems can be ordered
such that the solution of one sub-problem describes restrictions to another prob-
lem. For example, in the KCPTP solutions to the KP limit the problem space
of the TSP as only those customers need to be routed which have been selected.
The integration between master and subordinate solver can be tight in that for
every solution to the master problem a sub-problem needs to be solved or loose
in that the master problem is solved and only for the best solution the problem
reduction is performed and the subordinate solver is launched (Fig. 1).

Cooperative Approach: In the cooperative approach, both problems are opti-
mized concurrently, but the solvers are collaborating with each other. Collabo-
ration could be tight, in that solvers exchange solutions during their search or
loose in that the final results of solvers are used to parameterize the problems
for a new optimization run. In the KCPTP, for example the solver for the KP
can use a tour through all customers as a frame to evaluate the tour length on
the subset of customers actually picked (Fig. 2).
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Fig. 1. Sequential approach

Fig. 2. Cooperative approach

2.1 Orchestration of Solvers

As mentioned before for this approach to work well, it is required to control the
subordinate solvers. For simple problems usually a number of methods are avail-
able such as problem-specific heuristics, metaheuristics, or exact approaches. But
not in all cases is it useful to employ exact approaches or complex metaheuristics.
It is not guaranteed that an optimal solution to a certain sub-problem instance
can be integrated well into a solution to the master problem. The difficult part
is to tune the sub-problem instances such that good solutions thereof align with
good integrated solutions. Such a tuning can be thought of as an orchestration
of solvers where two decisions have to be made.

(A) Solution Effort - The effort with which the sub-problems are to be solved.
For example, sub-problems that do not show to have a large impact on the
master objective should be solved with less computational effort compared
to sub-problems that have a very high impact.

(B) Sub-problem Variegation - When the sub-problem landscape shows optima
that are very bad for the integrated problem, the instance of the sub-problem
needs to be altered in order to obtain solutions that are suitable for both
master and sub-problem.

In this work we will not yet treat the first topic of deciding solution effort
and use simple local search techniques to solve the sub-problems. But the second
topic of variegating the sub-problem instances will be discussed in the following
sections.
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2.2 Sub-problem Input Variegation

The adjustment of the sub-problems’ inputs can be seen as a change of the
fitness landscapes with the goal to align it with the landscape of the master
problem. Figure 3 attempts to sketch this idea schematically. A simple example
shall further elaborate this idea: A remote, but profitable customer with low
weight in a KCPTP is naturally attractive to be included in a knapsack solution.
But on the other hand, servicing that customer requires to perform a larger
detour. In a situation where travel costs are higher than the value of the detour
an adjustment of this customer’s profit will direct the knapsack solver to visit
different customers.

The alignment between fitness landscapes can be seen as an optimization
problem and has to be solved by a coordinating agent. In the case of Lagrangian
decomposition such an “agent” would be the sub-gradient approach. However, in
general for integrated problems sub-gradients are not available. Hence, a different
measurement of the quality of such an input configuration is necessary.

Fig. 3. A simplified schematic drawing of the sub-problem landscape given the master
problem’s objective function with all other partial solutions fixed compared to the sub-
problem’s landscape. The example should illustrate that some local optima are well
aligned, but the global optimum still leads to inferior solutions for the master problem.

The evaluation of some candidate input can be performed by applying a
subordinate solver to the sub-problem and evaluate the obtained partial solution
using the master problem’s objective function (in combination with other partial
solutions). This can then be seen as a fitness for the sub-problem’s inputs. But
while this approach is simple, the downside is that only the resulting solution,
e.g. a local optimum, is used and the shapes of the landscapes are ignored.
Another approach would be to compare a range of solutions obtained during
the search from worse ones to better ones and calculate a correlation coefficient
such as Spearman’s rank correlation between sub-problem and master problem
objective. The correlation coefficient can then be used as a measurement between
the alignment of the two landscapes and therefore as a fitness for the actual sub-
problem’s inputs.
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2.3 Algorithms

Algorithm 1 describes a loosely coupled sequential approach that includes the
above mentioned input variegation. The coordinating agent requires four meth-
ods that Reduce a problem based on a solution as input, Expand a solution of
a reduced problem to the original inputs, that Evaluate the master objective
given the partial solutions and that Variegate the inputs of. Both reduction,
expansion and variegation are only concerned with the type of the sub-problems
and may be independent of whether the KCPTP, the OP, or the TTP is solved.
Evaluate however is specific to the concrete master problem and contains the
implementation of the master objective.

Algorithm 1. Pseudocode of a sequential integrated solver
1: procedure Solve(KpSolver, TspSolver)
2: kp, kp′ ← InitializeKp()
3: for iter = 0 To MaxIter do
4: kpSol ← KpSolver.Solve(kp′)
5: tsp ← Reduce(kpSol)
6: tspSol ← Expand(TspSolver.Solve(tsp))
7: masterObj ← Evaluate(kpSol, tspSol)
8: kp′ ← Variegate(kp,masterObj)
9: end for

10: end procedure

3 Results

All results are averaged over 10 runs and were calculated on a laptop equipped
with a 3rd generation Intel Core i7 running at 2.6 Ghz. Only a single core was
used in all tests. Results are computed for some instances of the KCPTP, OP,
and the TTP. For the KCPTP we used benchmark instances for orienteering
problems that originally only specified a profit per location [6,7]. The weights
for the knapsack were generated to be correlated to the profits using Eq. (15)
where U(0, 1) returns a random number in the interval [0, 1). The maximum size
of the knapsack has been calculated using Eq. (16). The transport cost factor for
each instance has been scaled in a geometric progression between minimum and
maximum profit to distance ratio for a total of 6 different variants per instance
and results have been averaged. For the TTP, we relaxed the constraints of
having to visit all locations and visit only the locations where something is
actually stolen.

wi = Tmax ∗ (0.1 + U(0, 1) ∗ 0.8 ∗ pi − min(p)
max(p) − min(p)

) (15)

K = (0.2 + U(0, 1) ∗ 0.6) ∗
n∑
i

wi (16)
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Table 1. Results of the sequential approach applied to several instances of the KCPTP
and TTP problems.

KCPTP instances With variegation Without variegation

Avg StdDev [sec] Avg StdDev [sec]

chao64.set 64 1 25 701.1 9.7 1.3 698.7 7.2 0.7

chao64.set 64 1 50 856.2 9.2 1.5 849.5 6.3 1.0

chao64.set 64 1 80 801.7 6.9 1.5 799.1 5.2 0.9

tsi1.budget 15 11.2 5.1 0.4 8.6 4.2 0.1

tsi1.budget 30 16.2 5.1 0.4 11.5 4.1 0.1

tsi1.budget 60 39.3 4.4 0.5 30.6 3.1 0.3

OP instances Avg StdDev [sec] Avg StdDev [sec]

chao64.set 64 1 25 109.2 22.9 5.0 - - 0.5

chao64.set 64 1 50 382.2 37.4 0.2 445.2 10.9 0.2

chao64.set 64 1 80 501.6 11.4 0.4 492.6 9.6 0.3

tsi1.budget 15 - - 1.1 - - 0.2

tsi1.budget 30 57.0 11.8 0.7 - - 0.2

tsi1.budget 60 141.5 21.4 0.1 175.5 2.8 0.2

TTP instances berlin52 n51 Avg StdDev [sec] Avg StdDev [sec]

bounded-strongly-corr 01-10 15269.5 529.7 1.0 14246.9 505.3 0.6

uncorr-similar-weights 01-10 7934.2 269.6 1.0 5476.9 329.7 0.5

uncorr 01-10 8777.0 405.3 1.0 5559.1 422.5 0.5

The results in Table 1 show that the variegation of input is beneficial for the
search when using the same algorithm. For the OP, also the knapsack weights
were variegated in order to achieve more feasible solutions. Still, constraint var-
iegation still needs to be improved as the results indicate. The difference in
runtime can be explained by the variegation strategy that employed a CMA-ES
algorithm to modify the profit vector. Both times the same number of iterations
were given. While the results for the KCPTP do not convince as much, the results
for the TTP show that input variegation actually makes a significant difference
and that an adjustment of the sub-problem’s fitness landscapes is necessary to
deliver better results for the master problem.

4 Conclusions and Future Work

In this work we discussed a general methodology for solving integrated problems.
We showed that complex problems that consist of simpler sub-problems can be
decomposed using Lagrange decomposition. We also discussed the disadvantage
of these techniques in the requirement of exact solution approaches and went on
to present a more general methodology for solving integrated problems. Thoughts
have been presented on how a variegation of the sub-problem’s inputs is able
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to shift the sub-problem’s fitness landscape so that it aligns with the fitness
landscape of the master problem. This more general methodology may be applied
between arbitrary combinations of sub-problems and is not limited to closed-
form mathematical descriptions. First results have shown that the variegation is
indeed beneficial for the search. The acceptance of this approach will certainly
depend on the simplicity of its use. But to be successful, it must be considerably
simpler than the development of a new algorithm for solving a new complex
problem while still achieving competitive results.

Acknowledgments. The work described in this paper was done within the COMET
Project Heuristic Optimization in Production and Logistics (HOPL), #843532 funded
by the Austrian Research Promotion Agency (FFG).
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Abstract. This paper describes a methodology for analyzing the evolu-
tionary dynamics of genetic programming (GP) using genealogical infor-
mation, diversity measures and information about the fitness variation
from parent to offspring. We introduce a new subtree tracing approach
for identifying the origins of genes in the structure of individuals, and we
show that only a small fraction of ancestor individuals are responsible
for the evolvement of the best solutions in the population.

Keywords: Genetic programming · Evolutionary dynamics · Algorithm
analysis · Symbolic regression

1 Introduction

Empirical analysis in the context of different benchmark problems and ten-
tative algorithmic improvements (such as various selection schemes or fitness
assignment techniques) has a limited ability of explaining genetic programming
(GP) behavior and dynamics. Results usually confirm our intuitions about the
relationship between selection pressure, diversity, fitness landscapes and genetic
operators, but they prove difficult to extend to more general theories about the
internal functioning of GP.

This work is motivated by the necessity for a different approach to study the
GP evolutionary process. Instead of looking for correlations between different
selection or fitness assignment mechanisms and solution quality or diversity, we
focus on the reproduction process itself and the effectiveness of the variation-
producing operators in transferring genetic material.

Achieving good solutions depends on the efficient use of the available gene
pool given its inherent stochasticity (random initialization, random crossover,
random mutation). Under the effects of selection pressure, many suboptimal
exchanges of genetic information will cause a decrease in the amount of genetic
material available to the evolutionary engine. Measures to mitigate this phenom-
enon usually use various heuristics for guiding either selection or the crossover
operator towards more promising regions of the search space [1,2].
c© Springer International Publishing Switzerland 2015
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Diversity is an important aspect of GP, considered to be a key factor in its
performance. Multiple studies dedicated to GP diversity analyze diversity mea-
sures (based on various distance metrics, for example [3]) in correlation with the
effects of genetic operators [4–6]. Genotype operations – crossover in particu-
lar – often have a negative (or at most, neutral) effect on individuals, leading to
diversity loss in the population following each selection step. This effect is due
to the interplay between crossover and selection which leads to an increase in
average program size [7] (when sampling larger programs, crossover has a higher
chance of having a neutral effect).

2 Methodology

In this paper we introduce a new methodology for the exact identification (“trac-
ing”) of any structural change an individual is subjected to during evolution. We
use this methodology in combination with population diversity and genealogy
analysis methods to investigate the effects of the genetic operators in terms of
how often they lead to a fitness improvement, how often they overlap (for exam-
ple when the same area inside the tree is repeatedly targeted by crossover), and
how often they cancel each other out.

2.1 Tracing of Genotype Fragments

This method is based on previous work on population genealogies [8,9]. During
the algorithm run, every new generation is added to the genealogy graph with arcs
connecting child vertices to their parents. When crossover is followed by mutation,
both the results of crossover and mutation are saved in the graph (Fig. 1).

Fig. 1. Saving intermedi-
ate results in the genealogy
graph

We define an individual’s trace graph as a collec-
tion of vertices representing its ancestors from which
the various parts of its genotype originated, con-
nected by a collection of arcs representing the dif-
ferent genotype operations that gradually assembled
those parts.

The tracing procedure uses a set of simple arith-
metic rules to navigate genealogies and identify the
relevant subtrees, based on the indices of the subtree
to be traced and the index of the received fragment
(Fig. 2). The nodes in each tree are numbered according to their preorder index
i such that, given two subtrees A and B, B ⊂ A if iA < iB < iA + lA, where iA,
iB are their respective preorder indices and lA, lB are their lengths.

Since some individuals within the ancestry of the traced individual may have
contributed parts of their genotype to multiple offspring, there may exist multiple
evolutionary trajectories in the trace graph passing through the same vertex or
sequence of vertices, reflected in the graph by multiple arcs between the same
two vertices, each arc representing the transmission of different genes or building
blocks.
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Fig. 2. Preorder arithmetics for subtree inclusion

2.2 Analysis of Population Dynamics

The various measurements used to quantify the behavioral aspects of GP are
described in more detail within the following paragraphs.

Genetic Operator Effectiveness. Operator effectiveness is calculated as the
difference in fitness between the child and its root parent.

Average Fitness Improvement. Let N be the total number of individuals in the
population, ti one individual and pi its parent:

q̄ =
1
N

·
N∑
i=1

(
Fitness(ti) − Fitness(pi)

)

Best Fitness Improvement. Return the difference between the fitness values of
the best individual tbest and its parent pbest

qbest = Fitness(tbest) − Fitness(pbest)

The average and best fitness improvements are calculated individually for
crossover and mutation operations.

Average Relative Overlap. We define the relative overlap between two sets
A1 and A2 using the Sørensen-Dice coefficient1 which can also be seen as a
similarity measure between sets:

s(A1, A2) =
2 · |A1 ∩ A2|
|A1| + |A2|

The reason for using this measure is to see how much overlap exists between
the trace graphs and root lineages of the individuals in the population. A high
relative overlap would mean that diversity is exhausted as all the individuals
have the same parents or ancestors.

Genotype and Phenotype Similarity. These similarity measures provide
information about the evolution of diversity from both a structural (genotype)

1 It was also possible to use the Jaccard index J(A1, A2) = |A1∩A2|
|A1∪A2| as it is very similar

to the Sørensen-Dice coefficient. However this choice makes no practical difference
for the results presented in this publication.
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and a semantic (phenotype) perspective. Genotype similarity is calculated using
a bottom-up tree mapping [10] that can be computed in time linear in the size
of the trees and has the advantage that it works equally well for unordered
trees. For two trees T1 and T2 and a bottom-up mapping M between them, the
similarity is given by:

GenotypeSimilarity(T1, T2) =
2 · |M |

|T1| + |T2|
Phenotype similarity between two trees is calculated as the Pearson R2 correla-
tion coefficient between their respective output values on the training data.

Contribution Ratio. While it is clear that under the influence of random
evolutionary forces (such as genetic drift or hitchhiking) each of an individual’s
ancestors plays an equally important role in the events leading to its creation,
the trace graph represents a powerful tool for analyzing the origin of genes and
the way solutions are assembled by the genetic algorithm.

The size of the trace graph relative to the size of the complete ancestry can
be used as a measure of the effort spent by the algorithm to achieve useful
adaptation. For example, a small trace graph means that a small number of
an individual’s ancestors contributed to the assembly of its genotype, via an
equally small number of genetic operations (crossover and mutation). The effort,
seen as the ratio of effective genetic operations over the total number of genetic
operations, can give an indication of how easy new and better solutions can be
assembled by the algorithm.

The contribution ratio r is given by the percentage of individuals from the
best solution ancestry that had an actual contribution to its structure:

r =
|Trace(bestSolution)|

|Ancestry(bestSolution)|

3 Experiments

For the experimental part, we use GP to solve two symbolic regression bench-
mark problems:
Vladislavleva-8

F8(x1, x2) =
(x1 − 3)4 + (x2 − 3)3 − (x2 − 3)

(x2 − 2)4 + 10

Poly-10
F (x) = x1x2 + x3x4 + x5x6 + x1x7x9 + x3x6x10

The Vladislavleva-8 problem was solved using the standard GP algorithm
(SGP) with a population size of 500 individuals and 50 generations (in order
to be able to compute the trace graphs of each individual in the population in
feasible time). For the Poly-10 problem the offspring selection GP (OSGP) [11]
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Fig. 3. SGP Vladislavleva-8 and Poly-10 best (above) and average (below) operator
improvement

was also tested with a population size of 300 individuals and gender-specific
selection.

We analyzed the algorithm dynamics using the genealogy graph, the ances-
try of the best solution and the trace history of its genotype. Other additional
measurements such as diversity, size and quality distributions were included for
a more complete picture. All the results were averaged on a collection of 20
algorithmic runs for each problem and algorithm configuration.

In the case of SGP, we see in Fig. 3 that the genetic operators produce nega-
tive improvement on average, meaning that in most cases the fitness of the child is
worse than the fitness of the parent. The light-colored curves filled with green in
Fig. 3 represent the best improvement while the dark-colored once filled with red
represent the average improvement. As average fitness improvement produced
by genetic operators tends to be negative, the increase in average population
fitness can be attributed to the interplay between recombination operators and
selection. OSGP operator improvement is always small but positive due to the
requirement that offspring are better than their parents.
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Fig. 4. Relationship between root lineage/trace graph overlap and genotype similarity

The ability to produce useful genetic variation (leading to fitness improve-
ments) is directly related to the structural diversity of the population which
cannot be controlled through fitness-based selection. Results in Fig. 4a and b
reveal the relationship mediated by the selection mechanism between the struc-
tural similarity between two trees and the degree to which their root lineages
and their trace graphs overlap. The high correlation (calculated as the Pearson
R2 coefficient) between the three curves corresponds intuitively to the fact that
similar individuals come from similar (partially overlapping) lineages, with the
important difference that trace graphs do not represent lineages in the strictest
sense, as they only include those ancestors whose genes survived in the struc-
ture of the traced individual. In Fig. 4c and d we show the correlation between
semantic similarity and quality of the best solution. We see that SGP does not
suffer from loss of semantic diversity. With offspring selection, as children are
required to outperform their parents, the semantic similarity increases rapidly
to a value close to 1.

Another aspect of GP search is illustrated in Fig. 5a, where we can observe
the exploratory behavior of the OSGP algorithm in the beginning of the run,
when the building blocks representing the terms of the formula are gradually
discovered, and the exploitative behavior towards the end, when no big jumps in
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Fig. 5. (a) OSGP Poly-10 best solution (the term x3x4 was already present in the
initial formula)

quality are produced, but the solution is incrementally improved through small
changes of the tree constants and variable weighting factors.

Finally, the contribution ratio for SGP and OSGP was calculated at 13 % and
4 %, respectively, showing a high degree of interrelatedness between individuals
which leads to low genetic operator efficiency. Fit individuals contribute mul-
tiple times, but selection pressure exceeds their variability potential. Offspring
selection improves efficiency by adapting selection pressure.

4 Conclusion and Outlook

Our results show that in most cases GP operators do not lead to fitness improve-
ment. The tracing of the best solution indicates that a few critical operations
when the algorithm is able to assemble high fitness solution elements out of pre-
existing, disparate genes are responsible for the performance of the entire run.
A significantly small fraction (around 13 % for SGP and 4 % for OSGP) of all
ancestors of the best individual have an actual contribution to its final structure.

The tracing methodology can reveal interesting and previously unexplored
aspects of GP evolution regarding genetic operators and their effects on pop-
ulation dynamics. In contrast to other methods and techniques, our approach
provides a more accurate and complete description of the evolutionary process.

Acknowledgments. The work described in this paper was done within the COMET
Project Heuristic Optimization in Production and Logistics (HOPL), #843532 funded
by the Austrian Research Promotion Agency (FFG).
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Abstract. The typical methods for symbolic regression produce rather
abrupt changes in solution candidates. In this work, we have tried to
transform symbolic regression from an optimization problem, with a
landscape that is so rugged that typical analysis methods do not pro-
duce meaningful results, to one that can be compared to typical and
very smooth real-valued problems. While the ruggedness might not inter-
fere with the performance of optimization, it restricts the possibilities of
analysis. Here, we have explored different aspects of a transformation and
propose a simple procedure to create real-valued optimization problems
from symbolic regression problems.

1 Introduction

When analyzing complex data sets not only to predict a variable from others
but also trying to gain insights into the relationships between variables, sym-
bolic regression is a very valuable tool. It can often produce human-interpretable
explanations for relationships between variables. The considered formulas are
explored by substituting variables or re-organizing the syntax tree. This results
in rather abrupt changes in the behavior of these formulas.

Genetic programming (GP) [12] is a technique that uses an evolutionary algo-
rithm to evolve computer programs that solve a given problem when executed.
These programs are often represented as symbolic expression trees, and opera-
tions such as crossover and mutation are performed on sub-trees. One particular
problem that can be solved by GP is symbolic regression [12], where the goal is
to find a function, mapping the known values of input variables to the value of
a target variable with minimal error.

Several specialized and improved variants of GP for symbolic regression have
already been described in the literature e.g. [9–11,20] and it has been shown
that other techniques are also viable for solving symbolic regression problems
such as FFX [14] or dynamic programming [23].

While GP – or other (quasi-)combinatorial methods – typically work well in
identifying formulas that describe relations between variables and, therefore, do
c© Springer International Publishing Switzerland 2015
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not create a black-box function but an opaque and often human-interpretable
description of these relations, the process for obtaining these formulas is com-
plicated and large effort is necessary to grasp their progression.

During the optimization, the symbolic expression tree can vary wildly between
individuals and between generations. In other words, when a GP fitness land-
scape is analyzed it appears extremely rugged. A typical measure for ruggedness,
the autocorrelation [22] between two “neighboring” solution candidates, is usually
very close to zero.

This makes it very hard to derive any meaningful conclusions of GP fitness
landscapes as typical “neighbors” are too dissimilar to each other, even more so,
when crossover operators are employed which creates even more drastic changes,
let alone the difficulties of crossover landscapes themselves [18].

In this paper, we present the idea of creating a smoother fitness landscape
for symbolic regression problems by borrowing ideas from neural networks and
combining them with typical tree formulations found in genetic programming.
The intent is to have a smooth transition from one syntax tree to another. At
the same time, we want to ensure that the final output settles for and determines
one of the available operators at each node.

1.1 Symbolic Regression

In a regression problem the task is to find a mapping from a set of input vari-
ables to on or more output variables so that using only the input values, the
output can be accurately predicted. This task can be tackled with two funda-
mentally different approaches. On the one hand, so-called black-box models focus
on providing predictions with maximum quality sacrificing “understanding” of
the model for exampling when employing neural networks [16] and deep learning
[4] or Support Vector Machines [3]. On the other hand, white box models try
not only to give good quality explanations but also try to provide some insight
into how the relationship between the variables. Examples are most prominently
linear regression [5] and generalized linear regression [15].

As an extension to these methods, symbolic regression provides great freedom
in the formulation of a regression formula. By allowing an arbitrary syntax tree
as the formulation for the relationship between the variables. This freedom,
however, comes with the price of a much large solution space and, hence, much
more possibilities for a goo solution. Therefore, powerful methods have to be
used to control the complexity of this approach.

Genetic Programming (GP) [12] is a method that is able to conquer these
problems and create white-box models with good quality and often understand-
able models that can give new insights into the relationships between the vari-
ables in addition to the provided predictions.

In Genetic Programming, syntax trees are usually modified using two differ-
ent methods both drawing the solution candidates from a pool called the current
generation. The most important form of modification is achieved via crossover,
where two trees are recombined into a new tree that has some features from both
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predecessors. The second form of modification is mutation that randomly intro-
duces or changes some features of the syntax tree, such as replacing operators
or changing constants.

Overall, genetic programming provides powerful means of evolving symbolic
trees and has proven its effectiveness and efficiency in providing good quality
white box models of difficult regression problems. On the downside, however,
the changes introduced during the evolution of syntax trees are quite drastic
and the process, how genetic programming arrives at these solutions is very
difficult to follow through, and its analysis is complicated.

1.2 Fitness Landscape Analysis

Every optimization problem implies a so-called fitness landscape that describes
the relationship of solution candidates and their associated fitness. Formally,
a fitness landscape can be defined as the triple F := {S, f,X}, where S is
an arbitrary set of solution candidates for the optimization problems at hand.
The function f : S → R is the actual fitness function that assigns a value of
desirability to every solution candidate and is often the most expensive part
in the optimization of a problem. Finally, X describes how solution candidates
relate to each other: A very simple case would be to define X ⊆ S×S a relation of
neighboring solution candidates or alternatively as distance function X : S×S →
R. The important observation is that this definition of a fitness landscape can
be made for any optimization problem and, therefore, provides the foundation
for very general and portable problem analysis techniques.

Based on this formulation several different analysis methods have been pro-
posed. Many of which require a sample of the solution space, i.e. so called walk-
able landscapes [7]. This sample often comes in the form of a trajectory inside
the solution space, following the neighborhood relation or distance function.

Based on these trajectories, different measures can be defined that character-
ize the fitness landscape. Examples are auto correlation [22] that measures the
average decay of correlation of fitness values as the trajectory moves away from a
point. Typically, it is only defined for the very first step but can be continued to
an arbitrary distance. The distance at which the correlation is not statistically
significant anymore is called the correlation length also defined in [22].

Other techniques include the information analysis proposed in [19] where
several measure are defined that try to capture information theoretic character-
istics of these trajectories. One particularly simple but interesting property is
the information stability which simply captures the maximum fitness difference
between neighboring solution candiates and has proven to be a very character-
istic property of a problem instance.

Besides these trajectory-based analysis methods several other methods have
been proposed such as analytical decomposition into elementary landscapes
[2,17] or fitness distance correlation [8].
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2 Transformation

As described in the previous sections most landscape analysis methods as well
as trajectory-based optimization algorithms rely on a relatively smooth land-
scape or, in other words, high correlation between neighboring solution candi-
dates. Conversely, typical modifications in genetic programming are very large
and previous attempts of applying classic fitness landscape analysis (FLA) have
failed.

Figure 1 summarizes the basic ideas for this transformation: To overcome the
drastic fitness changes induced by changes in the tree structure, the first simple
ideas is to fix the tree structure (Fig. 1a) to a full (e.g. binary) tree. This is
comparable to the limited tree depth or tree size that can often be found in
genetic programming. This limits the maximum change to the replacement of
an operator in the tree. However, directly switching from e.g. an addition to a
multiplication can still have quite a large impact on the behavior of the formula.
Therefore, the second idea is to make this transition smooth too, as illustrated
in Fig. 1b. A very simple way to achieve this smooth transition is to simply
use a weighted average over all possible operators as shown in Eq. 1, where the
opi(x, y) are the possible operators and op(x, y) is the overall operation result.
In the simplest case, when only two operators are available, i.e. addition and
multiplication, only a single factor needs to be tuned, i.e. op(x, y) := α · (x +
y) + (1 − α) · (x · y).

op(x, y) :=
2d−1∑

i

αi · opi(x, y) (1)

Fig. 1. Basic ideas

So far, this yields a smooth optimization problem for the operator choices
where only real values have to be adjusted. However, this simply replaces every
operator with a weighted average of other operators and make the formula much
more complicated. Therefore, another simple addition is necessary: The overall
fitness function is augmented with a penalty for undecided operator choices. In
the simplest possible case where two possible operators are chosen an inverted
quadratic function that peaks at 0.5 and intersects with the abscissa at zero
and one can be used. When more than two operations are available a different
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penalty function is required. In this case the least penalty should occur when
exactly one operator is chosen and it should increase progressively the more
weight other operators are receiving. Therefore, the simple formula shown in
Eq. 2 can been used to steer the optimization towards a unique operator choice.

pop(α) :=

⎛
⎝2d−1∑

i

αi − max
i

αi

⎞
⎠ /(2d − 2) (2)

Now that the structure and the operators of the tree can be selected using
only real values, the last remaining aspect is how to make a smooth choices
between variables. This task is a litte more complicated as the variables should
also have a weight attached. However, another simple solution can be applied
as shown in Eq. 3 where the operation in the leaf node is selected in addition to
the variables, and n is the number of input variables in X. Please note that one
additional weight βi,n+1is included to allow a constant to be selected which gives
the ability to “mute” parts of the tree by selecting for example a multiplication
with one or an addition with zero for some subtree.

op(X) :=
2d−1∑

i

αi · op(βi,1 · X1, . . . , βi,n · Xn, βi,n+1) (3)

This yields quite a large number of variable weights. As the number of leaf nodes
increases exponentially with the tree depth and is further multiplied with the
number of input variables. For example a smooth symbolic regression problem
with ten variables and a tree depth of five has only 31 operator weights but 176
variable weights.

In Fig. 2 several alternative ideas are shown for variable selection schemes with
fewer resulting variables. However, they have not been very promising in prelimi-
nary tests. Therefore, we can only recommend to use the variable selection scheme
with more variables, given the complexity of the variable selection problem per
se. The first idea was to use only a single angle and take the two closest variables
weighted by distance, as shown in Fig. 2a, however, this blinds the algorithm by
completely hiding other choices. This might still be a good option for other algo-
rithms where diversity of the population is kept very high. Another idea was to use
multidimensional scaling [1] to project the variables according to their correlation
onto e.g. a two dimensional plane and use only two coordinates to choose between
all variables. Figure 2b shows the selection of the two nearest neighbors, which
has similar problems as the angular selection as it completely hides other variable
choices. The second alternative is to use again a weighted average, however, using
the distance to the coordinates as the weights.

It has to be noted, that also for the variable selection the optimization has
to be guided towards limiting the number of variables. This can be achieved
similarly to the operator choice, only that this time two or more non-zero weights
are acceptable and their weights can be subtracted from the penalty.

In summary, the new encoding transforms a problem with 2d − 1 tree nodes,
where d is the depth of the tree, k possible operations at each node and n input
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Fig. 2. Alternative variable selection strategies

variables into a problem with (2d − 1) · (k − 1) operator weights α and (2d−1) · n
variable weights β. So, for example, for a depth of five, with two operations and
ten variables we get a 31 + 176 = 207 dimensional real-valued problem instead of
a combinatorial problem with 6 · 1020 possible choices. Obviously this does not
make the problem less complex, i.e. dimensions compared with choices, however
it makes the fitness landscape much smoother. One could think of discrete points
in space in the combinatorial formulation and filling the volume between them
in the smooth approach.

3 Experimental Results

We have tested this new implementation only on comparatively simple problems
most notably the Poly-10 Problem [13] using custom operators in HeuristicLab
[21] with a CMA Evolution Strategy [6]. One very interesting aspect is shown
in Fig. 3 where the penalties for operators and variable weights have been suc-
cessively turned on. It can be seen that the correlation of the formula slightly
decreases as the optimization tries to lower the operator penalty but quickly
recovers with very low operator penalties, indicating a crisp operator choice.
This choice is also achieved rather quickly indicating that it might not be so dif-
ficult to make this crisp operator choice. When turning on the variable selection
penalty a distinct knee and steeper slope can be seen in the variable selection
penalty curve, however, it is much harder to decrease as many more weights are
involved.

Finally, we have used the new formulation to calculate some fitness landscape
analysis measures. For the first time, traditional techniques can be applied to
symbolic regression problems and reasonable results can be obtained as shown in
Table 1, where the fitness landscape of the Poly-10 Problem was analyzed using
different neighborhoods: In particular polynomial one position or all position
manipulators where used with contiguity of 15 or only 2 as well as a uniform one
position manipulator. Both random and up-down walks [8] where performed to
get a first impression of the landscape’s characteristics.
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Fig. 3. Results

Table 1. Fitness Landscape Analysis of Symbolic Regression Problem

Poly-1-15 Poly-All-15 Poly-1-2 Poly-All-2 Uni-1

Auto correlation 0.999 0.910 0.998 0.547 0.991

Corr. length 2245 57 1246 11 290

Density basin information 0.628 0.619 0.626 0.593 0.628

Information content 0.546 0.394 0.686 0.403 0.399

Information stability 0.058 0.141 0.058 0.255 0.037

Partial inf. content 0.476 0.532 0.457 0.586 0.506

Up walk length 328.063 124.872 14.321 5.179 83.433

Up walk len. variance 46668.196 5405.852 35.814 3.176 870.758

Down walk length 296.563 123.400 12.140 4.878 83.100

Down walk len. variance 27152.263 4627.477 26.232 2.713 832.024

4 Conclusions

While there is certainly still a lot of work needed to fine tune the optimiza-
tion process and play with different variants of variable selection and penalty
schemes, this transformation principle opens the door for classical fitness land-
scape analysis applied to symbolic regression problems. The focus of future work
should therefore not be the tuning of algorithm performance but rather the
interpretation and utilization of FLA results generated for the class of symbolic
regression problems.

Acknowledgments. The work described in this paper was done within the COMET
Project Heuristic Optimization in Production and Logistics (HOPL), #843532 funded
by the Austrian Research Promotion Agency (FFG).
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Abstract. We present a new scalable approach for the K-staged two-
dimensional cutting stock problem with variable sheet size, particularly
aiming to solve large-scale instances from industry. A construction heuris-
tic exploiting the congruency of subpatterns efficiently computes sheet
patterns of high quality. This heuristic is embedded in a beam-search
framework to allow for a meaningful selection from the available sheet
types. Computational experiments on benchmark instances show the
effectiveness of our approach and demonstrate its scalability.

1 Introduction

The two-dimensional cutting stock problem occurs in many industrial applica-
tions, such as glass, paper or steel cutting, container loading, and VLSI [7]. It
is particularly relevant in the manufacturing industry, where large amounts of
material are processed and significant commercial benefits can be achieved by
minimizing the used material.

Formally, we consider in this work the K-staged two-dimensional cutting
stock problem with variable sheet size (K2CSV) in which we are given a set of
nE rectangular element types E = {1, . . . , nE}, each i ∈ E specified by a height
hi ∈ N

+, a width wi ∈ N
+, and a demand di ∈ N

+. Furthermore, we have a set of
nT stock sheet types T = {1, . . . , nT }, each t ∈ T specified by a height Ht ∈ N

+,
a width Wt ∈ N

+, an available quantity qt ∈ N
+, and a cost factor ct ∈ N

+. Both
elements and sheets can be rotated by 90◦. A feasible solution is a set of cutting
patterns P = {P1, . . . , Pn}, i.e. an arrangement of the elements specified by E
on the available stock sheets specified by T without overlap and using guillotine
cuts up to depth K only. Each pattern Pj , j = 1, . . . , n, has an associated stock
sheet type tj and a quantity aj specifying how often the pattern is to be applied,
i.e. how many sheets of type tj are cut following pattern Pj . More precisely, a
cutting pattern is represented by a tree structure that is detailed in Sect. 1.1.

In particular, we are considering here large-scale instances from industry,
where the number of different element and sheet types is moderate but the
demands of the element types are rather high. Reasonable solutions need to be
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c© Springer International Publishing Switzerland 2015
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found within moderate runtimes. The objective is to find a feasible set of cutting
patterns P minimizing the weighted number of used sheets c(P).

min c(P) =
∑
t∈T

ctσt(P) (1)

where σt(P) is the number of used sheets of type t ∈ T in the set P.

1.1 Cutting Tree

Each cutting pattern Pj ∈ P is represented by a (cutting) tree structure. Its leaf
nodes correspond to individual elements (possibly in their rotated variants) and
its internal nodes are either horizontal or vertical compounds containing at least
one subpattern. Vertical compounds always only appear at odd stages (levels),
starting from stage 1, and represent parts separated by horizontal cuts of the
respective stage. Horizontal compounds always only appear at even stages and
represent parts separated by vertical cuts. Each node thus corresponds to a rec-
tangle of a certain size (h,w), which is in case of compound nodes the bounding
box of the respectively aligned subpatterns. A pattern’s root node always has
a size that is not larger than the respective sheet size, i.e. h ≤ Htj , w ≤ Wtj .
Recall that aj represents the quantity of sheets cut according to pattern Pj .
Similarly, compound nodes store congruent subpatterns only by one subtree
and maintain an additional quantity. Compounds with only one successor are
required in cases where a cut is necessary to cut off a waste rectangle, otherwise
they are avoided. In this tree structure, residual (waste) rectangles are never
explicitly stored, but can be derived considering a compound node’s embedding
in its parent compound or sheet.

Each pattern Pj ∈ P can be transformed into normal form having equal
objective value, hence it is sufficient to consider patterns in normal form only.
In normal form, subpatterns of vertical (horizontal) compounds are arranged
from top to bottom (left to right), ordered by nonincreasing width (height), and
aligned at their left (top) edges, i.e. in case the subpatterns have different widths
(heights), remaining space appears to their right (at their bottom). Figure 1
shows a 3-staged cutting pattern and the cutting tree representing it.

2 Related Work

A classical solution approach to the K2CSV has been proposed by Gilmore
and Gomory [4] who employ column generation, solving the pricing problem
by dynamic programming. Although more recently, both column generation
and dynamic programming still have been successfully used in approaches to
the K2CSV [2,11], the high computational effort prohibits an efficient applica-
tion to large-scale instances. More reasonable approaches in terms of runtime
are fast construction heuristics. In their survey on solution approaches to two-
dimensional cutting stock problems, Lodi et al. [8] compare the most well-known
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Fig. 1. A three-staged cutting tree (left) and the corresponding cutting pattern (right).
The leaves represent actual elements of types 1, . . . , 4 obtained after at most K stages
of guillotine cuts. Note that the two elements of type 4 belong to the same vertical
compound and are thus only stored once.

ones, such as First-Fit Decreasing Height or Hybrid First-Fit. Being rather sim-
ple in their nature, a major drawback of these heuristics is their inflexibility.
Recently, Fleszar [3] proposed three more involved construction heuristics for
the K2CSV with only a single sheet type achieving excellent results in short
time. A solution is constructed element by element using a sophisticated enu-
meration of the possible ways of adding the current element to it.

The literature on heuristic approaches for the K2CSV specifically (i.e. when
multiple sheet types are given) is rather scarce. Only recently, Hong et al. [5]
embedded fast construction heuristics in a backtracking framework to address
the problem of a meaningful sheet type selection. Several solutions are computed
in a sheet by sheet manner and the best one is returned. Backtracking is applied
to choose a different sheet type, if a choice leads to a poor solution. Another
promising technique, generally applicable to problems where solutions can be
computed in terms of sequences, is beam-search, which was first applied in speech
recognition [9]. Beam-search is a heuristic breadth-first tree-search algorithm
that only further explores a most promising restricted-size subset of nodes at
each level.

3 A Congruency-Aware Construction Heuristic

In the following, we describe our heuristic for computing a pattern for a given
sheet. One of the major drawbacks of conventional construction heuristics is
their lack of scalability. A solution is usually constructed element by element
leading to rather high runtimes for large-scale instances with high demands. To
overcome this problem, we exploit congruent subpatterns during the solution
construction using the following principle: The heuristic operates not on single
elements but on element types. When considering a certain element type i ∈ E
for insertion into a compound c, we attempt to simultaneously insert multiple
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instances of i. This is realized by inserting a completely filled grid of avert
i ×ahor

i

instances of i in c and doing the same for the compounds congruent to c. The
congruent compounds can be determined by considering the quantities along the
path from the current node representing c to the root of the cutting tree. Let
accuma be the accumulated quantity over these congruent compounds and let
dri be the residual demand of element type i. We can then, in total, insert

min
{

avert
i · ahor

i · accuma,

⌊
dri

avert
i · ahor

i

⌋
· avert

i · ahor
i

}
(2)

instances of i at once. Figure 2 demonstrates this principle on a simple example.

Fig. 2. Congruency-aware pattern insertion: considering the insertion of element type
3, eight instances can be added at once by exploiting the quantities in the cutting tree.

Another drawback of conventional construction heuristics we aim to avoid is
their inflexibility w.r.t. already placed elements. In particular, the sizes of the
(sub-)patterns currently in the pattern tree, as well as its general structure, are
usually fixed. Towards a more flexible construction heuristic, we therefore extend
the concept of Fleszar [3] as follows:

For a pattern p, let hmax
p (wmax

p ) denote the maximum height (width) of p.
The maximum rectangle of p is the largest rectangle to which the size of p can
be extended such that it remains feasible. Let further h̃p (w̃p) denote the verti-
cal (horizontal) slack of p, which is the difference between p’s maximum height
(width) and its current height (width). The maximum rectangles and the slack
values allow us to determine how much space there is left in a given compound –
considering a possible resizing of it – for the insertion of a new subpattern.

A further increase of flexibility is achieved by considering not only insertions
as a subpattern of a given compound, but also so-called in-parallel insertions.
For a given compound c and a subsequence S of c’s subpatterns, the avert

i × ahor
i

grid is joined in parallel to S, which allows restructuring the pattern. For further
details we refer to [3].
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When an element type i ∈ E is considered for insertion, two basic ques-
tions need to be addressed: Where should the insertion be made and how many
instances of i should be added, i.e. what is the best size of the grid? To answer
these questions, we define the fitness of an insertion in a certain compound c as
follows: Let h̃c and w̃c be the vertical and horizontal slacks of the compound after
the insertion of ai ≤ dri instances of i, arranged in a completely filled avert

i ×ahor
i

grid, i.e. ai = avert
i · ahor

i . Furthermore, let η be the absolute difference between
the total height (width) of the inserted grid and the height (width) of the grid’s
neighbor in c’s normal form, given that c is a horizontal (vertical) compound.
This neighbor is either the predecessor or the successor, whichever yields the
smaller difference. The fitness function is then defined as

f(h̃c, w̃c, η) =
1

(h̃c + 1) · (w̃c + 1) · (η + 1)
. (3)

As an exception we define f(h̃c, w̃c, η) = −1 if the size of the grid exceeds
the available space in c, i.e. if no insertion is possible. To determine the best
compound c and the best size of the avert

i × ahor
i grid for the insertion, we select

the compound and quantities that maximize the fitness function (3), i.e.

argmaxc,avert
i ,ahor

i
f(h̃c, w̃c, η) (4)

3.1 Congruency-Aware Critical-Fit Insertion Heuristic

Based on these ideas, we propose the congruency-aware critical-fit insertion
heuristic (CCF) extending the approach by Fleszar [3], which works as follows:

1. Order the element types in E by nonincreasing area and let further D =
〈dr1, . . . , drnE

〉 be the vector of residual demands, for all i ∈ E.
2. While D �= 0 repeat steps 3 to 5.
3. An element type i ∈ E dominates another type j ∈ E if wi ≥ wj and hi ≥ hj .

Let U be the set of undominated element types considering only those types
for which dri > 0.

4. For each i ∈ U , determine the number of sheets in which i fits. Let the critical
element type i∗ be the one that fits in the least number of sheets.

5. Perform the insertion of i∗ that has the highest fitness value. If no insertion
of i∗ is possible, a new sheet is started. Afterwards, decrease dri∗ accordingly.

4 Sheet Type Selection by Beam-Search

A crucial aspect of solving the K2CSV is a meaningful selection of the sheet
types on which the patterns are computed. To address this issue, we employ a
beam-search strategy that generates a solution sheet by sheet. Each node in the
search tree corresponds to a (partial) solution, starting with the empty solution
at the root. A branch from a node reflects the decision for one of the sheet types
from T , including the possibly rotated variants. At each level, all the nodes on
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that level are evaluated and all but the BW best ones are pruned, where BW is
the chosen beam-width. Note that some nodes might also be pruned earlier, e.g.
if there is no more sheet available of a certain type. This procedure continues
until all residual demands are zero. Figure 3 shows an example for BW = 2.

Fig. 3. Beam-search example for BW = 2. At each level, each node is evaluated by
computing a pattern on the sheet type corresponding to it. The search is continued only
for the two best (highlighted) nodes from that level, the remaining ones are pruned.

We compute the pattern for a single sheet using the following variant of
the CCF heuristic (cf. Sect. 3.1): As there is only one sheet to fill, the critical
element type is simply the one having the highest fitness. If there is no i ∈ U that
fits, consider all i ∈ E. Finally, if no type i ∈ E fits, the pattern is considered
finished. Exploiting congruency, the pattern resulting from the evaluation of a
certain sheet type is considered to be used as often as possible. Let elemsi(Pj)
be the number of elements of type i ∈ E contained in the computed pattern Pj ,
let tj be the type of the sheet Pj is defined on and let dri be the residual demand
of i before the computation of Pj . The usable quantity for pattern Pj is then

min
{

mini∈E

⌊
elemsi(Pj)

dri

⌋
, qtj

}
(5)

4.1 Node Evaluation

To evaluate the tree nodes the following criterion is applied: Let P be the set of
patterns in the current partial solution, i.e. the patterns selected when following
the path in the search tree from the root down to the current node. Furthermore,
wr(Pj) denotes the waste ratio of pattern Pj , i.e. the unused area on the sheet,
ctj is the cost factor of the sheet type used for pattern Pj and aj is the quantity
of Pj . We prefer (partial) solutions for which the average waste ratio over P,
weighted by the respective cost factors is comparatively smaller. Formally, this
ratio is defined by: ∑

Pj∈P wr(Pj) · ctj · aj∑
Pj∈P ctj · aj

. (6)
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5 Computational Results

Our algorithms have been implemented in C++, compiled with GCC version
4.8.2 and executed on a single core of a 3.40 GHz Intel Core i7-3770. For all
experiments, the stage limit was set to K = 10.

First, we investigated the effectiveness of congruency-aware pattern insertion
on instances with only a single sheet type. We adapted the randomly generated
benchmark instances from Berkey and Wang [1] (classes 1 to 6) and Martello
and Vigo [10] (classes 7 to 10) as follows: Each class consists of 5 subclasses with
|E| = 4, . . . , 20 and di = 1000, for all i ∈ E. Each of these subclasses comprises
10 instances. We compared a simple first-fit heuristic proceeding element by
element (FF), a congruency-aware first-fit heuristic that always naively adds as
many instances of an element type as possible at once (CFF), and the CCF
heuristic. For each subclass, the average objective values c(P) and runtimes
t were computed. In Table 1 we give the results for classes 5, 6, 7 and 8. As
expected, for CFF we observe a significant speed-up over FF, but also an overall
worse solution quality. Remarkably, the much more involved CCF heuristic has
runtimes in the same order of magnitude and additionally yields significantly
better solutions for each subclass. The same holds for the remaining classes.

Second, we tested our beam-search approach on the benchmark set by
Hopper and Turton [6]. The set comprises 3 categories of increasing complex-
ity. Each category consists of 5 randomly generated instances with |T | = 6,
2 ≤ qt ≤ 4 for all t ∈ T and di = 1 for all i ∈ E. We compared our beam-
search approach (BS) with the HHA algorithm by Hong et al. [5] as it yields
– to the best of our knowledge – the so far best results on these instances in
the literature and due to its relatedness to our approach. We experimented with
several values for BW and chose BW = 150 and BW = 500 as the best com-
promises for runtime and solution quality, respectively. In Table 2 we report for
each category the average percentage of the used area on the sheets a(P) and the
average runtime t to be comparable with the results reported in [5]. Although
we cannot exploit congruency, as no element type is needed more than once,

Table 1. Experimental results for classes 5 and 6 from [1] and classes 7 and 8
from [10].The best objective value for each subclass is printed in bold.

FF CFF CCF FF CFF CCF

|E| c(P) t[s] c(P) t[s] c(P) t[s] |E| c(P) t[s] c(P) t[s] c(P) t[s]

C
la

ss
5

4 1442.3 0.2 1450 < 0.1 1417.4 < 0.1

C
la

ss
7

4 1091.7 0.1 1099.9 < 0.1 1087.9 < 0.1
8 2285.6 0.5 2318.4 < 0.1 2190.7 < 0.1 8 2016 0.4 2030.3 < 0.1 1949.3 < 0.1
12 4197.6 1.4 4213.4 < 0.1 4071.9 < 0.1 12 2870 0.9 2885 < 0.1 2748.1 < 0.1
16 4983.6 2.2 5015.2 < 0.1 4857.3 < 0.1 16 4533.8 1.9 4541.4 < 0.1 4401.4 < 0.1
20 6344.8 3.5 6366 < 0.1 6212.8 < 0.1 20 5442.8 2.9 5466.5 < 0.1 5215.2 < 0.1

C
la

ss
6

4 126.6 < 0.1 128.6 < 0.1 124.5 < 0.1

C
la

ss
8

4 1162.7 0.1 1167.3 < 0.1 1136.2 < 0.1
8 199.3 0.1 200.7 < 0.1 194.5 < 0.1 8 1989.3 0.4 1988.3 < 0.1 1887.3 < 0.1
12 375.5 0.2 377.4 < 0.1 371.4 < 0.1 12 3052.8 1.0 3063.7 < 0.1 2949.5 < 0.1
16 447.2 0.3 447.5 < 0.1 440.6 0.1 16 4241.8 1.9 4248.4 < 0.1 4059.8 < 0.1
20 582.7 0.4 583.4 < 0.1 573.7 0.1 20 5273.3 2.9 5297.1 < 0.1 5178.2 < 0.1
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Table 2. Comparison of area utilization for the three instance categories M1 to M3

HHA BS (BW = 150) BS (BW = 500)

Instance category |E| |T | a(P) t[s] a(P) t[s] a(P) t[s]

M1 100 6 98.4 60 98.4 1.36 98.4 4.10

M2 100 6 95.6 60 95.7 1.18 96.3 3.56

M3 150 6 97.4 60 96.5 3.51 96.5 10.70

our runtimes are significantly lower for all categories, compared to HHA, which
always runs for 60s. Nonetheless, our approach is competitive to HHA, achieving
the same solution quality for category M1, surpassing it for category M2, and
falling slightly behind for category M3. This even holds for BW = 150. Despite
better runtimes, the solution quality only declines for M2, still surpassing the
result from HHA.

6 Conclusions and Future Work

We presented a scalable approach for the K2CSV based on the exploitation of
congruency during solution construction. The underlying construction heuristic
scales, in principle, to arbitrarily high element type demands generating very
reasonable results within a few milliseconds. In the light of multiple sheet types,
beam-search has been shown to be an effective approach for a meaningful selec-
tion of the types to use, even though the underlying construction heuristic could
not use its full potential.

Our congruency-aware construction heuristic poses a solid basis for the subse-
quent application of metaheuristics such as variable neighborhood search, where
the heuristic is called very often. In future work, we thus plan to extend our
approach by a respective improvement heuristic that is applied to the initially
constructed solution.
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Abstract. Genetic algorithms can be affected by an early loss of diver-
sity in their populations called premature convergence. To address this
problem, this paper presents two extensions for the offspring selection
genetic algorithm. Both extensions are based on diversity maintenance
mechanisms applied when selecting offspring for the next generation. The
first approach focuses on producing solutions that feature a predefined
quality improvement as well as an appropriate structural distance from
their parents. The second approach monitors the average diversity of the
population and selects more diverse offspring if the population does not
meet a predefined diversity. We show that these algorithms allow to con-
trol diversity and are useful methods for influencing the development of
the population independent of the algorithms other parameters.

1 Introduction

The performance of a genetic algorithm (GA) is strongly influenced by the
ratio between diversification and intensification [1–4]. Ideally, a GA starts with
exploration using a diverse population to identify promising regions in the solu-
tion space. As similarity between solutions increases, the population converges
towards such an area where the GA then exhibits full intensification. While this
behavior is essential for the success of the GA, premature convergence can occur
if the algorithm is not able to further improve solution quality.

To overcome this problem, the parameters of GAs can be adjusted, e.g., the
mutation rate, population size or operators can be tuned. The danger of high
mutation rates and large population sizes is that they may counteract directed
search. Furthermore, tuning parameters is a cumbersome trial and error task
because there is no parameter that explicitly controls the diversity of the popu-
lation. Therefore, several parameters have to be adapted to generate the desired
behavior, though it is often not clear how these should be changed due to their
relations with each other.

For this reason we argue for a diversity control mechanism that is not strongly
based on operators or parameters. There is numerous research literature available
c© Springer International Publishing Switzerland 2015
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 393–400, 2015.
DOI: 10.1007/978-3-319-27340-2 49
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[5] that describes measures for preventing premature convergence. These works
often do not consider diversity at all or try to keep the population diverse by
injecting random sampled solutions or restarts. We argue that these mechanisms
fail because they do not consider both, quality and diversity. When injecting
low quality, high diverse solutions, the selection operator may not even select
those solutions for reproduction because of the high quality difference to the rest
of the population. Having already improved the population to a certain level,
adding new solutions possibly slows down the evolutionary process as they may
introduce low-quality genes that first need to be improved before being useful.
Furthermore, when controlling diversity, it has been shown that it is important to
guarantee “useful diversity” [6], e.g., diversity that “in some way helps cause (or
has helped cause) good strings” [7]. In our view, a GA should therefore produce
solutions that have a certain quality and diversity.

A GA-variant that mainly accepts solutions with a certain quality is the
offspring selection genetic algorithm (OSGA) [8]. We extend this approach by
adding diversity criteria to offspring selection so that the ratio between diversi-
fication and quality improvement can be controlled. The offspring is generated
solely from the previous generation and therefore supports and not distracts the
search process.

The following sections present two diversity-based extensions to the offspring
selection genetic algorithm. Empirical results are shown for comparing the behav-
ior of the algorithms as well as their performance on different instances of the
traveling salesman problem.

2 The Offspring Selection Genetic Algorithm

The offspring selection genetic algorithm extends the standard genetic algorithm
by a selection step after reproduction (a schematic overview of the OSGA can
be found in Affenzeller et al. [9]). While in the genetic algorithm every produced
individual takes part in the next generation, OSGA compares the quality of the
offspring to its parents. If it surpasses the quality of the parents, it is part of the
next generation. If the offspring does not meet this criterion, it is put into a pool
of mediocre solutions. The next population is composed of a number of successful
individuals determined by the success ratio multiplied with the population size
and individuals from the pool. The criterion for determining if an individual is
better than the parents may change over the course of algorithm execution. It is
often configured to require individuals to be better than the worse parent in the
beginning and increases to eventually requiring individuals to surpass the quality
of the better parent. Individuals that do not surpass the offspring criterion are
counted. The ratio of this count compared to the population size is the selection
pressure. It is limited by an algorithm parameter to prevent further execution if
it is not possible to make quality improvements anymore.

In the next section the concept of selecting offspring based on a certain
criterion is used to create algorithms that assemble new generations not only
based on quality of the individuals but also on their diversity.
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3 New Offspring Selection Approaches

3.1 Parent Diversity Offspring Selection Criterion

The parent diversity offspring selection criterion (PDC) extends the standard off-
spring selection criterion with a diversity component. An offspring is selected for
the next generation if its quality surpasses the parents quality and, in addition,
if it features a certain, configurable dissimilarity (diversity comparison factor)
compared to its parents. An offspring in PDC therefore has to satisfy two cri-
teria which results in higher selection pressures as more individuals have to be
created to be able to fill up the next population.

3.2 Population Diversity Preservative Offspring Selection

While PDC considers the difference in diversity of the offspring to their parents,
population diversity preservative offspring selection (PDP) uses the standard
quality-based rating system. The offspring selection step is extended by calcu-
lating the average similarity of the offspring population and checking whether
it is below a configurable upper border (diversity comparison factor). If the
similarity of the population is lower, execution is continued normally as in the
OSGA. Otherwise, the offspring selector calculates the similarity of the offspring
to the already accepted next-generation population. It discards new offspring
that is beyond the upper border until the desired average population diversity
is reached. PDP uses average population diversity to trigger diversity control of
the population and therefore does not work on single individuals but on a pop-
ulation level. Compared to PDC, new solutions have to fulfill only one criteria,
though this can vary between a quality-based and diversity-based criterion. As a
consequence, the success ratio may not be met anymore as quality-based success
is neglected when selecting solutions for creating the desired average population
diversity.

4 Experiments

In this section the setup of the experiments is first detailed and then a description
of the observed behavior of the algorithms and their performance is given.

The parameter configurations in this paper are based on the tests presented
in [10,11]. These settings are used as a guideline for configuring the algorithms
and are adapted to fit the new variants. The algorithms are applied to selected
problem instances from the TSPLIB1 and are executed in the optimization envi-
ronment HeuristicLab2 [12]. Table 1 shows the parameter configurations and
variations for each algorithm.

In all experiments proportional selection with multi-crossovers and multi-
mutators are used because they lead to good results across different problem
1 http://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95/.
2 http://dev.heuristiclab.com.

http://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95/
http://dev.heuristiclab.com
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Table 1. Parameter variations for experiments (dash means no change in parameters
compared to OSGA).

Parameter OSGA PDC PDP

Selector Proportional selection - -

Mutation probability 0.1/0.05/0.15 - -

Maximum generations (thousands) 2.5/5/7 0.5/1/2 0.5/1/1.5/3/5/10

Success ratio 0.7/0.8/0.9 - -

Population size 250/500 - -

Max. selection pressure 300 3000 1000

Mutator Multi: Inversion,Translocation - -

Crossover Multi: MPX,OX,ERX - -

Comparison factor u/l bound 0.0–1.0 0.0–1.0 0.5–1.0

Diversity comparison factor u/l bound - 0.7–1.0 0.35–0.97

instances [10,11]. Mutation probability, success ratio and population size are var-
ied equally for each algorithm. Differences between algorithms are made for the
maximum number of generations. PDC has a smaller number of maximum gener-
ations because it was not able to reach higher generations (the selection pressure
would exceed the maximum very early in algorithm execution because of high con-
straints). For PDP a higher maximum generation was chosen to allow observing
the effect of slow diversity adaption on algorithm performance. Comparison factor
bounds have been kept to the standard value except for PDP because it allows vio-
lation of the success ratio. The diversity comparison factor lower bound for PDC
was chosen higher than for PDP as the selection pressure would otherwise reach
the maximum very early. Diversity comparison factor for the PDP is configured
to guide the populations diversity linear from high diversity to a nearly collapsed
population. Maximum selection pressure is generally configured with high values
to allow longer algorithm executions. Especially, the value for PDC was set to a
higher value to prevent the algorithm from stopping early.

4.1 Empirical Study

Figure 1 shows sample diversity charts from the experiments for the OSGA and
PDC with the same parameter configuration except for PDC which has an addi-
tional lower and upper bound in the range of 0.3–1.0 for diversity adaption.
It shows that loss of diversity is controlled and slowed down but also that the
number of generations is smaller than in OSGA. The reason is that creating
individuals that have a certain quality improvement and additionally a certain
diversity requires more effort. This can be seen in Fig. 2 which shows that PDC
has a higher selection pressure than the OSGA. PDC creates solutions that may
have a good quality or a satisfying diversity, but only very little solutions fea-
ture both properties. Generating a large number of solutions that are not used
because of high diversity constraints is time consuming and has no positive effect
on solution quality. This is the reason why a high lower bound for diversity (0.7)
was used in the experiments to give a good balance between preventing prema-
ture convergence and keeping runtime low.
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Fig. 1. OSGA (left image) and PDC (right image) sample diversity charts.

Fig. 2. Selection pressure comparison between OSGA, PDC and PDP.

PDP, compared to PDC and OSGA, exhibits lower selection pressure leading
to less evaluated solutions. Figure 3 shows the diversity chart of a sample PDP
run with the same parameters used for OSGA and PDC before. It shows that
throughout the first few generations, the population quickly looses diversity, as
the diversity bound of the offspring selection criteria has not yet been hit. The
spike in the line before generation 200 indicates that the border is reached and
the standard offspring selection criteria is overridden. The algorithm then starts
selecting diverse solutions in favor of high-quality solutions to keep the average
population similarity smaller than the diversity comparison factor. This results
in a controlled, linear incline in similarity up to the last generation. The switch
between OSGA and PDP selection can also be seen on the right chart in Fig. 3.
It shows the success ratio, which is the amount of successful offspring relative
to the population size that should be included in the next generation. In the
beginning the configured value of 0.8 is reached but when the algorithm switches
to PDP, this value is not reached anymore as diverse solutions are preferred. In
the end, when the diversity comparison factor is near its final value of 0.97 and
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the population is collapsed, the algorithm again focuses on solution improvement
and the success ratio is reached again.

A beneficial property of PDP is its easier, more robust way of diversity control
compared to PDC. This can be seen from the diversity chart and the selection
pressure curve: Less effort is required to produce the desired average population
diversity with high precision. PDP offers therefore an efficient way of preventing
premature convergence at a low cost in terms of quality and runtime.

Fig. 3. PDP (left image) diversity chart and PDP success ratio chart (right image).

4.2 Comparison

The following gives an overview of the performance of the algorithms on four
different TSP instances. Table 2 shows achieved qualities and the number of

Table 2. Qualities and evaluated solutions (ES) for the experiments.

Algorithm Problem Average Best Std. dev. ES average ES best

OSGA berlin52 7 715.41 7 542 86.03 29 187 468.75 4 773 500

ch130 6 285.67 6 132 65.39 35 962 099.26 2 393 250

kroA200 30 656.83 29 873 383.39 30 716 573.86 17 449 000

fl417 15 606.65 12 334 3834.63 7 884 671.05 23 262 250

PDC berlin52 7 623.19 7 542 112.19 8 229 670.73 938 500

ch130 6 382.00 6 167 164.77 10 588 479.16 2 711 000

kroA200 33 080.72 30 302 2640.78 10 313 587.96 9 064 750

fl417 20 795.77 12 476 6718.55 5 617 263.89 40 226 500

PDP berlin52 7 680.51 7 542 100.81 6 172 705.56 992 000

ch130 7 267.05 6 157 525.97 8 024 200.00 17 250 500

kroA200 33 515.43 29 808 3 214.05 11 542 349.51 48 532 750

fl417 20 365.42 12 684 7 516.31 9 178 200.00 25 031 250
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evaluated solutions, both for the best result and on average with standard devi-
ation for each algorithm and problem instance. The experiments were performed
with the parameters from Table 1. It shows that PDC and PDP are not able to
outperform OSGA with the used configurations in general. Both variants often
evaluated less solutions to reach qualities that are close to the results that OSGA
was able to achieve. For berlin52, PDC and PDP outperformed OSGA slightly,
reaching better qualities on average and requiring less evaluated solutions com-
pared to OSGA for doing so. In the other cases, OSGA found better solutions
and, on average, reached better qualities. One reason for this may be the higher
number of evaluated solutions that OSGA often exhibits.

5 Conclusion and Future Work

In this paper two different approaches for diversity maintenance were presented.
The first approach (PDC) attempts to create offspring with good quality and
useful diversity. This leads to high amounts of individuals that have to be gener-
ated to match the desired criteria. The second approach relaxes the high selection
pressure observed with PDC by switching between diversity and quality produc-
ing phases depending on the average population similarity and by softening the
success ratio parameter.

Both PDC and PDP allow to directly control the diversity of the population
and prevent premature convergence. They enable better control over the algo-
rithm and make them more predictable. While this is a helpful property of the
extensions, it did not result in producing useful diversity and superior quality
compared to OSGA in the scope of the presented experiments.

The reason for this may be that linear adaption of the diversity upper bound
was performed which leads to short or missing exploitation phases of collapsed
populations which OSGA did heavily as configured in the experiments. Future
work will therefore include performing tests with different adaptation strategies
for the diversity upper bound.
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Abstract. We analyze the runtime behavior of an ant colony optimiza-
tion approach for the longest common subsequence problem executed
on a many-core GPU and a multi-core CPU. Our approach is a par-
allelized variant of a previously published algorithm. Moreover, we are
able to significantly improve the results of the original one by adapting
the heuristic function of the ant colony algorithm. Our results show that
despite its many more cores the GPU has no significant advantages over
the CPU-based approach.

1 Introduction

Over the last years a paradigm shift in the design of processing units led from
single-core to multi-core architectures. Modern central processing units (CPUs)
typically contain two to four cores, high-end CPUs even more. As a consequence
a rethinking from sequential to parallel algorithms became necessary to effi-
ciently utilize the computational power of modern hardware. Especially graphics
processing units (GPUs) used on graphics cards feature hundreds of cores since
operations like texture mapping, polygon rendering, and vertex processing are
inherently parallel. Nowadays, the peak performance of GPUs is theoretically
an order of magnitude larger than that of CPUs. As a consequence the usage of
GPUs in the context of scientific computing steadily increased over the last years.
Typical application areas (apart from classical graphics and image processing)
include, e.g., physics simulations, image processing applications, and statistical
modeling.

In the field of computational intelligence population based metaheuristics
provide a good basis for parallelization. In recent years many attempts were
made on GPUs to accelerate metaheuristics like genetic algorithms or ant colony
optimization because they are naturally comprised of parallel components. In
this context several articles, e.g., [1,7], report massive speedups for algorithms
executed partly or mainly on the GPU compared to the CPU. Taking a closer
look these comparisons do not always seem fair. In many cases the programming
languages used for the implementations on the GPU and the CPU differ. Usually
the runtime of an algorithm executed in parallel on the GPU is compared to the
c© Springer International Publishing Switzerland 2015
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single core runtime of the CPU and not all cores. Often the same parameter
settings are used for both architectures but are chosen in favor of the GPU with
its many but slower cores. Lee et al. [5] present a detailed critique about this
practice.

To form our own opinion we were interested whether we can confirm or soften
this critique in the context of a specific problem and metaheuristic. We analyze
here the runtime behavior of an ant colony optimization (ACO) for the longest
common subsequence (LCS) problem on a many-core GPU in comparison to a
multi-core CPU. The LCS is one of the classical problems in string processing
and seeks the longest string that is a subsequence of every string in a set of
strings. LCS finds applications in computational biology, data compression, and
file comparison. The ACO itself was implemented in OpenCL, which supports
parallel execution of the same program on CPU and GPU, allowing a relatively
fair side-by-side comparison of the algorithm on both architectures. Our analysis
shows that for all instances a fine-tuned approach for the CPU outperforms a
fine-tuned approach for the GPU in terms of runtime.

The rest of the paper is organized as follows. We discuss related work for the
LCS in Sect. 2 and present a formal definition in Sect. 3. In Sect. 4 we describe our
ACO and its parallelization. A comparison between CPU and GPU performance
based on computational results is presented in Sect. 5. We conclude this paper
in Sect. 6.

2 Related Work

In case of two strings and an alphabet of fixed size, the LCS problem can be
solved exactly in polynomial time using dynamic programming, an approach
already applied on the GPU by Yang et al. [10]. The complexity changes, when
an arbitrary number of strings is considered. Then the LCS problem becomes
NP-complete, even with binary alphabet, as shown by Maier [6].

Shyu and Tsai [8] proposed an ACO for the LCS in 2009, which at that time
became the state-of-the-art heuristic. Their approach is also the main basis for
our ACO and will be described in more detail in Sect. 4.

In 2010 Blum [3] presented a hybrid algorithm that combines beam search
(BS) with ACO. The so called beam-ACO uses BS for the heuristic function
of the ACO and provides better solutions than BS alone, especially for DNA
sequences. For DNA sequences beam-ACO performs slower than BS alone but
for protein sequences it is faster.

The current state-of-the-art heuristic [9] is a hyper heuristic proposed by
Tabataba and Mousavi. Basically their hyper heuristic uses a BS comprised of
two different heuristic functions. Since neither of the heuristic functions alone
showed an advantage over the other during their experiments, the hyper heuris-
tic simply uses both. In a preprocessing step both heuristic functions are applied
with a small beam size to determine the better function for the particular
instance. In a second step the favored heuristic is executed again but this time
with the full beam width.
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Algorithm 1.1. ACO Algorithm
1 c∗ ← |LCS2(Sx, Sy)| // CPU

2 copy strings to execution device memory // CPU

3 initialize pheromone trails & ant memory
4 totalBest ← ∅
5 while termination condition not met do
6 foreach ant do
7 construct ant solution

8 currentBest ← best solution of this iteration
9 update pheromone trail

10 if currentBest is better than totalBest then
11 totalBest ← currentBest

12 copy totalBest to main memory // CPU

3 Longest Common Subsequence Problem

Let A = [a1, . . . , al] be a sequence of l elements (i.e., a string), where each
element is chosen from a finite alphabet Σ, ai ∈ Σ,∀i ∈ {1, . . . , l}.

A sequence B = [b1, . . . , bk] is called a subsequence of A (B ≺ A), if there
exists a strictly increasing sequence of indexes [i1, . . . , ik] such that A[ij ] = B[j],
j ∈ {1, . . . , k} and k ≤ l holds. Furthermore, let S = {S1, . . . , Sn} be a finite set
of n strings, then C is a called common subsequence, iff C ≺ Si,∀i ∈ {1, . . . , n}.

As a consequence the longest common subsequence (LCS) of S is the common
subsequence of maximum length. Note that the LCS need not be unique, i.e.,
there can be more than one common subsequence with maximum length.

4 An Ant Colony Optimization for LCS

Algorithm 1.1 shows the main loop of the ACO. Apart from the initialization
(line 1) and data transfer from and to the execution device (lines 2, 12), the
entire program can be run on the GPU or the CPU. Our implementation uses
PyOpenCL [4], which allows us to implement the execution device independent
parts (lines 3–11) as OpenCL kernels. At runtime each OpenCL kernel is com-
piled into specialized and optimized machine code for the particular execution
device.

The algorithm starts by calculating the optimal LCS c∗ of two randomly
selected strings (line 1) to determine an upper bound for the length of the
expected solution. Since this is not a performance critical part of the algorithm,
it can be executed on the CPU using any LCS2 algorithm, e.g., one mentioned
by Bergroth et al. [2].

The construction of the ant solutions is done in parallel for each ant (lines 6–7).
A detailed description of this step is given in Algorithm1.2 in Sect. 4.1. The ACO
tracks the best solution found by an ant during each iteration and stores it in
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Algorithm 1.2. Construct Ant Solution
1 solution ← ∅
2 randomly choose string Sr, 1 ≤ r ≤ n
3 ui ← 0, ∀i : 1 ≤ i ≤ n
4 while ur ≤ |Sr| do
5 Cand ← [ur + 1, ur + 2, . . . , max(ur + d, |Sr|)]
6 foreach c ∈ Cand do
7 char ← character at position c in Sr

8 vc ← calculate next occurrences of character char in all strings
9 pfc ← calculate probabilistic transition factor pf(c)

10 q ← random number ∈ [0, 1)
11 choose c from Cand by probabilistic function p(v, pf, q)
12 char ← character at position c in Sr

13 solution ← solution ∪ char
14 for i ← 1 to n do
15 ui ← vi

currentBest (line 8). During the pheromone update (line 9) the pheromone evapo-
ration is computed and the best solution of the current iteration currentBest and
the overall best solution totalBest deposit new pheromones. If a new best solution
is found in the current iteration, it is stored in totalBest (lines 10–11). When the
specified termination condition, e.g., a time or iteration limit, is met (line 5) the
algorithm exits the main loop and copies the best solution found from the execu-
tion device into the main memory (line 12).

4.1 Construct Ant Solution

Intuitively, the construction process of a solution can be visualized as an ant
walking along a randomly assigned string, looking for “good” characters and
incrementally constructing a solution. In Algorithm 1.2 this process is formalized.

The solution construction algorithm is executed by each ant in the main loop
of Algorithm 1.1 (line 7). At the beginning a random string Sr is selected for the
ant “to walk on” (line 2). An array u is used to track the current position of the
ant in all strings (line 3). In the while loop the ant walks along Sr (lines 4–15)
from left to right until it reaches the end of the string Sr.

At first a set of candidate positions is selected (line 5). One of the characters
at these candidate positions is the next character to be added to the solution.
From the current position of the ant ur, the next d characters to the right are
considered as candidate positions Cand .

Then for each character char at a candidate position, the next occurrence
vi, 1 ≤ i ≤ n, is calculated for all strings n (lines 7–8). The probabilistic transi-
tion factor pf(c) (line 9) determines the attractiveness of adding character char
to the solution, see Eq. (1). It is calculated based on previous experiences in form
of pheromones τ and the heuristic factor η ∈ {η1, η2} by:
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Table 1. The average length of the solutions found by the two heuristic functions η1

and η2 on DNA and protein datasets with varying number of strings (n).

n 10 15 20 25 40 60 80 100 150 200

DNA η1 181.2 164.2 149.5 150.9 139.2 132.1 121.7 120.8 108.8 104.7

η2 183.8 167.8 155.6 154.4 141.0 134.1 124.8 124.2 114.0 107.2

Protein η1 66.5 56.5 54.0 50.9 46.5 43.7 42.5 41.8 41.5 40.6

η2 68.0 59.0 55.6 52.6 47.0 44.4 43.0 42.0 42.0 41.4

pf(c) =
[τr,c]α · [ηr,c]β∑

z∈Cand [τr,z]α · [ηr,z]β
(1)

The heuristic function η is based on greedy local decisions and described below.
Shyu and Tsai based their η1 solely on the number of characters that would have
to be skipped, if vr were added to the solution, i.e., non-chosen characters in all
strings are simply summed up.

We apply a slightly different heuristic function η2. Like η1 it tries to skip as
few characters as possible. But in η2 the relation between the skipped characters
and the remaining characters in each string is considered. As shown in Table 1, the
modified heuristic function η2 consistently yields better average results than η1.

η1 =
1∑

1≤i≤n(vi − ui)
η2 =

1∑
1≤i≤n

(vi−ui)
(|Si|−ui)

(2)

Finally, at most one candidate position c is determined by function p(v, pf, q)
and the character char at position c is added to the ant solution (lines 10–13).
A random number q is used to control exploitation, biased exploration and exclu-
sion. In the exploitation case, the candidate with the best probabilistic transition
factor is chosen, regardless of all others. When following the exclusion strategy,
none of the candidates is chosen, effectively skipping all the candidates in Cand .
For biased exploitation the probability of selecting a candidate character is pro-
portional to its probabilistic transition factor. In the end the array tracking the
current ant position is updated (lines 14–15).

5 Results

Our implementation was tested on a subset of the dataset proposed by Shyu
and Tsai in [8]. All runtimes reported are wall-clock times elapsed from the
pheromone initialization, to end of the last iteration of the ACO (Algorithm1.1,
lines 3–11).

The CPU runs were performed on an Intel i7-2820QM, a quad-core processor
with Hyper-Threading technology, appearing as 8 virtual cores and running at
2300 MHz. For the corresponding GPU runs we used an NVIDIA GeForce GTX
560 Ti graphics card employing 384 CUDA cores running at 1645 MHz. Both
systems were running a pre-release version of PyOpenCL 2013.1.
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Table 2. The runtime of the program, in seconds, with varying number of ants using
the “DNA rat” dataset.

ants 1 2 4 8 16 32 64 128 256 512 1024 2048

CPU time 0.20 0.21 0.22 0.24 0.32 0.50 0.85 1.52 2.86 5.48 10.54 20.45

GPU time 1.54 1.80 2.18 2.72 3.52 4.94 5.03 5.34 5.82 7.16 12.49 12.70

5.1 Parallel Execution

When only a single core is used (i.e., the number of ants is one), execution on
the CPU is 7.9 times faster than on the GPU, as shown in Fig. 2. The GPU has
a lower clock speed and is not designed and optimized for this kind of workload.
On the CPU, the execution time stays almost the same, when the number of
ants is increased from one until it exceeds the number of virtual processor cores
(in this case eight). After that point the runtime increases linearly, when the
number of ants is doubled, the execution time doubles.

On the GPU the execution time appears to rise in a stepwise pattern. The
execution times of the configurations between 32 and 256 ants are very similar
(4.94 to 5.82 s). This pattern can again be observed when the number of ants is
doubled from 1024 to 2048. The runtime remains almost unchanged, increasing
only by less than 2%, from 12.49 to 12.70 s.

In terms of wall-clock execution time, the GPU is able to outperform the
CPU only after about 1300 ants or more working in parallel. If the CPU is
restricted to single core execution, the GPU would be faster with 85 ants or
more.

5.2 Architecture Specific Parameter Tuning

Based on a series of micro benchmarks, two sets of parameters were chosen and
their performance was tested on the CPU and GPU. The first parameter set is
called setCPU and is a conservative setting using 32 ants and 2000 iterations.
As the name implies, it is designed to perform well on the CPU. The second
set of parameters (setGPU ) is optimized for execution on the GPU and uses a
high number of ants (1500 – 3000 depending on the instance size due to memory
limitations) and a lower number of iterations (200). We tested both parameters
sets on both architectures an compared the runtimes. The results are presented
in Table 3.

Running the program with the same parameters on the CPU and the GPU
gives almost the same solution quality. This is to be expected because exactly
the same program is run on both devices.

Also, both parameter sets, setCPU and setGPU, produce solutions of similar
quality, the difference of the LCS is less than 2 characters on average. The
solution quality of the ACO alone is comparable to the results reported by Shyu
and Tsai in [8] for their ACO plus local search hybrid. On DNA sequences the



CPU Versus GPU Parallelization of an Ant Colony Optimization 407

Table 3. Comparison of the parameter sets for CPU and GPU executed on both
architectures. The first column shows the dataset “DNA rat” and “Protein virus” and
the varying number of strings n is printed in the second column. For each parameter
set the average length of the LCS in characters and the average runtime in seconds
together with the respective standard deviations in parentheses is presented.

solution quality is equally good or slightly worse and on protein sequences it is
consistently better.

With regard to the runtime, the parameter sets obviously favor the archi-
tecture they were designed for. Using setCPU on the CPU and setGPU on the
GPU results in much shorter runtimes than switching the parameter sets on the
architectures.

When we compare the runtime of the CPU using the setCPU parameters
with the runtime of the GPU using the setGPU parameters, the CPU is faster
in all tests. In the DNA tests the CPU is faster than the GPU by a factor of
3.5 to 4.85 and in the protein tests by a factor of 4 to 6.8. This is because we
compare the GPU to a multi-core CPU, not just to a single core.

Using the reverse parameter set the runtime drastically increases for the runs
on the GPU with setCPU (3.3 to 6.6 times slower than setGPU ). For the CPU
runs with setGPU the runtime also increases. In this case the CPU becomes
slower than the GPU using setGPU, up to a factor of 2.3, which resembles the
results from the literature. We already argued that this comparison is not fair but
in favor of the GPU. When each architecture uses its respective parameter set
the multi-core CPU clearly outperforms the many-core GPU. Thus, we cannot
confirm the trend documented in the literature for our use case.

6 Conclusions

In this work we analyzed the runtime behavior of a many-core GPU and a multi-
core CPU. For our experiments we decided on an ACO for the longest common
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subsequence problem implemented on a many-core GPU in comparison to a
multi-core CPU. We implemented the ACO in OpenCL, which allows parallel
execution on the GPU as well as the CPU, which we considered as a requirement
for a fair comparison. During the implementation we were able to improve the
original ACO in terms of solution quality by adapting its heuristic function. We
then determined fine-tuned settings for both architectures respectively—another
requirement—and compared the runtime behavior according to these setting. As
expected, our results showed that the parallel execution on the GPU outperforms
a sequential execution on a single-core CPU in terms of wall-clock runtime. But
the situation changes, when we execute the ACO on all CPU cores in parallel. In
that case the many-core GPU could not catch up with the multi-core CPU runs.
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Abstract. Multi-objective symbolic regression has the advantage that
while the accuracy of the learned models is maximized, the complexity
is automatically adapted and need not be specified a-priori. The result
of the optimization is not a single solution anymore, but a whole Pareto-
front describing the trade-off between accuracy and complexity.

In this contribution we study which complexity measures are most
appropriately used in symbolic regression when performing multi-
objective optimization with NSGA-II. Furthermore, we present a novel
complexity measure that includes semantic information based on the
function symbols occurring in the models and test its effects on several
benchmark datasets. Results comparing multiple complexity measures
are presented in terms of the achieved accuracy and model length to
illustrate how the search direction of the algorithm is affected.

Keywords: Symbolic regression · Complexity measures · Multi-
objective optimization · NSGA-II · Genetic programming

1 Introduction

Symbolic regression is a data-based machine learning method, where the relation
between several independent and one dependent variable is modeled. Contrary
to other modeling methods the structure of the learned model is not specified
a-priori, but determined during the algorithm execution. Symbolic regression
problems are commonly solved by genetic programming (GP) [6], because the
variable-length encoding used in GP is particularly suited for the evolution of the
model structure. An expression tree encoding is frequently used in GP for sym-
bolic regression, where every leaf node represent either a variable or a numeric
constant and every internal node a mathematical function. Thus, every expres-
sion tree represents a mathematical formula that can be interpreted, validated
and easily incorporated in other programs [1].
c© Springer International Publishing Switzerland 2015
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The phenomenon of bloat in GP [7] (an increase in the average size of the
individuals without an corresponding increase in fitness), overly complex and
large individuals, or the excessive use of variables reduce the interpretability of
symbolic regression methods. As bloat and introns are not specific to symbolic
regression, but rather occur when using arbitrary-sized representations in evolu-
tionary computation [8], several methods to limit the growth of GP individuals
and to counteract bloat have been suggested previously. One approach is to
specify static size and depth limits for the symbolic expression trees used in GP
[10] that must not be exceeded. However, these two limits are highly problem-
dependent, cannot be known a-priori and must be adapted for each problem so
that the trees can grow large enough to model the data accurately while unnec-
essary complexity is avoided. Other methods of controlling the tree size range
from dynamic size limits [11] or parsimony pressure methods [9] to controlling
the distribution of tree sizes [3].

The previously mentioned methods have been developed to limit the growth
of symbolic expression trees in GP and do not include any semantic information
about the mathematical formulas represented by the expression trees when per-
forming symbolic regression. Although complexity is to some extent correlated to
size, it is not necessarily the case that the complexity of a formula is reflected in
its size. For example the formula f(x) = esin

√
x consists of three operations, one

variable, and one constant, while f(x) = 7x2 +3x+5 consists of five operations,
two variable, and three constants and is intuitively less complex.

A different approach for managing complexity and model size in symbolic
regression is to use multi-objective optimization, where while maximizing the
prediction accuracy the complexity is minimized [8,12]. Hence, no size limits or
other complexity related parameters must be configured and the optimization
algorithm is expected to automatically evolve solutions of appropriate length and
complexity. In this contribution we compare the effects on algorithm performance
of several complexity and size related quality criteria for multi-objective symbolic
regression on benchmark problems.

2 Multi-objective Symbolic Regression

The nondominant sorting genetic algorithm II (NSGA-II) [2] is one of the most
prominent algorithms for multi-objective optimization. It uses a novel selec-
tion mechanism based on the nondomination rank and crowding distance for
selection to build a uniformly spread Pareto-optimal front. In the case of multi-
objective symbolic regression the objectives to be optimized are the prediction
accuracy and the complexity of the learned models. The prediction accuracy can
be expressed by any error or correlation measure such as the coefficient of deter-
mination R2, the mean squared error, or the mean absolute percentage error
between the estimated and observed values.

The complexity of a symbolic regression model can be calculated as the tree
length or the expressional complexity (visitation length) [5,12]. More sophisti-
cated measures that also include semantics of the evolved models range from the
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number of included variables, or the order of nonlinearity [14] to the functional
complexity [13]. While the order of nonlinearity and the functional complexity
express the complexity of a symbolic regression model rather accurately, they
are computationally expensive to calculate. On the other hand, measures such
as the tree length or the expressional complexity are efficiently calculated, but
do not include any information except the shape of the symbolic expression tree
encoding the model.

We propose a new complexity measure that is easy to calculate and includes
semantics about the regression model, so that the search direction of the multi-
objective algorithm is altered towards simple and parsimonious models. The
measure is calculated by recursive iteration over the symbolic expression tree
and accumulates the individual complexity values for each subtree while taking
into account different complexity values for the encountered function symbols.
The mathematical definition for the calculation of this new complexity measure
is given in Eq. 1, where n denotes a tree node and c a direct child node of n.
The complexity of the whole symbolic expression tree encoding the regression
model can then be calculated by recursive application of Eq. 1 starting at the
root node.

Complexity(n) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 if n ≡ constant
2 if n ≡ variable∑

Complexity(c) if n ∈ (+,−)∏
Complexity(c) + 1 if n ∈ (∗, /)

Complexity(c)2 if n ≡ square
Complexity(c)3 if n ≡ squareroot
2Complexity(c) if n ∈ (sin, cos, tan, exp, log)

(1)

In the following we explore the complexity differences of two exemplary mod-
els, f1(x) = esin

√
x and f2(x) = 7x2+3x+5. The corresponding symbolic expres-

sion trees representing these formulas are illustrated in Fig. 1. The tree length
for f1(x) is 4 and 9 for f2(x), which indicates that representation of f1(x) is more
compact. However, Fig. 1 also shows the calculation steps for the new complex-
ity measure according to Eq. 1, which is iteratively applied starting at the leaf
nodes. The complexity measure results in 65536 for f1(x) and 17 for f2(x), which
reflects our intuition that f2(x) is less complex and easier to interpret than f1(x),
whereas according to the tree length the contrary is true.

3 Experiments

We used an NSGA-II algorithm to test the effects of different complexity mea-
sures for multi-objective symbolic regression. The first objective for the algo-
rithm is the Pearson’s R2 correlation describing the model accuracy. Varying
complexity measures such as the number of used variables (Variables), the model
length (Tree Length), the expressional complexity (Visitation Length) and the
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Fig. 1. Symbolic expression tree representation of f1(x) = esin
√
x and f2(x) = 7x2 +

3x + 5, where the calculation steps for the complexity measure are indicated next to
the arcs.

new complexity measure (Complexity) described in Eq. 1 have been used as sec-
ond optimization objective. Despite maximizing the Pearson’s R2, the results
regarding accuracy are presented in terms of the normalized mean squared error
(NMSE), so that for both measures smaller values are better.

NSGA-II was configured to evolve models with a maximum tree length of 100
that are allowed to include arithmetic (+,−, ∗, /), trigonometric (sin, cos, tan),
power(2,√) and exponential (exp, log) symbols and stops when the termination
criterion of 200, 000 model evaluations has been reached. The benchmark prob-
lems used for testing have been selected from [4,15] and the generating formulas
are listed in Table 1.

When switching from single to multi-objective algorithms the result of an
algorithm execution is not a single solution any more, but rather a Pareto-
front showing the trade-off between accuracy and complexity of the models. An
example of a Pareto-front generated by the NSGA-II is shown in Fig. 2, where
besides the training qualities the models’ accuracies on the test set are shown to
evaluate their generalization capabilities. However, whole Pareto-fronts are hard

Table 1. Definition of benchmark problems.

Name Function

Keijzer-5 f(x1, x2, x3) = 30x1x3/[(x1 − 10)x2
2]

Vladislavleva-1 f(x1, x2) = e−(x1−1)2)/[1.2 + (x2 − 2.5)2]

Vladislavleva-2 f(x1) = e−x1x3
1 cos(x) sin(x)(cos(x) sin2(x) − 1)

Vladislavleva-7 f(x1, x2) = (x1 − 3)(x2 − 3) + 2 sin((x1 − 4)(x2 − 4))

Pagie-1 f(x1, x2) = 1/[1 + x−4
1 ] + 1/[1 + x−4

2 ]

Poly-10 f(x1 − x10) = x1x2 + x3x4 + x5x6 + x1x7x9 + x3x6x10

Friedman-1 f(x1 − x10) = 0.1e4x1 + 4/[1 + e−20x2 + 10] + 3x3 + 2x2 + x5 + N

Friedman-2 f(x1 − x10) = 10 sin(πx1x2) + 20(x3 − 0.5)2 + 10x4 + 5x5 + N

Tower Real world data
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Fig. 2. Exemplary Pareto-front evolved by NSGA-II showing the trade-off between
accuracy in terms of the NMSE and the model length. Every model contributes to two
data points, one for training and one for test evaluation (if no test evaluation is shown,
the NMSE exceeds 1.0). The best model, which is rather small but still accurate, is
encircled.

to compare, especially in the case of symbolic regression where a high training
quality doesn’t necessary indicate a good model due to overfitting reasons (for
example the largest models in Fig. 2 whose test NMSEs exceeds 1.0 and are
not displayed at all). Hence, we used only single models of a Pareto-front for
algorithm comparison and used the model with the highest training accuracy.
A better way for model selection would be, if an additional validation partition
is defined, to use the model with the highest accuracy on this partition.

4 Results

We have performed 50 repetitions of each NSGA-II configuration to account for
the stochastic nature of the algorithm. We extracted the most accurate mod-
els, at the same time the most complex ones, from each generated Pareto-front
and compared them against each other. In Table 2 the average and standard
deviation of those models are displayed. Although for most of the problems the
results are quite similar, there are some differences. The Complexity configura-
tion obtains by far the best results with the smallest variation on the Poly-10
problem. The Variables configuration works best on the Friedman-2 problem
and both configuration perfrom well on the Pagie-1 problem.

The generalization capabilities of the best models have been evaluated on
a separate test partition and those results are shown in Table 3. Every con-
figuration produces, at least on some problems, overfit models, which is indi-
cate by an high average normalized squared error and high standard deviations.
The Tree Length and Visitation Length perform equally well with the exception
of the Vladislavleva-1 and Pagie-1 problem. It still holds that the Complexity
and Variables algorithm runs produced the best models on the Poly-10 and
Friedman-2 problem respectively. An interesting observation is that excluding
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Table 2. Average and standard deviation (μ ± σ) of the training qualities (NMSE) of
the best individual for 50 repetitions of NSGA-II with varying complexity measures.

Problem Variables Tree length Visitation length Complexity

Keijzer-5 0.000 ± 0.000 0.003 ± 0.003 0.002 ± 0.003 0.000 ± 0.000

Vladislavleva-1 0.002 ± 0.002 0.005 ± 0.011 0.004 ± 0.004 0.002 ± 0.002

Vladislavleva-2 0.022 ± 0.020 0.018 ± 0.016 0.014 ± 0.012 0.016 ± 0.013

Vladislavleva-7 0.111 ± 0.020 0.147 ± 0.077 0.116 ± 0.027 0.115 ± 0.027

Pagie-1 0.001 ± 0.003 0.011 ± 0.017 0.012 ± 0.018 0.007 ± 0.003

Poly-10 0.294 ± 0.126 0.356 ± 0.165 0.341 ± 0.168 0.202 ± 0.079

Friedman-1 0.140 ± 0.004 0.157 ± 0.019 0.163 ± 0.023 0.175 ± 0.021

Friedman-2 0.081 ± 0.031 0.134 ± 0.050 0.146 ± 0.038 0.143 ± 0.049

Tower 0.148 ± 0.025 0.148 ± 0.020 0.146 ± 0.016 0.140 ± 0.018

Vladislavleva-1 and Vladislavleva-2 the Complexity measure as second objective
performs either better or equally well as the other configurations. A reason for
this might be that those two problems consist of complicated formulas that have
to be discovered and the algorithm is not able to build that complicated yet
accurate formulas. The other complexity measure that do not include semantic
information about the models, have no such limitations as long as the models
are compact enough.

Table 3. Average and standard deviation (μ ± σ) of the quality of the best train-
ing individual evaluated on the test partition for 50 repetitions of the multi-objective
symbolic regression algorithm with varying complexity measures.

Problem Variables Tree length Visitation length Complexity

Keijzer-5 0.000 ± 0.000 0.004 ± 0.003 0.002 ± 0.003 0.000 ± 0.000

Vladislavleva-1 1.568 ± 1.568 0.047 ± 0.062 1.460 ± 8.291 5.509 ± 12.00

Vladislavleva-2 0.112 ± 0.587 0.023 ± 0.022 0.019 ± 0.014 0.823 ± 3.193

Vladislavleva-7 0.529 ± 2.753 0.168 ± 0.099 0.138 ± 0.037 0.138 ± 0.125

Pagie-1 0.015 ± 2.174 0.445 ± 1.737 0.061 ± 0.087 0.028 ± 0.046

Poly-10 0.457 ± 0.211 0.558 ± 1.188 0.510 ± 0.626 0.301 ± 0.129

Friedman-1 0.150 ± 0.000 0.156 ± 0.019 0.169 ± 0.024 0.175 ± 0.021

Friedman-2 0.083 ± 0.032 0.143 ± 0.054 0.149 ± 0.039 0.140 ± 0.049

Tower 0.138 ± 0.026 0.144 ± 0.020 0.144 ± 0.019 0.138 ± 0.018

Next to the accuracy of the models their interpretability is of importance,
because model interpretability is one of the major reasons to use symbolic regres-
sion. The lengths of the models generated by NSGA-II with varying complexity
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Table 4. Average and standard deviation (μ ± σ) of the length of the best training
individuals for 50 repetitions of NSGA-II with varying complexity measures.

Problem Variables Tree length Visitation length Complexity

Keijzer-5 86.3 ± 19.34 21.2 ± 13.30 22.7 ± 15.75 47.0 ± 18.59

Vladislavleva-1 91.8 ± 15.27 44.6 ± 22.72 41.7 ± 24.71 85.7 ± 22.22

Vladislavleva-2 88.7 ± 16.81 42.6 ± 23.47 37.7 ± 21.21 79.8 ± 21.77

Vladislavleva-7 94.4 ± 10.93 44.0 ± 29.41 48.4 ± 29.98 81.3 ± 24.08

Pagie-1 91.7 ± 16.50 51.7 ± 28.88 40.6 ± 23.34 72.4 ± 28.01

Poly-10 96.8 ± 7.320 53.0 ± 30.79 54.8 ± 30.06 72.7 ± 24.70

Friedman-1 90.5 ± 12.96 61.0 ± 26.81 55.1 ± 29.74 69.2 ± 26.53

Friedman-2 91.4 ± 12.00 47.1 ± 28.60 40.8 ± 25.30 68.3 ± 25.54

Tower 94.4 ± 8.860 59.8 ± 29.30 58.9 ± 27.02 78.2 ± 21.07

measures have been compared and the results are stated in Table 4. It is clear
that the Variables configuration, which just counts the variable occurrences,
generates by far the largest models as no selection pressure towards more par-
simonious ones is applied. The Tree Length and Visitation Length produce the
smallest models and no significant differences could be found between these two
variations. Although no explicit parsimony pressure is applied to models created
by NSGA-II with the new complexity measure, these are smaller than the ones
produced by Variables, but still larger than those using explicitly the tree and
visitation length for optimization.

5 Conclusion

In this publication we have investigated the effects of different complexity mea-
sures on multi-objective symbolic regression. Furthermore, we have presented a
novel complexity measure based on the mathematical symbols occurring in the
formulas. The differences with respect to the accuracies of the models on the
tested benchmark problems were in most cases not significant. An exception is
the new complexity measure that performs best on problems with simpler data
generating formulas, but on the other hand fails to evolve well-fitting models on
the most complex problems.

When comparing the length of the evolved models to give an indication of
their interpretability, the algorithm configurations explicitly using the tree length
as an optimization objective generated the most parsimonious models. As pre-
viously argued and used as motivation for the development of the new com-
plexity measure, the length is only to some extend correlated to simplicity and
interpretability and more research to illustrate the differences of the complexity
measures has to be performed.
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Abstract. Automated synthesis of complex programs is still an
unsolved problem even though some successes have been achieved
recently for relatively contrived and specialized settings. One possible
approach to automated programming is genetic programming, however,
a diverse set of alternative techniques are possible which makes it rather
difficult to make general assertions about characteristics or structure of
automated programming tasks. We have therefore defined the concept
of grammatical optimization problems for problems with an objective
function and grammar constraint for valid solutions. The problem of
synthesizing computer programs can be formulated as a grammatical
optimization problem. In this contribution we describe our idea of using
contextual information for guiding the search process. First, we describe
how the search process can be described as a sequential decision process
and show how Monte-Carlo tree search is one way to optimize this deci-
sion process. Based on the formulation as a sequential decision process
we explain how lexical, syntactical, as well as program state can be used
for guiding the search process. This makes it possible to learn problem
structure in a way that goes beyond what is possible with simple Monte-
Carlo tree search.

Keywords: Automated programming · Genetic programming · Monte-
Carlo tree search · Sequential decision processes

1 Introduction

Automated synthesis of complex computer programs is not yet a reality even
though a lot of research effort has been invested for solving this particularly
hard problem. Recently, some successes have been achieved in rather contrived
settings such as programming by example [1], automated correction of bugs [2–4],
or super-optimization [5,6]. A generally applicable technology for the synthesis
of complex programs in general is however not yet available [7].
c© Springer International Publishing Switzerland 2015
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One possible approach for automated programming propagated by John Koza
is genetic programming (GP) which uses an evolutionary algorithm to generate
computer programs that solve a given problem when executed [8]. GP relies on
a simulated evolutionary process to generate computer programs.

We have previously introduced the notion of “grammatical optimization
problems” [9] to refer to a class of problems, that are usually discussed in the
context of grammar-guided GP. Examples for problem instances which can be
formulated as grammatical optimization problem are symbolic regression, syn-
thesis of controller programs, or synthesis of analog circuits. Instances of this
type of optimization problems also occur in areas outside of genetic programming
(e.g. in machine learning, cf. [10]). Automated synthesis of computer programs
can also be described as a grammatical optimization problem using the syn-
tax description of the target programming language. In a related contribution a
declarative language for the specification of grammatical optimization problems
has been defined to facilitate experimentation with different kinds of solvers [11].

In this contribution we focus on Monte-Carlo tree search (MCTS) [12,13] for
solving grammatical optimization problems. The idea of using MCTS for expres-
sion or program synthesis is not new and has been applied effectively before e.g.
for expression discovery [14] or for optimizing computation kernels [15]. In this
contribution we take a more general approach and discuss the specific assump-
tions of MCTS – which is one particular form of a sequential search technique.
The goal is to identify problem characteristics which make a problem easier
or harder for GP or MCTS. Our central claim is that search efficiency can be
improved by using contextual information in the search process.

We do not aim to answer the question whether the task of automated program
synthesis actually exhibits these characteristics and whether using contextual
information can increase the search efficiency and leave this question open for
further research.

2 Motivation

It has been shown that the evolutionary approach to program synthesis of genetic
programming works well for certain types of problems such as symbolic regres-
sion. For the more general goal of automated program synthesis genetic program-
ming has also produced first successes at least for rather simple problems (see
e.g. [16] and other recent publications of Helmuth and Spector). We hypothesize
that automated programming problems that cannot be solved using GP might
be solvable with alternative techniques, for instance Markov-chain Monte-Carlo
or Monte-Carlo tree search techniques and that using contextual information is
essential for solving harder problems.

3 Grammatical Optimization Problems

We formulate the task of automated program synthesis as a grammatical opti-
mization problem [9]. The syntactical structure of the target programming lan-
guage is specified using a context-free grammar and additionally an objective
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function is specified which expresses the quality of a generated program. We use
an approach driven by examples or test cases where the inputs and the target
outputs of the program must be specified. The goal is then to find a program
that produces the correct output for all test cases. A simple objective function
could just return the number of failed test cases which should be minimized.
More elaborate test functions could incorporate more detailed information on
the size of the error or how strongly the produced output deviates from the tar-
get output. As described in [9] the objective function encapsulates all language
semantics and simply maps a valid sentence in the form of a sequence of sym-
bols (the generated program) to an objective value. The objective value could
be a scalar representing the correctness of the program measured through the
test cases but could also be a vector that includes more information such as the
length of the program or also the runtime of the program.

Solving a grammatical optimization problem means to find a valid sentence of
the grammar (representing the synthesized program) that produces the correct
output for all supplied test cases. Optimization in the context of grammatical
optimization problems means to find an optimal sentence with regard to the
potentially multiple objectives. Typically, that means to find a program that
produces the correct output for all test cases and is the shortest of all such
problems and eventually has the shortest runtime.

In the following, we use the terms as defined in the field of formal languages.
The grammar has a specified sentence or root symbol from which all sentences
are derived. The grammar also has a set of replacement rules for each non-
terminal symbol. Derivation of a complete sentence from the sentence symbol
means to repeatedly apply replacement rules on a chain of symbols (phrase)
until reaching a terminal phrase containing only terminal symbols (terminal
phrases are also called sentences). We are limiting our discussion to context-free
grammars even though the presented techniques can also be applied to context-
sensitive grammars.

4 Sequential Decision Processes

The derivation of a sentence is a sequential decision process. The process starts
with a sequence containing only the sentence symbol and multiple decision
steps are necessary where in each step one of the replacement rules is applied
until a sequence containing only terminal symbols is found. Generally, multiple
non-terminal symbols can be chosen for replacement but by only allowing left-
canonical derivation only the left-most non-terminal can be replaced in any step.
Generally, it is necessary to chose between multiple alternative replacement rules
so a decision is necessary whenever multiple alternatives are available. Practi-
cally relevant grammars allow to generate an infinite set of valid sentences. For
the purpose of program synthesis it is however useful to add a length constraint
for sentences which has the effect that the number of derivation steps is limited
for context-free grammars.

In reinforcement learning [17], which is concerned about learning to make
optimal decisions in sequential decision processes, the process is augmented with
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a reward distribution function and when a sample of the decision process is
realized a corresponding reward is sampled for each action taken. Rewards are
dependent on the action and the current state in the process. One aim of rein-
forcement learning is to learn to make optimal decisions to collect the maximum
total reward based on previous actions and observed rewards. If the decision
process is finite and realizations can be repeatedly sampled by restarting the
process the problem is called an episodic decision problem. The repeated deriva-
tion of sentences from a grammar is an example for an episodic decision problem.

For a given grammar all possible derivation paths form a graph where each
node of the graph represents a phrase and the edges of the graph represent the
application of replacement rules.

Figure 1 shows a visualization of a part of such a graph for the grammar
G(S) : S → a|b|aS|bS. For this particular grammar the phrase graph is a tree
but generally phrases are connected in a graph when it is possible to reach a
given phrase through multiple paths. As shown in Fig. 1 the root node of the
tree represents the phrase S and four alternatives for the derivation of the phrase
are possible. The indicated green path represents the full derivation S ⇒ bS ⇒
baS ⇒ baaS ⇒ baab.

Fig. 1. Example for a MCTS search tree. Leaf-nodes in the tree represent complete
sentences the internal nodes of the tree represent phrases visited in the derivation. It
is important to note that the search tree is not directly related to the parse trees of
sentences, as each leaf node of the search tree represents one sentence and its parse tree.

If full programs are synthesized using this mechanism then each produced
program can be executed and tested on the test cases. The quality of the program
(e.g. the number of correct test cases) is then used to calculate the reward
received at the end of the decision process (when reaching a terminal node in
the phrase graph). For simplicity we assume that the output of the programs
is deterministic meaning that the reward for reaching a certain terminal phrase
is also deterministic. We also assume that only full programs can be executed,
this means that partial programs of internal nodes are not executed and that we
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cannot directly calculate a reward for reaching a non-terminal phrase (internal
node). Obviously, we can derive an implicit value of internal nodes when back-
propagating rewards from the leaf nodes as indicated in Fig. 1.

5 Monte-Carlo Tree Search

In Monte-Carlo tree search the idea is to visit and extend only those parts of the
full search tree that lead to the best possible solutions. Starting from the root
node the algorithm selects the actions with higher likelihood that seem best,
based on previous rewards. When a leaf node of the search tree is reached the
sentence is completed randomly if necessary and the finally achieved reward is
propagated back to the root node. Leaf nodes that do not represent a terminal
phrase are expanded only after they have been visited often enough to limit the
memory requirements of the search tree.

In MCTS the search tree is extended in an unbalanced manner where
branches leading to sentences of higher quality are visited more frequently and
therefore the tree is expanded to a deeper level for those branches that appear
to be most interesting.

For grammatical optimization problems the goal is to find a sentence reaching
an optimal objective. If we assume that the synthesized programs are determin-
istic each node representing a terminal phrase must be visited only once as the
reward is the same at later visits.

An important observation is that MCTS only considers information gained
through sampling sentences with exactly the same beginning as the current sen-
tence for the decision which action to use. Therefore, MCTS cannot reuse learned
patterns from disconnected branches of the search tree. The algorithm rather
learns which replacements are preferable starting from the beginning of the sen-
tence instead of learning general replacement patterns which work well even for
different sentence beginnings.

Generally, in a sequential decision process a number of states are visited
where in each state a number of actions are possible and taking an action results
in a new state. In the case of MCTS the state is equivalent to the full phrase and
a value function for states is learned which expresses the value of visiting a given
state. This is however problematic especially when the state space becomes very
large which is the case for grammatical optimization problems. Therefore, algo-
rithms that use value function approximations have been proposed which are
frequently better suited for such problems [17,18]. A simple state value function
is represented as a table storing the value for each state based on aggregated
rewards received via this state. When using value function approximation, a set
of basis functions is used instead to determine features for each state and the
goal is to learn a model that estimates the value of states based solely on their
features. The benefit of this approach is that information can be used more effi-
ciently because it opens the possibility that of generalization to new, previously
unseen states based on state similarity. As an example, a simple feature function
for a phrase could return which replacement rule was applied to generate the



422 G. Kronberger et al.

current phrase. If the phrase abaS was generated from abS using the replace-
ment S → aS then the feature function would return S → aS. At the end of
the derivation a reward would be received and propagated back which would
result in an update of the value function for the replacement rule S → aS. This
approach allows to calculate values for different alternative replacements for a
non-terminal symbol1. In general, a large variety of features could be defined
that describe a phrase. Ideally, the features are defined in such a way that they
can be used to model the value of a state/phrase accurately.

6 Using Contextual Information

MCTS uses only the full phrase as pattern to select alternatives for replacements.
This is sensible if a problem requires to get the full sequence of symbols exactly
right i.e. if the complete solution cannot be decomposed into multiple smaller
solutions which might be arranged in a different order, or if the solution cannot
be composed of different complementary pieces in any ordering. Also MCTS is
focused on finding the optimal beginning of a solution and does not work as
efficiently if the beginning of the solution does not have a strong effect on the
quality of the solution.

In contrast tree-based GP with sub-tree crossover works on the assumption
that a solution can be created by combining parts of good solution candidates in
random order. Therefore, tree-based GP should work better for problems that
can be decomposed into several parts which can be combined in any ordering
while MCTS should work better for problems where it is important to get the
complete chain correct and the problem exhibits the characteristic that better
solutions have the same beginning.

In grammatical optimization problems different kinds of contextual infor-
mation are available. Beginning on the lowest level, the symbols occurring in
an incomplete sentence are of course an important lead for the search process
(lexical context). On the same level it might be useful to look at positional
dependencies of symbols. On a higher level the current syntactical context (e.g.
parts of sentences or partial syntactical constructs or the nesting depth of an
expression) could be a useful lead for the search process.

However, the most important information is certainly hidden on the semantic
level or in the execution state of the program. Obviously, it is possible that
two different program fragments perform the same calculation. Then certainly
both program fragments could be expanded with the same additional operations
to complete the program. To detect such patterns it would be necessary to
analyze program semantics. One naive idea is to interpret partial programs while
expanding the programs left-canonically. Then the interpreter state encapsulates
the complete semantic information of the program fragment. One problem with
this approach is however that interpreter state depends on input values for the
program and thus is not the equal for different test cases. So ideally, some kind of
1 MCTS can be expressed as a special form of this approach where each state maps

exactly to one feature representing this state.
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semantic analysis or semantically-aware transformation to canonical form would
be necessary. This could eventually be accomplished through data flow analysis
and/or detection of independent program fragments. We are not aware of any
previous work where value function approximation is used in combination with
features encoding the semantics of the program or the execution state.

7 Summary

In this contribution we described how searching solutions for grammatical opti-
mization problems can be formulated as an episodic sequential decision problem
and discussed that Monte-Carlo tree search is one specific algorithmic approach
for solving this type of problems. A crucial issue for the efficiency of approxi-
mate dynamic programming algorithms such as MCTS is that the value function
for states can be learned quickly from reward realizations in order to guide the
search process to find an optimal solution efficiently. We strongly believe that
simple MCTS is limited because it uses a tabular state-value function which does
not scale to very large state spaces. Instead, we argue that using value function
approximations could be better suited for detecting important structural pat-
terns in partial solutions. We also claim that it is necessary to include other
contextual information e.g. information about the program execution state into
the search process which can be easily accomplished when using value function
approximation based on state features.

We have not discussed if automated program synthesis actually exhibits char-
acteristics where such features are helpful for value approximation. Answering
this question is left open for future work.

Acknowledgments. The authors would like to thank Tristan Cazenave for the help-
ful discussion which lead to improvements of this paper. The work described in this
paper was done within the COMET Project Heuristic Optimization in Production
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Abstract. Parameter optimization for Hybrid Electric Vehicles (HEVs)
is very time consuming due to the necessity to evaluate a simulation
model. This bottleneck is usually removed by using metamodels as sur-
rogates for the simulation. We consider metamodels for longitudinal
dynamics simulation, which simulate a vehicle following a given driving
cycle. Typical “top-down” metamodels are parametrized by both the
HEV model and the driving cycle. We propose a novel bottom-up meta-
modelling scheme only parametrized by the HEV model and discuss pre-
liminary results.

Keywords: Hybrid electric vehicle · Optimization · Metamodel ·
Surrogate

1 Introduction

Hybrid Electric Vehicle (HEVs) and their related concepts—on the fringes just
a few years ago—become increasingly common in automobiles today. Techni-
cally, HEVs combine aspects of conventional vehicles and electric vehicles. They
possess an Internal Combustion Engine (ICE) using conventional fuel and one
or more Electric Machines (EMs) with alternative energy storages. As energy
storage systems batteries are most commonly used but also variants with fuel
cells have been considered.

The reasons for the increasing popularity of HEVs are manifold. On one
hand there are environmental considerations. HEVs are considered to be more
environmentally friendly than conventional vehicles. Their ability to use EMs for
propulsion leads to decreased pollutant emission. In the same breath increased
fuel efficiency—and thereby cost reduction for the customer—is often named as
a main benefit of HEVs, if not overshadowed by high initial costs.

On the other hand one finds that hybridization of vehicles is graded and can
be found in many vehicles today. For example sports car manufacturers use EMs
for boosting, i.e. faster acceleration in comparison to a common ICE.
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In any use case the effective use of the hybrid components is critical for the
performance and efficiency of a HEV. Proper sizes for the ICE, EMs, battery
capacities and gear sets have to be chosen, as well as an effective operation
strategy deciding which components are active under what circumstances.

One solution to this problem is to perform optimization using an accurate
computer model for simulating the behaviour of the HEV under different circum-
stances. In the following we consider longitudinal dynamics simulations. This
simulation type simulates the behaviour of the HEV on a driving cycle defining
target velocities for each moment of the simulation.

The task of finding appropriate parameter settings for the according com-
puter model poses a difficult continuous optimization problem. Manually estab-
lishing a good solution to this high-dimensional problem is neither effective nor
efficient. Therefore metaheuristic algorithms are used for this purpose.

However the main drawback of their straight-forward use in this setting is the
time-intensive evaluation of the objective function which involves the simulation
of the chosen parameter configuration for the HEV. Simulation times for HEV
models vary on their degree of detail and the length of the selected driving cycle,
but can easily reach five to twenty minutes per test case in our experiments with
high-detail models. A possible solution to this problem is the development of
metamodels acting as surrogates for the simulation in the optimization process.

In the following sections we review related work, discuss the usage of meta-
models in HEV optimization and outline their drawbacks. Afterwards we intro-
duce a new metamodelling technique addressing these problems and provide
results for preliminary experiments.

2 Related Work

Optimization of HEVs has been discussed by many authors. Johnson et al. [4]
optimize the parameters of a real-time operational strategy. The optimization
is carried out on a surrogate based on a surface fitting model obtained from
a Design-Of-Experiments for the original simulation to deal with long simula-
tion times. Multi-objective optimization is treated in [3] and more recently by
Rodemann et al. in [6]. In both [3,4] the simulation software ADVISOR is used,
whereas [6] uses Matlab/Simulink as simulation tool. Both [3,6] do not have to
deal with long simulation times, as in both cases faster, less detailed models are
used. This is explicitly stated in [6] and from the authors’ experience this also
holds true for ADVISOR models as used in [3].

Optimization of simulation models with high computation times is treated
in [2,5]. There different regression models based on neural networks are used as
surrogates in metaheuristics. Both works use GT Suite as simulation software
which is also used for the experiments in Sect. 5.

3 Metamodels and HEV Optimization

To optimize HEVs we rely on metaheuristic approaches like Genetic Algorithms
and Particle Swarm Optimization as described in [2]. The metaheuristics use the
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HEV model by setting its parameters and simulating it according to a prespeci-
fied driving cycle. A driving cycle specifies a target velocity for any point in time
which the vehicle has to match.

In the authors’ previous work on parameter optimization for HEVs it became
necessary to develop surrogates for the simulation. As the objective function
relies on performing a simulation for any tested parameter configuration and to
neglect the high time requirements to perform the simulation, it is inefficient
to use the model directly. A better possibility is to develop a faster but coarse
version of the HEV model for optimization. Manually developing such a model
and calibrating it to match the original model or even the HEV itself would
incur substantial time and financial costs. Moreover if the optimization is run
as part of the development of an actual vehicle, keeping the different models
synchronized with the changes would likely be prohibitive.

Therefore automatically deduced regression models are created as a replace-
ment to the simulation. The regression models used in previous work are different
variants of neural networks which are trained on results from a sampling phase
during optimization. The inputs of the networks are all varied parameters of the
HEV model and its output is a prediction of the according objective value. The
results in [2] show that the use of these surrogates is effective and an altered
optimization scheme in [5] seems to even improve the overall performance.

Nevertheless the use of neural networks as metamodels comes with a sub-
stantial drawback. The fitted metamodel is only valid for a single driving cycle.
The time-expensive collection of training data hampers the usability of the meta-
model as it has to be created anew for each driving cycle.

Though optimizing the HEV for a variety of driving cycles is deemed. Oth-
erwise the final optimized parameter configuration might overfit the prespecified
driving cycle resulting in poor performance in real usage scenarios. A better
approach would be to optimize the vehicle over a weighted set of driving cycles
which represent typical use cases of potential drivers. To this end we propose a
new metamodelling scheme discussed in the next section.

4 Bottom-Up Metamodels for HEVs

To deal with the above-mentioned reusability issue we diverge from the “top-
down” perspective of the regression models for HEVs simulation, where meta-
models represent the simulation as an atomic unit. This viewpoint on regression
lacks generalization across driving cycles.

In [1] several possibilities to enhance the prediction performance of the neural
networks are explored. Notably two concepts—the Partial Simulation and the
Time-Progressive Learning Ensemble (TPLE) approaches—try to split the pre-
diction of the simulation into several parts. The Partial Simulation approach
splits the driving cycle, uses the original model to simulate the first part of the
cycle and passes the resulting fuel consumption along with the parameter config-
uration of the HEV to a neural network to predict the final objective value. TPLE
on the other hand splits the driving cycle into several parts and trains separate
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regression models to predict the fuel consumptions for each part. Starting with
the first part, the prediction result is iteratively passed to the next slice until a
final objective value is obtained. Both variants show good prediction behaviour
in experiments. Our bottom-up approach relies on similar decompositions and
composes the final result from a chain of predictions for parts of a driving cycle.

4.1 Formal Description of Bottom-Up Metamodels

Formally let D be the driving cycle of length |D| to be predicted and S be the set
of all driving scenarios, and ST ⊂ S a set of driving scenarios chosen for training.
Driving scenarios are short linear driving cycles acting as building blocks which
we use to reconstruct the whole driving cycle D. A scenario s is defined by the
triple (vb, ve, a) where vb, ve specify the start and end velocity of the scenario
and a the respective acceleration. Observe that ST can be chosen independently
from D. Selection strategies for ST will be discussed below.

Let P be the discretized search space of the optimization problem and p ∈
P be a candidate solution. The continuous search space is discretized due to
performance reasons and due to insignificant changes in the objective function.
This matter is discussed in more detail in [2].

Let PA be P’s dimensions restricted to the set of operational parameters.
Operational parameters are parameters which affect the HEVs operation strat-
egy. The operation strategy A : PA×M×I → M determines the next operation
mode m ∈ M of the HEV. A mode m defines the active components and their
use during driving, e.g. pure electric, range extension, power split or recupera-
tion. Modes for an exemplary vehicle are described in Sect. 5. Further I is the
set of input signals to A on which a the mode switch depends, like State of
Charge (SOC) of the battery, axle torque, or power demand. Observe that A
forms a state machine with rule-based state changes. I itself is a subset of the
metamodels outputs, i.e. I ⊆ O, as the state of I has to be predicted throughout
the evaluation to determine the current operation mode.

Let Ps be the set of structural parameters. Structural parameters affect the
simulation results of a driving scenario if the operation mode is fixed, e.g. gear
ratios or engine sizing.

Finally let φA
ST

: P × D → O be the bottom-up metamodel parametrized
by the driving scenarios and the operation strategy to predict values of the
output signals o ∈ O for a given candidate solution p∗ ∈ P and a driving cycle
D ∈ D. The metamodel φA

ST
is trained by creating scenario models ϕm

ps,j,s
:

Ps × J × ST → ΔO by recording the results of simulating all combinations of
s ∈ ST , m ∈ M, a subset of ps ∈ Ps, and a subset of j ∈ J . The inputs j ∈ J ,
J ⊆ O are additional discretized signals affecting the simulation results, e.g.
SOC or power demand. The subsets of Ps and J can be obtained by a properly
chosen Design-of-Experiments (DoE), e.g. full factorial if the domains are small.

The scenario models ϕm
ps,j,s

can then be used to predict the output vec-
tor o for given p∗

s, j∗ (not necessarily contained in the DoE), and a scenario
s∗ ∈ S. The results of the single scenario models are then combined by a machine
learning method fp∗

s ,s
∗ : {ΔO} → ΔO such as k-Nearest-Neighbour or neural
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networks. The output of the bottom-up metamodel φA
ST

is obtained by the fol-
lowing recursion.

φA
ST

(p∗,D) = o|D|−1 (1)

ot = ot−1 ⊕ fp∗,st

(
{ϕmt

ps,j,s
(p∗,ot−1, st) | ∀ps, j ∈ DoE(Ps,J ), s ∈ ST }

)
(2)

mt = A (p∗,mt−1,ot−1) (3)
st = (vb(D, t), ve(D, t + 1), a(D, t)) (4)

Basically the metamodel determines for each point in time t the active mode
mt, uses fp∗

s ,s
∗ and the scenario models to predict the change in the output

signals and joins the results using ⊕ with the results from the previous time
step. Depending on the predicted signal ⊕ might be a simple replacement or an
addition. Of course sensible values for m0 and o0 have to be chosen. Observe
that depending on the implementation of fp∗

s ,s
∗ it is probably not necessary to

evaluate all ϕmt

ps,inf,s
but only a small subset thereof.

4.2 Obtaining Training Scenarios

In the following we discuss the selection of training scenarios ST . From the
explanations above it is clear that the choice of ST is highly relevant to the
performance of the metamodel. It is to be expected that a more fine grained
set of scenarios produces more accurate results. Nevertheless if ST is chosen too
large then the simulation overhead can be significantly worse if compared to
obtaining training data for top-down metamodels. Moreover the simulation time
for the driving scenarios is without direct use to the optimization process as D
is not evaluated. Therefore there are two major ways to choose ST .

1. Choose ST s.t. a wide range of possible driving cycles can be approximated
in future use, e.g. by equidistantly sampling the scenario space or some other
DoE variant.

2. If the set of driving cycles D to be predicted is known beforehand, e.g. major
standardized driving cycles used for official emission rating (US06, NEDC,
WLTC3), then it is reasonable to trim ST to yield higher accuracy on D.

We propose a compression heuristic for the second case. Let εa, εv be the minimal
considered change in acceleration/velocity.

1. Split each cycle D into scenarios of duration Δt and categorize them in tran-
sient (acceleration, breaking) scenarios SA and constant speed scenarios SC

(if a ≤ εa).
2. Sort the constant velocity scenarios by velocity and collect all scenarios from

s0 to si greedily until

v(si+1) − (v(si) + εv) > εv (5)

Then create a scenario with constant speed equal to the average speed of the
collected scenarios, add it to the training set and proceed with s0 = si.
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3. The following is carried out for acceleration and breaking scenarios sepa-
rately. Below the acceleration case is explained, the breaking case is analogous
respective to some sign changes. Sort the transient scenarios by acceleration
and split them into chunks whenever |a(si+1) − a(si)| > εa.

4. For each transient chunk scenarios are iteratively taken from both ends of
the sorted list. Even numbered elements are taken from the left end and odd
numbered elements from the right. A list of sets Xk is kept where each set is
identified by the acceleration ak = ai + εa of the scenario si first added to
the set. For the current scenario si all sets are identified s.t. |ak − ai| ≤ εa.
If no such set is found then a new set is created and si is added as its first
element. Otherwise si is added to the set Xk whose duration

dk =
max(ve(s))

s∈Xk

− min(vb(s))
s∈Xk

ak
(6)

changes least if si is added. After processing all scenarios, the scenario(
min(vb(s))

s∈Xk

,max(ve(s))
s∈Xk

, avg(a(s))
s∈Xk

)
(7)

is added to the training set for each Xk.

5 Experiments

We implemented a prototype of the bottom-up metamodel for the HEV model
used in [1,2] (Model A). For a more complete description the reader is advised
to consult these sources. The vehicle possesses an ICE and two EMs coupled
by a planetary gear set. There are four different propulsion modes and two
recuperation modes available.

– EV1/2 use only one or two EMs for propulsion and consume battery charge.
– ER1 uses the larger EM for propulsion and the smaller one as a generator

powered by the ICE. Consumes battery but also charges the battery. The
amount of charging depends on the requested charge power which has been
identified as an internal signal in J to be predicted by the metamodel.

– ER2 is a power split mode using both the larger EM and the ICE for propul-
sion. Further the load point of the ICE is shifted to a higher, more efficient
level. The resulting surplus energy is used to charge battery via the smaller
EM. The load point shift is determined by the charge power signal.

– Recup1/2 are recuperation modes, i.e. performing regenerative braking with
a single or both EMs active respectively.

The twelve parameters forming P of the model are the same as in [1,2] with
the same discretization levels. Of those parameters we identified the number of
ring and sun teeth of the planetary gear set as the only structural parameters.
The remaining parameters are considered operational parameters. The output
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Table 1. MTOD results for US06 standard strategy experiments

(a) Results with εa = 0.4, εv = 2.5

k obj. fuel SOC

1 0.2072 0.1743 0.2158
2 0.1898 0.1868 0.2189
3 0.2182 0.2380 0.2649
4 0.2251 0.2478 0.2629

(b) Results with εa = 0.7, εv = 2.5

k obj. fuel SOC

1 0.2279 0.1615 0.2555
2 0.2182 0.1687 0.2522
3 0.2480 0.2302 0.2468
4 0.2483 0.2255 0.2478

Table 2. MTOD baseline errors for US06

(a) εa = 0.4, εv = 2.5

k obj. fuel SOC

1 0.2920 0.1640 0.2834
2 0.2670 0.1207 0.2784
3 0.2791 0.2003 0.2981
4 0.2872 0.2750 0.3061

(b) εa = 0.7, εv = 2.5

k obj. fuel SOC

1 0.2564 0.2622 0.2854
2 0.2383 0.1550 0.2696
3 0.2814 0.2830 0.3000
4 0.2845 0.3710 0.3114

(c) ST = US06, Δt = 4sec

k obj. fuel SOC

1 0.2111 0.1278 0.3253

set O has been identified to consist of the fuel consumption, SOC, charge power,
power demand, and axle torque. The only signal in J is the requested charge
power. For this signal five equidistantly spaced power levels have been chosen to
be included in the coarse training set (explained below) and six for the more fine
grained set. For the structural parameters Ps and the internal signals J a full
factorial design has been chosen. All scenario models are evaluated prematurely
and their results are cached for future use.

As combination method fp∗
s ,s

∗ , a k-Nearest-Neighbour (kNN) model for every
combination of mode, structural parameters and internal signal J is built, once
for fuel consumption and once for SOC. The remaining output signals can be
calculated directly by mathematical relationships with information from the pre-
vious time step.

To evaluate the quality of the fit, the Mean Total Order Deviation (MTOD) is
considered. The optimization algorithms in [2] do not use the absolute objective
values of candidate solutions to select among them but their ranks, e.g. by using
tournament selection in genetic algorithms. MTOD takes this into account by
ordering the sequence of expected output values and the sequence of the actual
output values. Then for each candidate solution the percental shift between its
positions in both lists is calculated. The mean of those percental shifts forms the
MTOD which measures rank errors, but not the absolute deviation between the
expected and actual output values.

The 903 evaluated candidate solutions are taken from Phase I in [2] s.t. the
MTOD results for both model types are comparable. Simulations of random
shuffling show an empirical MTOD of about 0.33. The experiments have been
carried out with two different ST , one coarse and one more fine grained. Both
sets are obtained by the procedure described in Sect. 4 by compressing the US06,
NEDC, and WLTC3 with Δt = 1 s all other units use km/h as base unit.
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Table 1 depicts the MTOD for the objective function, the fuel consumption,
and the SOC. It can be seen that low values for k yield better results and that the
fine grained training set outperforms the coarse one. Nevertheless if compared
to the results in [2] the MTOD of a simple neural network is only 0.0952. To
discover the reason for this discrepancy, additional experiments have been run
where the operation strategy is removed from the metamodel and the same mode
switches as in the respective simulations are performed instead. An additional
ST is evaluated which consists of scenarios sampled at four second intervals from
the US06 cycle without compression and predicted with k = 1. This results in a
close reconstruction of the US06 driving cycle by the metamodel.

Table 2 shows these baseline errors, i.e. errors not resulting from a “wrong”
mode switch. Surprisingly the results are worse than in the standard strategy
variant. From the current state of experiments no conclusions about the reason
for this behaviour can be made. The results are subject to further investigations.

6 Conclusion and Future Work

In this paper we introduce bottom-up metamodels for HEV optimization which
are able to generalize over different driving cycles at no additional simula-
tion costs. While those concepts appear to be highly promising, our prelimi-
nary experimental results for prediction performance are behind expectations
for unclear reasons and under further investigation. In future work optimization
techniques exploiting the metamodel structure shall be developed.
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Abstract. When offspring selection is applied in genetic algorithms,
multiple crossover and mutation operators can be easily used together
as crossover and mutation results of insufficient quality are discarded in
the additional selection step after creating new solutions. Therefore, the
a priori choice of appropriate crossover and mutation operators becomes
less critical and it even turned out that multiple operators reduce the
bias, broaden the search, and thus lead to higher solution quality in the
end. However, using crossover and mutation operators which often pro-
duce solutions not passing the offspring selection criterion also increases
the selection pressure and consequently the number of evaluated
solutions.

Therefore, we present a new generic scheme for tuning the selection
probabilities of multiple crossover and mutation operators in genetic
algorithms with offspring selection automatically at runtime. Thereby
those operators are applied more frequently which were able to produce
good results in the last generation, which leads to comparable solution
quality and results in a significant decrease of evaluated solutions.

1 Introduction

In genetic algorithms (GAs) selection, crossover, and mutation are repeatedly
executed to recombine the genetic information in solutions of above average
quality in order to achieve even better solutions. Thereby solutions are encoded
as for example vectors of bits, vectors of real numbers, or permutations. These
data structures represent the genotypic information of solutions and the choice
of an appropriate solution encoding depends on the tackled optimization prob-
lem. According to the chosen solution encoding, different crossover and muta-
tion operators can be applied. Many different solution encodings and thus also
crossover and mutation operators have been developed and applied for diverse
optimization problems in the past. A comprehensive review of different encod-
ings and operators for the Traveling Salesman Problem (TSP) has for exam-
ple been published in [4]. It turned out that different encodings and operators
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have different characteristics which significantly influence the performance of the
search process. Therefore, the selection of an appropriate encoding and suitable
crossover and mutation operators is an important and crucial step.

When using GAs together with offspring selection an appropriate choice of
operators is less critical as due to the offspring selection step after crossover
and mutation only those children are considered as successful which are able to
outperform their parents. In terms of solution quality it is therefore not problem-
atic if a crossover or mutation operator produces a worse child as this solution
is simply discarded. It even turned out that applying multiple crossover and
mutation operators together has a beneficial effect on performance as the bias
of single operators is reduced and the search is broadened, leading to better
solution quality in the end [3].

However, when studying the frequency of operator applications it can be seen
that the success rate of operators changes over time during an algorithm run.
An operator which is not very successful in an early phase of an algorithm run
can become more successful later on and vice versa. This observation indicates
that it is reasonable to adapt the selection probabilities of different crossover
and mutation operators at runtime in such a way that more successful operators
are chosen more frequently. By this means, the overhead of worse operators can
be reduced which is important for applications where the evaluation of solutions
is computationally complex and time-consuming.

In this paper we present a generic scheme for automatically adapting the
application probabilities of multiple crossover and mutation operators in off-
spring selection GAs and present results that show its impact on the behavior
of the algorithm in terms of solution quality and required effort. Furthermore,
we show that this approach results in less selection pressure and therefore leads
to a significant reduction of evaluated solutions.

2 Offspring Selection

Offspring selection introduced by Affenzeller and Wagner [1,2] is an enhanced
selection scheme for GAs which aims at preventing premature convergence [5]. In
a GA with offspring selection an additional selection step is included after creat-
ing a new solution by crossover and mutation which checks whether the quality
of the child solution is better or worse than its parents. If it is better, the new
solution is denoted as successful and is added to the next generation, otherwise
it is discarded. Therefore, the search process is focused on those solutions which
represent a beneficial combination of the parents’ chromosomes. This counteracts
the loss of relevant genetic information and prevents premature convergence.

One of the benefits of offspring selection is that it enables the application
of multiple crossover and mutation operators. Even if operators of inferior qual-
ity are used, the search process is not handicapped as unsuccessful children are
sorted out [2]. Actually not that well suited operators can even have a positive
impact on the search, as long as they are able to produce successful offspring
at least from time to time. The application of multiple crossover and muta-
tion operators therefore leads to better maintenance of genetic diversity and
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consequently to better algorithm performance [3]. However, on the downside
the required selection pressure and consequently the algorithm’s runtime is also
increased when more unsuccessful solutions are created. This aspect is especially
critical for applications where the evaluation function is runtime-intensive and
consequently the number of solution evaluations has to be kept as low as possible.

3 Automatic Adaption of Crossover and Mutation
Operator Weights

In GAs with offspring selection it can be observed that different crossover and
mutation operators do not perform constantly well. When tracing the operators
that are able to produce successful offspring in each generation, it can be seen
that the relative frequency of an operator can change significantly throughout an
algorithm run. For example, Fig. 1 shows the relative frequency of six different
crossover operators in a GA with offspring selection applied on the TSP instance
“ch130” from TSPLIB [6].

Fig. 1. Relative crossover operator frequency for successful offspring

In order to favor successful operators and to reduce the overhead of operators
which are not performing well, we can use this information to adjust the selec-
tion probabilities of operators according to the rate of successes. We therefore
check the offspring selection criterion after each application of an operator and
count how many times an operator was able to produce a successful solution
(i.e., a better solution) in the current generation. At the end of each generation
we compute the success rate of each operator by dividing its number of improve-
ments by the times how often the operator was applied in the current generation.
Then we set this value for each operator as its new weight and select operators
proportionally to their weights in the following generation.

Additionally, we have to take care that the weight of an operator is never
set to 0, if an operator is not able to produce successful solutions in the current
generation. Otherwise the operator will not be selected anymore and will never
have a chance to become more successful again later on. We therefore define a
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lower limit of 0.02 for each operator weight to guarantee a non-zero selection
probability.

4 Experimental Results and Analysis

For the evaluation and analysis of the automatic adaption of operator prob-
abilities described in the previous section, we executed a series of tests1 with
HeuristicLab [7]. We used three different TSP instances from TSPLIB and com-
pared the results of a genetic algorithm with offspring selection (OSGA) with
and without automatic adjustment of operator weights. Table 1 shows the used
parameter values which represent typical settings for solving TSP instances with
OSGA.

Table 1. Algorithm parameter settings

Parameter Value

Population Size 500

Elites 1

Selection Operator Proportional

Crossover Operators CX, ERX, MPX, OBX, OX, PMX

Mutation Operators Insertion, Inversion, Swap2, Swap3, Translocation,

Translocation & Inversion

Mutation Probability 5% / 10% / 20%

Comparison Factor 1.0

Success Ratio 0.9 / 1.0

Max. Selection Pressure 500

In Table 2 the results in terms of solution quality and evaluated solutions
are shown. We executed a series of 10 independent test runs for each parameter
configuration and each problem instance. For each series the relative difference
of the best found solution to the optimal solution in percent is given (column
“Best”). Column “Med.” shows the corresponding median value and the median
number of evaluated solutions is stated in column “Eval. Sol.”.

The results in Table 2 indicate that the automatic adaption of operator
weights has neither a significant positive nor negative impact on the achieved
solution quality. Both versions show similar values in the “Best” and “Med.”
columns. Significant differences can be seen for the number of evaluated solu-
tions, though. Automatic adaption of operator weights obviously reduces the
overhead of less successful operators which results in a reduction of evaluated
1 All code and data required to reproduce these tests are published on http://dev.

heuristiclab.com/AdditionalMaterial.

http://dev.heuristiclab.com/AdditionalMaterial
http://dev.heuristiclab.com/AdditionalMaterial
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Table 2. Results of OSGA with and without automatic adaption of operator
probabilities

Prob. Succ. Mut. OSGA without OSGA with Change of

Inst. Ratio Prob. op. adjust. op. adjust. Eval. Sol.

Best Med. Eval. Sol. Best Med. Eval. Sol.

ch130 0.9 5 % 0.012 0.020 3,751,550 0.013 0.022 3,116,550 −16.93%

10% 0.019 0.023 3,828,600 0.016 0.027 3,231,550 −15.59%

20% 0.003 0.017 4,656,050 0.006 0.016 3,531,800 −24.15%

1.0 5 % 0.007 0.038 2,782,600 0.013 0.031 2,141,700 −23.03%

10% 0.009 0.030 2,946,650 0.011 0.032 2,374,650 −19.41%

20% 0.012 0.025 3,385,450 0.005 0.031 2,471,100 −27.01%

kroA200 0.9 5 % 3.487 5.760 7,529,350 4.553 6.339 5,815,300 −22.76%

10% 2.530 5.159 7,448,550 3.119 6.999 5,362,550 −28.01%

20% 3.732 5.717 8,087,650 4.052 5.918 6,239,350 −22.85%

1.0 5 % 3.500 7.355 4,850,550 7.484 10.479 3,555,250 −26.70%

10% 4.529 6.134 5,230,800 2.785 7.021 3,941,700 −24.64%

20% 2.847 5.724 5,862,000 4.668 7.878 4,181,800 −28.66%

gr666 0.9 5 % 1.906 2.002 7,229,400 1.855 2.034 5,451,350 −24.59%

10% 1.902 2.088 6,910,150 1.970 2.075 4,997,350 −27.68%

20% 2.086 2.194 6,761,850 2.040 2.172 4,875,250 −27.90%

1.0 5 % 0.170 2.491 4,608,400 0.227 2.336 3,634,150 −21.14%

10% 2.340 2.501 4,750,500 2.222 2.422 3,308,250 −30.36%

20% 2.440 2.553 4,588,200 2.440 2.473 3,139,000 −31.59%

solutions by roughly 25 %. Adjusting the selection probabilities of operators using
the generic scheme described in Sect. 3 is therefore very suitable for application
scenarios in which the number of evaluated solutions has to be reduced to achieve
a shorter algorithm runtime.

5 Summary and Conclusion

In this paper we described a new generic scheme to adjust the selection proba-
bilities of operators automatically at runtime when using multiple crossover and
mutation operators together in genetic algorithms with offspring selection. After
each generation we thereby compute the success rate of each operator and adjust
its weight accordingly. Each time when a crossover or mutation has to take place
we then select an operator proportionally to its weight. By this means, operators
which were able to produce good solutions in the last generation are chosen more
frequently in the next generation.

In a series of tests with three TSP instances of different size we analyzed the
effect of this adaption scheme in terms of solution quality and evaluated solu-
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tions. The presented results show that the automatic adjustment of operator
probabilities leads to a significant reduction of evaluated solutions by roughly
25 % while achieving a comparable final solution quality. Therefore, the positive
impact of applying multiple crossover and mutation operators in genetic algo-
rithms with offspring selection is preserved but the required effort is reduced
notably. These results highlight that the described scheme for tuning selection
probabilities of operators is especially beneficial in application scenarios where
solution evaluations are very time-consuming and consequently their number has
to be kept as low as possible.
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Abstract. Public Bicycle Sharing Systems are booming all over the
world as they provide a green way of commuting in cities. However, it
is a challenging task to keep such systems in a balanced state, which
means that people can rent and return bikes where and when they want.
Usually, operators of these systems rebalance them actively by moving
bikes using vehicles with trailers. They plan routes around the city so
that technicians can move bikes from full stations to empty ones. In con-
trast to previous work we address this issue by a novel simplified problem
definition in conjunction with a Cluster-First Route-Second approach. It
is an exact algorithm utilizing logic-based Benders decomposition where
we solve an Assignment Problem as master problem and Traveling Sales-
man Problems as subproblems. Results show that we are able to solve
instances with up to 60 stations which was not possible with previous
problem definitions.

Keywords: Bike sharing · Vehicle routing · Cluster-first route-second ·
Logic-based Benders decomposition

1 Introduction

Many cities around the world augment their public transport by Bike-Sharing
Systems (BSS). They provide an ecofriendly way of traveling in the city and thus
reduce emissions by avoiding some of the city’s motorized traffic. Last but not
least, BSS also motivate the population to do more sports and stay healthy [5].
An important factor to successfully run a BSS is the availability of bikes as
well as empty parking slots at each station at any time. Especially this aspect
is a major challenge and frequently a problem of existing BSS. Therefore, BSS
operators need to redistribute bikes among stations to increase user satisfaction.
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Previous works aimed at providing a solution consisting of a route for every
vehicle, and an accurate calculation of the loading operations at each stop of
the vehicles. Although the computation of accurate loading instructions makes
the problem more complex it seemed necessary to researchers and practitioners.
We have also developed approaches for this problem definition in our previous
work [8–10,12–14] but after applying our algorithms to the system of Citybike
Wien in Vienna we got valuable feedback from their technicians. They told us
that in practice the vehicle will almost never carry just a few bicycles. With
small exceptions, only full vehicle loads will be picked up at a pickup station
and completely delivered to a delivery station. In practice, achieving a “perfect”
balance with respect to precise target numbers of bikes would be economically
unreasonable; clearly too many vehicles and drivers would be needed without a
substantial quality gain. Thus, in Citybike Wien’s real setting, we can assume
that there is always more than enough rebalancing work to do. In this work
we exploit this information and neglect loading operations which substantially
simplifies the problem. Instead, we classify each station as either a pickup or a
delivery station and consider for each station how much vehicle loads we need
to service it. Thus, we are using a Cluster-First Route-Second approach where
we assign stations to vehicles, and then, solve the according routing problems.

2 Related Work

Over the last years several authors have addressed diverse problem definitions
for Balancing Bicycle Sharing Systems (BBSS) with many different approaches.
Most existing works rely on mixed integer programming (MIP) techniques.
Benchimol et al. [1], Chemla et al. [2], Contardo et al. [3], Raviv et al. [15] all use
various MIP approaches with decomposition techniques to solve the problem.

We have developed various metaheuristic approaches [9,10,12–14] working
excellently on instances with up to 700 stations, which is substantially more
than what can be handled with the MIP-based methods from the literature.
Moreover, we also published an approach for the dynamic case [8].

Schuijbroek et al. [16] apply a Cluster-First Route-Second approach. In con-
trast to our work they define target intervals that must be met at the end of
rebalancing and minimize the makespan. Instead of minimizing the makespan,
we want to maximize the number of stations which we can serve as this is a more
practical goal at least in the context of Vienna’s bike sharing system Citybike
Wien. Schuijbroek et al. implement their approach on a rolling horizon which
means that they serve all stations of the system at a minimum service time. In
contrast we consider a time limit corresponding to the shift time of the drivers.
Schuijbroek et al.’s time-indexed MIP formulation for the routing part is expen-
sive and does not seem practically important for solving the static case.

3 Problem Definition

Given is a set of nodes V representing the stations, and having associated a
capacity Cv. Stations that need to be visited several times as multiple full loads
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need to be picked up or delivered are considered by including a respective number
of copies of nodes in V . We define Vpic ⊆ V as the set of all pickup stations and
Vdel ⊆ V as the set of all delivery stations, i.e., V = Vpic ∪Vdel. Furthermore, we
add the node 0, representing the depot, and define V0 = V ∪ {0}. The arc set A
represents the fastest connections between the nodes and every arc has associated
a traveltime tuv, and formally, A = {(u, v) | u ∈ Vpic, v ∈ Vdel} ∪ {(u, v) |
u ∈ Vdel, v ∈ Vpic}. Accordingly, we define the arc set A0 = A ∪ {(0, v) | v ∈
Vpic} ∪ {(v, 0) | v ∈ Vdel}. The corresponding bipartite graph G is defined as
G = (V,A), and graph G0, including the depot, accordingly as G0 = (V0, A0).
By assumption, we are given a homogeneous vehicle fleet L with a common time
budget t̂ wherein technicians have to finish their routes. Additionally, all vehicles
have a common capacity Z defining how many bikes they can transport at the
same time. We assume, that all vehicles have to start empty at the depot and
return empty to the depot. Every station is visited at most once.

Our aim is to service as many stations as possible within the time budgets
of the drivers. Feasible solutions to the problem do not exceed the time budget
for any driver, all routes start with a pickup station and end with a delivery sta-
tion. Furthermore, the tour must alternate between pickup and delivery stations.
Finally, the solution is represented by an alternating tour for every vehicle.

4 Logic-Based Benders Decomposition Scheme

The idea of classical Benders decomposition is to split the compact model into
two parts, namely a restricted master problem and a subproblem by separating
the variables and using LP duality. Logic-based Benders decomposition [6] aims
at extending this approach to a “logical split” of the problem into a master
problem and a subproblem where the subproblem yields Benders cuts through
logical deduction. This means, Benders infeasibility cuts are added to the master
problem whenever the solution of a subproblem is infeasible and the master
problem is then resolved with these cuts.

The Assignment Problem (AP) deals with assigning stations to vehicles and
serves as the master problem of this approach. Much work on the AP in con-
junction with Vehicle Routing Problems is done with heuristic approaches (e.g.,
Genetic Algorithms) as it can be tough to find good routing costs approximation
which can be formulated efficiently inside a MIP. In fact it turned out to be the
biggest challenge to effectively encode the routing costs approximation into the
MIP model. We need a lower bound on the TSP, because if we would overesti-
mate the routing costs, obviously the subproblem would always be feasible as
the optimal TSP tour would be lower than the estimation. Thus, our algorithm
would terminate regardless whether the solution is optimal or not. Schuijbroek
et al. [16] use a Maximum Spanning Star which they have proved to be an upper
bound on the routing costs for their problem. However, in our case we need a
lower bound, and thus, we ended up by using a single commodity flow formu-
lation for computing a minimum spanning tree (MST) for approximating the
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routing costs in our MIP model. It has several advantages: It is a standard and
well-known problem of graph theory, so it can be formulated very well inside the
MIP and can be solved relatively efficiently. As preprocessing we calculate an
upper bound ω on the assignment per cluster. Thus, we define a variable t = 0.
Then, we seek for the pickup station with the least travel cost from the depot
and the delivery station with the least travel cost to the depot and add these
costs to t. Afterwards, we look for any lowest cost edges to add them also to t
as long as t < t̂. The number of nodes added during this procedure is an upper
bound on the maximum assigned stations per cluster. This helps us to get some
bound and our MIP model does not become quadratic (see Eq. 8 in the MIP).

Let xvl ∀v ∈ V0, l ∈ L be 1 if v is assigned to vehicle l, 0 otherwise, yl
uv ∀(u, v)

∈ A0, l ∈ L be 1 if there exists an edge from u to v in the MST for vehicle l, 0
otherwise, f l

uv ∀(u, v) ∈ A0, l ∈ L the flow between nodes u and v for the MST
in cluster l and hl be the routing costs approximation for vehicle l. Moreover, we
define the constant τ as the scaling factor for the MST in the objective function.
This scaling factor is used to neglect any influence of the MST in the objective
function because we only want to maximize the total assigned stations. The MST
in the objective function is only used for routing costs approximation. Then our
MIP model is formally defined as follows:

max
∑

l∈L

∑

v∈V

xvl −
∑

l∈L

τ · hl (1)

subject to

∑

v∈V0

xvl ≤ ω ∀l ∈ L (2)

x0l = 1 ∀l ∈ L (3)
∑

l∈L

xvl ≤ 1 ∀v ∈ V (4)

∑

v∈Vpic

xvl =
∑

v∈Vdel

xvl ∀l ∈ L (5)

∑

(0,v)∈A0

f l
0v =

∑

v∈V

xvl ∀l ∈ L (6)

∑

(u,v)∈A0

f l
uv −

∑

(v,u)∈A0

f l
vu = −1 ∀l ∈ L, u ∈ V (7)

f l
uv ≤ yl

uv · ω ∀l ∈ L, (u, v) ∈ A0 (8)
∑

(u,v)∈A0

yl
uv =

∑

v∈V

xvl ∀l ∈ L (9)

yl
uv ≤ xvl ∀l ∈ L, (u, v) ∈ A0 (10)

yl
uv ≤ xul ∀l ∈ L, (u, v) ∈ A0 (11)

hl ≥
∑

(u,v)∈A

yl
uv · tuv ∀l ∈ L (12)
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hl ≤ t̂ ∀l ∈ L (13)

xvl, y
l
uv ∈ {0, 1} ∀v ∈ V0, (u, v) ∈ A0, l ∈ L (14)

hl, f
l
uv ∈ R

+ ∀(u, v) ∈ A0, l ∈ L (15)

The objective function (1) maximizes the stations assigned to vehicles and
minimizes the approximated costs by the spanning trees computed for each clus-
ter. Note that not all stations may be assigned to a cluster as it is not possible
to serve all stations within the given time limit. Inequalities (2)–(5) constitute
the assignment of stations to the vehicles whereas inequalities (6)–(11) represent
the spanning tree polytope. We restrict the maximum assigned stations per clus-
ter for each vehicle l ∈ L with the calculated upper bound by inequalities (2).
Equalities (3) state that the depot 0 is included in every cluster. Inequalities (4)
ensure that each station is assigned to at most one vehicle, and equalities (5)
state that the number of assigned pickup stations must be equal to the number
of assigned delivery stations for each cluster. The spanning tree is modeled by
a single commodity flow formulation where the outgoing flow of the root node
for each cluster must be the number of nodes assigned to that cluster which is
ensured by equalities (6). For all other nodes except the root node, equalities (7)
define that every node must consume 1 flow. Inequalities (8) restrict the maxi-
mum flow value of each cluster. Furthermore, these inequalities define the flow
to be 0, if the edge is not chosen by the MST (i.e., yl

uv = 0). Equalities (9) state
that the total number of selected edges for the MST must be the number of sta-
tions assigned to that cluster. Equalities (10) and (11) state that the edge (u, v)
can only be chosen by the MST, if both nodes u and v are contained in the clus-
ter l. Equalities (12) are used to assign the approximated routing costs for each
vehicle l ∈ L to the variable hl. Inequalities (13) ensure that the approximated
routing costs lie within the time budget of each vehicle.

We can extract the assignment of stations from the x-variables. Note that the
assignment may not necessarily be feasible as we only approximate the routing
costs. The MST is a lower bound on the TSP, and therefore, the optimal routing
costs may be higher than the time budget.

Traveling Salesman Problems have to be solved in our subproblems. After solving
the AP we know which stations have to be serviced by which vehicle. Thus, we
have to solve a TSP for each vehicle separately on the respective subgraph. As the
TSP is already a well-studied problem, we use the State-Of-The-Art TSP solver
Concorde [4]. However, Concorde is designed for solving only symmetric TSP
instances on the complete graph. Thus, we transform our asymmetric instance
into a symmetric one as shown in [7]. Infeasible edges (i.e., pickup to pickup
and delivery to delivery stations) are modeled by very high routing costs so that
these edges will not be used. Because of the maximum time limit of 480min in
our experiments, we get rather small TSP instances with about 25 stations for
each subproblem. Concorde is able to solve those instances within milliseconds.

By using Concorde and translating the result back, we retrieve an alternating
tour through all stations of the cluster starting and ending at the depot with
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minimal costs. We have to check if the costs of the optimal TSP tour are within
the common time limit t̂ of the vehicle. If this is the case, we have found a feasible
solution. If this is not the case, we know that we have an infeasible assignment,
because it is not possible to traverse all stations within the given time limit.
Thus, we add a cut for this assignment and resolve the AP.

If all subproblems are feasible we have found a feasible and optimal solution
to our problem and the algorithm terminates.

Benders infeasibility cuts are generated whenever we find a cluster which is not
feasible due to the time limit of the vehicles. As we deal with a homogeneous
vehicle fleet we can add this cut for each vehicle. Let C be the set of all cuts,
then the Benders cuts are formally defined as:

∑
v∈c xvl ≤ |c|−1 ∀c ∈ C, l ∈ L.

This means all sets S ⊆ V0 where ∃c ∈ C : S ⊇ c are discarded.
For improving the cuts we use the following additional heuristic: When we

examine an infeasible assignment, we try to make the infeasible set smaller to
cut off more infeasible assignments. Thus, we look for two stations, one pickup
and one delivery station which have the least travel costs in the assignment.
We remove these stations and try to resolve the TSP using Concorde. If the
assignment stays infeasible we have found a better cut, and we can prune more
infeasible assignments for the next run of the AP.

5 Computational Results

In this section we compare the logic-based Benders decomposition with the effec-
tive and powerful Variable Neighborhood Search (VNS) from [14]. For compar-
ison, we also use the pre-processed instances for the VNS so that it produces
alternating tours picking up and delivering as many bikes as possible.

As benchmark set we have chosen |V | ∈ {10, 20, 30, 60}, |L| ∈ {1, 2} and
t̂ ∈ {120, 240, 480}. The instances have been taken from [14] but now we only
consider the type of the station rather than the exact fill levels.

The algorithm was implemented in C++ using GCC 4.8.2. For running our
tests we used a single core of an Intel XEON E5540 with 2.53 GHz and 3 GB of
memory. As MIP solver for the AP and Concorde we used CPLEX 12.6.

We set τ = 0.001 for our experiments. The time limit for the logic-based Ben-
ders decomposition was 1 h and for the VNS we used half an hour. To compare
to the VNS, we count the visited stations at the end of rebalancing. For every
benchmark type we used 30 different instances and calculated the average.

Table 1 shows that small instances can easily be solved to optimality by
the logic-based Benders decomposition. Furthermore, all instances up to 30 sta-
tions using 2 vehicles and 8 hours have been solved to optimality. In overall, we
obtained optimal solutions for 66% of the selected instance sets. In the third
column of the logic-based Benders decomposition we show the approximation
quality of the MST for the TSP. By approximation quality we measure how far
off the estimated routing costs of the MST are compared to the optimal costs
of the TSP. Generally, it looks that approximation quality becomes better with
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Table 1. Results from our computational tests showing logic-based Benders decompo-
sition

Inst. set logic-based Benders decomposition VNS

|V | |L| t̂max obj #iterations #cuts ˜ttot [s] obj diff

10 2 120 100.00 6.93 23.15 12.97 15.58 0.39 4.93 −2.00

10 2 240 100.00 8.20 24.56 1.20 0.76 0.06 8.07 −0.13

10 3 120 100.00 7.93 26.55 9.60 14.84 0.32 7.20 −0.73

20 2 120 86.67 7.92 22.97 71.88 149.04 48.98 5.37 −2.56

20 2 240 60.00 15.67 13.76 18.56 63.38 0.56 10.00 −5.67

20 3 120 56.67 11.76 20.82 65.59 163.84 197.22 8.13 −3.63

20 3 240 100.00 16.87 18.26 3.57 3.74 1.43 15.90 −0.97

30 2 120 40.00 8.00 22.98 14.58 14.27 829.56 5.10 −2.90

30 2 240 6.67 21.00 13.61 1.50 0.71 2851.00 9.53 −11.47

30 2 480 100.00 26.47 11.24 2.23 3.09 1.13 19.23 −7.23

30 3 120 10.00 12.00 24.14 1.00 0.00 3597.89 7.70 −4.30

30 3 240 30.00 23.78 14.39 8.00 5.96 7.79 17.53 −6.24

60 3 480 73.33 51.91 9.03 20.36 21.81 456.10 36.10 −15.81

66.41 218.44 18.88 154.80 −63.64

bigger instances although we sometimes cannot solve all of the instances to
optimality. In overall, we have achieved an approximation quality of 18% with
respect to the TSP. The number of iterations and cuts are moderate for the
selected instances.

When comparing the exact logic-based Benders decomposition with the VNS,
we noticed that differences between the exact algorithm and the metaheuristic
become bigger when instance sets are larger although the VNS is most of the
time not far off from the exact solution.

6 Conclusions and Future Work

We have proposed a novel problem definition for BBSS which is in some BSS
practically highly relevant (e.g., Citybike Wien), but substantially simplifies the
problem. For solving the problem we have come up with a logic-based Benders
decomposition. The master problem is modeled as an AP and the subproblems
as TSPs accordingly. It is possible to solve these subproblems with State-Of-The-
Art methods, like Concorde, within milliseconds. Furthermore, we have shown
that the Minimum spanning tree is a reasonable approximation for routing costs
in the master problem. However, for bigger instances with more than 60 stations
exact solutions are not always found within the time limit.

For future work it would be very interesting to investigate Branch-and-
Check [17] as the subproblem can be solved very efficiently using Concorde.
Furthermore, we would like to extend this approach to a heuristic Cluster-First
Route-Second algorithm. If the AP would be solved heuristically, we could treat
much bigger instances, probably even bigger instances than we have solved before
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(up to 700 stations in [14]). Moreover, as Concorde is very efficient for solving
the TSP it would also be interesting to compare to a Route-First Cluster-Second
algorithm as these approaches got very efficient during the last decade [11].
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Bartz-Beielstein, T., Branke, J., Filipič, B., Smith, J. (eds.) PPSN 2014. LNCS,
vol. 8672, pp. 792–801. Springer, Heidelberg (2014)

10. Papazek, P., Raidl, G.R., Rainer-Harbach, M., Hu, B.: A PILOT/VND/GRASP
hybrid for the static balancing of public bicycle sharing systems. In: Moreno-Dı́az,
R., Pichler, F., Quesada-Arencibia, A. (eds.) EUROCAST. LNCS, vol. 8111, pp.
372–379. Springer, Heidelberg (2013)

11. Prins, C., Lacomme, P., Prodhon, C.: Order-first split-second methods for vehicle
routing problems: a review. Transport. Res. C-Emer. 40, 179–200 (2014)

12. Raidl, G.R., Hu, B., Rainer-Harbach, M., Papazek, P.: Balancing bicycle sharing
systems: improving a VNS by efficiently determining optimal loading operations.
In: Blesa, M.J., Blum, C., Festa, P., Roli, A., Sampels, M. (eds.) HM 2013. LNCS,
vol. 7919, pp. 130–143. Springer, Heidelberg (2013)

13. Rainer-Harbach, M., Papazek, P., Hu, B., Raidl, G.R.: Balancing bicycle sharing
systems: a variable neighborhood search approach. In: Middendorf, M., Blum, C.
(eds.) EvoCOP 2013. LNCS, vol. 7832, pp. 121–132. Springer, Heidelberg (2013)

14. Rainer-Harbach, M., Papazek, P., Hu, B., Raidl, G.R., Kloimüllner, C.: PILOT,
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Abstract. Patient satisfaction with body-powered myoelectric upper
limb prostheses is limited, often resulting in device abandonment. Multi-
functional hand prostheses are one potential solution to increase patient
acceptance. These require sophisticated control schemes like pattern-
recognition-based approaches involving classification of myoelectric sig-
nals (MES). To allow fast and flexible evaluation of prosthesis control
approaches, a prototyping environment based on the Raspberry Pi and
MATLAB/Simulink was created. It supports commonly applied features
like RMS and zero crossings as well as classification methods like Naive
Bayesian and Support Vector Machine classifiers. After classifier training
with a custom MATLAB application, MES can be classified in real-time
and the results employed for prosthesis actuation. The setup was tested
with five participants for controlling a Michelangelo Hand. Over 90 % of
movements were correctly identified for three classes from two channel
EMG data.

Keywords: Electromyography · Pattern recognition · Prosthetic hands ·
Raspberry Pi

1 Introduction

Advanced hand prostheses with multiple degrees of freedom like the Michelangelo
hand available from Otto Bock or the bebionic3 hand developed by RSLSteeper
offer sophisticated control over a wide array of hand positions [14]. However, the
underlying control strategies have not experienced a continuing revolution [9] and
modern myoelectric prostheses are still not widely accepted by patients [3,13].
Several issues, such as system complexity, reduced robustness or the absence of
feedback and proportionality have previously been identified as a reason [9,12].
Clearly, a higher number of test cycles in the development process could resolve
the issues of system reliability and patient acceptance for myoelectric prostheses.
In the scope of this work, we present a classification system that combines the
flexibility of MATLAB/Simulink-based control models with a low-cost hardware
platform, the Raspberry Pi. This allows for faster testing of prosthesis control
approaches with a significant amount of users. It offers higher system perfor-
mance than previous approaches employing Arduino devices [2], which permits
c© Springer International Publishing Switzerland 2015
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 449–456, 2015.
DOI: 10.1007/978-3-319-27340-2 56
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Fig. 1. The classification process as implemented in the Raspberry Pi-based proto-
type including sensor signal acquisition, feature extraction and classification as well as
prostheses actuation.

the implementation and the comparison of various pattern recognition methods.
Tight-loop development cycles, incorporating these methods for embedded tar-
gets are especially suitable for the modern multifunctional hand prostheses at
present available commercially [15].

2 Myoelectric Signal Classification

The prototype integrates the basic steps of the classification process as devised
by Englehart et al. [7] and illustrated in Fig. 1. The first step is signal acquisition
employing electromyography (EMG), which is the predominant sensing technol-
ogy currently applied in upper limb prosthetics [9,14]. EMG sensors placed on
the skin surface detect changes in electrical potential caused by activity in the
observed muscles. These signals range from 10μV to 10mV and are subsequently
amplified and filtered [11]. Characteristic features are extracted from the condi-
tioned signal, which are then applied to train a classifier model. The following
feature algorithms are currently implemented in our prototype:

Root Mean Square (RMS): The average strength of a muscle contraction
can be calculated with the root mean square value for N samples x1, ..., xn

with [5]:

RMS(x) =

√√√√ 1
N

N∑
i=1

x2
i

Zero Crossings (ZC): The zero crossing feature extracts the amount of times
the signal value changes sign. It gives a basic indication of the frequency of
the signal [8]. For N samples and a threshold T , it is denoted by:

ZC(x) =
N−1∑
k=1

gZC(xk)

with

gZC(x) =
{

1 if sgn(−xk · xk+1) ∧ (|xk − xk+1|) ≥ T
0 otherwise
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and

sgn(x) =
{

true if x ≥ 0
false else

Mean Absolute Value (MAV): Besides the RMS feature values, the mean
absolute value (MAV) feature can also be used to gauge muscle contraction
strength [6]. For N samples it is determined by the following formula:

MAV (x) = X =
1
N

N∑
i=1

|xi|

During training, the calculated feature values denoting muscle activity of dif-
ferent hand movements are fed to the classifier with respective class labels. In the
operational phase of the classifier, features are extracted from acquired signals
and classified into the previously trained movement classes. At the moment, Sup-
port Vector Machine (SVM), Naive Bayesian (NBC) and Linear Discriminant
Analysis (LDA) classifiers are supported by the prototype.

Linear Discriminant Analysis (LDA): During LDA, feature vectors are
assigned a class through a discriminant function with weight vector ω and a
bias ω0. For two classes, this is expressed by [4]:

y(x) = ωT · x + ω0 = 0

Multiple classes can be classified by partitioning the feature space into binary
classification problems.

Naive Bayes Classifier (NBC): The NBC assumes statistical independence
of features, which is especially important for bigger sets of samples [16]. In
the case of feature vectors xj , j = 1, 2, ..., l, this results in:

p(x | ωi) =
l∏

j=1

p(xj | ωi), i = 1, 2, ...,M

Unlabeled feature values x = [x1, x2, ..., xl]
T are then classified employing

the following equation:

ωm = arg max
ωi

l∏
j=1

p(xj | ωi), i = 1, 2, ...,M

Support Vector Machine (SVM): SVM classifiers separate classes with
hyperplanes [16]. In the case of two classes and feature sample vectors xi

with i = 1, 2, ..., n, a hyperplane is denoted by:

g(x) = ωT · x + ω0 = 0

Analogous to LDA, a combination of binary classification problems results
in multiple-class classification.
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While it is possible to integrate feature selection into the prototype, it is
not supported in the presented version. This is due to the low dimensionality
of the time-domain features currently implemented, which do not necessarily
mandate feature selection in contrast to higher-dimensional features like wavelet
transform coefficients [15].

Fig. 2. After signal acquisition and A/D conversion, EMG features are extracted and
classified with a MATLAB/Simulink model executed on the Raspberry Pi. At the end
of the process chain, control information is generated for prosthesis actuation.

3 Raspberry Pi Prototype

As shown in Fig. 2, the system includes the necessary hard- and software compo-
nents for pattern-recognition-based prosthesis control schemes [7]. The output
from the sensing and digitization components is subsequently processed on the
Raspberry Pi for hand movement classification.

3.1 Hardware Setup

The myoelectric signals are acquired with a Delsys Bagnoli EMG system includ-
ing single differential EMG electrodes1. After range adjustment the signals are
input to an MCP3208 analog-digital converter (ADC). The MCP3208 offers 12-
bit resolution with a maximum speed of 100 ksps [10]. It is controlled through
a Serial Parallel Interface (SPI) with a C++ application on the Raspberry Pi2.
Converted data is transferred via UDP to either the localhost interface for stand-
alone classification or over the Ethernet port to a host equipped with MATLAB
for signal verification and classification model creation. After GUI-supported
classifier training, the resulting classifier model is transferred to the Raspberry
Pi. Results for the hand movement can either be displayed on an LED bar graph
or converted to Bluetooth control commands for the physical Michelangelo hand.
Bluetooth connectivity is made available through a USB Bluetooth adapter.
1 http://www.delsys.com/products/desktop-emg/bagnoli-desktop/.
2 http://hertaville.com/2013/07/24/interfacing-an-spi-adc-mcp3008-chip-to-the-

raspberry-pi-using-c/.

http://www.delsys.com/products/desktop-emg/bagnoli-desktop/
http://hertaville.com/2013/07/24/interfacing-an-spi-adc-mcp3008-chip-to-the-raspberry-pi-using-c/
http://hertaville.com/2013/07/24/interfacing-an-spi-adc-mcp3008-chip-to-the-raspberry-pi-using-c/
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3.2 Feature Extraction and Classifier Training

The supported classification methods can be trained employing the MATLAB
GUI shown in Fig. 3. Currently, RMS, MAV, ZC features and LDA, NBC, SVM
classifiers are available through pull-down menu selection. The classifier imple-
mentation is taken from the NaN-toolbox3 and customized to allow code gener-
ation for stand-alone model deployment4. To train the system, first, the analog-
digital conversion process has to be started on the Raspberry Pi, which must
be connected to the same network as the computer running MATLAB. Once
A/D-converted data is available, a threshold can be determined automatically
and manually adjusted for the selected feature. Maximum amplitude values can
also be detected for subsequent normalization of the feature data. Currently, the
prototype can be trained with two sensors and three different hand movements:
wrist extension, wrist flexion and fist motions. Feature data are displayed at the

Fig. 3. The MATLAB GUI for training the classifier, supporting selection of feature
extraction and classification methods as well as automatic threshold and maximum
value detection.

3 http://pub.ist.ac.at/∼schloegl/matlab/NaN/.
4 http://mathworks.com/hardware-support/raspberry-pi-simulink.html.

http://pub.ist.ac.at/~schloegl/matlab/NaN/
http://mathworks.com/hardware-support/raspberry-pi-simulink.html
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bottom of the GUI allowing for deletion of a recorded movement in case of error.
Finally, a classifier model can be generated for one of the available classifiers.
A class boundary plot is available for inspection by the user.

3.3 Classifier Operation and Prosthesis Actuation

Once the classifier model has been generated, it is transferred to the Raspberry
Pi for standalone, real-time classification. The corresponding Simulink model
is shown in Fig. 4. Here, the selected feature is extracted from the converted
sensor signal values, subjected to the determined threshold and then input to
the classifier. The output is then transferred to the Michelangelo Hand control
model from which the command sequences for the Bluetooth transmission are
generated. The hand is controlled with a simple state machine that activates a
recognized hand position on successful recognition. If it is already actuated to
the position, it is returned to the resting position.

Fig. 4. The Simulink model for real-time classification and prosthesis actuation with
the Raspberry Pi.

3.4 Experimental Validation

The current setup and prototype have successfully been tested for recognizing
three hand movements (wrist flexion, wrist extension and fist) with an NBC
classifier and two EMG sensors. The two sensors were positioned over the flexor
and extensor muscle group of the right forearm of five participants. After sam-
pling the sensor signals with a sampling frequency of 1 kHz, the RMS feature was
calculated with a window size of 256 and an increment of 128 samples. After five
repetitions for each movement, the NBC model was generated and transferred to
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the Raspberry Pi for standalone real-time classification. For classifier validation,
participants performed three sessions each with a sequence of a wrist flexion,
a wrist extension and a fist in three sets with adequate rest in between. This
resulted in a total of 27 movements. Overall, 90.4 % of all movements were clas-
sified correctly, with marked differences between individuals ranging from only
27 % up to 100 % correctly identified motion patterns. While incorrect threshold
settings are suspected as the reason for pronounced misclassification in some
users, further tests have to be conducted for confirmation.

4 Conclusion and Future Work

This paper presented a prototype setup for testing pattern-recognition-based
prostheses control approaches created with MATLAB/Simulink on a Raspberry
Pi. Basic time-domain features like RMS or ZC are supported at the time of this
publication. Furthermore, popular classification methods like NBC and SVM are
available for standalone classification in real-time. The integration of Simulink
models and the open-source NaN-toolbox for code generation allows for fast pro-
totyping and real-time testing of the designed control approaches. The current
setup has successfully been tested for recognizing three different hand move-
ments (wrist flexion, wrist extension and fist) utilizing a NBC classifier. In the
conducted study with five probands, correct recognition of over 90 % of all move-
ments was achieved for two channel EMG data as expected. Due to the modular
construction of the individual components, it is possible to replace different parts
of the system. For example, small portable EMG sensors can serve as input for
analog-digital conversion and other prostheses like the bebionic3 hand. Gener-
ally, wired and wireless prostheses alike can be controlled with the Raspberry Pi.
If the chosen classification algorithms do not mandate high system performance,
the Raspberry Pi can also be replaced with an Arduino while employing the
same Simulink model and MATLAB training application.
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Abstract. Patient-specific surgical simulation is a new and important
trend in surgical simulation that creates new possibilities for increasing
patient safety by giving the surgeons an opportunity to practice before
real procedures using the patient’s simulated anatomy. The following
paper discusses the current state of patient-specific simulation, its draw-
backs and possible applications as well as describes a prototype system.

Keywords: Laparoscopic surgery · Surgical simulation · Patient-
specific simulation

1 Background

Simulation has been already widely adopted in the area of laparoscopic surgery
and has shown positive impact on performance in the operating room [1–4].
Simulation is especially appreciated in the early part of training, during the
development of basic skills, as outlined in [5]. It becomes more requiring in case
of experienced surgeons, who already mastered the basic skills and have higher
expectations of a simulator, which should either help them improve their skills
further or in other ways increase the patient’s safety. An important area of
applications of simulation is the preoperative planning, which in case of more
complicated procedures and in the face of anatomical variations can significantly
improve patient’s safety during surgical procedures. Sometimes dubbed Patient-
Specific Virtual Reality [6], the area of preoperative planning and simulation
tailored to the specific patient’s case and anatomy is becoming more and more
important [7]. It is also becoming more and more feasible thanks to the ubiqui-
tous CT and MRI scanners, which are currently available in almost every larger
hospital. These devices can serve as a non-invasive source for data required for
visualisation of the specific patient’s anatomy used in the VR simulator. How-
ever it still remains unclear as to how to embed patient-specific VR in current
medical procedures (both - formally and practically) - it can undoubtly bring a
new level of patient safety and therefore should be investigated in depth.

c© Springer International Publishing Switzerland 2015
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 457–462, 2015.
DOI: 10.1007/978-3-319-27340-2 57
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2 Simulator

The most important parts of a laparoscopic simulator are the 3D graphics engine,
human-computer interface used to control the engine, the knowledge-base that
contains the training scenarios and 3D models and the assesment engine that
evaluates the performance in real time [8]. In case of patient-specific simulation
the knowledge-base has to be fed with real data obtained from patient’s CT or
MRI scan taken immediately before the procedure, Fig. 1.

DICOM
Scan Data

Image
processing

Simulation Assesment
Real

procedure

Fig. 1. The image processing and surface reconstruction steps

3 Data Sources

The most prominent data sources for Virtual Reality simulation are the MRI
and CT imaging techniques. The datasets produced using these modalities (at
least with recent generations scanners) provide enough data for high-fidelity
visualisations of the anatomy. The main concern for applications of this data is
the image segmentation step, which should extract particular anatomical struc-
tures from the cross-section images. It is a difficult task, which rises doubts even
among experienced radiologists. Several classes of methods exist with varying
complexity and different level of required human attention [9]. Fully automatic
segmentation and classification of anatomical structures is still rarely possible,
which we consider as one of the main obstacles for wider adoption of patient-
specific surgical simulation. The amount of data registered in a CT or MRI
scan is too large for manual segmentation, even semi-automatic methods, which
require a very limited attention of a medical proffesional, will still make the sim-
ulation useless for urgent procedures. Therefore it seems reasonable to enable
different segmentation modes:

– high-fidelity segmentation,
– high-speed segmentation.

3.1 High-Fidelity Segmentation

The high-fidelity segmentation mode should be used in non-urgent cases, where
time can be taken to conduct proper segmentation and where the high level
of detail plays an important role, e.g. in tumor resection procedures or when
operating in vicinity of very sensitive structures.
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3.2 High-Speed Segmentation

This segmentation mode should be used for pre-operative simulation in urgent
cases, when only a general understanding of the operating area is required, e.g.
in appendectomy or cholecystectomy. However, special caution should be taken
in these cases and conversion to the high-fidelity mode should be considered if
there are any signs indicating a difficult or uncommon case.

3.3 Image Processing Pipeline

Currently a modified version of the image processing pipeline described in [10] is
used to provide the high-speed mode of automatic segmentation and reconstruc-
tion of 3D constraints of anatomical structures - Fig. 2. Further development
is underway in the area of high-fidelity segmentation, based on region-growing
methods. The surface reconstruction part of the process has been optimized to
work in parallel on a GPU and therefore is very fast. The final product of the
pipeline is a 3D surface model of a structure, that further needs to be converted
to a common interchange format, e.g. STL, Wavefront OBJ or Autodesk FBX
that will be ingested by the simulation engine.

4 Simulation Engine

The selection of a 3D simulation engine is very important in order to provide
high level of detail and realism. We selected freely available engines support-
ing soft-body dynamics required for realistic simulation of interaction between
the laparoscopic instruments and anatomical structures. The engines explored
include:

– Nvidia PhysX
– Unreal Engine (PhysX based)
– Sofa framework
– Ogre3D + Bullet
– LibGDX + Bullet.

The Nvidia PhysX and the Unreal Engine, which seemed very promising have
eventually turned out to be useless because of the state of soft-body implemen-
tation in the current version of PhysX (3.3) - as a regression from the previous
version, soft-body simulation has almost completely disappeared from the 3.3
version and is described as “under development” by Nvidia.

The Sofa framework [11]- another promising project, with the advantage of
easily defined simulation scenarios and proper implementation of deformable
soft-bodies has rendered problems with importing 3D models with skeletal
animation (e.g. the models of laparoscopic instruments) and shown unstable
performance of the ODE solver which is the workhorse of the soft-body imple-
mentation.
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Fig. 2. The image processing and surface reconstruction steps

Ogre3D and Bullet combination was a very close match, however the level
of integration between Ogre3D and Bullet was insufficient for further rapid pro-
totyping of the system as well as the availability of APIs for painless importing
of 3D models from tools like Blender and lack of good documentation. Finally
the pair of LibGDX (Fig. 3) together with Bullet Physics engine has been cho-
sen for further work due to their close integration, availability of examples and
documentation.
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Fig. 3. A laparoscopic instrument rendered in LibGDX

5 Conclusions

Patient-specific simulation by means of Virtual Reality is becoming an important
trend in surgical simulation. There are several obstacles that were identified in
this article that need to be addressed for wider adoption of such simulations - the
time required for attending semi-automatic segmenation methods vs. the infidelity
of models produced through automated segmenation, the disputable application
of pre-operative planning in urgent surgical cases, where time is a major factor,
finally the level of realism in reflecting the haptic features of internal structures.
Some of these arise due to technical issues that can be overcome, some need to be
evaluated in terms of cost-benefit ratio in every case and we have proposed several
methods of dealing with these obstacles.

Acknowledgements. This work has been supported by the National Science Center
under grant: 2012/07/B/ST7/01216.
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Abstract. In this paper we focus on developing the simulators of laparo-
scopic surgery procedures. We propose expanding the role of video
channel, which allows to reduce the mechatronic systems providing infor-
mation about the spatial position of instruments. The mechatronic struc-
ture is indispensable in order to achieve the effect of haptic feedback,
however in the proposed solution it is much simpler, than as in the case
of currently occurring solutions. In proposed issue, mechatronic consists
of actuators with a simple control software only. Entire perception (data
acquisition) for the realization of haptic feedback is implemented using
the video channel. Moreover, haptic feedback effect is supported by the
dynamics calculations made in the graphics software. While calculat-
ing of the movement of the objects, their collisions and associated with
that deformations, the physics engine purveyed current value of forces,
torques, speed or acceleration to haptic feedback fittings.

Keywords: Laparoscopic skill trainer · Virtual reality · 3D graphics ·
Image processing

1 Introduction

There are plenty of articles in the literature [3,8,10] on a laparoscopic surgery
training simulators. Although an objective evidence is relatively sparse, there is
no doubt that such simulation must be an important part of surgeons education
for the future [5,9,11]. Accordingly, a new laparoscopic surgery training sim-
ulators appear at any time on the market. Currently, there are three different
general categories of simulators for surgeons and residents to train their technical
skills:

– simple boxtrainers, equipped with camera and laparoscopic instruments. The
camera shows the movement of the instruments within the box, and surgeons
train their skills working on human organ models.

c© Springer International Publishing Switzerland 2015
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– virtual reality trainers. Use computer to generate images of organs and instru-
ments allowing the trainee to navigate these images by using laparoscopic
joysticks as controllers. Equipped with sophisticated mechatronic systems,
providing smooth haptic interactions, the collision detection, or measuring
the torque and force applied by a surgeon during laparoscopic tasks.

– augmented reality trainers. Virtual reality trainers enhanced by 3D image
processing to obtain the 3D models of anatomical structures from real patient
ultrasonography data, Magnetic Resonance Imaging, and Computed Tomog-
raphy scans.

Due to the diverse range of prices and capabilities, presence in the market of all
three types of simulators is substantiated. Relatively cheap simple boxtrainers
generally are sufficient to train such skills as the eye-hand coordination, depth
perception, and efficiency of instrument movement due to the fulcrum effect.
Therefore, probably still for a long time it will be available on the market.

At the same time, emerged two development trends towards the implemen-
tation of IT technology to laparoscopic surgery simulators. The first, striving
for active control of instrument’s trajectory during surgery training (forcing the
desired trajectory of instrument, as it is realized for surgery robots).

The second, focusing on the anatomy of human organs used in simulations.
Acceptance of standard anatomical model is useful for simulation of laparoscopic
surgery. Nonetheless, if the simulation exercises should prepare the surgeon to the
actual operation on the patient, an even better solution is a modeling of diseased
organ of the patient who will be treated. The shape, the bodily structures, and
location of diseased organs often deviate from the standard model. Hence in the
simulator it is preferable to use a personalized model of the concrete patient’s
anatomy, which will be a close representation of what the surgeon will encounter
in the operating room.

In the simulation of laparoscopic surgery we need to control the movement of
instruments not in the active manner (forcing the correct position of the instru-
ment), but in the passive manner when simulator signals undesirable position
of the instrument. Therefore below, we leave the idea of active control and we
will focus on features common for both trends, i.e. increased participation of 3D
graphic engine technologies and software image processing in the final product,
which is a simulator of laparoscopic surgery procedures.

2 Developing a Laparoscopic Simulators for the Future

2.1 Software Should Dominate Hardware

All commercially available simulators, as well as those described in literature,
show a common trend of emphasizing the role of software. Thanks to that the
mechatronic systems can be simpler, and the overall product easier to maintain,
more reliable and significantly cheaper. Instead the development effort is put
into enhancing the user (human) interface in order to increase the simulator’s
efficiency and user experience.
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2.2 Minimally Invasive Surgery Simulators Cultivate Human Brain

We build simulators as a technical devices supported by computers and their
software. But let’s try to answer the question: what these simulators are for? We
are arguing that simulators are designed to adapt psycho-motor skills of trainees,
to situations occurring during the implementation of laparoscopy surgery in real
world. Simulator improves the psycho-motor dexterity of surgeons, their work
efficiency, maintaining the regularity of stimuli perception, decision making and
muscle actuation response. Training on simulators allow the trainees to cultivate
their brain connectome (Seung) characteristic for laparoscopic surgeon. There-
fore, next several sentences we will devote to the brain and its communication
channels, which are used by the surgeon during surgery on a patient.

2.3 Visual Channel Is the Most Important

People trained on the simulator uses information transmitted to the brain by
three channels: visual, sensory and auditory. The first two of them are especially
used in laparoscopic simulation, but the visual channel is used the most inten-
sively. The surgeon receives haptic and auditory stimuli, but his brain analyzes
them in the visual context, which the eyes provide to it. A simple experiment,
which switch off the individual channels of information, leads to the conclusion
that exercising deprived of auditory information or haptic stimuli, can perform
the exercises correctly based only on the image of what he sees. However, turning
off the video channel evidently stops execution of the exercise. Visual channel is
really crucial. During the exercises on the simulator, the brain of exerciser is the
main processor of information received from visual channel (even these, relating
to the feedback level) and the results of this processing are passing on, to the
human motoric system’s actuators [1,2].

To focus on enhancement of the role of visual channel, that is our idea for the
development of laparoscopic simulators. The image provides an extremely high
degree of aggregation of information. In case of simulation, the visual channel
with this kind of aggregation is a very desirable feature. Firstly, we have a wide
range of software for image processing and 3D graphics, furthermore we have at
our disposal a specialized hardware (graphic cards) supporting 3D visualization.
Secondly, the brain can process visual information even more efficiently than are
able to perform it modern computers.

2.4 Scope of Data Extraction

The simulator will be perfect, if the scope of information provided by it will
be identical to what the surgeon receives during actual operations. However,
it is possible to achieve the same effect simpler. Information, provided to the
brain by the eye, are selectively analyzed in accordance with the arrangement of
worked out connectome. Due to this brain selectivity, we should concentrate on
processing only these elements, that are human perceivable and have a significant
impact on the realism of the simulation. Therefore, the scope of the information
provided by a visual channel can be restricted to the extent necessary for proper
decision-making by a people training on the simulator.
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2.5 Tracking the Instrument Movement

Visual channel carries (among other things) information about the instruments
position in the operating field. The scope of this information is sufficient for the
surgeon to take the right decisions regarding the 3D movement of instruments.
In operating room, the specification of the exact surgical instrument position
in Cartesian or polar coordinates is necessary only for mechatronics, but in our
implementation all necessary complex algorithmic calculations are replaced with
the trainee’s brain activity.

In respect to 2D space, navigation by practicing laparoscopic instrument
movements will be identical as using the mouse in computer system. Informa-
tion about the third dimension (so-called depth perception) is achieved through
observation of relative to neighbour objects position, the perspective and shadow
observations.

The presented in literature [1,4,7], existing systems, use the metric method
for handling location and tracking the movement of laparoscopic instrument.
Position of the instrument’s tip is determined by the triple of coordinates
<x, y, z >. You’ll notice, however, that people are moving quite smoothly in
an environment without using any numbers (see the cursor movement using
computer mouse). Humans instead of metric reference system use a topological
arrangement.

To determine the position of the instrument, the human brain prefers rela-
tions to other objects (before, behind, beside, on the right, between, on the left)
than calculations of coordinate values. We specify visually a distance or speed
of the movement, thinking about it in terms of such concepts as: close, far,
fast, slow. In order to efficiently navigate the laparoscopic instrument and avoid
collisions, it is not important for surgeon to knew the exact value, expressed in
numbers. His way of instrument navigation, bases on knowledge of the operating
field topology.

In contrast to the human brain, the computer processing is optimized for
numbers instead of symbols. Hence, simulators of minimally invasive surgery
handle location by the help of computer calculation supported by sensors,
resolvers, opto-mechanical and electronic systems. But it is evident that we are
building simulators for the people not for computers. For surgeons, digital deter-
mination of the instrument position is not necessary for its correct navigation in
the operating field. On the contrary, the presentation on the monitor the num-
bers determining these positions, met with strong opposition of trainees. They
see the effects of their activity just watching the screen, and they amend the
action, but they do not calculate any formulas.

3 Virtual Reality in Laparoscopic Surgery Simulations

In the context of the use of virtual reality software, for the simulation of laparo-
scopic procedures, two major sub-topics are crucial; image processing, and 3D
graphics rendering engine coupled with real time physics simulation.
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3.1 Image Processing for Instrument Position Identification

Image processing is a legacy of computer graphics [6,11] which allows as to forgo
most of the complex mechatronic systems, sensor units and encoders. We elimi-
nate these elements, that served for tracking the laparoscopic instruments move-
ment realized by the trainee. To preserve the original functionality, we replace
that hardware by a camera, and use the Open Source Computer Vision (openCV)
library, in scope of real time object tracking. In this regard, we make the trans-
formation similar to that which took place in the past, when the mechanical mice
have been swapped with optical, and have been supported by image processing
software.

Listing 1.1. Instrument position identification algorithm (using openCV library)

1 . Convert a frame from RGB to HSV co l o r spa c e .
2 . F i l t e r HSV image between min/max thre sho ld va lue s and s t o r e

f i l t e r e d image to th r e sho ld matrix .
3 . Perform morpho log ica l ope ra t i on s on thre sho lded image to

e l im ina t e no i s e and emphasize the f i l t e r e d ob j e c t ( s )
a ) c r e a t e s t r u c tu r i n g element that w i l l be used to dilate

and erode image ,
b) Erode twice with element chosen as a [3, 3] p i x e l s r e c tang l e ,
c ) D i l a t e i s performed twice , with l a r g e r [8, 8] element ,

so make sure ob j e c t i s n i c e l y v i s i b l e .
4 . On the obta ined in prev ious s tep (3 ) frame , perform ob j e c t

t r a ck ing funct ion , which w i l l r e turn the x and y coo rd ina t e s
o f the f i l t e r e d ob j e c t .

a ) f i nd contours o f f i l t e r e d image us ing openCV f indContours
func t i on .

b) use moments method to c a l c u l a t e the x and y coo rd ina t e s
o f the f i l t e r e d ob j e c t .

For the purposes of transfer the movement of laparoscopic instruments into
the virtual reality world we will use the image obtained from the camera. Each
frame taken from a camera we use to determine the current position of the instru-
ments in simulator. Then, in virtual reality, we put the model of the instrument
according to a determined position. Carrying out these operations with the fre-
quency of the occurrence of image frames (30–50 fps), on the monitor screen we
get a real-time projection of the instrument movement.

As a starting point, for the camera used in simulator, we make a software
based correction of radial distortion, using the Brown-Conrady model. For this
purpose we use a 2D monitor check chart, because the frame with perspective
distortion, which creates a sense of a scene being deep or shallow, can not be
use as it carries the 3D information, about the depth of objects in the scene. For
this 2D monitor check chart we calculate radial distortion coefficients, taking into
account a low order radial components (3–5). If their values are significant, we
make image corrections. After such calibration we obtain a table of camera/frame
transfer functions, which we apply to every frame.
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For each corrected frame, using the ready-made procedures offered by the
openCV library, we determine the positions of the tip of the laparoscopic instru-
ment (Listing 1.1.). The second point, that allows us to calculate instrument
position in the operating field, is the point where trocar is placed through the
abdomen during laparoscopic surgery.

3.2 3D Graphics Rendering Engine and Real-Time Physics

As a result of using the graphics routines from openCV library we obtain data
about the current position of laparoscopic instruments in the simulator. Next,
we have apply it in virtual reality environment. Ogre3D graphic rendering engine
helps us in this. Its main purpose is to provide a general solution for a scene-
oriented, real-time 3D graphics rendering.

There are two different categories of instruments. If it is a camera, showing
the human abdomen cavity and organs which can be found beneath the surface
of the patient skins, then we assign its position to a virtual camera, which observe
the scene. In the case of the other laparoscopic instruments, information about
their position, decide about placing the models of these instruments in the virtual
operating field.

All models exported to Ogre3D, are performed by Blender graphics and ani-
mation software. Ogre3D integrates virtual instruments with data about the
position of real instruments. It causes that instrument models move in virtual
reality exactly as their counterparts in nature. Furthermore, Ogre3D arranges
the scene, in the likeness of the human abdomen cavity. Provides a virtual tro-
car’s entry points through abdominal tissues of the patient and performs lighting
of the virtual operating field, coupled with the camera movement.

One of the main advantages of virtual reality is the possibility to use the
virtual models of a human internal organs in the simulation of laparoscopic
surgery. Such models, as well as models of instruments, are created in the Blender
graphics and next we export such features as:

– mesh; shape object stored using tessellation grid (verts, normals, uv) as xml
files,

– material; textures data enhanced with diffuse color, ambient intensity, emis-
sion parameters, multiple materials etc.,

– skeleton; it consist data of bones forming skeleton and their animation.

We model human organs as soft body, while rigid body is employed for modeling
the laparoscopic instruments.

Models of instruments and organs are placed on the virtual scene, on which
we lack only the physical interactions between them. For this reason, we use
professional-grade library, Bulllet Physic engine, integrated with Blender and
Ogre3D, which provides us:

– rigid body dynamics constraint solvers,
– continuous and discrete collision detection,
– soft body dynamics for deformable volumes,
– objects’ updated world transform.
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For each object we provide such parameters as; collision shape, mass (0 if static),
physical material properties (frictional coefficient and coefficient of restitution)
thereby creating collision object. At the end of the process of defining a physical
dependencies, the MotionState properties of all objects are determine.

Listing 1.2. Dependiencies of cooperation betweem Ogre3D and Bullet

1 . Ogre3D , f o r ongoing frame , uses 30 Hz render ing f requency
c a l l s s t epS imulat ion on dynamic Bullet ’ s world .

2 . Bullet manages i t s phys i c s ob j e c t s and con s t r a i n t s ,
uses i n t e r n a l Bu l l e t Physics , f i x e d time−s tep
o f 60 Hz

3 . Bullet , f o r ongoing frame , uses 30 Hz render ing f requency
performs the update o f a l l o b j e c t s .

4 . Ogre3D uses dynamic Bullet ’ s world to render
with 30 Hz frequency .

4 Conclusion

In proposed solution, the mechatronic systems providing information about the
instrument position in simulations of laparoscopic surgery, have been replaced
with video channel. The obtained effects are, in addition to significant simplifi-
cation of the system design, also lower implementation costs and greater opera-
tional reliability. In practice, compared with the other simulators that use virtual
reality, the changes made are not noticeable from the user perspective. While
working on the simulator, user does not feel any signals that might distinguish
the work of mechatronic or video interface.

But we must remember that mechatronic structure is indispensable in order
to achieve the effect of haptic feedback. However, in the proposed solution it
can be much simpler, than it is in the case of currently occurring solutions. In
proposed issue, mechatronic consists of actuators with a simple control software.
Entire perception (data acquisition) for the realization of haptic feedback can be
implemented using video channel. Moreover, haptic feedback effect can be sup-
ported by the dynamics calculations made in the graphics software. Calculating
a movement of the objects, their collisions and associated with this deformation,
Bullet Physics purvey the current value of forces, torques, speed or acceleration.

We realize that our proposals encumber the software for processing the data
in video channel, increasing requirements for simulator computing efficiency. But
there are two reasons convincing us that we can do that:

– big computational opportunities of contemporary graphic cards (multi-core,
parallel computing, effective processing techniques of matrix or broad set of
professional-grade libraries for image and 3D graphic processing).
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– very high and tangible benefits of using an augmented reality. Use of a mod-
els for skill acquisition and refinement allows the trainee to work with tissue
prior to doing so surgically in a human. However, the performance of surgical
procedures on live animals has been prohibited in many countries. Further-
more, due to high financial costs, only a few have either ready lab or money
necessary to use artificial models in regular training courses. Realization of
a 3D model of the human organ requires a lot of work and it is not cheap.
However, once made 3D graphic model can be shared by many centers all over
the world. It has not been destroy during the exercises, and so it can be used
repeatedly.
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Abstract. Differential evolution is currently one of the most popular
population based stochastic meta-heuristics. In the paper, we propose
an extension of the Differential Evolution algorithm for multi-objective
optimization problem with constraints of chemotherapy scheduling for
a medical treatment. The differential evolution idea is used with some
significant improvements concerning the DE strategies and parameters
adaptation. The numerical results show that the proposed algorithm
is stable and robust in handling medical applications especially for a
chemotherapy planning process.

Keywords: Differential evolution meta-heuristics · Multi-objective
approach · Optimisation algorithm · Chemotherapy dose schedules

1 Introduction

The Differential Evolution approach is nowadays in great interests. The simplic-
ity and the effectiveness in solving many multi-dimensional and multi-objective
constrained optimization problems gives the great popularity to this approach
[1,2,11,16,17]. The main idea is to construct, at each generation of the algorithm,
a mutant vector for each element of the population. The gradient information
could be available in this moment. The new mutant vector is constructed adding
differences between randomly selected individuals to another individual. The
proposed mutation operator allows a gradual exploration on the search space.

The quick convergence and robustness of differential evolution (DE) approach
has turned to be one of the best evolutionary algorithms in many areas [4,6,15,
20,21]. In many papers [5,11,12,20] it has been stated that fixed values of DE
control parameters is a poor idea. The limitations on DE structure had inspired
many researchers to propose modifications to the original DE approach. With
Differential Evolution being so popular and efficient algorithm, self-adaptation
of key parameters in crossover and mutation operations has been investigated
to make it even better and easier to use on various single- and multi-objective
optimization problems [2,11,18,20].
c© Springer International Publishing Switzerland 2015
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Wide surveys of the research in the field of differential evolution were recently
published [1,2,11,12,22]. Often current knowledge on differential evolution and
its parameters values is based on empirical observations, not on a theoretical
analysis. So in the DE field for chemotherapy treatment planning it is necessary
to extract from numerical experiments some empirical rules on the algorithm
behavior. In the paper we propose an extension of the Differential Evolution algo-
rithm for multi-objective optimization problem with constraints of chemotherapy
scheduling for a medical treatment planning.

2 Multi-objective Nature of Chemotherapy Process

A chemotherapy is a treatment of cancer using set of cytotoxic drugs to control
and eradicate a cancer. The application of very toxic drugs reduces a tumor
meanwhile leading to damage to the immune system and giving unacceptable
effects to the patient. The drugs are administered to the body using schedules
of multi-drugs and drug doses in time intervals. The drugs create a certain
concentration in the bloodstream, which will systematically kill both cancerous
and normal healthy cells [3,8,13]. The toxic drugs have great influence on a
Patient Survival Time (PST) and it is very important to define very precisely
the feasible set of constraints.

The aim of a chemotherapy treatment depends on maintaining the effective
damage to the tumor burden while managing the toxic effects on the human
body. Looking for the best schedule for drugs and drug doses in time inter-
vals to be given with minimization of tumor burden and minimization of toxic
side-effects determines the balance between killing cancer cells and limiting the
damage of human body.

Mathematical model of tumour growth and reduction is based on most pop-
ular approach, taking under consideration the Gompertz growth model with a
linear cell-loss effect [10,13]. The model takes the following form:

dn(x, t)
dt

= Λn(x, t) ln(
θ

n(x, t)
− nc(x, t), (1)

where n(x,t) represents the number of tumor cells in time t for a variables vec-
tor x. The vector x = [x11, x12, ..., xij , ..., xND] is a template of drug doses for
i defined as index of time interval, i ∈ 1, ..., N and j is an index of j drug,
for indexes j ∈ 1, ...,D. Each dose is a cocktail of D drugs characterized by a
concentration level c1(x, t) of drug j at N switching periods of time in the blood-
plasma. The variable xij determines a schedule of drug j at time interval ti, the
two coefficients define the tumor parameters, nc(x, t) describes a cell-kill effect
of the multiple drugs on a cancer.

2.1 Constraints of an Chemotherapy Optimization Problem

The cancer chemotherapy treatment influences at a tumor site but also for the
normal organs. We have to ensure that the human body tolerates anticancer
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drugs toxic side-effects. The drugs cause damage to sensitive tissues elsewhere in
the body. So the toxicity constraints play the very important role in the cancer
chemotherapy treatment and the constraint concerning the tumor size must be
maintained below a lethal level.

The constraints of chemotherapy treatment process will be as follows:

1. The rate of drug j accumulation in urine is directly proportional to c1j(x, t)
and must not exceed the fixed value Cmaxj for each drug:

c1j(x, t) ≤ Cmaxj for i ∈ 1, ..., N (2)

2. The White Blood Cells (WBC ) count must be not less then a fixed down
level WD:

wj(x, ti) ≥ WD for i ∈ 1, ..., N (3)

3. An additional constraint concerns the time tu(x, Tmax) over which the White
Blood Cells count w(x,t) remains below a fixed upper level Wu, to be less
than time Tu:

tu(x, Tmax) ≤ Tu for i ∈ 1, ..., N (4)

4. Maximum feasible size n(x, t) of the tumor has not be greater then Nmax:

n(x, t) ≤ Nmax. (5)

The set X of constraints of chemotherapeutic treatment process is repre-
sented by the relations (2)–(5). The chemotherapy schedule determines the
dosages and drug combinations at each time interval throughout the whole treat-
ment period.

2.2 Treatment Objectives in a Chemotherapy Optimization
Problem

The first objective function, concerning the curative treatments attempt to erad-
icate the cancer tumor burden. The eradication means a reduction of the tumor
from an initial size of around 109 cells to below 103 cells. The tumor burden,
equal 109 is the minimum detectable tumour size [13]. The first objective func-
tion is to minimize the number of tumor cells n(x, t) at a fixed period of time:

minx∈X n(x, t) (6)

The cells loss is proportional to the number of tumor cells and to the con-
centration c1(x, t) of toxic drugs. One commonly used performance measure of
controlling treatment is toxic side-effect of anti-cancer drugs on human body,
which is equivalent to maximizing a Patient Survival Time, defined by mini-
mization of a concentration of toxic drugs in plasma in the form:

min
∑

i∈1,.,N

∑
j∈1,.,D

c1j(xij , ti) . (7)
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The two presented objectives on the set of constraints (2)–(5) character-
ize the cancer chemotherapy treatment as a complex treatment process. These
two objectives functions conflict with each other, due to the toxicity of used
anti-cancer drugs. The specific chemotherapy treatment with different objectives
defined on a complex set of constraints is an interesting and difficult domain for
a multi-objective optimization approach.

3 Multi-objective Optimization with Differential
Evolution Approach

Multi-objective optimization problem is to find a set of optimal vectors x∗ opti-
mizing a set of objective functions on the set X of all feasible solutions using
Differential Evolution approach [5,7,9,12]. The minimum is taken in the sense
of the standard Pareto order on an objective functions space. Thus, the idea of
Pareto-dominance is used. A solution is said to be dominated, if another solu-
tion exists in the search space with better performance on at least one objec-
tive. At each step of the optimization process in a multi-objective differential
evolution approach a set of solutions is constructed and we try to designate
non-dominated points among evaluated dominated solutions. Differential Evo-
lution (DE) for multi-objective (MO) optimization combines the MO algorithm
NSGA-II [5,17,18] with the strength and simplicity of the differential evolution
algorithm. DE is a new floating point encoded evolutionary algorithm for global
optimization, owing to the special kind of differential operator which create new
offspring from parents chromosomes instead of classical crossover and mutation.
The unique in the DE approach is a reproduction procedure. The Differential
Evolution algorithm aims evolving a population of NP (N ∗ D)-dimensional
individual vectors in the population t as below:

xi(t)=[xk
11, xk

12, ..., x
k
ND ] for k ∈ 1, ..., NP (8)

In the initial population the ijth variable of the kth individual takes the
following form:

xk
ij(0) = Lij + randij(0, 1) (Uij − Lij) (9)

where Lij and Uij determine the lower and upper bounds of variable ij and
randij(0, 1) is a uniformly distributed random variable from the range [0,1].

3.1 Differential Mutation and Crossover Operators

New candidate solutions are created by combining the parent individuals and
several other individuals of the same population. At each generation and for
each individual DE employs mutation and crossover operations to produce a
donor vector in the current population. There are many variants of offspring
creation procedures. These strategies diversify by the way how to choose three
vectors from the current population. The often applied mutation scheme uses
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a randomly selected vector xp(t). Only one weighted difference vector with the
coefficient F is used to perturb the received mutant vector vi(t) in the form:

vi(t) = xp + F (xr(t) − xs(t)) (10)

where p, r, s ∈ [1, ..., NP ]. The difference between two randomly chosen vec-
tor makes the mutation operation self-adaptive according to the decreasing
mutation step. The parameter F also influence on the mutation step and typ-
ically takes the value from the range [0,1]. The mutation scheme is referred as
DE/base/num/cross, where DE stands for Differential Evolution idea, base
represents a string denoting the vector to be perturbed (usually a random or
the best individual), num is the number of difference vectors considered for per-
turbation of base and cross stands for the type of crossover being used. The
parameter base can be randomly selected or it is the best vector in the popu-
lation with respect to fitness value. DE can use two kinds of crossover scheme:
exponential or binomial to increase the potential diversity of the population.
After the mutation phase the crossover operation, namely binomial or exponen-
tial, is used. The mutant vector with an individual xi

j create the new vector ui
j(t)

in the following form:
ui
j(t) = vi

j(t) (11)

in the case, when
randj(0, 1) ≤ Cr or j = jrand (12)

where Cr defines the crossover probability. Otherwise the new vector: ui
j(t) =

xi
j(t). The crossover operator determines, which variable xi

j(t) or vi
j(t) will cor-

respond to the trial vector ui
j(t).

We try to improve the strength Pareto differential evolution approach
for multi-objective optimization algorithm for design and optimization of a
chemotherapy treatment planning. The non-dominated optimal solutions are
found using modified differential evolution algorithm for bi-criteria optimization
problem with the help of standardization of constraints and constrained domi-
nance operator. In discussed problem the range of values for modified parameters
is very narrow for binomial crossover, but in the case of exponential crossover it
is impossible to identify it.

In a cancer chemotherapy optimization problem given schedules of drugs
doses can minimize a tumor size determining minimal toxic effects on human
body. A schedule of medical treatment plan can be calculated based on a math-
ematical growth model described by a set of differential equations, when used in
conjunction with an differential evolution approach. The drugs should be sched-
uled to ensure that the patients will tolerate its toxic side effects.

3.2 Chemotherapy Treatment Planning

The non-dominated optimal solutions are found with the help of proposed multi-
objective differential evolution algorithm using differential mutation algorithm
and differential crossover operator DE/rand/1/bin. The computer-based system,
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Fig. 1. The number of tumor cells n(x,t) and toxicity effects c2(x, t), based on optimal
drug doses schedule u(x,t) on 25 days treatment period.

Fig. 2. The effective drug concentration c1(x, t) and the constraint White Blood Cells
count w(x, t) on optimal drug dose schedule during 25 days treatment interval.

which supports the physicians, allow an user to input treatment and patient para-
meters [19]. The system has to analyze very carefully a feasibility of constraints,
because of the threat to life. For the problem of multi-objective chemother-
apy optimization it is very difficult to determine the true Pareto front of non-
dominated solutions. The system contains a database of chemotherapy treatment
for simulation and optimization of drug doses and schedules. The difficulties in
fulfilling the constraints are observed during numerical tests. Sometimes it is
more important to receive the feasible point, not Pareto-optimal to give the
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patient the quarantee of life. The parameters of the experimental treatment
process concern the curative regime for 25 days of treatment with calculated
drug doses. The Fig. 1 shows the first objective function n(x, t) the reduction
of the number of tumor cells during the time tN described by optimal drug
doses shown as u(x, t). The second objective function c1(x, t), the constraint
White Blood Cells count w(x, t) and optimal dose schedule are shown on the
Fig. 2 [14]. The drug concentration c1(x, t) is going to the minimal value on the
end of treatment process, but in the time intervals with great drug doses the
toxic drug concentration increases, but below the maximum allowed concentra-
tion value equal Cmin. The WBC count remains controlled at level higher than
a fixed down level WD.

The most difficult constraint to be fulfilled concerns the time tu, shown in
the relation (4), which ensures the necessary protection from leukopenia. The
time tu(x, Tmax) over which WBC count w(x, t) remains below a fixed upper
level Wu, has to be less than the time Tu. It is necessary to underline that the
different simulation results we can obtain for different patients, according to their
own properties. For some people the time Tu ought to be changed according the
individual features of a patient and according to the upper level for time tu.

4 Conclusion

The multi-objective optimization of chemotherapy treatment planning based on
differential evolution approach demonstrates the high capabilities that can be
effectively used especially for the complex set of constraints and objective func-
tions, describing the cancer treatment procedure. In the process the user has the
possibility to change input parameters in the search for a better optimization
result. This search may be very time-consuming, depending on patient med-
ical parameters, the experience of physicians and the complexity of the case.
All numerical results show that the proposed algorithm is stable and robust in
handling medical applications especially for a chemotherapy planning process.
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Abstract. Hyperemia, also called erythema or conjunctival injection,
is the occurrence of redness in the conjunctiva. It is produced by the
engorgement of conjunctival blood vessels, as blood accumulates and
gives the tissues a red coloration. Depending on factors such as how
strong the coloration is and where it is located, hyperemia serves as
an indicator of the presence of several pathologies; some examples are
allergical conjunctivitis, dry eye syndrome, or contact lenses complica-
tions. Hyperemia level is, therefore, a relevant parameter for diagnosis
in Optometry.

Keywords: Hyperemia grading · Image processing

1 Introduction

Hyperemia is the occurrence of redness in a certain tissue. When vessels engorge,
the accumulated blood causes this red coloration. Hyperemia can affect the con-
junctiva, a thin transparent membrane which covers both the inner surface of the
eyelids (tarsal conjunctiva) and the sclera (bulbar conjunctiva) (Fig. 1). There
is also a joint between the two areas which is known as fornix conjunctiva. The
function of this membrane is helping the lubrication and the prevention of the
entrance of microbes into the eye.

There are various causes for the presence of conjunctival injection, some of
them related to pathologies such as different types of conjunctivitis, dry eye
syndrome, allergies, contact lenses complications, or glaucoma [5,7]. Therefore,
the level of hyperemia is a relevant parameter to diagnose these pathologies, and
also to measure their progression or their reaction to a certain treatment.

In order to grade the hyperemia level of a patient, optometrists first cap-
ture a video of the patient eye with a biomicroscope. It is common to capture
several videos from different angles of each eye, allowing the expert to examine
c© Springer International Publishing Switzerland 2015
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Fig. 1. Bulbar and tarsal conjunctiva.

the conjunctiva surface in detail. Once the videos have been recorded, special-
ists inspect each one of them, searching for the most suitable frame for grad-
ing. In order to do that, they take into account several features of the video.
A good illumination is required, as well as a frame that comprises most of the
conjunctival area and that shows clearly the conjunctival background. After the
frame is selected, specialists measure the hyperemia level. For that purpose, there
are several parameters that they take into account. Besides the sclera coloration,
the number of vessels, their distribution, and their width [6].

Optometrists do not state the hyperemia level of a patient as a number,
but as a value in a certain scale. There are several grading scales that had
been developed with this purpose. Among them, CCLRU and Efron are two
of the most well-known and widely used [1]. Scales are collections of images,
photographies or pictures, that establish levels of severity. Specialists compare a
patient image with the scale prototypes and assign a level depending on which
image of the scale is the most similar. As it is shown in Fig. 2, different scales
depict different areas of the conjunctiva, and take into account different features
of the eye. This implies that, depending on the scale, the features the specialists
analyze may vary.

Fig. 2. From top to bottom: Efron grading scale and CCLRU grading scale for bulbar
conjunctiva hyperemia.

The first step for hyperemia grading, this is, obtaining the best frame of
the video sequence, is a time consuming and tedious process that has to be done
manually. There are several works in the field of hyperemia grading, constructing
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new grading scales [8] or automatizing some steps of the process [4,11]. How-
ever, these works do not tackle the issue of automatically extracting a frame
from a video sequence. In regard to this problem, we can find works in other
fields that propose automatic methodologies for frame selection. Wolf [10] pro-
poses an algorithm for identifying key frames in video sequences using the local
minima of the motion. Erol and Kossentini [2] propose also a key frame detection
algorithm, but using shape information instead of motion. Even though these
approaches provide interesting solutions for the frame selection problem, they
show a strongly domain dependence.

The present work proposes a method to perform the frame selection auto-
matically, which will serve as a first step for the development of an automatic
methodology for the hyperemia level calculation. This way, our system receives a
video and automatically obtains the most suitable frame for hyperemia grading.

This work is focused on bulbar hyperemia grading. Our video database has
a similar structure, starting with several black frames. The illumination pro-
gressively increases up to a peak, and then decreases again. In some videos, the
last frames of the sequence are also black, due to the absence of illumination.
Figure 3 depicts an example of the video illumination through time. This way,
our approach is mainly based on lightness.

Fig. 3. Ten frames from a hyperemia video at different points of the video sequence.
The illumination variability hinders the selection of a frame.

This work is structured as follows. Section 2 details the developed method-
ology. Section 3 explains the conducted experiments and results. Finally, Sect. 4
depicts our conclusions and future work.

2 Methodology

Our methodology receives a video of the patient’s eye as input. Then, certain
metrics are computed in each input frame in order to select the most suitable
frame for further processing. Lightness, non-blurriness, or high contrast are some
desirable features for the selected frame.

Taking into account the properties of the test set (Fig. 3), the first metric
is focused on measuring the lightness of the image. To this end, we analyze
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lightness in several color spaces: luminance from RGB, V-channel from HSV,
L-channel from HSL and L-channel from L*a*b*. In RGB, the luminance can
be computed from the R, G, B channels using the following equations:

L1 = 0.2126 ∗ R + 0.7152 ∗ G + 0.0722 ∗ B (1)

L2 = 0.299 ∗ R + 0.587 ∗ G + 0.114 ∗ B (2)

L3 =
√

0.299 ∗ R2 + 0.587 ∗ G2 + 0.114 ∗ B2 (3)

The lightness was calculated for each pixel in order to obtain the mean value
for the complete image:

L̄(i) =
∑

L(x, y)
NM

(4)

where x, y, are the coordinates of the pixel in the frame i, L is the lightness
measure, N is the width of the image, and M , its height. Since we look for the
brightest frame, we select the frame with the highest lightness value:

F = arg max
i

L̄(i) (5)

where i is a frame of the video. Figure 4 shows the best frames obtained for each
color space.

Fig. 4. Selected frames using different color spaces. From left to right and top to
bottom: RGB, HSV, HSL and L*a*b* (Color figure online).

The results were accurate in most cases taking only into account lightness.
However, some of the selected frames presented a recurring issue: the features
of the image appeared blurry, making it hard to distinguish between a red hue
on the conjunctiva and a healthy vessel. To solve this problem, we considered
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several blurriness metrics such as modified Laplace, normalized variance, and
Tenenbaum gradient [9].

The modified Laplace computes the sum of the absolute values of the convo-
lution of an image with Laplacian operators:

FSML =
∑
M

∑
N

|Lx(x, y)| + |Ly(x, y)| (6)

where Lx and Ly are the Laplacian operators in each direction.
The normalized variance calculates variations in grey level among the image

pixels. In order to do that, it uses the power function, so it will emphasize larger
differences from the mean intensity µ. Differences in average intensities among
several images are compensated by dividing the variance by µ:

FnormV ar =
1

MNµ

∑
M

∑
N

(I(x, y) − µ)2 (7)

where I represents the intensity in each pixel and µ, the mean intensity.
Finally, Tenenbaum gradient uses the Sobel operator to compute the image

sharpness function:

FTenengrad =
∑
M

∑
N

Sx(x, y)2 + Sy(x, y)2 (8)

where Sx and Sy are the Sobel derivatives in each direction.
We can observe in Fig. 5 how the use of this new information improves the

result. In order to enhance the efficiency of the method, the blurriness is not
computed for all the frames of the image, but for a set of frames with the highest
lightness values. Also, there are some areas in the image that are not relevant,
such as eyelashes and eyelids. In order to get rid of some of this elements, we
applied a binary threshold. This computationally efficient operation restricts the
blurriness measure to the conjunctiva and its surroundings.

3 Results

This methodology was tested with 50 videos captured in the Optometry Group
from the University of Santiago de Compostela. The videos are about 20 s long,

Fig. 5. Measuring the blurriness of the image. Left: best frame without applying blur
measures. Right: best frame taking into account image blur.
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and their frame rate is 7 fps. They were taken from both side views of the eye
and both eyes.

Regarding the lightness measure, even though the results are quite similar,
The L*a*b* colorspace was selected since it offers the closest representation to
human vision [3].

About the blurriness calculation measure, the normalized variance method
is faster (it takes barely 0.01 s to process a frame, more than 10 times faster
than the other methods), but it presents problems in some images, such as
the one depicted in Fig. 6. In view of the algorithms, this was expected, as
statistic methods such as normalized variance measure the differences in intensity
in the image. In our test set, those differences are too similar for blurry and
sharp images, which worsens the results. On the contrary, Sobel and Laplace
operators are focused on edge transitions, assuming that neighboring pixels in a
blurry image will have less drastic changes in those edges. This causes that these
methods provide good results in most of the images with a similar efficiency.
The tests in this work were conducted using the Tenenbaum gradient algorithm.

Fig. 6. Applying different blur measures. Left: best frame using Tenengrad algorithm.
Right: best frame using normalized variance algorithm.

The results of the frame extraction procedure were validated by two special-
ists. The specialists watched the video and the best frame selected by the system.
They had to decide if the selected frame was the best video frame and, other-
wise, if it was still suitable for hyperemia grading. The results are depicted in
Fig. 7. The column Video issues reflects those cases where the specialists reported
problems with the video due to bad illumination or other circumstances. In these
cases, the video was inadequate for grading.

Specialist
Best Suitable Non suitable Video
frames frames frames issues

E1 48 0 2 0
E2 43 4 0 3

Fig. 7. Results for the expert validation.

In view of the data, the system obtains the best frame in more than 90 % of
the videos. Most of the discarded frames were also suitable for grading, though
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not the best ones of their video sequences. One of the specialists also discarded
three of the videos because of poor illumination, as he could not find a good
enough frame for grading. We can therefore conclude that the methodology
provides good results and can be applied in diagnosis aid systems.

Regarding computational efficiency, videos were processed in 44.7 s on aver-
age in an Intel Core 2 Quad CPU (2.83 GHz) and 4 GB of RAM. The method-
ology was implemented in C++ and OpenCV library was used for the image
processing operations.

4 Conclusions and Future Work

Hyperemia grading is a tedious and time-consuming work. Specialists need to
invest a lot of time inspecting the videos in search of the frame most suitable for
grading, which makes the grading process even longer. In this work, we propose a
methodology to automatize the frame selection, which will serve as a first step to
automatize the whole process of hyperemia grading. The methodology receives
a video as input and selects the frame with the best illumination and the lowest
blurriness. It can also return more candidates if the first one does not satisfy
the specialist criteria. Results show that the method provides the best frame
in most cases or, otherwise, it returns a frame suitable for grading. Besides, the
results are objective and repeatable, and the computation time is low. Using this
approach, we significantly reduce the time and effort invested for the specialists
in the diagnosis. Furthermore, we achieve a repeatable and objective setup for
the automatic hyperemia grading.

Nevertheless, there is other video features that could be analyzed in future
refinements of the methodology. In some videos, we perceive a significant oscil-
lation and the conjunctiva is not always in the center of the image. Although
there is some margin and the eye does not get cut, it is a situation that may be
useful to track. Moreover, the proposed methodology should be tested on videos
acquired with different devices or different illumination conditions in order to
prove its robustness.

References

1. Efron, N., Morgan, P.B., Katsara, S.S.: Validation of grading scales for contact
lens complications. Ophthalmic Physiol. Opt. 21(1), 17–29 (2001)

2. Erol, B., Kossentini, F.: Automatic key video object plane selection using the
shape information in the mpeg-4 compressed domain. IEEE Trans. Multimedia
2(2), 129–138 (2000)

3. Fairchild, M.D.: Color Appearance Models. Wiley, New York (2013)
4. Fieguth, P., Simpson, T.: Automated measurement of bulbar redness. Invest. Oph-

thalmol. Vis. Sci. 43(2), 340–347 (2002)
5. Murphy, P.J., Lau, J.S.C., Sim, M.M.L., Woods, R.L.: How red is a white eye?

Clinical grading of normal conjunctival hyperaemia. Eye 21(5), 633–638 (2006)
6. Peterson, R.C., Wolffsohn, J.S.: Objective grading of the anterior eye. Optom. Vis.

Sci. 86(3), 273–278 (2009)



486 L. Sánchez-Brea et al.

7. Rolando, M., Zierhut, M.: The ocular surface and tear film and their dysfunction
in dry eye disease. Surv. Ophthalmol. 45(Supplement 2(0)), S203–S210 (2001)

8. Schulze, M.M., Jones, D.A., Simpson, T.L.: The development of validated bulbar
redness grading scales. Optom. Vis. Sci. 84(10), 976–983 (2007)

9. Sun, Y., Duthaler, S., Nelson, B.J.: Autofocusing algorithm selection in computer
microscopy. In: 2005 IEEE/RSJ International Conference on Intelligent Robots
and Systems, (IROS 2005), pp. 70–76. IEEE (2005)

10. Wolf, W.: Key frame selection by motion analysis. In: 1996 IEEE International
Conference on Acoustics, Speech, and Signal Processing, ICASSP 1996. Conference
Proceedings, vol. 2, pp. 1228–1231, May 1996

11. Wolffsohn, J.S., Purslow, C.: Clinical monitoring of ocular physiology using digital
image analysis. Contact Lens Anterior Eye 26(1), 27–35 (2003)



A Texture-Based Method for Choroid
Segmentation in Retinal EDI-OCT Images
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Abstract. Retinal layers can be identified by ophthalmologists using
OCT images, which is useful for the diagnosis of different diseases. Recent
EDI-OCT technique allows to explore the choroid layer, whose segmen-
tation has become one of the hottest topics in the field of retinal imag-
ing. In this sense, and taking into account that the choroid layer has
different visual properties than the other retinal layers, a methodology
based on textural information is presented in this paper to segment the
choroid. From a retinal EDI-OCT image, a region of interest is detected
and its low-level features are extracted, generating a feature vector that
describes it, to finally segment the choroid. This paper includes sev-
eral texture analysis methods to calculate the feature vectors. Results
provided by the proposed methodology showed that the approach is ade-
quate for the problem at hand, since it allows to segment the choroid
layer with promising results.

Keywords: EDI-OCT · Retinal images · Choroid layer · Texture
analysis · Image segmentation

1 Introduction

Enhanced Depth Imaging Optical Coherence Tomography (EDI-OCT) images
acquired from the retina are used by ophthalmologists to diagnose several dis-
eases, since they provide useful information of the eye processes and allow to
explore the choroid layer. The choroid is the vascular tissue located between the
retina and the sclera, and provides oxygen and nourishment to the outer lay-
ers of the retina [1]. Changes in this layer are of critical importance in several
retinal diseases, including glaucoma [2] and retinitis pigmentosa [3]. Thus, the
automatic segmentation of this layer in retinal EDI-OCT images is important in
order to understand the natural processes of the eye, and to facilitate an early
diagnosis of eye diseases.

Different approaches have been studied to segment retinal layers, such as
graph-based [4] and shortest path-based [5] techniques which provided promising

c© Springer International Publishing Switzerland 2015
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results. The use of active contours was proposed in [6,7], which also provide
appropriate segmentation; and in [8], which additionally included a correction
phase to eliminate possible mistakes that typically appear in presence of vessel
shades or in case of altered layers. In this paper, a novel approach is proposed
for choroid segmentation based on texture analysis, since previous research [9]
demonstrated the adequacy of using textural properties to discriminate regions
which belong to the choroid layer and regions do not.

This paper is organized as follows: Sect. 2 explains the methodology designed
for the segmentation of the choroid, Sect. 3 presents the experimental results,
and Sect. 4 includes the conclusions and future lines of research.

2 Research Methodology

A 3-step methodology has been designed to segment the choroid layer: (1) the
input image is preprocessed and the region of interest is determined, (2) textural
information is used to characterize the choroid, and (3) the choroid is segmented.
Each stage is subsequently explained in depth.

2.1 ROI Extraction

In order to establish the region of interest (ROI), in which the further analysis
will take place, upper boundary of choroid is segmented using the active contour-
based process described in [8]. Once the ROI is located, borderline between
choroid and sclera (see Fig. 1(a)) must be determined. To do that, sampled win-
dows of w × h are obtained from the ROI and their texture descriptors are
computed as following explained.

2.2 Texture-Based Characterization

Texture is used for choroid characterization by discriminating between regions
which belong to the choroid from those which do not. Thus, texture descriptors
are extracted from the ROI and then a process of classification is performed using
marks provided by specialists. Several techniques for texture analysis could be
applied and, in this study, five popular methods were tested in order to extend
previous research [9]: Butterworth filters, Gabor filters and the discrete wavelet
transform as signal processing methods; Markov random fields as a model based
method; and co-occurrence features as an statistical method.

Butterworth Band-Pass Filters. [10] are frequency domain filters that have a
flat response in the band-pass frequency, which gradually decays in the stopband.

A bank of 9 s order filters, designed to cover the whole frequency spectrum,
is used in this research. By that means, the filter bank maps each input image
into 9 filtered images, one per frequency band.

The results of each frequency are normalized, and then the uniform his-
tograms of their output images are computed. The uniform histograms are
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obtained as follows: given all the filtered images of an specific frequency band,
the limits of the histogram are defined so that each bin contains a maximum
of N

Nbins
pixels, where N is the number of pixels in the corresponding frequency

and Nbins the number of histogram bins.

Gabor Filters. [11] are complex exponential signal modulated by Gaussian
functions widely used in texture analysis.

A bank of filters is created with 16 Gabor filters centered at 4 frequencies and
4 orientations. Thus, the filter bank maps each input image to 16 filtered images,
one per frequency-orientation pair. Using the same idea as in Butterworth filters,
the feature vector is created by generating the uniform histogram with non-
equidistant bins.

Discrete Wavelet Transform. [12] generates a set of wavelets by scaling and
translating a mother wavelet to create high-pass (H) or low-pass (L) filters.

The wavelet decomposition of an image consists in applying wavelets horizon-
tally and vertically in order to generate 4 subimages at each scale (LL, LH, HL
and HH), which are then subsampled by a factor of 2. After the decomposition
of the input image, the process is repeated n − 1 times over the LL subimage,
where n is the number of scales considered.

Some statistical measures are used to create the feature descriptor, which is
composed of the mean and the absolute average deviation of the input and LL
images, and the energy of the LH, HL and HH images. Note that in this study,
the simplest nontrivial walevet Haar was used as mother wavelet.

Markov Random Fields. (MRF) [13] construct an image model whose para-
meters capture the essential perceived qualities of the texture. They generate
a texture model by expressing the gray values of each pixel in an image as a
function of the gray values in its neighborhood.

The concept of neighborhood is defined as the set of pixels within a dis-
tance d and, in this paper, the Chebyshev distance is considered. Additionally,
the Markov process for textures is modeled using a Gaussian MRF, and the
descriptor of an input image is composed of the directional variances [14].

Co-occurrence Features. [15] is a popular and effective texture descriptor
based on the computation of the conditional joint probabilities of all pairwise
combinations of gray levels, given an interpixel distance and an orientation.

Using the Chebyshev distance, the method generates a set of gray level
co-occurrence matrices, and computes 14 statistical measures from their ele-
ments [15]. Finally, the mean and the range of these 14 statistics are calculated
across matrices and a set of 28 features composes the texture descriptor.
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2.3 Choroid Segmentation

In this stage, and taking into account the marks made by the experts, a clas-
sifier is used to discriminate between regions belonging to choroid from those
corresponding to sclera. More specifically, a support vector machine (SVM) [16]
is used to determine if they belong to choroid or not by using the textural infor-
mation previously computed. Note that, in this step and for efficiency reasons,
the image is sub-sampled and not all its windows are analyzed.

Next, the contour of the biggest area in the image corresponding to pixels
classified as choroid is searched. In order to eliminate spurious pixels from further
analysis, the morphological operator closing [10] is applied. Therefore, choroid
is determined by upper boundary detected in Sect. 2.1 and the lower boundary
of the detected contour, which is fitted to a curve in order to smooth the data.

3 Results

This method has been tested over a dataset of 63 two-dimensional EDI-OCT
images of the retina extracted with a Spectralis OCT scanner, with an axial
resolution of 5µm. Windows extracted from the ROI have a size of 31 × 31
pixels according to previous experimentation [9]. Regarding the classification
procedure, a SVM with radial basis kernel and automatic parameter estimation
was trained [17], and a 10-fold cross validation [18] was performed. Different
parameter configurations were considered to analyze the performance of the five
textural descriptors considered, and so five experiments were carried out.

The first experiment was performed using a bank of 9 Butterworth filters,
and 16-bin histograms. Table 1 shows the results obtained for each frequency
band separately and, as can be seen, the results are quite stable since all the
frequencies provide accuracies over 80 %. However, the lowest frequencies are the
most discriminative ones with maximum accuracy over 87 %.

The second experiment was performed using Gabor filters, and different num-
ber of bins to create the uniform histograms. Table 2 depicts the results for the
different histogram sizes considered. In this case, it should be highlighted the
effectiveness of this method for the problem at hand, since it provides accuracies
over 95 % regardless of the number of bins.

Table 1. Butterworth filters: SVM accuracy (%) for different frequency bands.

1 2 3 4 5 6 7 8 9

86.98 87.59 86.07 84.55 84.47 84.14 83.92 81.53 81.25

Table 2. Gabor filters: SVM accuracy (%) for different numbers of bins.

3 5 7 9 11

95.28 95.81 95.73 95.59 95.67
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Table 3. Discrete wavelet transform: SVM accuracy (%) for different scales.

1 2 3 4

91.17 94.50 89.33 86.31

Table 4. Markov random fields: SVM accuracy (%) for different distances.

1 2 3 4 5 6 7

75.86 84.75 86.76 83.37 81.07 79.85 79.02

Table 5. Co-occurrence features: SVM accuracy (%) for different distances.

1 2 3 4 5 6 7

96.54 96.88 96.60 96.46 96.29 95.91 96.07

The third experiment was performed with the discrete wavelet transform and
aimed at analyzing different number of scales. Table 3 illustrates the results and
demonstrates the adequacy of using a lower number of scales. Concretely, the
best result is obtained when using 2 scales, with an accuracy over 94 %.

Fig. 1. Delimitation of the choroid: (a) a representative EDI-OCT image with the
layers marked in yellow, and the extracted ROI squared with a red-dot line, (b) the
pixels of the zoomed ROI classified as choroid (red) or not (green), and (c) the final
choroid delimitation (Color figure online).
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The fourth experiment was carried out using Markov random fields and aimed
at comparing different neighborhoods. Table 4 presents the results for each dis-
tance individually and, as can be seen, the intermediate distances are more dis-
criminative than the lowest and highest ones. Note that the best result surpasses
the 86 % of percentage accuracy.

The fifth experiment was related to co-occurrence features, and its target is
to analyze the impact of using different distances. Table 5 shows the results and,
as well as Gabor filters, co-occurrence features technique is very appropriate for
this problem since it provides accuracies over 95 % regardless of the distance
considered. However, the best accuracy obtained in this case is over 96 % and so
this method outperforms all previous results.

Regarding the choroid characterization, Fig. 1(a) depicts a representative
sample EDI-OCT image, in which the choroid has been identified and its ROI
extracted (see the red-dot line). Then, Fig. 1(b) shows the results of the clas-
sification performed over sample pixels in the zoomed ROI. Finally, Fig. 1(c)
presents the layer segmentation obtained after applying the steps described in
Sect. 2.3. As can be seen in these figures, this approach provides reliable results
and so it is suitable for the choroid segmentation task.

4 Conclusions

A methodology for choroid segmentation has been presented, based on texture
analysis. It locates the region of interest of an input image, analyzes its low-level
features through different texture extraction techniques, and finally segments
the choroid layer by means of a SVM and morphological operators.

In general terms, all the texture analysis methods perform quite well pro-
viding results over the 85 % in some cases, but co-occurrence features analysis
generates the best results with maximum accuracy over 96 %. Thus, these results
demonstrate the adequacy of texture analysis to discriminate between regions
from the choroid and regions from other layers, i.e. to characterize the choroid.
Additionally, the choroid segmentation, with the developed strategy, is feasible
with very promising results.

As future research, the authors plan to improve the proposed methodology
by including the information between frames in the sequence.
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8. González-López, A., Ortega, M., Penedo, M.G., Charlón, P.: Automatic robust
segmentation of retinal layers in oct images with refinement stages. In: Campilho,
A., Kamel, M. (eds.) ICIAR 2014, Part II. LNCS, vol. 8815, pp. 337–346. Springer,
Heidelberg (2014)
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Abstract. The segmentation of Computed Tomography images is an
extremely challenging task due to the heterogeneities of the regions,
their textured intensities, the presence of noise and the blurred edges
which define the limits of the different areas. In this work, we propose a
method for obtaining a segmentation of the abdominal region in Com-
puted Tomography images based on the analysis of the global distribu-
tion of the intensity values in the whole data set and the local distribution
within the neighborhood of each pixel. The global information is used to
obtain an initial approximation, whereas the local data are analyzed to
extract a much more accurate and complete segmentation. The combi-
nation of both scales allows obtaining a quite satisfactory segmentation
in an automatic way.

1 Introduction

Computed Tomography (CT) is an imaging technique which processes X-rays
in order to generate cross-sectional images (slices) of a part of the body or an
object. These images are widely used for diagnostic purposes in numerous med-
ical disciplines. The pixels corresponding to the different tissues and structures
are shown according to their radiodensity on the Hounsfield scale (from −1024
to +3071 Hounsfield units).

Different approaches have been proposed to perform the segmentation of sev-
eral types of images, from graph-based algorithms [1] to atlas-based systems [2]
and region-growing schemes [3]. Active contours are one of the most commonly
used approaches for the segmentation of textured regions and areas without
clearly defined edges, using region descriptors or statistical information [4–6]. If
we focus on medical images, texture descriptors and statistical information have
been applied in [7].

In this work, we propose a method for obtaining a segmentation of the dif-
ferent tissues and organs of the abdominal region in Computed Tomography

c© Springer International Publishing Switzerland 2015
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images combining two types of information. On the one hand, the analysis of
the global distribution of the intensity values in the whole data set provides an
initial approximation of the regions in the image collection. On the other hand,
the local distribution within the neighborhood of each pixel (or voxel) allows
refining the segmentation and gradually discriminating the uncertain cases.

First, the images are filtered to reduce noise and homogenize the regions. The
noise reduction stage is based on Perona-Malik filtering [8], a partial differential
equation in which diffusion is not performed isotropically, but depending on
the gradient, so that the boundaries of the regions are preserved while noise
is diffused and reduced. Afterward, an initial classification of the most clearly
defined regions is performed using the global analysis. It basically consists in
extracting the most relevant values from the intensity histogram of the whole
data set, but considering the filtered data and smoothing the results to eliminate
the false maxima. Then, the uncertain pixels are associated to one of the labels
(regions) according to their similarity and proximity to the already classified
neighbors. This process is a modified statistical mode in which the scores in
the voting scheme take into account how close two points are located and how
similar their intensities are. Finally, a regularizing morphological filter is applied
to obtain a smoother segmentation. Even if the regions are heterogeneous or
the contours are not well defined, we are able to extract a segmentation of the
different elements.

The rest of the paper is structured as follows: In Sect. 2, the anisotropic filter
is explained. Section 3 describes the global analysis, whereas Sect. 4 explains
the local one. Section 5 presents the morphological filter used to regularize the
results. Finally, Sect. 6 includes some results and our main conclusions.

2 Anisotropic Filtering

This first stage aims to reduce irrelevant or spurious edges by decreasing the
amount of noise, but preserving the important edges. Furthermore, we try to
homogenize the textured regions to make them more suitable for an automatic
segmentation. With this purpose, we apply a 3D adaptation of Perona-Malik
filtering [8]:

ut = div (k (‖∇u‖) ∇u) , (1)

where we use:

k (x) = e−βx. (2)

Since we work with a series of uniformly spaced slices in the tomography,
we can apply this filter in three dimensions, so that it also takes into account
the neighbors in the previous and next images in the CT, i.e., the values at the
same position in the neighboring images. However, the distance between two
consecutive images is usually different to the distance between the pixels within
a single image, and different weights must be assigned to the neighbors in the
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different coordinates. This way, we filter the 3D image as a whole, and not each
slice separately.

Depending on the similarity of the various elements in the 3D image, their
contrast and texture, the value of β in (2) can be adapted, as well as the number
of iterations in the following discrete approach:

un+1
i,j,k = un

i,j,k +
dt

2 (dh)2
M

(
un

i,j,k

)
, (3)

where M
(
un

i,j,k

)
is the result of convolving at each point (i, j, k) in the iteration

n with the 3 × 3 × 3 mask, whose coefficients are:

Ci+a,j,k = ki+a,j,k + ki,j,k

Ci,j+a,k = ki,j+a,k + ki,j,k

Ci,j,k+a = ki,j,k+a + ki,j,k

Ci,j,k = −ki+1,j,k − ki−1,j,k − ki,j+1,k

−ki,j−1,k − ki,j,k+1 − ki,j,k−1 − 6ki,j,k (4)

and a ∈ {−1, 1}. The values of ki,j,k are obtained from (2) as follows:

ki,j,k = e−β‖∇u‖i,j,k . (5)

An increase of β preserves more edges, but also noise. Therefore, its value
must be adapted to the amount of noise present in the image and the relevance
of the edges to be considered. Figure 1 shows the effects of this type of filtering
in a slice of a tomography.

Fig. 1. Anisotropic filtering: (a) original image, (b) filtered image.



Analysis of Global and Local Intensity Distributions for the Segmentation 497

3 Global Segmentation

The Hounsfield scale is a quantitative scale for describing radiodensity. This scale
defines a range of values to measure the density of the tissues and substances
from −1024 to +3071 (we rescale these values into a range from 0 to 255).
However, the regions are not completely uniform and homogeneous and each
tissue has a range of values for its density in this scale, which means that the
intensity of the pixels varies from one region to another within the same organ
or tissue. Nevertheless, a reference value can be extracted from the images in
the series in order to consider it as a class representative of the density values
of the organ.

The second stage of our method focuses on determining the most significant
intensities in the data set and grouping together those points where the radio-
density (intensity) is close to a certain class representative. By analyzing the
intensity histogram, a series of concentration values which act as representatives
of the regions, as well as their corresponding attraction ranges (intervals which
converge toward those values) are extracted. In order to obtain the most suitable
values, instead considering a single image, we calculate the combined histogram
of the whole series, in such a way that the same representatives are used for all
the images. Furthermore, the histogram is smoothed by averaging the values in
the histogram with the neighbor bins so that small oscillations do not gener-
ate false maxima. From this smoothed histogram, we extract the maxima and
a range around each one of them. Usually, four or five different intensity ranges
are extracted.

As observed in Fig. 2, after having applied the anisotropic filter described in
the previous section, the shape of the histogram is much more suitable for our
purpose and, after smoothing it, the maxima are more clearly defined.

Fig. 2. Extraction of the region representatives: (a) histogram of the initial series,
(b) histogram after applying the anisotropic filter, and (c) smoothed histogram with
the representatives and the ranges. The horizontal axis corresponds to the intensity
while the vertical axis represents the percentage of pixels with each intensity value.

Since the ranges of intensities corresponding to different tissues may overlap,
we use narrow ranges to label only the most reliable points. As illustrated in
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Fig. 3. Initial segmentation: (a) original image, (b) labeling of the pixels within the
different ranges.

Fig. 3, using these ranges, we classify the pixels and obtain an initial approxima-
tion. However, this initial classification of the points leads to some misclassified
sections, and regions which are quite uncertain to be labeled. Therefore, a further
process must be applied, as described in the next section.

4 Local Analysis

Using the intensity of a single pixel to determine to which region it belongs is
frequently misleading. The textures, irregularities and noise present in this type
of images cause the misclassification of several pixels. Therefore, it is impera-
tive that the information of the neighborhood be used to improve this labeling
process.

This third stage improves the initial approximation by using local statistics.
A weighted mode is calculated for every pixel. This consists in an analysis of
the distribution of the labels (classes to which the pixels are associated) within
the neighborhood of each pixel, but weighting the contribution of each neighbor
according to the distance to the reference pixel and the difference in intensity.
The closer the pixels and the more similar their intensities, the higher the contri-
bution of the corresponding label to calculate the local distribution. Thus, when
analyzing the mode around the pixel p, its neighbor n adds the following weight
to the score of its label:

wp
n = e−k1s(p,n)e−k2d(p,n), (6)

where s(p, n) is the distance between both pixels, d(p, n) is the difference between
their intensities, and k1 and k2 are balancing factors.

If the score of the weighted mode (label with the highest score) exceeds a
given threshold, this is considered the most reliable value for the label of this
point. If no label reaches the required score, the point is not labeled in this
iteration, and left for a subsequent one. This results in a propagation scheme
from the most reliable areas to the most uncertain ones. This method allows
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Fig. 4. Evolution of the segmentation when the weighted mode is applied: from (a) to
(d), examples of several iterations in the labeling process using local information.

extracting an initial approximation for different structures, such as the bones,
the liver, the spleen, the stomach or the vessels, as observed in Fig. 4, where the
evolution of the regions is shown. As observed, the weighted local mode allows
aggregating the uncertain pixels to the right regions and even correcting the
misclassified ones.

5 Regularization

With the goal of smoothing the edges and filling the small holes remaining in
the segmentation, thus avoiding an extremely irregular contour, we apply a reg-
ularizing morphological filter. This filter, based on the equivalent one described
for two dimensions in [9,10], controls the curvature of the contour as follows:

∂u

∂t
= g (I) ‖�u‖

(
div

( �u

‖�u‖
))

. (7)

In order to implement this kind of regularization, we consider the SId and
ISd operators:
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(SIdu) (x) = sup
S∈B

(
inf

y∈x+hS
u (y)

)

(ISdu) (x) = inf
S∈B

(
sup

y∈x+hS
u (y)

) (8)

where sup is the supremum or least upper bound and inf is the infimum or
greatest lower bound (h is a scale factor). The base B is a set of 9 planes (since
we work with a 3D image, we deal with 9 planes instead of the 4 lines used
in [9,10]), which cover all the possible planes within the neighborhood of the
point which is being considered. Figure 5 illustrates the 9 planes used in this
process. The combination of both operators generates a smoother contour by
performing erosion and dilation processes.

Fig. 5. Planes used in the 3D morphological regularization filter.

,

Fig. 6. Three-dimensional reconstruction of (a) a part of the aorta and (b) a section
of the liver.

6 Results and Conclusion

After the regularization process described in the previous section, we can com-
bine the set of voxels associated to a particular label (range of intensities) and
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extract a three-dimensional reconstruction of a section of an organ or a tissue.
Figure 6 illustrates the reconstruction of a section of the aorta and a section of
the liver, with the vessels which cross through it. As observed in this wire-frame
model, the segmentation is satisfactory and useful to analyze the shape of the
corresponding organ and detect possible abnormalities or pathologies that may
appear.

The method which has been proposed is able to cope with the segmentation of
this challenging type of images. The combination of two scales, the global ranges
provided by the whole series of images and the detailed information obtained
from the local neighborhood, allows segmenting the regions with no prior initial-
ization of manual delimitation. In addition, the previous filtering process and the
subsequent regularization improve the segmentation and generate more robust
results.

References

1. Grady, L.: Random walks for image segmentation. IEEE Trans. Pattern Anal.
Mach. Intell. 28(11), 1768–1783 (2006)

2. Okada, T., Yokota, K., Hori, M., Nakamoto, M., Nakamura, H., Sato, Y.: Construc-
tion of hierarchical multi-organ statistical atlases and their application to multi-
organ segmentation from CT images. In: Metaxas, D., Axel, L., Fichtinger, G.,
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9. Álvarez, L., Baumela, L., Márquez-Neila, P., Henŕıquez, P.: A real time morpho-
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Abstract. The High Efficiency Video Coding (HEVC) is the latest stan-
dard, providing the same quality as its predecessor H.264/AVC at about
half of the bit-rate. An increasing demand for higher quality and bet-
ter resolutions in mobile applications require the use of more efficient
video codecs, but the high computational complexity of HEVC poses
problems to resource-constrained devices and portable equipment with
limited batery-life. Despite the fact that video coding complexity is much
higher than decoding, in most user devices, video decoding is used more
often than encoding, thus particular attention must also be given to
HEVC decoders. This paper presents an experimental study and com-
plexity analysis of the HEVC decoder’s behaviour when decoding 4k ultra
high definition (UHD) and HD video sequences on multi-core platforms,
such as those of the most recent mobile devices. It is shown that when
tile partitioning is used, different tiles have different decoding complex-
ities. These findings are relevant for devising dynamic tile partitioning
schemes capable of achieving load balancing in video decoders running
on multi-core platforms.

Keywords: Video decoding · HEVC complexity · Video complexity-
map

1 Introduction

Recent studies concluded that video data is becoming the major part in consumer
internet traffic with a predicted share between 80 %–90 % by 2018 [1]. This is
supported by mobile devices where increasing screen resolutions enable them to
playback high definition (HD) video, which is usually streamed or downloaded
over mobile networks. Besides, there are already broadcast services using 4 K
ultra-high definition (UHD) video delivered over TV networks, reaching different
types of usage environment, such as multiscreen, interactive, etc.

This fast evolution requires the use of more efficient video codecs that are
able to deal with increased video resolutions, without too much computational
complexity. The High Efficiency Video Coding Standard (HEVC) [2] is the most
recent standard. It is able to reduce the bitrate by 50 % in comparison with
c© Springer International Publishing Switzerland 2015
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H.264/MPEG4-AVC (for the same quality), but its computational complexity
can be more than 10 times greater [3].

In the development phase of HEVC it was taken into account that contem-
porary and future mobile architectures are parallel (multi- and many-core). As a
consequence, built-in parallelism is now offered by the standard. By distributing
the workload of HEVC decoder on multiple cores, the total decoding compu-
tational complexity can be reduced in order to potentially improve the overall
energy efficiency, leading to increased battery-life in the mobile user devices.
For high-level parallelism, HEVC currently supports different picture partition
strategies such as entropy slices, wavefront parallel processing (WPP) and tiles
to fulfil these requirements [4–6].

In this paper, the tile partitioning mechanism supported by HEVC is ana-
lyzed in regard to its decoding complexity for the purpose of load-balancing
in multi-core platforms. A complexity model is devised and computed for each
frame generating a decoding-complexity map, which demonstrates that load-
balancing may benefit from dynamic tile partitioning. The paper is organized
as follows. Section 2 presents a complexity model for HEVC decoding, based
on computational complexity. Section 3 presents HEVC parallel tools with spe-
cial emphasis on tile partitioning. Section 4 analyzes load-balancing of HEVC
decoders based on a tile partitioning scheme using a dynamic frame-based com-
plexity map to define the best tiles for encoding. Finally, Sect. 5 concludes the
paper.

2 Complexity Model for HEVC Decoder

In order to identify the most time-consuming modules in the HEVC decoder, two
different methods were used: the decoding time, measuring the execution time of
each functional module with the help of the code profiler Intel Vtune Amplifier
XE 2015; and Pixel Level Complexity (PLC), which is a complexity measurement
method agreed by the experts in the AHG [9]. It consists in counting the number
of pixels affected by each of the main functional modules during the decoding
process. The main modules are Inter (Motion Compensation), Intra, Inverse
Transform, Deblock Filter and SAO filter.

The profiling setup was composed by reference decoder HM 15.0 running on
Intel i7-2400 2.4 GHz CPU with 24 GByte memory under the operating system
of Microsoft Windows 7. All tests were conducted following common HEVC tests
conditions and software reference configurations defined in [10]. The tests were
performed for three types of coding configurations:

– All Intra: The main goal of intra coding in HEVC is to compress each frame
on its own by finding the best predictions on a block-by-block basis using only
information contained within the same frame;

– Random access: A configuration set for applications or services requiring rela-
tively frequent (approximately 1 s) random access refreshes (representing such
applications as broadcast video), This configuration emulates what may be
used in a broadcasting environment;
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– Low delay: This is intended for applications or services requiring low algo-
rithmic delay (representing video usage for real-time communication with no
picture reordering between decoder processing and output). In this work only
low delay using B slices were used. This configuration is particularly suitable
for videoconferencing.

Test sequences with two different resolutions have been used: HD
(1920× 1080 or 1080p) which is representative for current high definition sys-
tems, and 4k (UHD-1 or 3840× 2160 or 2160p) which is representative for the
next generation of high quality video. For 1080p, the five class B sequences from
the JCT-VC test set have been used with frame rates of 24, 50 and 60 frames
per second (fps).

For 2160p120, two sequences from the Tampere University UHD-1 test set
have been selected, namely HoneyBee and Bosphorus. To get some insight about
the decoding complexity of different configurations, Table 1 presents the total
decoding time (sec.) measured for various sequences.

Table 1. Total decoding for ALL Intra (AI), Random Access (RA) and Low Delay B
(LB) using different QP, e.g., AI27 stands for All Intra with QP = 27.

Sequence Time (s)

AI27 AI32 RA27 RA32 LB27 LB32

Kimono 35.1 32.3 22.3 21.1 23.1 19.4

ParkScene 51.1 43.2 22.7 21.1 24.1 19.7

Cactus 103.2 89.0 43.0 35.2 43.1 33.5

Basketball Drive 92.3 76.2 47.3 42.2 52.1 46.0

BQTerrace 145.2 119.1 55.3 38.7 57.6 48.2

Bosphorus 382.5 353.2 265.49 186.6 203.0 175.2

HoneyBee 345.0 310.1 248.7 268.2 198.2 155.2

Table 2 shows the decoding complexity obtained by using the two complexity
measurement methods described earlier. The first column presents the main
functional modules of HEVC decoder. Column PLC represents the number of
pixels processed by each of the corresponding modules. Since this method only
counts pixels for the five main functions shown in the Table, the class Others is
not used in this column. The next column to the right shows the percentage of
time spent in each functional module, followed by the respective time in seconds.
The fifth column shows the ratio time/pixel, i.e., the estimated time that takes
to process each pixel in each particular function. Finally Normalized K shows
five constants normalized to Intra Prediction Time/Pixel time. These constants
are utilized to calculate the complexity of each CU within a frame, that will be
used to generate a frame’s complexity map.

Then, the average K for all sequences per functional module is calculated.
Table 3 shows the result of this average for each decoder’s module.
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Table 2. Results for sequence Kimono (1920× 1080@24 Hz, QP27.

Modules PLC T(%) T(s) T/Pel(s) Normalized K

Motion Compensation 458551808 51 % 11.37 2.48E−08 Kinter=1.45

Intra Prediction 39112192 3 % 0.67 1.71E−08 Kintra=1.00

Inverse Transform 120137328 5 % 1.12 9.28E−09 Ktransf=0.54

Deblocking Filter 75534608 14 % 3.12 4,13E−08 Kdeblock=2.42

SAO Filter 67434068 4 % 0.89 1,32E−08 Ksao=0.77

Others −− 23 % −− −− −−

The K values are then used to compute the total complexity of each CU on
a frame-by-frame basis, according to Eqs. 1 and 2, where CUc is the estimated
complexity of a CU, Pels(m) is the number of pixels processed by the functions
of module m and K(m) is the corresponding K value indicated in Table 3 for
the module m.

Table 3. Average k value for each decoding functional module.

INTER INTRA TRANSFORM DEBLOCK SAO

K 0.81 1 0.47 1.79 0.36

CUc =
∑
m∈M

Pels(m).K(m) (1)

M = {INTER, INTRA, TRANSFORM,DEBLOCK,SAO} (2)

Estimation of a complexity map is obtained for each frame by summing all
CUc of that frame as given by Eq. 3, where Framec represents the sum of all CUc

starting from the beginning of the frame until reaching the maximum number
(MAX) of CUs.

Framec =
i=MAX∑

i=1

(CUc)i (3)

Using this model we can obtain the complexity map of each frame in a
sequence, as is shown in Fig. 1 for a BasketballDrive sequence’s frame. Section 4
presents an application scenario using this complexity map.

3 HEVC Tools for Parallel Processing

Parallelism support by video codecs is essential nowadays, since they require
high computational effort as both the video resolution and complexity of cod-
ing/decoding algorithms are always increasing. Additionally, the dissemination
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Fig. 1. Complexity map, where different CUs have different decoding complexity.

of parallel architectures on consumer multimedia device market encourages the
development of solutions that exploit parallel processing. To correctly perform
parallel processing HEVC has laid down three mechanisms pertaining to data
partitioning and processing: Slices, Wavefront Parallel Processing (WPP) and
Tiles. Encoder application context is the deciding factor that influences the
choice of the best mechanism to use in each case. Slices are data structures
that were already adopted by the previous H.264/AVC standard, and are also
present in the HEVC standard. Its main objectives are resynchronization in the
case of data loss and packetized transmission [11].

WPP of the Coding Tree Unit (CTU) is a straightforward approach to achieve
parallelism for encoding and decoding, where slices are segmented into many
rows of CTUs which then undergo processing in accordance with the algorithm
shown in Fig. 2. The encoding of second CTU row begins only after completion
of encoding of first 2 CTU in the first row. The encoding of third CTU row
begins after completion of 2 first CTUs of second row and the process continues
in this manner.

Tiles consist of rectangular partitions in a frame that are created by defining
horizontal and vertical boundaries across a picture [5]. These boundaries must
coincide with the Coding Tree Blocks (CTB) boundaries, as can be seen in
Fig. 3. Tiles can be either uniform or non-uniform spaced. In uniform tiles, the
number of CTBs are evenly distributed by the encoder inside the partitions,
while in non-uniform tiles the number of CTBs per tile can be user-defined,
despite the definition of multiple tile partitions per frame has a size restriction,
where the minimum size defined is 256× 64 samples per tile [12]. For instance,
the maximum size of a CTB is considered (i.e., 64× 64 samples), the minimum
tile size is four CTBs wide per one CTB high [12].
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Fig. 2. Wavefront Parallel Processing encoding order.

This work is focused on the tiles mechanism. Next section presents a a sce-
nario application where the frame complexity map is used in order to balance
non-uniform tile partitioning according to decoding complexity.

4 Tile Partitioning for Load Balancing

As stated before, it is beneficial to employ the built-in parallelism offered by the
HEVC standard, taking into account that current and future mobile architec-
tures are parallel (multi- and many-core). Distributing the workload of HEVC
decoder on multiple cores, can be done based on the proposed complexity map,

Fig. 3. A frame divided into 9 Tiles.
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applying it to the tile partitioning of each frame, considering its unbalanced
complexity distribution nature.

A possible application scenario is presented in Fig. 4, where the endpoints
of the system is composed by two users, on the left hand side there is a video
encoder, called Video Server. On the right hand side there is a mobile multi-
core environment where one multi-core mobile device is intended to decode a
video bitstream previously encoded by Video Server. Assuming that the first
HEVC encoder used an agnostic configuration, which does not take into account
the computational effort required to the decoder, there might be useful to insert
some transcoding mechanism along the communication path, to modify the orig-
inal bitstream in order to decrease the required computational complexity for
decoding and/or to provide load balancing among several cores. Such transcoder
could be a cloud-based service that receives the original bitstream, decode it and
re-encode it using dynamic tile partitioning as explained in Sect. 3. In general
tile partitioning is fixed and equal in all frames, without taking into account the
different decoding complexity levels of each one. Using the proposed mechanism,
a complexity map is generated when decoding the original bitstream and this
information is passed to the HEVC encoder of the transcoder that will re-encode
it by adapting the tile size according to its decoding complexity. In this manner
the workload of each decoder core can be very similar, making it more suitable
and power efficient when running in multi-core devices.

Fig. 4. Transcoding system for load-balancing through dynamic tile partitioning

This mechanism was tested using all sequences in a quad-core system and all
frames were successfully partitioned in four tiles with similar decoding workload.

5 Conclusions

This paper presented an experimental study and complexity analysis of the
HEVC decoder’s behaviour when decoding 4k ultra high definition (UHD) and
HD video sequences. It is proposed a mechanism to balance the workload of
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a multi-core system according to the decoding complexity of each frame. This
mechanism makes use of the novel tile partitioning mechanism offered by HEVC
and the complexity map calculated by our method. The results show that it is
possible split a frame in tiles of different size but with similar decoding complex-
ity. This is particularly useful to improve the decoder performance in multi-core
platforms.
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Abstract. Frequency modulated continuous wave (FMCW) radar sys-
tems suffer from permanent leakage due to their continuous operation.
Especially in integrated circuits this leads to the well known issue of
on-chip leakage due to limited isolation between transmit and receive
circuitry. In addition, we investigate short-range (SR) leakage resulting
from signal reflections of an unwanted close object located a few centime-
ters distant from the antennas. We carry out an in-depth analysis of the
SR leakage and show that its residual phase noise in the intermediate fre-
quency signal exceeds the total noise floor of the system, hence degrading
the target detection sensitivity. We prove our analytical derivations with
a complete FMCW radar system simulation.

1 Introduction

Automotive distance measurement and safety systems are typically realized with
frequency modulated continuous wave (FMCW) radars. In contrast to pulse
based systems, the FMCW principle uses a linear chirp sequence as transmit
signal. The distance information is extracted by downconverting the reflected
waves with the instantaneous transmit signal. For a single static object in the
channel, this results in a sinusoid with constant frequency, which is termed beat
frequency. It is proportional to the round-trip delay time (RTDT) of the radio
waves and therewith also to the target distance.

The main advantage of the FMCW radar principle is that the instantaneous
transmit power can be significantly reduced compared to pulse based systems.
However, it suffers from permanent leakage of the transmit into the receive path.
Especially in semiconductors this is an issue since isolation between transmitter
and receiver circuitry is limited. The resulting on-chip leakage generates a beat
frequency close to zero, which is why it is often also termed DC-offset issue. There
is a vast literature on the leakage cancelation of such [1–4]. Several contributions
analyze the impact of other non-idealities in FMCW radar systems, such as phase
noise (PN) or the non-linearity of the chirp [6–8]. It is shown that these artifacts
have a severe impact on the overall system performance.

Differently, in this work we consider a setup with a fixed target in front of
the radar antennas, e.g. a fixture or cover, whose intermediate frequency (IF)
c© Springer International Publishing Switzerland 2015
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 513–520, 2015.
DOI: 10.1007/978-3-319-27340-2 64
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impact is unwanted and possibly interferes with the IF of other targets. We
analyze the effects of the short-range (SR) leakage on the IF signal spectrum
and show that the decorrelated phase noise (DPN) of the SR leakage exceeds the
additive white Gaussian noise (AWGN) from the channel, hence the detection
sensitivity is degraded significantly. Additionally, we point out the difficulties
arising when seeking for an SR leakage cancelation concept. Finally, we carry
out a full FMCW radar system simulation to evidence our analytical derivations.

The paper is structured as follows. In Sect. 2 the system model including the
on-chip and SR leakage is introduced. Then an analytical analysis on the impact
of the SR leakage is given in Sect. 3. Finally, in Sect. 4 the simulation results are
presented.

2 System Model

The FMCW radar system model including the on-chip and SR leakage is depicted
in Fig. 1. The PLL generates the chirp over a bandwidth B and duration T that
is used as transmit signal defined as

s(t) = A cos
(
2πf0t + πkt2 + ϕ(t) + Φ

)
, (1)

for t ∈ [0, T ]. The peak amplitude is A and the chirp start frequency is f0,
k = B

T is the sweep slope, ϕ(t) is the instantaneous PN and Φ is a constant
initial phase.

The channel comprises of the unwanted SR leakage as well as the targets
that are to be detected. The SR leakage is modeled with an RTDT τS and a
reflection factor AS . Equivalently, targets are modeled with τTm and ATm for
m = 1, . . . , M , where M is the number of targets in the channel. The channel
noise w(t) is modeled as white Gaussian noise and added to the receive signal
prior to amplification by the low noise amplifier gain GL. Lastly, the on-chip
leakage is modeled with an isolation factor AL and a delay τL. Note that due to
the physical setup we have τL < τS < τTm.

The receive signal is a superposition of the on-chip leakage, the SR leakage,
the target reflections and the channel noise, that is

r(t) = GT ALGL s(t − τL)︸ ︷︷ ︸
On-chip leakage

+GT ASGL s(t − τS)︸ ︷︷ ︸
SR leakage

+
M∑

m=1

GT ATmGL s(t − τTm)

︸ ︷︷ ︸
Target reflections

+GL w(t), (2)

where GT is the transmission power amplifier gain. Since the reflected signal
power decays steeply with the distance and the SR target is assumed to be only
a few centimeters away from the radar antennas, AS is in general significantly
larger than AL and ATm.
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Fig. 1. System model with targets, on-chip leakage and SR leakage.

The receive signal is downconverted with the instantaneous transmit signal
and lowpass filtered subsequently. Setting the initial phase Φ = 0 for simplicity
it is easy to show that the resulting IF signal is given as

y(t) = [s(t) r(t)] ∗ hL(t)

=
A2GT ALGL

2
cos (2πfBLt + ΦL + ϕ(t) − ϕ(t − τL))

+
A2GT ASGL

2
cos (2πfBSt + ΦS + ϕ(t) − ϕ(t − τS))

+
M∑

m=1

A2GT ATmGL

2
cos(2πfBTmt + ΦTm + ϕ(t) − ϕ(t − τTm))

+ wL(t), (3)

where hL(t) is the impulse response of a lowpass filter that eliminates the image
originating from the mixing process, fBL = kτL, fBS = kτS , fBTm = kτTm are
the beat frequencies and ΦL = 2πf0τL − kπτ2

L, ΦS = 2πf0τS − kπτ2
S , ΦTm =

2πf0τTm −kπτ2
Tm are constant phase terms. The respective channel noise in the

IF domain is described as wL(t) = [s(t)GL w(t)] ∗ hL(t).
Building on the introduced system model, an analysis of the SR leakage in

time and frequency domain is given in the next section.
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3 Short-Range Leakage Analysis

3.1 Time-Domain Analysis

The SR leakage’s IF signal from (3) is given as

yS(t) =
A2GT ASGL

2
cos (2πfBSt + ΦS + ϕ(t) − ϕ(t − τS)) . (4)

Typically the gain and the beat frequency fBS are evaluated for target detection
and distance estimation. In contrast, the DPN ΔϕS(t) = ϕ(t) − ϕ(t − τS) is a
noise term. Its name originates from the fact that with increasing target distance,
ϕ(t) and ϕ(t − τS) become more and more uncorrelated and the DPN increases.
On the other hand, that is why for the on-chip leakage the DPN can be neglected
as τL can be considered to be negligibly small.

Applying the cosine sum identity to (4) we obtain

yS(t) =
A2GT ASGL

2
cos(2πfBSt + ΦS) cos(ΔϕS(t))

− A2GT ASGL

2
sin(2πfBSt + ΦS) sin(ΔϕS(t)). (5)

Since the DPN can be considered sufficiently small, we can approximate
cos(ΔϕS(t)) ≈ 1 and sin(ΔϕS(t)) ≈ ΔϕS(t) such that

yS(t) ≈ A2GT ASGL

2
cos(2πfBSt + ΦS)︸ ︷︷ ︸
yS1(t)

− A2GT ASGL

2
sin(2πfBSt + ΦS)ΔϕS(t)︸ ︷︷ ︸

yS2(t)

. (6)

The first summand yS1(t) in (6) is the actual beat frequency signal while the
second summand yS2(t) is a noise term caused by the DPN ΔϕS(t). These two
summands are individually depicted in Fig. 2. Therein, the system parameters
were chosen according to a typical automotive application scenario, that is a
transmit power of 0 dBm, GT = 10dB, AS = −8 dB, τS = 1ns and GL = 20dB.
The PN is generated based on a typical PN power spectrum of a 77GHz PLL.
Note that in Fig. 2 the second summand is scaled for a better visibility of the
DPN’s effect. It can be observed that since the sin(·) term is 90◦ phase shifted
to the actual beat frequency signal, the second summand is largest at the zero-
crossings and smallest for the peak amplitude of yS1(t).

3.2 Frequency-Domain Analysis

With the approximation from (6) the DPN term ΔϕS(t) was extracted from the
cos(·) term. From the auto-correlation of the DPN, that is

cΔϕSΔϕS
(u) = E{ΔϕS(t)ΔϕS(t + u)}, (7)
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Fig. 2. Short-range leakage signal components in digital IF domain (approximation)
over a single chirp for τS = 1 ns (dS ≈ 15 cm).

its power spectral density (PSD) can be computed with the Wiener-Khintchine-
Theorem and is well known to be [5]

SΔϕSΔϕS
(f) = 2Sϕϕ(f) (1 − cos(2πfτS)). (8)

To determine the PSD of the overall error signal yS2(t) containing the DPN
we compute its auto-correlation

ryS2yS2(t, u) = E {yS2(t) yS2(t + u)}

=
(A2GT ASGL)2

4
E

{
ΔϕS(t)

1
2j

(
ej(2πfBSt+ΦS) − e−j(2πfBSt+ΦS)

)

ΔϕS(t + u)
1
2j

(
ej(2πfBS(t+u)+ΦS) − e−j(2πfBS(t+u)+ΦS)

)}

=
(A2GT ASGL)2

16j2
E{ΔϕS(t)ΔϕS(t + u)} [− (

ej2πfBSu + e−j2πfBSu
)

+
(
ej(2πfBS(2t+u)+2ΦS) + e−j(2πfBS(2t+u)+2ΦS)

)]
=

(A2GT ASGL)2

16j2
cΔϕSΔϕS

(u) [−2 cos(2πfBSu)

+ 2 cos(2πfBS(2t + u) + 2ΦS)] . (9)

From Fig. 3 and (9) it can be observed that yS2(t) is not a stationary process. Due
to the chosen parameters for a chirp duration of T = 100μs the beat frequency
signal of the SR leakage is evaluated over a single period in our example. The
signal yS2(t) can be considered as one period of a cyclostationary process with
the average auto-correlation as

r̄yS2yS2(u) =
(A2GT ASGL)2

8
cΔϕSΔϕS

(u) cos(2πfBSu), (10)
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since the last term in (9) vanishes due to the averaging process. Further, with
SΔϕSΔϕS

(f) from (8) the average PSD evaluates to

S̄yS2yS2(f) =
(A2GT ASGL)2

8
[Sϕϕ(f − fBS) (1 − cos(2π(f − fBS)τS))

+ Sϕϕ(f + fBS) (1 − cos(2π(f + fBS)τS))] . (11)

Finally, the beat frequency fBS is comparably small, that is 10 kHz in our
example. Thus, the average PSD from (11) can be approximated well as

S̄yS2yS2(f) ≈ (A2GT ASGL)2

4
Sϕϕ(f) (1 − cos(2πfτS)). (12)

We use (11) to investigate the sensitivity degradation caused by the SR
leakage. For that, the same system parameters as in Sect. 3.1 are used. The
resulting average PSD of yS2(t) is depicted in Fig. 3. It can be observed that
the DPN’s power contribution exceeds that of the AWGN from the channel for
frequency offsets larger than 200 kHz, which is the actual IF frequency range of
interest. Consequently, the overall noise floor of the system is increased and the
target detection sensitivity degraded.
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Fig. 3. Power spectral density of the PN and the DPN caused by the SR leakage for
dS = 15 cm. It exceeds the AWGN noise floor from the channel for frequency offsets
larger than 50 kHz, therewith degrading sensitivity of the FMCW radar.
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4 Simulation Results

In this section we carry out a full FMCW radar system simulation based on
Fig. 1 to evidence our analytical derivations. We consider a typical automotive
radar application scenario where the bumper is a few centimeters distant from
the radar antennas. The PLL has an output power of 0 dBm and ramps from 6 to
7GHz, thus B = 1GHz. Note that state of the art automotive radars operate at
77GHz, however the reduced frequency is used solely for computational reasons
and does not affect the results as the SR leakage is analyzed purely in the IF
domain.

The on-chip leakage is assumed with an isolation of AL = −40 dB and a
delay τL = 10ps, while the SR leakage has a reflection factor of AS = −8 dB
and a delay of τS = 1ns (distance dS ≈ 15 cm). Further, a single target is
considered within the channel at approximately 50m distance. The transmission
power amplifier and the LNA have a gain of GT = 10dB and GL = 20dB,
respectively.

As derived analytically in Sect. 3, the SR leakage’s DPN exceeds the chan-
nel noise floor at −140 dBm/Hz in the IF domain. Consequently the target at
3.3MHz cannot be resolved in the presence of the SR leakage. Also, cancelation
of the beat frequency signal only, that is yS1(t) in (6), does not improve the
sensitivity as the high-frequent noise remains in the IF signal.
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Fig. 4. Estimated power spectral density of the lowpass filtered IF signal. With the SR
leakage the noise floor is increased and thus the target at 3.3 MHz is covered in noise.

Conclusion

In this work we investigated the sensitivity degradation caused by an SR leakage
in an automotive FMCW radar transceiver. The decorrelated phase noise raises
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the total noise floor of the system and consequently limits the sensitivity of
the radar. A full FMCW radar system simulation is employed to evidence the
analytical derivations. For future work cancelation of the unwanted SR signal
reflection is aspired, however, for that the instantaneous PN or DPN in the
time-domain would need to be known.
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Abstract. We discuss possible approaches for the adaption of the step
width of Step-Adaptive Approximate Least Squares. We present and
compare two low complexity and practically feasible adaptation func-
tions whose parameters have been optimized based on computer sim-
ulations. We show that by applying these approaches the performance
deviation of Step-Adaptive Approximate Least Squares lies within the
single percentage range compared to the optimal least squares solution.

Keywords: Estimation · Least squares · Approximate least squares ·
Implementation

1 Introduction

The linear least squares (LS) estimation approach is an important concept in
electrical engineering, especially in digital signal processing. Example applica-
tions range from localization [1] and positioning [2], over robotics [3], power and
battery applications [4], biomedical applications [5], as well as image process-
ing [6].

For LS estimation we assume the following system model:

y = Hx + n (1)

where y is a measured vector, H is a known system matrix of dimension m × p,
n is a noise vector and x is the parameter vector that we want to estimate.

The linear least squares solution to this estimation problem is well known as

x̂LS = H†y. (2)

with the pseudoinverse H† = (HTH)−1HT . Such a direct calculation of the
solution as is often called batch solution in literature [7].

For many realtime applications a low complexity implementation is preferred
over an exact solution. For this reason the calculation of the batch solution is
usually avoided for such applications, due to its computational complexity and its
large memory requirements. To provide a low complexity approximate approach
for the LS estimation problem we developed a method that we call Approximate

c© Springer International Publishing Switzerland 2015
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Least Squares (ALS) [8]. It can be seen as a variant of the Kaczmarz algorithm
[9] for overdetermined and inconsistent linear equation systems.

ALS is based on the iterative least squares (ILS) approach that iteratively
calculates

x̂(k) = x̂(k−1) − μd(x̂(k−1)). (3)

Here hT
i is the ith row of H. The function

d(x(k−1)) =
m∑
i=1

2hi(hT
i x̂

(k−1) − yi) (4)

is the gradient of the least squares cost function

J(x̂) =
m∑
i=1

(yi − hT
i x̂)2 (5)

that has its minimum at x̂LS . It can be shown that for k → ∞, x̂(k) converges
to x̂LS given that the iteration step width μ fulfills 0 < μ < 1/(2s21(H)) [12],
with s1(H) as the largest singular value of H. Figure 1 schematically shows one
iteration of ILS. The gradient d(x(k−1)) can be seen as a sum of partial gradients

di(x̂(k−1)) = 2hi(hT
i x̂

(k−1) − yi). (6)

2 Approximate Least Squares

To reduce the complexity of this approach we proposed to use only one of these
partial gradients per iteration, leading to the ALS iteration:

x̂(k) = x̂(k−1) + 2μhk�(yk� − hT
k�x̂

(k−1)). (7)

Fig. 1. Schematical drawing of the gradient and partial gradients.
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In the above equation the operator “ �” is defined as: k� = ((k − 1) mod m) + 1
for a positive natural number k. For better readability we don’t write the depen-
dence of this operator on m in the operator’s symbol. For ALS m is always the
number of rows of the matrix H. Using this operator naturally allows to have
more iterations than the number of rows of H, which is typically required for
ALS to obtain a good performance.

As we described in [8], the error e(k) = x̂(k) − x of the above iteration can
be split into two parts

e(k) = e(k)0 + e(k)Δ , (8)

with e(k)0 as the error depending on the initial value x̂(0) of the algorithm before
the first iteration, and e(k)Δ as the error depending on the noise vector n. As we
showed in [8], the error e(k)0 goes to zero as the number of iterations goes to
infinity, while the noise dependent error e(k)Δ persists even if k → ∞. Due to the
cyclic re-use of the rows of H as well as the measurement values in y, the errors
e(k) converge to m different values for k → ∞:

e(mk+i) = e(mk+i)
Δ = e(i)Δ∞ for i = 1, . . . , m (9)

In Fig. 2 we plotted a typical case of the error norm of x̂(k) for an example
100 × 10 matrix H over the iterations k as well as the error norm of the algo-
rithm’s output x̂ALS , as described below. For better visibility, the error norm
of x̂ALS has been depicted has a horizontal line, although it is available only at
the end of the algorithm. When analyzing the norm of the error e(k) over the
iterations, one can see an oscillatory behavior. This comes from the fact that for
large k the ALS algorithm produces approximately the same m recurring error
vectors (up to the vanishing deviation e(k)0 ). To reduce the final error norm of
the vector output by the ALS algorithm, we introduced an averaging step in the
final m iterations of the algorithm.
The basic ALS algorithm is summarized in the following pseudocode (Algorithm:
ALS).

Algorithm: ALS
x̂ALS = 0
x̂(0) = 0
for k = 1, . . . , N do

x̂(k) = x̂(k−1) + µ2hk�(yk� − hT
k�x̂

(k−1))
if k > N − m then

x̂ALS = x̂ALS + x̂(k)

end if
end for
x̂ALS = 1

m
x̂ALS

Here N denotes the number of iterations of the algorithm and x̂ALS is the
approximation of x̂LS that is output by the algorithm. 0 denotes the zero vector.
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Fig. 2. ALS error norms.

As one can see from the algorithm’s description the averaging only has to be
done once, it therefore presents only a minor complexity increase (overall only
pm additions and p multiplications with the constant 1/m have to be performed
additionally).

As one can see in the above algorithm, if k reaches m, then for the following
iterations the first rows of H and the first elements of y are re-used again in a
cyclic manner. This approach has the advantage, that compared to ILS, about
m times less multiplications per iteration are required.

But ALS also has the drawback – as we show in [8] and as discussed above –
that for a constant step width μ, a persistent oscillating error e(k) = x̂(k) − xLS

exists, even if k → ∞. This error depends on the noise as well as on the parameter
μ of the algorithm. While a large value of μ leads to a fast decrease of the error
e(k)0 at early iterations it leads to a higher error e(k)Δ and thus to a high final error.
Choosing small values leads to small final errors but requires a large number of
iterations because the error e(k)0 is decreasing more slowly. Supporting these
findings, in [10] it has been shown that the ALS iteration converges to the LS
solution, if μ → 0 and k → ∞. However, for a practical application of the
algorithm, one is interested in a reduction method providing a fast convergence
close to xLS .

For this reason we proposed to adjust the step width μ of the algorithm
during the iterations. We call this approach Step-Adaptive Approximate Least
Squares (SALS) [11].

3 Step-Adaptive Approximate Least Squares (SALS)

In [11] we proposed to adjust the step width μ = μk at every iteration. For this
we divide the overall ALS iteration process into two phases, the reduction phase
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and the oscillation phase. In the reduction phase the error norm ‖e(k)‖2 decreases
while in the oscillation phase the error norm is approximately cyclically repeating
as described above. In Fig. 2 the reduction phase lasts the first 500 iterations.
During the reduction phase, the error part e(k)0 (due to the initial value x(0))
contributes most to e(k) in (8), thus a high value of μk should be used to decrease
the overall error. In the oscillation phase, the error e(k)Δ contributes most to e(k).
Here a high value of μ would prevent a further decrease of the error, thus a low
value of μk is beneficial in this phase. For the reduction phase we propose, to
use

μk =
1

2‖hT
k�‖22

. (10)

As one can show [11], this is the largest value of μ for which e(k)0 → 0
as k → ∞. To detect whether or not the algorithm is already in the oscilla-
tion phase we used the following method. The oscillation phase is characterized
by the occurrence of approximately the same error vectors, every m iterations.
When inspecting (7) one can see that the error vector is only influenced by the
term (yk� − hT

k�x̂
(k−1)). By comparing this value with the value m iterations

before one can detect the oscillation phase if the difference is below a predefined
threshold. After the oscillation phase is detected, the idea for SALS is to reduce

Algorithm: SALS
x̂SALS ← 0
x̂(0) ← 0
vk ← 0
vk−m ← 1
DontReduceMu ← True
for k = 1 . . . N do

vk ← yk� − hT
k�x̂

(k−1)

if DontReduceMu then
µ ← µk� according to (10)
if k� = 1 then

if |vk − vk−m| < vth then
DontReduceMu ← False
µ ← 1

2 max
i=1...m

‖hT
i ‖2

2

end if
vk−m ← vk

end if
else

µ ← f(µ)
end if
x̂(k) ← x̂(k−1) + µ2hk�vk
if k > N − m then

x̂SALS ← x̂SALS + x̂(k)

end if
end for
x̂SALS ← 1

m
x̂SALS
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the step width μ to as well reduce the final error of the ALS solution. The overall
SALS algorithm is presented in the following pseudocode (Algorithm: SALS).
The function f(μ) is used to reduce μ once the oscillation phase is detected.
The first reduction is done by setting μ to the minimum of the m values used in
the iterations before. In every following iteration μ is furthermore reduced via
a reduction function f(μ). In the following section we present and compare two
low complexity variants of f(μ).

4 Simulation Results

The aim of Approximate Least Squares is to provide a low complexity approx-
imate solution of the linear least squares problem. For this reason we restrict
ourselves to reduction functions causing only a negligible complexity overhead
compared to the basic ALS algorithm. We specifically compare the two reduction
functions

μk = μk−1 − s = f1(μk−1) (11)

as well as
μk = (1 − 2−c)μk = f2(μk−1), (12)

with a positive fractional s and a positive integer c. For (11) only one subtraction
per iteration is required, while for (12) only one shift operation and a subtraction
is required per iteration. Figure 3 shows simulation results for random H matrices
for ALS and SALS using these reduction functions, respectively. The entries
of these matrices have been sampled from a uniform distribution out of [0, 1].
Every simulation has been done for white Gaussian noise with zero mean and
standard deviation σ ∈ S = {10−4, 10−3, 10−2, 10−1, 1}, respectively. In the
SALS algorithms vth was set to 10−6.

For (11), we used s = μi/(N − i), with i as the iteration when the oscillation
phase was detected and μi as the corresponding step width, respectively. For
(12), c was set to �log2(N)�. These values of s and c have been found and
optimized by extensive simulations, respectively.

The figure shows the relative error of ALS and SALS, respectively, com-
pared to the optimum least squares solution. It shows the maximum relative
increase of the error norms of ALS and SALS, respectively, over the aver-
aged error norms of LS. The maximization has been done over the elements of
S: rALS = max

S

(
||x̂ALS−x||2
||x̂LS−x||2 − 1

)
and rSALS = max

S

(
||x̂SALS−x||2

||x̂LS−x||2 − 1
)
, respec-

tively. As one can see from these results, SALS performs significantly better than
the basic ALS algorithm. Its deviation to the least squares error norm is within
the single percentage range. For large H matrices f1 performs significantly better
than f2. For the simulated matrices with 1000 rows, the average error norm devi-
ation rSALS was below 2%. For a practical application, especially when thinking
of an implementation in fixed point precision, such an error deviation is typically
considered negligible.
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Fig. 3. Simulation results.

5 Conclusion

We present and compare different low complexity approaches for reducing the
step width of Step-Adaptive Approximate Least Squares. We show that with
Step-Adaptive Approximate Least Squares an error norm performance can be
achieved that is within the single percentage range compared to the optimal
least squares error performance. For many applications such an error norm can
be considered practically equivalent to the optimum least squares solution that
is obtainable only with a much higher computational effort.
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Abstract. In this paper we present four different approaches for the
computation of the extrinsic information by a soft-input soft-output
LMMSE detector used in a turbo equalization system. Moreover, we show
the equivalence of the four approaches. All methods apply a Gaussian
approximation, but at different stages, e.g. Gaussian approximation on
the LMMSE filter output. Each approach offers different strategies for
reducing the computational complexity, where the factor graph approach
is the most promising solution.

Keywords: Extrinsic information · Factor graph · Gaussian message
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1 Introduction

Turbo equalization is an important receiver concept for coded communication
systems, achieving impressive performance gains [1]. It consists of a soft-input
soft-output (SISO) decoder and a SISO detector, which iteratively exchange reli-
ability (soft) information of the code bits. The soft information passed between
the two components is referred to as extrinsic information, since a priori infor-
mation is excluded. Usually, extrinsic information is represented in the form of
log-likelihood ratios (LLRs). In this paper we present four different approaches
for the extrinsic LLR computation by a SISO linear minimum mean square error
(LMMSE) detector. All methods apply a Gaussian approximation, but at different
stages. The first approach, referred to as Tuechler approach [2], applies LMMSE
filtering for data symbol estimation, where a priori information of the concerned
symbols is excluded in the filter coefficient computation. Extrinsic LLRs of the
code bits are computed based on the Gaussian approximation of the LMMSE fil-
ter output. In the second approach, referred to as joint Gaussian (JG) approach
[3], the extrinsic LLRs of the code bits are derived based on the Gaussian approxi-
mation of the noise-plus-interference component with respect to a particular data
symbol. The third method, referred to as Gaussian model approach [4], temporar-
ily assumes that the data symbols are Gaussian distributed1. Then, a conventional
1 Usually, data symbols are drawn from a discrete symbol alphabet (e.g., binary phase

shift keying (BPSK)).
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Fig. 1. Block diagram of a coded communication system with iterative receiver (turbo
equalization). Note that for simplicity (de)interleaving is omitted.

MMSE estimation is performed resulting in a posteriori mean and variance of each
data symbol. By excluding the a priori means and variances of the symbols results
in extrinsic means and variances, which are used to compute the extrinsic LLRs.
In the fourth approach, referred to as factor graph (FG) approach, Gaussian mes-
sage passing on a factor graph results in output messages, characterized by their
means and variances, that coincide with the extrinsic means and variances derived
in the Gaussian model approach.

For BPSK it was shown in [5] that the Tuechler, the JG and the Gaussian
model approach are equivalent. Moreover, for higher order modulation schemes
the equivalence between the Tuechler and the Gaussian model approach was
proven in [4]. The main contributions of this paper can be summarized as follows:

– We show the equivalence between the JG and the Gaussian model approach for
higher order modulation schemes. Hence, we can conclude that the Tuechler,
the JG and the Gaussian model approach are equivalent.

– We propose a fourth approach for computing the extrinsic LLRs by applying
Gaussian message passing on a factor graph and show its equivalence to the
aforementioned methods.

The paper is organized as follows: In Sect. 2 we introduce the system model.
Section 3 discusses the four approaches for computing the extrinsic LLRs and
in Sect. 4 the equivalence between the approaches is shown. Finally, Sect. 5 con-
cludes the paper.

Notation: We use lower-case bold face variables (a, b, . . . ) to indicate vectors
and upper-case bold face variables (A, B, . . . ) to indicate matrices. The identity
matrix is defined by I, a zero-vector of size M is given by 0M and I(·) denotes the
indicator function. To indicate a diagonal matrix with the elements of the vector
a on its diagonal we use diag(a). The transposition or conjugate transposition of
a vector/matrix is denoted by (·)T and (·)H, respectively. A complex multivariate
Gaussian probability density function (pdf) is denoted by CN (m,V), with m
as its mean vector and V as its covariance matrix.

2 System Model

We consider a coded communication system with turbo equalization at the
receiver as depicted in Fig. 1. At the transmitter a sequence of information bits b
is encoded and interleaved yielding the codeword c. The codeword is divided into
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N blocks of length Q, i.e. c = [c1, . . . , cN ]T with cn = [cn,1, . . . , cn,Q]T. Each bit
vector cn is mapped to a (complex-valued) symbol xn ∈ X = {α1, . . . , αM}. The
finite symbol alphabet X contains M = |X | = 2Q symbols, and each symbol αi

corresponds to a certain bit pattern. The symbol sequence x = [x1, . . . , xN ]T is
transmitted over a channel (e.g., intersymbol interference (ISI) channel) repre-
sented by the matrix H ∈ C

M×N and is distorted by additive complex white
Gaussian noise given by w ∼ CN (0M , σ2

wI). Hence, the received signal vector z
is given by

z = Hx + w. (1)

At the receiver the SISO detector computes the extrinsic LLRs Le of the
code bits. This is accomplished on the basis of the received vector z, the channel
state information (H and σ2

w) and the a priori LLRs La obtained from the SISO
decoder. The extrinsic information is passed to the decoder which computes
new extrinsic LLRs that are fed back to the detector and are interpreted as
new a priori LLR La. A cycle of feed back information from the decoder to
the detector, followed by detection and decoding, is referred to as one iteration.
If a maximum number of iterations is reached the channel decoder provides a
hard-output estimate of the transmitted information bit stream b̂.

3 Extrinsic LLR Computation

The extrinsic LLR of the code bit cn,q is computed by the SISO detector accord-
ing to [4]:

Le(cn,q|z) = ln
P (cn,q = 0|z)
P (cn,q = 1|z) − ln

P (cn,q = 0)
P (cn,q = 1)

, (2)

where the first and the second term in (2) correspond to the a posteriori LLR
Lp and the a priori LLR La, respectively. Applying Bayes’ theorem gives

Le(cn,q|z) = ln

∑
αi∈X 0

q

p(z|xn = αi)
Q∏

q′=1;q′ �=q

P (cn,q′)

∑
αi∈X 1

q

p(z|xn = αi)
Q∏

q′=1;q′ �=q

P (cn,q′)
, (3)

with X b
q being a subset of X including symbols mapped with cn,q = b ∈ {0, 1}.

Moreover, p(z|xn) denotes the likelihood function and P (cn,q) corresponds to
the a priori probability of the code bit cn,q. It can be observed from (3) that
the complexity for computing Le(cn,q|z) is mainly determined by calculating the
likelihood function p(z|xn). Thus, the task of the SISO detector is the efficient
computation of p(z|xn). In the following we will present four different approaches
fulfilling this task. For each approach the main steps are briefly summarized.
Please refer to the reference related to a particular method for more details
(e.g., Tuechler approach ⇒ [2]).
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3.1 Approach 1 - Tuechler Approach

1. Determine the linear MMSE estimate of xn by

mp
n = ma

n + va
nh

H
n (HVaHH + σ2

wI)
−1(z − Hma),

where mp
n, ma

n and va
n denote the a posteriori mean and the a priori mean

and variance of the nth symbol, respectively. The a priori covariance matrix
is defined by Va = diag([va

1 , . . . , v
a
N ]) and hn corresponds to the nth column

of H.
1a. Exclude the a priori information in mp

n, i.e. ma
n = 0 and va

n = 1
2. Apply a Gaussian approximation to mp

n, i.e. mp
n ∼ CN (μn,i, σ

2
n,i)

3. Compute the extrinsic LLR by replacing p(z|xn = αi) with

p(mp
n|xn = αi) ∝ exp

(
−|mp

n − μn,i|2
σ2

n,i

)
.

3.2 Approach 2 - Joint Gaussian Approach

1. Rewrite the system model in (1) as

z = Hx + w = hnxn +
N∑

j=1;j �=n

hjxj + w = hnxn + en,

where en denotes the noise-plus-interference component.
2. Apply a Gaussian approximation to en, i.e. en ∼ CN (men

,Ven
)

3. Compute the extrinsic LLR

p(z|xn = αi) ∝ exp
(
−||z − hnαi − men

||2Ven

)
,

with || · ||2V = (·)HV−1(·).

3.3 Approach 3 - Gaussian Model Approach

1. Apply a Gaussian assumption on the symbols xn, i.e. xn ∼ CN (ma
n, va

n)
2. Compute the a posteriori pdf of xn

p(xn|z) = CN (mp
n, vp

n),

where mp
n denotes the a posteriori mean as defined in the Tuechler approach

and vp
n corresponds to the diagonal elements of Vp = Va−VaHH(HVaHH+

σ2
wI)

−1HVa.
3. Compute the extrinsic LLR

p(z|xn = αi) ∝ exp
(

−|αi − me
n|2

ve
n

)
,

with

ve
n = (1/vp

n − 1/va
n)−1

me
n = ve

n(mp
n/vp

n − ma
n/va

n).
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3.4 Approach 4 - Factor Graph Approach

The iterative receiver depicted in Fig. 1 can be represented as a factor graph
(cf. Fig. 2). The messages in the FG are computed and exchanged according
to the sum-product algorithm2 (SPA). We will show in the following that the
messages towards the SISO decoder correspond to the extrinsic LLRs defined
in (3). According to the SPA the message from the demapper to the decoder is
given by

mdem→dec(cn,q) =
∑

∼{cn,q}
p(xn|cn)mdet→dem(xn)

∏
q′ �=q

mdec → dem(cn,q′),

with

p(xn|cn) = I{xn = fx(cn)}
mdet→ dem(xn) =

∑
∼{xn}

p(z|x)
∏
j �=n

mdem→det(xj) ∝ p(z|xn)

mdec→dem(cn,q) = P (cn,q),

where the deterministic function fx(·) denotes the mapping of cn to xn. Hence,
the message mdem→dec(cn,q) can be written as

mdem→dec(cn,q = b) =
∑

αi∈Xb
q

p(z|xn = αi)
Q∏

q′=1;q′ �=q

P (cn,q′).

Defining the extrinsic LLR by

Le(cn,q|z) = ln
mdem→dec(cn,q = 0)
mdem→dec(cn,q = 1)

,

and substituting the messages derived above gives the extrinsic LLR in (3).
However, the task for efficiently computing the likelihood function p(z|xn = αi),
corresponding to the message mdet→dem(xn = αi), remains.

Similar to the Gaussian model approach presented in Sect. 3.3, we temporar-
ily assume that the symbol xn are Gaussian distributed, i.e. xn ∼ CN (ma

n, va
n).

Thus all messages in the FG are Gaussian pdfs, characterized by their mean
values and variances. Gaussian message passing on the FG according to the SPA
gives me

n and ve
n which describe the message as follows

mdet→dem(xn = αi) ∝ p(z|xn = αi) ∝ exp
(

−|αi − me
n|2

ve
n

)
.

Note that me
n and ve

n are similar to the Gaussian model approach. Gaussian
message passing on FGs offers many degrees of freedom in the implementation,
leading to computational efficient solutions (see e.g., [5]). Thus, the factor graph
approach is the most promising solution for an efficient extrinsic LLR compu-
tation.
2 For more information on FGs and the sum-product algorithm please refer to [6].
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Fig. 2. Factor graph representation of an iterative receiver.

4 Equivalence of the Approaches

For BPSK it was shown in [5] that the Tuechler, the JG and the Gaussian model
approach are equivalent and for higher order modulation schemes the equivalence
between the Tuechler and the Gaussian model approach was proven in [4]. These
relations are illustrated in Fig. 3. However, the equivalence between the JG and
the Gaussian model approach for higher order modulation schemes has not been
shown yet, which we will proof in the following.

According to the JG approach (cf. Sect. 3.2) the noise-plus interference com-
ponent is approximated as Gaussian distribution en ∼ CN en

(men
,Ven

) with

men
= Hma − hnma

n

Ven
= HVa

x(n)H
H + σ2

wI,

and Va
x(n) = diag([va

1 , . . . , v
a
n−1, 0, va

n+1, . . . , v
a
N ]T). With the Gaussian approxi-

mation of en the likelihood function is given by

p(z|xn) ∝ exp
(
−||z − men

− hnxn||2Ven

)
,

∝ exp

⎛
⎝−||

A︷ ︸︸ ︷
z − Hma + hnma

n −hnxn||2Ven

⎞
⎠

∝ exp
(
(A − hnxn)H V−1

en
(A − hnxn)

)
.
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Fig. 3. Equivalence between the presented approaches, including the references of the
corresponding proofs. Dashed line connections correspond to not proven relations.

Writing the likelihood function as a function of xn and applying straightfor-
ward mathematical manipulation gives3

p(z|xn) ∝ exp(−x∗
n hH

nV
−1
en

hn︸ ︷︷ ︸
1/vxn

xn + 2Re{x∗
n hH

nV
−1
en

A︸ ︷︷ ︸
mxn/vxn

})

∝ CN xn

⎛
⎜⎜⎜⎝hH

nV
−1
z (z − Hma + hnma

n)
hH

nV
−1
z hn︸ ︷︷ ︸

mxn

,
1

hH
nV

−1
z hn

− va
n︸ ︷︷ ︸

vxn

⎞
⎟⎟⎟⎠ ,

with Vz = HVaHH + σ2
wI. This results in

p(z|xn = αi) ∝ exp
( |αi − mxn

|2
vxn

)
.

The mean me
n and the variance ve

n of the Gaussian model, defined in (21)
and (22) in [4], are similar to mxn

and vxn
and therefore we can conclude that

the JG and the Gaussian model approach are equivalent.
The similarity between the Gaussian model and the factor graph approach

follows from the fact that both methods temporarily assume that the symbols
are Gaussian distributed. Hence, we conclude that all presented approaches are
equivalent.

5 Conclusion

We have presented four different approaches for the computation of extrinsic
LLRs by a SISO LMMSE detector used in a turbo equalization system. All
approaches apply a Gaussian approximation, but at different stages. The Tuech-
ler and the joint Gaussian approach apply a Gaussian assumption to the LMMSE
filter output and to the noise-plus-interference component, respectively. The
3 Note that terms that are independent of xn can be neglected.
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Gaussian model and the factor graph approach temporarily assume that the
symbols are Gaussian distributed. We have shown that all methods are equiva-
lent and that the factor graph approach is the most promising solution due to
the offered degrees of freedom in the implementations.

References

1. Douillard, C., et al.: Iterative correction of intersymbol interference: Turbo equal-
ization. Euro. Trans. Telecommun. 6(3), 507–511 (1995)

2. Tuechler, M., et al.: Minimum mean squared error equalization using a priori infor-
mation. IEEE Trans. Signal Process. 50(3), 673–683 (2002)

3. Liu, L., et al.: Simple iterative chip-by-chip multiuser detection for CDMA systems.
In: Proceedings of the 57th Vehicular Technology Conference, vol. 3, pp. 2157–2161,
April 2003

4. Guo, Q., et al.: A concise representation for the soft-in soft-out LMMSE detector.
IEEE Commun. Lett. 15(5), 566–568 (2011)

5. Guo, Q., Ping, L.: LMMSE turbo equalization based on factor graphs. IEEE J.
Select Areas in Commun. 26(2), 311–319 (2008)

6. Wymeersch, H.: Iterative Receiver Design. Cambridge University Press, New York
(2007)



CWCU LMMSE Estimation Under Linear
Model Assumptions

Oliver Lang(B) and Mario Huemer

Institute of Signal Processing, Johannes Kepler University Linz, Linz, Austria
{oliver.lang,mario.huemer}@jku.at

Abstract. The classical unbiasedness condition utilized e.g. by the best
linear unbiased estimator (BLUE) is very stringent. By softening the
“global” unbiasedness condition and introducing component-wise condi-
tional unbiasedness conditions instead, the number of constraints lim-
iting the estimator’s performance can in many cases significantly be
reduced. In this paper we extend the findings on the component-wise con-
ditionally unbiased linear minimum mean square error (CWCU LMMSE)
estimator under linear model assumptions. We discuss the CWCU
LMMSE estimator for complex proper Gaussian parameter vectors, and
for mutually independent (and otherwise arbitrarily distributed) parame-
ters. Finally, the beneficial properties of the CWCU LMMSE estimator
are demonstrated in two applications.

1 Introduction

Usually, when we talk about unbiased estimation of a parameter vector x ∈ C
n×1

out of a measurement vector y ∈ C
m×1, then the estimation problem is treated

in the classical framework [1]. Letting x̂ = g(y) be an estimator of x, then the
classical unbiased constraint asserts that

Ey[x̂] =
∫

g(y)p(y;x)dy = x for all possible x, (1)

where p(y;x) is the probability density function (PDF) of vector y parametrized
by the unknown parameter vector x. The index of the expectation operator shall
indicate the PDF over which the averaging is performed. Equation (1) can also be
formulated in the Bayesian framework, where the parameter vector x is treated
as random, and whose realization is to be estimated. Here, the corresponding
problem arises by demanding global conditional unbiasedness, i.e.

Ey|x[x̂|x] =
∫

g(y)p(y|x)dy = x for all possible x. (2)

The attribute global indicates that the condition is made on the whole parameter
vector x. However, the constricting requirement in (2) prevents the exploitation

This work was supported by the Austrian Science Fund (FWF): I683-N13.

c© Springer International Publishing Switzerland 2015
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of prior knowledge about the parameters, and hence leads to a significant reduc-
tion in the benefits brought about by the Bayesian framework.

In component-wise conditionally unbiased (CWCU) Bayesian parameter esti-
mation [2–5], instead of constraining the estimator to be globally unbiased, we
aim for achieving conditional unbiasedness on one parameter component at a
time. Let xi be the ith element of x, and x̂i = gi(y) be an estimator of xi. Then
the CWCU constraints are

Ey|xi
[x̂i|xi] =

∫
gi(y)p(y|xi)dy = xi, (3)

for all possible xi (and all i = 1, 2, ..., n). The CWCU constraints are less strin-
gent than the global conditional unbiasedness condition in (2), and it turns out
that a CWCU estimator in many cases allows the incorporation of prior knowl-
edge about the statistical properties of the parameter vector.

The paper is organized as follows: In Sect. 2 we discuss the CWCU lin-
ear minimum mean square error (LMMSE) estimator under different linear
model assumptions, and we extend the findings of [2]. We particularly distin-
guish between complex proper jointly Gaussian (cf. [6]), and mutually indepen-
dent (and otherwise arbitrarily distributed) parameters. Then, in Sect. 3 the
CWCU LMMSE estimator is compared against the best linear unbiased estima-
tor (BLUE) and the LMMSE estimator in two different applications.

2 CWCU LMMSE Estimation

We assume that a complex vector parameter x ∈ C
n×1 is to be estimated based

on a measurement vector y ∈ C
m×1. Additionally, we assume that x and y are

connected via a linear model

y = Hx + n, (4)

where H ∈ C
m×n is a known observation matrix,x has mean Ex[x] and covariance

matrix Cxx, and n ∈ C
m×1 is a zero mean noise vector with covariance matrix

Cnn and independent of x. Additional assumptions on x will vary in the follow-
ing. We note that the CWCU LMMSE estimator for the linear model under the
assumption of complex proper Gaussianx and complex and proper white Gaussian
noise with covariance matrix Cnn = σ2

nI has already been derived in [2].
As in LMMSE estimation we constrain the estimator to be linear (or actually

affine), such that
x̂ = Ey + c, (5)

with E ∈ C
n×m and c ∈ C

n×1. Note that in LMMSE estimation no assumptions
on the specific form of the PDF p(x) have to be made. However, the situation is
different in CWCU LMMSE estimation as will be shown shortly. Let us consider
the ith component of the estimator

x̂i = eH
i y + ci, (6)
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where eH
i denotes the ith row of the estimator matrix E. Furthermore, let hi ∈

C
m×1 be the ith column of H, H̄i ∈ C

m×(n−1) the matrix resulting from H by
deleting hi, xi be the ith element of x, and x̄i ∈ C

(n−1)×1 the vector resulting
from x after deleting xi. Then we can write y = hixi+H̄ix̄i+n, and (6) becomes

x̂i = eH
i (hixi + H̄ix̄i + n) + ci. (7)

The conditional mean of x̂i therefore is

Ey|xi
[x̂i|xi] = eH

i hixi + eH
i H̄iEx̄i|xi

[x̄i|xi] + ci. (8)

From (8) we can derive conditions that guarantee that the CWCU constraints
(3) are fulfilled. There are at least the following possibilities:

1. (3) can be fulfilled for all possible xi if the conditional mean Ex̄i|xi
[x̄i|xi] is

a linear function of xi. For complex proper Gaussian x this condition holds
(for all i = 1, 2, ..., n).

2. (3) can be fulfilled for all possible xi (and all i = 1, 2, ..., n) if Ex̄i|xi
[x̄i|xi] =

Ex̄i
[x̄i] for all possible xi (and all i = 1, 2, ..., n), which is true if the elements

xi of x are mutually independent.
3. (3) is fulfilled for all possible xi (and all i = 1, 2, ..., n) if eH

i hi = 1, eH
i H̄i =

0T , and ci = 0 for i = 1, 2, · · · , n. These constraints and settings correspond
to the ones of the BLUE.

2.1 Complex Proper Gaussian Parameter Vectors

We start with the first case from above, assume a complex proper Gaussian
parameter vector, i.e. x ∼ CN (Ex[x],Cxx), and start with the derivation of
the ith component x̂i of the estimator. Because of the Gaussian assumption
we have Ex̄i|xi

[x̄i|xi] = Ex̄i
[x̄i] + (σ2

xi
)−1Cx̄ixi

(xi − Exi
[xi]), where Cx̄ixi

=
Ex[(x̄i − Ex̄i

[x̄i])(xi − Exi
[xi])H ], and σ2

xi
is the variance of xi. Consequently

(8) becomes

Ey|xi
[x̂i|xi] = eH

i hixi + eH
i H̄i

(
Ex̄i

[x̄i] + (σ2
xi

)−1Cx̄ixi
(xi − Exi

[xi])
)

+ ci. (9)

Note that the only requirement on the noise vector so far was its independence
on x. From (9) we see that Ey|xi

[x̂i|xi] = xi is fulfilled if

eH
i hi + eH

i H̄i(σ2
xi

)−1Cx̄ixi
= 1 (10)

and
ci = eH

i H̄i(σ2
xi

)−1Cx̄ixi
Exi

[xi] − eH
i H̄iEx̄i

[x̄i]. (11)

With (10) and (11) can be reformulated according to

ci = Exi
[xi] − eH

i hiExi
[xi] − eH

i H̄iEx̄i
[x̄i]

= Exi
[xi] − eH

i HEx[x]. (12)
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Furthermore, (10) can be simplified to obtain the constraint

eH
i HCxxi

= σ2
xi

. (13)

Inserting (6), (12) and (13) into the Bayesian MSE cost function Ey,x[|x̂i −
xi|2] immediately leads to the constrained optimization problem

eCL,i = arg min
ei

(
eH

i (HCxxHH + Cnn)ei − σ2
xi

)
s.t. eH

i HCxxi
= σ2

xi
, (14)

where “CL” shall stand for CWCU LMMSE. The solution can be found with
the Lagrange multiplier method and is given by

eH
CL,i =

σ2
xi

CxixHH(HCxxHH + Cnn)−1HCxxi

CxixH
H(HCxxHH + Cnn)−1.

(15)
Introducing the estimator matrix ECL = [eCL,1, eCL,2, . . . , eCL,n]H together with
(12) and (15) immediately leads us to the first part of the

Proposition 1. If the observed data y follow the linear model in (4), where y ∈
C

m×1 is the data vector, H ∈ C
m×n is a known observation matrix, x ∈ C

n×1 is
a parameter vector with prior complex proper Gaussian PDF CN (Ex[x],Cxx),
and n ∈ C

m×1 is a zero mean noise vector with covariance matrix Cnn and
independent of x (the PDF of n is otherwise arbitrary), then the CWCU LMMSE
estimator minimizing the Bayesian MSEs Ey,x[|x̂i − xi|2] under the constraints
Ey|xi

[x̂i|xi] = xi for i = 1, 2, · · · , n is given by

x̂CL = Ex[x] + ECL(y − HEx[x]), (16)

with
ECL = DCxxHH(HCxxHH + Cnn)−1, (17)

where the elements of the real diagonal matrix D are

[D]i,i =
σ2

xi

CxixHH(HCxxHH + Cnn)−1HCxxi

. (18)

The mean of the error e = x− x̂CL (in the Bayesian sense) is zero, and the error
covariance matrix Cee,CL which is also the minimum Bayesian MSE matrix
Mx̂CL is

Cee,CL = Mx̂CL = Cxx − AD − DA + DAD, (19)

with A = CxxHH(HCxxHH + Cnn)−1HCxx. The minimum Bayesian MSEs
are Bmse(x̂CL,i) = [Mx̂CL ]i,i.

The part on the error performance can simply be proved by inserting in the
definition of e and Cee, respectively. From (17) it can be seen that the CWCU
LMMSE estimator matrix can be derived as the product of the diagonal matrix
D with the LMMSE estimator matrix EL = CxyC−1

yy = CxxHH(HCxxHH +
Cnn)−1. Furthermore, we have Ey|xi

[x̂L,i|xi] = [D]−1
i,i xi + (1 − [D]−1

i,i )Exi
[xi] for

the LMMSE estimator. From (18) it also follows that
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D = diag{Cxx} (diag{A})−1
. (20)

The CWCU LMMSE estimator will in general not commute over linear trans-
formations, an exception is the transformation over a diagonal matrix as partly
discussed in [5].

2.2 Complex Parameter Vectors with Mutually Independent
Elements

In case the elements of the parameter vector are mutually independent (8)
becomes

Ey|xi
[x̂i|xi] = eH

i hixi + eH
i H̄iEx̄i

[x̄i] + ci. (21)

Ey|xi
[x̂i|xi] = xi is fulfilled if eH

i hi = 1 and ci = −eH
i H̄iEx̄i

[x̄i]. No further
assumptions on the PDF of x are required. Following similar arguments as above
again leads to a constrained optimization problem [5]. Solving it leads to

Proposition 2. If the observed data y follow the linear model in (4), where
y ∈ C

m×1 is the data vector, H ∈ C
m×n is a known observation matrix, x ∈

C
n×1 is a parameter vector with mean Ex[x], mutually independent elements and

covariance matrix Cxx = diag{σ2
x1

, σ2
x2

, · · · , σ2
xn

}, n ∈ C
m×1 is a zero mean

noise vector with covariance matrix Cnn and independent of x (the PDF of
n is otherwise arbitrary), then the CWCU LMMSE estimator minimizing the
Bayesian MSEs Ey,x[|x̂i − xi|2] under the constraints Ey|xi

[x̂i|xi] = xi for i =
1, 2, · · · , n is given by (16) and (17), where the elements of the real diagonal
matrix D are

[D]i,i =
1

σ2
xi
hH

i (HCxxHH + Cnn)−1hi
. (22)

Since for mutually independent parameters the ith row of the LMMSE esti-
mator is eH

L,i = σ2
xi
hH

i (HCxxHH + Cnn)−1 it follows from (22) that

[D]i,i = (eH
L,ihi)−1. (23)

It therefore holds that diag{ECLH} = 1. Furthermore, in [5] we showed that
for mutually independent parameters eCL,i does not depend on σ2

xi
and is also

given by eCL,i = (hH
i C−1

i hi)−1C−1
i hi, where Ci = H̄iCx̄ix̄i

H̄H
i + Cnn.

2.3 Other Cases

If x is whether complex proper Gaussian nor a vector with mutually independent
parameters, then we have the following possibilities: If Ey|xi

[x̂i|xi] is a linear
function of xi for all i = 1, 2, · · · , n then we can derive the CWCU LMMSE
estimator similar as in Sect. 2.1. In the remaining cases still an estimator can
be found that fulfills the CWCU constraints. As discussed above the choice
eH

i hi = 1, eH
i H̄i = 0T together with ci = 0 for all i = 1, 2, · · · , n ensures that

(3) holds. Inserting these constraints into the Bayesian MSE cost functions and
solving the constrained optimization problems leads to
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Fig. 1. Visualization of the relative frequencies of the estimates x̂B,1, x̂CL,1, and x̂L,1,
respectively. The black crosses mark the ideal 4-QAM constellation points (Color figure
online).

x̂B = EBy = (HHC−1
nnH)−1HHC−1

nny, (24)

with Cee,B = (HHC−1
nnH)−1 as the Bayesian error covariance matrix. eH

i hi =
1 & eH

i H̄i = 0 for all i = 1, 2, · · · , n is equivalent to EH = I. This implies
x̂B = EBy = x + EBn. It follows that the estimator in (24) also fulfills the
global unbiasedness condition Ey|x[x̂B|x] = x for every x ∈ C

n×1. This estimator
which is the BLUE is not able to exploit any prior knowledge about x. Usually
the BLUE is treated in the classical instead of the Bayesian framework.

3 Applications

3.1 QPSK Data Estimation

An example that exhibits the properties of the CWCU LMMSE concept most
demonstrative is the estimation of channel distorted and noisy received quadra-
ture amplitude modulated (QAM) data symbols. We assume an underlying linear
model as in (4), with a parameter vector x consisting of 4 mutually independent
4-QAM symbols, each out of {±1 ± j}, complex proper additive white Gaussian
noise (AWGN) with variance σ2

n, and a 4× 4 channel matrix H. Due to the
mutually independence of the 4-QAM data symbols we use the CWCU LMMSE
estimator from Proposition 2. The experiment is repeated a large number of times
for a fixed σ2

n and for a particularly chosen channel matrix H. Figure 1 visualizes
the relative frequencies of the estimates x̂B,1 = [x̂B]1 (BLUE), x̂CL,1 = [x̂CL]1
(CWCU LMMSE), x̂L,1 = [x̂L]1 (LMMSE) in the complex plane. The estimates
of both x̂B,1 and x̂CL,1 are centered around the true constellation points since
these estimators fulfill the CWCU constraints. The Bayesian MSE of x̂CL,1 is
clearly below the one of x̂B,1 since the former is able to incorporate the prior
knowledge inherent in Cxx = σ2

xI. x̂L,1 is conditionally biased towards the prior
mean which is 0. While the LMMSE estimator exhibits the lowest Bayesian MSE
it can be shown that the LMMSE and CWCU LMMSE estimator lead to the
same bit error ratio (BER) when the decision boundaries are adapted properly.
However, the BLUE shows a worse performance in the MSE and in the BER.
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Fig. 2. Top: Bayesian MSEs of the estimated CIR coefficients; Bottom: zoomed version
(Color figure online).

3.2 Channel Estimation

As a second example to demonstrate the properties of the CWCU LMMSE esti-
mator we choose the well-known channel estimation problem for IEEE 802.11a/n
WLAN standards [7], which extends our investigations in [5]. The standards define
two identical length N = 64 preamble symbols designed such that their discrete
Fourier transformed (DFT) versions show ±1 at 52 subcarrier positions (indexes
{1, ..., 26, 38, ...63}) and zeros at the remaining ones (indexes {0, 27, ..., 37}). The
channel impulse response (CIR) is modeled as a zero mean complex proper
Gaussian vector, i.e. h ∼ CN (0,Chh), with Chh = diag{σ2

0 , σ
2
1 , ..., σ

2
lh−1} and

exponentially decaying power delay profile with σ2
i =

(
1 − e−Ts/τrms)

)
e−iTs/τrms

for i = 0, 1, ..., lh − 1. Ts and τrms are the sampling time and the channel delay
spread, respectively, and lh is the channel length which can be assumed to be
considerably smaller than N . In our setup we chose Ts = 50ns, τrms = 100ns,
and lh = 16. The transmission of the training symbols over the channel can again
be written as a linear model with complex proper AWGN noise, and with h as
the vector parameter whose realization is to be estimated, cf. [5]. Figure 2 shows
the Bayesian MSEs of the BLUE (ĥB), the LMMSE estimator (ĥL), and the
CWCU LMMSE estimator (ĥCL) for a time domain noise variance of σ2

n = 0.01.
Proposition 2 has been used to derive ĥCL since the elements of h are mutually
independent. ĥCL almost reaches the performance of ĥL, and in contrast to the
latter it additionally shows the property of conditional unbiasedness. Both esti-
mators incorporate the prior knowledge inherent in Chh which results in a huge
performance gain over ĥB. We now turn to frequency response estimators and
note that the vector of frequency response coefficients h̃ ∈ C

64×1 (which cor-
responds to the DFT of the zero-padded impulse response

[
hT 0T

]T ) consists
of proper Gaussian elements, but the PDF of h̃ cannot be written in the form
of a multivariate proper Gaussian PDF. The LMMSE estimator ˆ̃hL is simply
obtained by the DFT of

[
ĥT
L 0T

]T
(since it commutes over linear transforma-

tions). As discussed in [5], the BLUE ˆ̃hB can be derived correspondingly. The

CWCU LMMSE estimator ˆ̃hCL cannot be derived in this way since it does
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Fig. 3. Bayesian MSEs for the elements of
ˆ̃
hB,

ˆ̃
hL, and

ˆ̃
hCL, respectively.

not commute over general linear transformations. However, although h̃ is not a
proper Gaussian vector, E¯̃

hi|h̃i
[¯̃hi|h̃i] is linear in h̃i (for all i = 0, 1, · · · , N − 1),

and one can easily show that (16)–(18) can be applied to determine the CWCU
LMMSE estimator. The frequency domain version of the prior covariance matrix
Chh is required for its derivation. Figure 3 shows the Bayesian MSEs of ˆ̃hB, ˆ̃hL,
and ˆ̃hCL, respectively. ˆ̃hB is outperformed by ˆ̃hL and ˆ̃hCL at all frequencies, but
the performance loss is significant at the large gap from subcarrier 27 to 37,
where no training information is available. In contrast, ˆ̃hL and ˆ̃hCL show excel-
lent interpolation properties along this gap. Large estimation errors of ˆ̃hB in this
spectral region are spread over all time domain samples which explains the poor
performance of ĥB. Note that in practice this is only critical if ĥB is incorpo-
rated in the receiver processing, however, pure frequency domain receivers only
require estimates at the occupied 52 subcarrier positions.

4 Conclusion

In this work we investigated the CWCU LMMSE estimator for the linear model.
First, we derived the estimator for complex proper Gaussian parameter vectors,
and for the case of mutually independent (and otherwise arbitrarily distrib-
uted) parameters. For the remaining cases the CWCU LMMSE estimator may
correspond to a globally unbiased estimator. The implications of the CWCU
constraints have been demonstrated in a data estimation example using a dis-
crete alphabet, and in a channel estimation application. In both applications
the CWCU LMMSE estimator considerably outperforms the globally unbiased
BLUE.
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1 Introduction

Inductors are one of the main components in power electronic systems. In order
to reduce the time to market of such systems, a computer aided tool for inductor
design has been developed. This easy to use tool is able to predict the physi-
cal behaviour of inductors in operation and enables the designer to optimize all
significant design parameters in a short time. As a best practice design exam-
ple a PFC-inductor in a three-phase photovoltaic inverter is investigated. The
principle design process and the relevant results are presented. To emphasis the
usability of the tool, the optimized PFC-inductor is compared to calorimeter
measurements regarding losses resulting in deviations less than 10 %.

2 Application Description

PFC-inductors are needed in switching mode power supplies to filter high fre-
quency harmonics from the 50 Hz line current. A PFC-inductor is the simplest
but bulkiest way for EMI filtration. The design of chokes is a trade-off between
performance, costs and size. A good relation between those three aspects con-
tributes to a proper design. The PFC-inductor under investigation is used in a
20 kW grid-connected inverter for photovoltaic systems. High efficiency of the
inductors over the whole power range plays an important role in designing grid
connected transformerless inverters. The customer requires as much energy out-
put of the system as possible. Another goal is to be as cost effective as possible
at a high quality level. Therefore several materials for cores and wires as well
as different geometries have to be compared and analysed in terms of quality
and cost. An easy handling of the inverter needs less weight of the electronic
components and small parts - to be as compact as possible. An example of a
photovoltaic inverter of this category can be seen in Fig. 1. In order to validate
the simulation results measurements are made at different load states.
c© Springer International Publishing Switzerland 2015
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 546–551, 2015.
DOI: 10.1007/978-3-319-27340-2 68
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Fig. 1. Analyzed power electronic system ( c© Fronius International GmbH)

3 Modelling Process

Various contradictory design requirements and a comprehensive variety of assem-
bly componentes make inductor design an extensive process. Existing design
guide lines often remain unused, because of their complexity or simply the lack
of awareness. Therefore the usual design procedure often results in trial and
error method, which is time consuming and expensive. In previous publications
an easy-to-use program is presented to determine proper component parameters
for optimal inductor designs [1]. Main features of the program are a comprehen-
sive database of all inductor assembly parts, a detailed calculation routine for
the determination of core and winding losses, including a finite element algo-
rithm to simulate eddy current losses in massive and litze wire windings and an
extensive post processing package [2]. The design flow, depicted in Fig. 2, starts
with the determination of the electric application requirement, which is followed
by the choice of appropriate inductor components and ends with the calcula-
tion of all electromagnetic parameters including the prediction of powerloss and
temperature rise.

The design of the PFC-choke has to fulfill the required inductance Lnom

at a nominal current Inom without saturating the magnetic core. Furthermore
the temperature rise caused by the occuring power loss has to be limited to a
magnitude so it doesn’t exceed the parts thermal limits. After the determination
of the specification, the minimum volume of the magnetic core Vemin and the air
gap length S are selected by applying the I2L-method. It compares the required
magnetic energy Emax which has to be stored according to the specification with
the storage capability of a certain minimal core volume Vemin:

Emax =
1
2
I2nomLnom = B2

sat

Vemin

μ0μe
(1)
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Fig. 2. Workflow and princip of the tool

The maximal storeable magnetic energy of the core Emax depends on the
volume of the core Vemin, the staturation flux density Bsat and the effective
permeability μe which is a function of air gap length S, core geometry and
permeability of the magnetic material μr. In this example three C-core pairs were
stacked using an amorphous material, which has high saturation flux density and
reasonable power loss at the occuring switching frequency. After the core size
and the air gap length are fixed, the required winding number Nmin can be
calculated from the AL-value:

Nmin = ceil

(√
Lnom

AL

)
= ceil

(√
Lnom

μe
Ae

le

)
(2)

For power inductors two main types of electric wires can be selected. Solid
wires in round or rectangular shape are considerable cheap, but induce eddy
current losses at higher frequencies and therefore smaller skin depths. Litze wires
reduce eddy current losses but are more expensive. In chokes the effect of eddy
current losses mainly depend on the fringing flux at the airgaps. To estimate the
quantity of the effect the magnetic field destribution in the winding structure
must be known. The magnetic field is described by maxwell’s equations. For
harmonic excitation of the magnetic field, the equations can be written into the
Helmholtz equation, a linear elliptic partial differential equation (PDE):(

jωσ − ω2ε
)
A + ∇ × (

μ−1∇ × A − M
) − σv × (∇ × A) = J e + jωP (3)

All magnetic quantities of interest, like the distribution of current density and
power density can be derived from the magnetic vector potential A, the unknown
variable. The vector potential A can be solved numerical using the methode of
finite elements. To model litze wire a frequency dependent complex permeability
is used as described in [4]. The resulting eddy current losses for a certain type of
wire offer clues on which wire is most suitable for the application. For PFC-chokes
the ratio between the low frequency 50 Hz components and the high frequency
components of the currents spectrum, essentially decide, if a litze wire is required.
For this PFC-choke a solid rectangular copper wire was used. Simulations of
four different load stages were performed. The results for the nominal load stage
shows Pcu/Ptotal = 75.58% of copper losses, at which Pdc/Ptotal = 31.14%
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can be assigned to conventional rms power losses and Pac/Ptotal = 44.44% to
eddy current losses. The core losses result in Pcore/Ptotal = 24.42%. They are
calculated by using a modiefied Steinmetz equation which takes into account for
non-sinusoidal current waveforms [5].

4 Measurement Setup

Measuring power loss accurately is of great importance for power electronics
systems designs. In general power loss can be determined by measuring electric
or thermal quantities. The occurrence of high di/dt and dv/dt in switching mode
power supplies introduce serious EMI problems at the measurement of electric
quantities. The measurement of thermal quantities and calculating the power
loss using the calorimetric method therefore is more convenient, but has other
drawbacks [3]. To measure the power loss of the inductive components in power
electronics applications an open type calorimeter was realized. Equation 4 is used
to calculate the power loss of the device under test (DUT).

Ptotal = ṁcpΔT = ṁcp(Tout − Tin) (4)

Where Ptotal is the total powerloss of the DUT, ṁ is the mass flow, cp is
the heat capacity and T the temperature of the cooling medium . The final
measurement setup is shown in Fig. 3b.

Fig. 3. Concept and setup of an open type calorimeter

The inflow is generated by a radial fan and heated to serveral degrees above
ambient temperature to prevent temperature fluctuation of the air stream. The
mass flow rate and the temperature of the air stream are measured by sensors
at the inlet. The DUT is operated in a thermally insulated box. To minimise
thermal conduction through the box walls active heat flux compensation is done



550 M. Jungwirth et al.

by heating the outer walls of the insulation to the temperature of the inner
walls. The temperature of the airstream is then measured again at the outlet. The
accuracy of the measurement setup relies on the one hand on the precision of the
sensors and on the other hand on the actual amount of heat, which is transfered
into the air stream and is not lost by thermal conduction through the box walls
or connectors of the DUT. For DUTs producing low power losses the relative
measurement error is around 10% of the true value. The accuracy is better at
higher power losses resulting in higher mass flow rates, where the measurement
error is below 5%. The detectable power loss of the DUT ranges from 10W to
150W . The measurement of the PFC-choke at the same load conditions resulted
in a measured power of Pmeasure/Ptotal = 92.72% of simulated total power loss.

5 Comparison Between Measurement and Simulation

In order to take advantage of the computer aided tool for inductor design con-
fidence in simulation results has to be established. Therefore, the simulation
results were verified using an open type calorimeter as described in Chap. 4.
An overall deviation less than 10 % was identified. Depending on the point of
operation the deviation is below 5 %. This can be explained by simplifications
made in the finite element simulation or by the fact, that a certain amount of
the measured total heat is not dissipated through the cooling medium, but by
thermal conduction through the test chamber housing which is comparatively
lower for high power losses or mass flow rates. Further design examples including
measurements using the calorimeter will be carried out in order to cover a wider
range of possible inductor designs.

6 Conclusion and Future Prospects

A possible way to speed-up the design process of inductors in power electron-
ics systems using an automated design tool was presented. The tool is able to
predict all relevant design parameters, e.g. electrical-, magnetic-, thermal- and
geometric parameters. In order to validate the developed computer aided choke
design tool, simulations and loss-measurements of a PFC-inductor operated in an
photovoltaic inverter where made at four different load states. The comparison
of results with measurements showed a deviation less than 10 %. Future steps
will be to include more and more types of cores, bobbins, wires in a database
and to measure power-loss over frequency and temperature for frequently used
core-materials.
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Abstract. Multi-threaded programs allow one to achieve better perfor-
mance by doing a lot of work in parallel using multiple threads. Such
parallel programs often contain code blocks that a thread must execute
atomically, i.e., with no interference from the other threads of the pro-
gram. Failing to execute these code blocks atomically leads to errors
known as atomicity violations. However, frequently it not obvious to tell
when a piece of code should be executed atomically, especially when that
piece of code contains calls to some third-party library functions, about
which the programmer has little or no knowledge at all. One solution to
this problem is to associate a contract with such a library, telling the
programmer how the library functions should be used, and then check
whether the contract is indeed respected. For contract validation, sta-
tic approaches have been proposed, with known limitations on precision
and scalability. In this paper, we propose a dynamic method for contract
validation, which is more precise and scalable than static approaches.

1 Introduction

With multi-core processors present in all the newest computers, multi-threaded
programs are becoming increasingly common. However, multi-threaded programs
require proper synchronisation to restrict the thread interleavings and make
the program produce correct results. Failing to do so often leads to various
critical errors, which occur under some very specific timing scenarios only, and
standard testing and debugging techniques are less effective or even useless for
their detection.

Atomicity violations are a class of errors which result from an incorrect defin-
ition of the scope of an atomic region. Such errors are usually hard to localise and
diagnose, which becomes even harder when using (third-party) software libraries
where it is unknown to the programmer how to form the atomic regions correctly
when accessing the library. Even new synchronisation techniques, such as trans-
actional memories, designed to ease the process of writing concurrent programs,
do not entirely avoid this problem and suffer from atomicity violations as well [3].
c© Springer International Publishing Switzerland 2015
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One way to address the problem of proper atomicity is to associate a con-
tract with each program module/library and then check whether the contract
is indeed respected. In fact, the notion of contract is, in general, not restricted
to concurrent programs. In the general case, a contract [8] regulates the use of
methods of an object by specifying a set of pre-conditions the program must
meet before calling the object methods. For the particular case of concurrent
programs, Sousa et al. proposed in [10] the concept of the so-called contracts
for concurrency. A contract for concurrency contains a set of clauses where each
clause defines a (finite) set of sequences of method calls that must be executed
atomically whenever they are executed on the same object. Contract clauses may
be written by the software module/library developer or inferred automatically
from the program (based on its typical usage patterns) [10].

In this paper, assuming that the appropriate contracts for concurrency have
been obtained, we propose a method for dynamically verifying that such con-
tracts are respected at program run time. In particular, our method belongs
among the so-called lockset-based dynamic analyses whose classic example is
the Eraser algorithm for data race detection [9] and whose common feature is
that they track sets of locks that are held by various threads and used for vari-
ous synchronization purposes. The tracked lock sets are used to extrapolate the
synchronization behaviour seen in the witnessed test runs, allowing one to warn
about possible errors even when they do not directly appear in the witnessed test
runs. We have implemented our approach in a prototype tool, and we present
some encouraging experimental results obtained with our implementation.

2 Related Work

A notion of contract was first introduced by Meyer [8] in 1992 as a sequence of
tasks (commands) with defined pre- and post-conditions. If this sequence was
executed without meeting these conditions, the contract was violated. Contracts
in the form of regular expressions were used to specify protocols for accessing
objects in sequential [1] as well as concurrent scenarios [2,7,10]. Hurlin in [7] pro-
poses a technique to validate the correctness of contracts by checking contracts
on a set of artificially generated programs that use a particular object. Both
Demeyer in [2] and Sousa in [10] propose to use a static approach to address the
contract validation.

The static approaches of [2,10] can formally prove that no contract violation
is possible. For that, however, they assume that properly handled contracts must
appear in code blocks declared as atomic (with the atomicity assured by the run-
time support). If a different way of guarding the contracts is used, a false alarm
is issued. Moreover, the approaches scale to relatively small programs only. For
more complex programs, one has to restrict the analysis to program fragments,
e.g., individual methods, in order to achieve a reasonable performance. This
leads to a loss of precision as contracts may span across several methods and
thus be missed by the analysis.

Another problem with the static approach is related to the fact that contracts
for concurrency are required to operate atomically only when all the involved
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method calls operate on the same object. This is a natural requirement since the
atomic execution is critical only when working with data elements that are mutu-
ally related, which is assumed to be reflected in that they are stored within one
object. However, static validation does not have precise information on which
objects the methods are called on. Hence, calls of methods on different objects are
mixed together, leading to possible false alarms. Classic alias and escape analyses
can be used to infer this information from the source code of the program, but these
analyses provide only approximate information and may still lead to false alarms.

Our dynamic approach of contract validation avoids the above false alarms
since it has precise run-time information about the objects that particular meth-
ods are executed on. Moreover, it also scales quite well. On the other hand,
despite the lockset-based method that we use extrapolates to some degree the
behaviour of the witnessed test runs, our approach can miss some contract vio-
lations that do not happen in the witnessed test runs nor they can be deduced
from the locking patterns used in these traces. In order to minimize the num-
ber of possibly missed contract violations, one can combine our approach with
noise injection techniques [6] that maximize the number of thread interleavings
witnessed in a set of test runs.

3 Contracts for Concurrency

A contract for concurrency [10] (or simply contract herein) is a protocol for
accessing the public services of a module, i.e., the methods of its public API, in
a concurrent setting. Each module shall have its own contract, which contains
one or more sequences of tasks (methods). The condition to be met here is that
the sequences of methods must be executed atomically whenever executed on
the same object.

Formally, let Σc be a set of all public method names (API) of a module (or
library). A contract is a set S of clauses where each clause s ∈ S is a star-
free regular expression over Σc. A contract is violated if any of the sequences
represented by the contract is not executed atomically when executed on the
same object o, meaning that it is interleaved with an execution of some method
from Σc on the object o.

4 Dynamic Validation of Contracts

In order to detect atomicity violations in more complex programs and to reduce
the number of false alarms, we propose a dynamic approach to check whether a
contract is violated or not. Our dynamic validation looks for contract violations
based on concrete program executions. Possible violations not witnessed during
the execution of the program may be missed, but all of the methods encountered
during the execution are taken into account, and so contract violations caused
by method calls from all over the program are detected. Since all of the threads
are running and all objects are known when the program is executing, we know
precisely whether all of the methods called in a sequence use the same object,
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and we do not report any false alarms due to mixing calls on different objects
as is common in static analysis.

Since we look for contract violations based on concrete executions, we can
avoid some false alarms, but on the other hand, we can miss some errors. In order
to minimise this possibility, we employ one of the dynamic analysis techniques—
namely, the lock sets [9]—to extrapolate the actually witnessed behaviour and
hence detect possible contract violations even when they were not actually wit-
nessed. Moreover, we utilise noise injection techniques [6] to enforce synchroni-
sation scenarios, which normally appear only rarely, leading to behaviours (and
possibly contract violations) that would not be covered by extrapolation of the
common synchronisation scenarios only.

4.1 Detection of Contracts

In order to validate a contract, we first need to detect the sequences it contains
in the execution of a program. To do that, we encode each contract, i.e., all of
its sequences, as a single finite state automaton. As each clause of the contract
represents a regular expression, we use standard methods for transforming (star-
free) regular expressions1 into finite automata to perform the conversion and
then merge all these automata into a single one. The transitions of the automaton
represent method calls and the accepting states represent situations where a
contract sequence was detected.

Each thread manages a list of finite state automata instances which represent
the currently encountered incomplete contract sequences. Whenever a method
m ∈ Σc is encountered, we try to advance each of these instances using the
method m. If we cannot advance the instance, the contract sequence is invalid
and we discard it. If we successfully advanced the instance to the next state, call
it q, we check if q is an accepting state. If yes, a contract sequence is detected; if
not, we leave the instance in q and go on. Moreover, we check if we can advance
any of the finite state automata from their starting state using the method m.
If yes, then the beginning of another contract sequence was detected and we
create a new instance of the automaton which will monitor the execution of this
contract sequence to check if it can be accepted or not.

4.2 Checking the Atomicity Condition

When a contract sequence is detected, the next step is to check if the atomicity
condition is met, i.e., if the program ensures that all methods of this contract
sequence are executed atomically. The static approach does this by checking
if all of the methods of the detected contract sequence are enclosed in code
blocks declared as atomic, which can be done by analysing the source code of
the program.
1 Star-free regular expressions are used in the static contract validation approach [10].
We can, however, easily generalize our approach to general regular expressions.
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We propose a lockset-based method, inspired by [9], to perform these checks
which is more suited for dynamic analysis. This method checks if at least one
lock is held during the execution of a contract sequence by monitoring the lock
acquisitions and releases during the execution of a contract sequence. If this
condition is not satisfied, i.e., no locks are held throughout the execution, then
the contract is being violated.

The method works online, i.e., it performs the contract validation during the
execution of a program, and is based on the analysis state σ = (A,H,R) where:

– A : T → 2L records the set of locks acquired by a thread.
– H : T × S → 2L records the set of locks held by a thread when a contract

sequence starts.
– R : T × S → 2L records the set of locks released by a thread during the

execution of a contract sequence.

Fig. 1. Analysis rules.

In the initial analysis state, all
sets of locks are empty, reflecting that
at the beginning of the execution, no
locks are held by any thread, i.e.,
σ0 = (∅, ∅, ∅). Figure 1 shows rules
according to which the analysis state
is updated for each operation of the
target program.

The rule [Contract sequence

start] records that a thread t is
starting an execution of a contract
sequence s by remembering the locks
which are currently held by the
thread. It also clears the set of locks
released by the thread as no locks
could have been released yet.

The rule [Contract sequence

end] records that a contract sequence
s was detected in a thread t and checks the atomicity condition by comparing
the set of locks held when the contract sequence started its execution with the
set of locks released during its execution. If at least one lock was held all the
time the contract sequence was executed, the contract is valid, and no error is
issued. If all locks held at the beginning of the execution of the contract sequence
were released before its execution finished, a contract violation is reported.

The rule [Lock acquired] records that a thread t acquired a lock m, and
it updates the set of locks currently acquired by this thread. Finally, the rule
[Lock released] records that a thread t released a lock m, and it updates the
set of locks released by the thread for each contract sequence currently executed
by this thread.
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Fig. 2. Examples of situations where the contract validation fails.

4.3 Discussion of the Proposed Approach

The above method may produce both false positives (i.e., false alarms) as well
as false negatives. False positives may be caused by the fact that not guarding
an execution of a contract sequence with a single lock throughout its entire
duration does not mean that it will not be executed atomically. Take the situation
shown in Fig. 2(a) as an example. Not a single one of the contract sequences is
guarded by a lock, yet there is no contract violation as the synchronisation
ensures that the contract sequence in Thread 1 is always executed before the
contract sequence in Thread 2. Therefore there is no interference between these
two contract sequences, and hence no contract violation. Yet the method reports
both of the contract sequences being violated.

False negatives may happen since holding a lock when executing a contract
sequence does not always ensure that no other thread interferes with it. Take the
situation in Fig. 2(b) as an example. The executions of the contract sequence in
both Thread 1 and Thread 2 are guarded by a lock. However, these locks are
different and thus the execution of the contract sequence in Thread 1 may be
interleaved with the execution of the contract sequence in Thread 2, violating
the contract sequence in Thread 1. Yet the method does not report any error.

To solve the above problems, we need to take into account thread interleav-
ings. When guarding the same contract sequence with two different locks in two
different threads, we should issue an error only when these two threads may inter-
leave each other. Conversely, when a contract sequence is not guarded by a lock,
we should report an error only when this thread may be interleaved by another
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thread executing the same contract sequence. When using the static approach, this
information is hard to obtain as one would need to infer it from the source code
of the program where the scheduling of threads is unknown. On the other hand,
the dynamic approach actually sees the concrete thread interleavings, and so it is
easier to get the needed information. Unfortunately, the lockset method does not
work with it in any way. Moreover, incorporating this information into the lock-
set method would be counterproductive as it would kill the extrapolation which
increases chances to detect errors. A way to go here seems to be a use of dynamic
analysis based on the happens-before relation as used, e.g., in the GoldiLock data
race detector [5], which is a part of our future work.

5 Experiments

This section presents an experimental comparison of the proposed dynamic vali-
dation of contracts with the static approach of [10]. To compare the approaches,
we implemented the method described in Sect. 4 as a plug-in for the IBM Con-
currency Testing Tool (ConTest) [4]. The ConTest infrastructure provides a fully
automatic Java byte-code instrumentation and a listeners architecture that facil-
itated the implementation of the proposed method as well as execution and
dynamic analysis of the benchmarks.

The comparison of the static and dynamic approaches is done using a sub-
set of the small benchmark programs which were previously used to evaluate
the static approach [10], namely, the Account, Allocate Vector, Arithmetic DB,
Jigsaw, Store, and Vector fail test cases. All these benchmark programs had to
be slightly modified in order to allow us to execute them and use ConTest to
analyse their runs. Namely, we did the following modifications by hand: (1) test
arguments were provided if missing; (2) infinite loops (which are not a problem
for the static approach, but cannot be present during a dynamic analysis) were
transformed to finite loops with a small number of iterations to avoid infinite
executions; (3) exceptions generation and handling (commented out due to limits
of the static approach) were uncommented; (4) the Atomic annotations preferred
by the static approach were turned back to synchronized blocks; and (5) all
assertions and correctness checks already present in the test cases were extended
to send notifications to our ConTest plug-in. The dynamic analysis tests were
executed on a Linux machine with an i5-4200M CPU (i.e., comparable with the
machine used to evaluate the static approach in [10]), running Linux 3.16, and
OpenJDK 1.6 JVM.

Table 1 summarises results of the comparison between our dynamic approach
and the static approach of [10]. The table is divided into three sections. In the
leftmost part, basic characteristics of the benchmark programs are provided. In
particular, the test case name, the number of effective lines of the original Java
code (without our modifications, which added only a few extra lines of code),
and the number of contract clauses for the benchmark program as manually
identified by the authors of the static approach.
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Table 1. An experimental comparison of static and dynamic contract validation.

Program Static analysis Dynamic analysis

Benchmark LOC Contract Duration CFG Detected Duration Detected Failed

clauses (sec.) nodes violations (sec.) violations assertions

Account 68 2 0,041 158 2 0,011 2 0,96

Allocate vector 167 1 0,120 882 1 0,099 1 0,00

Arithmetic DB 325 2 0,272 2256 2 0,010 2 0,06

Jigsaw 147 1 0,044 125 1 0,009 1 0,44

Store 769 1 0,090 559 1 0,303 1 1,00

VectorFail 100 2 0,048 244 2 0,009 2 0,09

The middle part of Table 1 characterizes results of the static analysis obtained
in [10]. Namely, the average analysis duration in seconds is provided with the num-
ber of control flow graph (CFG) nodes generated and processed. Finally, the num-
ber of detected violations of contract clauses for each benchmark program is shown.

The rightmost part of the table shows the average results (from 1000 test
executions) obtained with our dynamic approach. In particular, the average exe-
cution time of the instrumented test in seconds is provided, followed by the aver-
age number of detected violations of contract clauses. Finally, the average ratio
of failed assertions (usually implemented as conditions checking memory consis-
tency) provided by the authors of the tests is reported. The standard deviations
of the execution times as well as failed assertions were quite low. The standard
deviation of the number of violated contract was zero (i.e., the algorithm always
detected all the violations).

Concerning both the considered static as well as dynamic approach, there
are two interesting aspects we would like to emphasize: (i) the ability of both
approaches to detect contract violations; and (ii) the very low execution time
taken by both approaches (of course, a further evaluation on larger test cases
remains to be done).

In both approaches, all violations were always correctly reported. Such a
good result of the dynamic approach depends on the quality of the test that
executes the problematic part of the code and on the ability of the lockset
approach to extrapolate other behaviours from the witnessed execution, and
therefore to detect possible violations even from executions where the problem
did not occur. This can, in particular, be demonstrated on the Allocate Vector,
Arithmetic DB, and VectorFail benchmark programs where the assertion-based
detection reported the problem in less than 10 % of executions while the dynamic
approach always detected a possible violation.

Let us now get back to the time consumed by the analyses. In both cases, the
analysis itself took less than one second for the considered simple test programs.
However, there was a significant difference in the overhead of the underlying
infrastructures. The initialisation of the static approach within the Soot analysis
environment [10] took nearly 40 s for each benchmark. The dynamic approach
was much faster. The bytecode instrumentation took about 0.5 s. The slowdown
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of the test execution was within 5 % because only the method entry and lock
operation events were instrumented (i.e., most of the code was executed with no
instrumentation and hence no overhead).

6 Conclusion

We presented a method for dynamic validation of contracts in concurrent code.
When compared with previously proposed static approaches, our approach can
suppress some of the false alarms produced by these approaches, and it is also
more scalable. Since we build on observing concrete runs, our approach can miss
some errors that would not be missed by static analysis. To detect as many con-
tract violations as possible, our approach employs a lockset-based extrapolation
of the synchronization behaviour observed in performed test runs, which allows
the method to warn about possible contract violations even when they were not
seen in a concrete execution. Moreover, noise injection may be used to increase
the number of observed thread interleavings, and hence chances to see interleav-
ings containing a contract violation or at least symptoms that such a violation
is possible.

The extrapolation we use can suffer from both false positives and negatives
due to the fact that the lockset method used does not utilise any information
about thread interleavings. In order to solve this problem, we plan to use extrap-
olation methods based on the happens-before relations, which do reflect thread
interleavings. Another interesting subject for future work is then generalization
of the notion of contracts (e.g., by considering full regular expressions), exploit-
ing the fact that such generalizations seem to be much easier in the context of
dynamic analysis.
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Abstract. In the context of Cloud services, a typical architecture of a
Cloud system presumes the interaction with various end-devices. A well
founded Cloud system should guarantee that its clients are able to access
the same Cloud service from any kind of device (s)he is using, and that
(s)he will receive the same output independently of the used device. Due
to this problem and to the lack of formal modeling in Cloud Computing
and Web development we decided to use ASMs for the specification and
analysis of a client-Cloud interaction system to prove that the device
information discovery is reliable and correct.

1 Introduction

Mobile cloud computing is emerging as an important trend in the software com-
puting domain. In this context, a cloud service can be invoked by distinct devices
having different characteristics; therefore, the content should be adapted to each
device profile. Our solution proposes a Web application as an access point for
the cloud services. Only content delivery without layout and content adaptation
will not be a solution for mobile devices, because most of the web content is
designed for desktop computers. To manage this problem, we present the formal
model and analysis of an adaptivity component as part of a middleware appli-
cation, that deals with the collection of device data necessary for the on-the-fly
adaptation of cloud services. We focus on the simulation and verification as to
ensure that the discovery of the device information is reliable and correct.

In [7] we initially proposed a rigorous model of the middleware based on
Abstract State Machines (ASMs) [4] and we continued this work in [3] by fully
exploiting the capabilities of ASMs as formal rigorous system engineering app-
roach to develop correct distributed applications. We started with ASMs high-
level models and produced detailed models in ASMETA (ASM mETAmodeling)
framework1 [2] by using the ASM refinement method. The proposed system
tackles the adaptation problem by detecting the device properties, which are
afterwards used on the server-side to modify the answers coming from cloud.
1 http://asmeta.sourceforge.net/.
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Each web page is parsed and modified corresponding to the device properties
before displaying. The detection of properties is done using the Modernizr frame-
work2. JavaScript tests are executed on client-side and the result is used by the
adaptivity component on server-side to create a device profile. Such profile is
used to adapt the content coming from the cloud that finally can be forwarded
to the client. Our main motivation is to be able to automatically validate and
verify the described framework.

The reminder of this paper is organized as follows: Sect. 2 discusses briefly
about ASMs and the tools used for model checking the ASM models, Sect. 3
presents the Client-Cloud Adaptivity Component, from requirements to ASM
models and ending with their validation and verification, and Sect. 4 concludes
this paper and mentions some future work ideas.

2 Background

The ASM method [4] is a system engineering technique that leads the develop-
ment process from requirements capture to implementation by using stepwise-
refinement in an incremental design. We use control state ASMs, which are an
extended form of finite state machines, to create the ground models of our speci-
fication, because they provide synchronous and asynchronous parallelism, which
makes them suitable for the design of distributed systems. We take advantage
of the validation and verification capabilities that ASMs offer by translating the
control states ASMs to ASMETA framework and use its tools to automatically
simulate and model check the specification.

ASM model validation is possible by means of the model simulator AsmetaS [8]
(as shown in Subsect. 3.3). Further validation techniques are: building and exe-
cuting scenarios of expected system behaviors with the validator AsmetaV [6] and
by using model review validation technique to determine if a model has sufficient
quality attributes. Validation precedes the formal analysis of the requirements
and the verification of properties, which is possible by employing the model
checker AsmetaSMV [1] (see Subsect. 3.4).

3 Client-Cloud Adaptivity Component

To deal with the lack of client-orientation and the lack of formal specifications
of the Cloud software solutions, our research group came up with a Client-Cloud
Interaction Middleware (CCIM) [5] that manages the interaction between the
clients and the Cloud services owners. The CCIM contains various components,
that are designed in a loosely coupled way. The adaptivity component [3,5] pro-
vides on-the-fly adaptivity of Cloud applications to different devices (e.g., smart-
phones, tablets, laptops) and environment. The following key objectives have
been defined by the problem of making Cloud services usable to different end-
devices, in presence of device fragmentation and variety of operating systems:
2 http://modernizr.com/.

http://modernizr.com/
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develop a prototype where Cloud services are adapted on-the-fly to various chan-
nels and end-devices without the need to install any extra tool (without providing
different solutions for each type of device), describe the client-Cloud interaction
by using a formal modeling approach, analyze the process of collection of device
data necessary for the content and layout adaptation of cloud services, and prove
(model checking of application’s dependent and independent properties) that the
high-level specifications are correct w.r.t. the requirements.

In this paper we focus on the formal specification of the adaptivity component
and its communication with the clients, particularly on the formal validation and
verification of the process of collection device data necessary for the content and
layout adaptation of Cloud services.

3.1 Requirements Elicitation

The first step to be done in a development process is the requirements specifica-
tion, which is also the starting point for our work. They are afterwards captured
by the ASM ground models, in this way simplifying the transition from informal
(natural-language) to formal (mathematical) representations. The requirements
for the device information discovery were defined based on the key objectives
mentioned previously and are displayed below:

1. A client initiates the communication with the Cloud by sending a request
from its device.

2. The middleware intercepts the request and searches for the device informa-
tion locally on the server.

3. If the necessary information is not available, the middleware sends a request
to the device asking for the needed information.

4. If the device profile exists locally, the middleware still sends a request to
the device asking for the information of the properties that are possible to
change over time (e.g.: with a system update).

5. The client executes the code received from the middleware and sends back
a response.

6. The middleware forwards the client’s request to the Cloud and saves the
device profile (a device profile contains information about the properties of
the device, e.g., screen’s width, audio/video format support, touch, etc.) in
the local database.

7. The answer coming from the Cloud is intercepted by the middleware and
processed.

8. The content and layout of the Cloud’s answer are adapted by the middleware
in accordance with the device profile.

9. The middleware sends the Cloud’s answer (after processing it) to the client’s
device.

10. The client’s device displays the message.
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3.2 Formal Specification Using ASMs and ASMETA

This subsection introduces the (control state) ASM ground model of one of the
ASM agents complying the requirements presented in Subsect. 3.1. To offer the
possibility to automatically validate and verify the specification, the ASM ground
models were translated into Asmeta Language (AsmetaL) models.

ASM Ground Models. The initial version published in [7] was later on improved
in [3] by correcting the mistakes found and the models were refined into more
detailed ones. The client-middleware-Cloud interaction is best designed by a
multi-agent ASM composed of a family of agents of type device, owned by the
clients, an agent of type middleware, and a family of runtime created agents of
type request handler, one for each new client request. As in the previous work,
the specification of Cloud-side is left abstract. In the current work we show a
refined version of the request handler agent presented in Fig. 1 and its behavior
is explained below. The (control state) ASM ground models of the client and of
the middleware and their explanation are available in [3].

Fig. 1. Request handler - control state ASM ground model

The client initiates the communication process by selecting a Cloud service
from the list filtered based on its credentials. The adaptivity component inter-
venes in the client-Cloud communication (without the awareness of the client)
to gather information about client’s device and to create a device profile stored
in a local database. To discover the value of the device properties Modernizr
framework is used, i.e. JavaScript tests are created. These tests are sent to the
device to be executed and their result is sent back to the adaptivity component
using the cookie. Only after the device information is available on the server-side,
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the adaptivity component forwards the client’s request to the Cloud. The device
profile is used to adapt the content of the answer coming from the Cloud, which
is afterwards sent to the client. For generating different image and video formats
third party tools are used. Only one communication round for each device was
model checked (the process finishes when the client receives the adapted answer
and displays it), because the device information gathering happens in the initial
phase of the communication.

The control state ASM ground model in Fig. 1 describes the behavior of the
request handler agent. This model relates what happens with a client’s request
on the server and how it is used by the adaptivity component to produce the
device profile. The agent goes through various states from the initial state Start
processing until it reaches the final state Message sent. Two guards are used to
verify if the device information is either available in the cookie or on the server.
If the information is not available, Modernizr tests are created in JavaScript,
and the state of the request handler is updated to Require device info. The
request containing the tests is returned to the client (the agent reaches the final
state) for executing the JavaScript code and updating the device information
in the cookie. The actions happening after the device profile is retrieved from
the local database are part of the refinement applied to this control state. While
the extracted device information is copied in the cookie, Modernizr is used to
create JavaScript tests for the device properties that are possible to change
over time (performing a system update could change the values of some device
properties or new features could be included: e.g., new image/video formats
or new location detection capabilities could be supported), which are afterwards
sent to the device to be executed and the cookie will be in this way also updated.
If the information is not available in the local database, then it is copied from
the cookie. By sending the request to the Cloud the agent also reaches the state
Waiting for answers from cloud. For each answer that returns from the Cloud,
the handler agent verifies whether the device accepts the format and transforms
it if necessary. After adapting the content, the agent checks if “tests per request”
are necessary. If so, the corresponding JavaScript tests are generated and the
agent goes to the Sending to client state. The message is sent and the request
handler reaches the final state.

ASM Models in AsmetaL. To be able to validate and verify the specification, the
graphical notation of the control state ASM is translated to the textual notation
used in ASMETA, called AsmetaL. Each action, reported with a rectangle in
Fig. 1, becomes a rule in the AsmetaL code. The AsmetaL encoding of a multi-
agent ASMs requires the definition of at least one main ASM that imports all the
ASM modules and, in its main rule, schedules all the other agents. For the client-
adaptivity component interaction resulted five modules and one main ASM.
Two modules represent the description and the actions of the device agents and
another two the description and the actions of the middleware agent and of the
request handler agents. One module contains the signature to model the process
of message exchange between clients and adaptivity component. The main ASM
of the multi-agent AsmetaL model is called Mediator and it is responsible for
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delivering messages among the other agents. We describe below the modules that
represent the control state ASMs of the middleware and of the request handler
shown in Fig. 1.
module IServer
signature:

domain Middleware subsetof Agent
dynamic domain ReqHandler subsetof Agent
static middleware: Middleware

Code 1.1. IServer module

IServer module shown in Code 1.1 contains only the part of the signature that
is accessed by other modules. We have two declarations of agent domains on
the server-side, because there are two different types of agents: Middleware and
ReqHandler. The agents of type ReqHandler are generated at runtime (inside
the Server module as shown in Code 1.2) by the unique middleware agent.
module Server
import IServer
...
signature:

enum domain MiddlewareState = {WAITING REQUESTS}
enum domain RequestHandlerState = {START PROCESSING | REQ DEVICE INFO |

WAITING FROM CLOUD | READING ANSW FROM CLOUD | ADAPTING |
CHECKING CLIENT TESTS REQ | SENDING TO CLIENT | MSG SENT}

controlled mState: Middleware −> MiddlewareState
controlled reqHandlerState: ReqHandler −> RequestHandlerState
...

definitions:
...
rule r WriteClientTests ($rh in ReqHandler) =

extend Message with $ct do
clientTests($rh) := $ct

rule r Send($d in Device, $mt in MessageType, $initReq in Message, $ans in Message) =
outboxServer($d) := ($mt, $initReq, $ans)

rule r ProcessRequest = //Behavior of the request handler agent
rule r ReceiveRequest = //Behavior of the middleware agent

...
forall $d in Device do

choose $dr in deviceRequests($d) with true do
if isUndef(second($dr)) then

extend ReqHandler with $reqH do
...

endif
forall $rh in ReqHandler with reqHandlerState($rh) != MSG SENT do program($rh)

Code 1.2. Server module

Because of lack of space module Server is only partially shown in Code 1.2.
Inside the signature part, the declared domains represent the states of the mid-
dleware agent and, respectively, of a request handler agent. The signature con-
tinues by specifying all the functions necessary for the flow of the two agents.
The definitions part contains the body of the functions and of the rules. Rule
r ReceiveRequest describes the behavior of the middleware agent: for each new
request a request handler agent is created and the existing request handler agents
are awaken to finish their job. Rule r ProcessRequest represents the behavior
of the request handler agent and it invokes all the other rules available in the
definitions part.
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3.3 Validation

To prove that the specification correctly captured the intended behavior we used
AsmetaS simulator to automatically validate the ASM models. Figure 2 shows
an excerpt of a simulation’s result. We can observe that in state 3 a request
handler is created for the request sent by device1. By using the result of the
simulation we can follow the execution flow and check if the desired actions were
executed correctly. Moreover, the simulator performs consistent updates checking
to examine that all the updates are consistent. When an inconsistent update is
discovered, the simulation stops with the message saying which location was
updated to two different values at the same time.

Fig. 2. Example of simulation trace

3.4 Verification

Model checking application specific properties was possible by using the
AsmetaSMV tool, which translates ASM specifications into models of the NuSMV
model checker. The Computation Tree Logic (CTL) properties written inside the
ASMETA code are automatically translated to Promela code and afterwards ver-
ified by the NuSMV model checker. In addition to the properties proved in [3],
we have verified the refinement applied to the control state of the request handler
shown in Fig. 1.

When the request handler starts processing the request, if the device profile
is not available in the cookie, then the request handler will eventually send a
request (containing the JavaScript tests) to the device.
ag(reqHandlerState(RQ1) = START PROCESSING and

cookieInfoAvailable(device1) = false
implies ef(reqHandlerState(RQ1) = REQ DEVICE INFO))
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By verifying these type of temporal properties we wanted to guarantee the
correctness and the reliability of the client-adaptivity component interaction
w.r.t. device information detection.

4 Conclusions

The scope of this work is to prove that the creation of the device profile is cor-
rect, the communication is reliable, and that all device properties necessary for
the processing of the cloud content are available on the server-side. We achieved
this by refining the initial ASM ground models using ASMETA framework. We
were able to perform the model simulation in both an interactive and auto-
matic way by utilizing the simulator AsmetaS. Model checking of properties has
been performed to guarantee application independent properties, as consistency
and minimality, and application dependent properties (derived from the system
requirements), as correctness and reliability. The properties to be verified were
declared using CTL formulae directly in the AsmetaL model. Each agent was
verified separately using AsmetaSMV tool. As future work, we plan to add the
details regarding the Document Object Model (DOM) analysis, the content and
layout adaptation of the web pages.
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Abstract. In recent years indoor localization systems and localization-
based services gain more attention and become ubiquitous. Despite this,
planning, development and deployment of localization systems and ser-
vices is still an issue, that consumes a lot of effort and time. Situation
may improve if efficient and accurate computer tools are available to
support above mentioned tasks. This, on the other hand, requires mod-
eling software that can numerically predict behavior of the system, rec-
ommend improvements and/or preform some optimization. This paper
presents methods and preliminary results in the development of simpli-
fied, yet accurate, modeling tool that can support design and deployment
of indoor localization system. Approaches presented were evaluated in
real-life experiments.

1 Introduction

In recent years different indoor localization technologies gain lots of attention
as number of practical applications emerge almost every day. At the same time,
localization techniques are mature enough to provide accurate enough localiza-
tion information with satisfying update frequency coverage and capacity (i.e.
number of objects that can be simultaneously localized). Although the spec-
trum of technologies is very broad, a lot of attention is put on low-cost radio
technologies. This is mainly due to the fact, that radio devices allow for fast and
wireless data transmission while simultaneously being able to estimate distance
between communicating devices. Knowing distances to reference points (called
anchors), that have known positions, enables calculation of unknown location of
mobile node. Simultaneously current development of low-cost radio transceivers
gives low-power operation in unlicensed ISM bands over the distances of sev-
eral and dozen of meters. This makes low-power radios a perfect solution for
WSN/IoT applications – just to mention home/building automation, control
and monitoring applications and for marketing/advertisement purposes.

Among radio technologies several techniques to determine mobile node loca-
tion are possible. Received signal strength indicator (RSSI) is a measure reported
by almost every radio transceiver. RSSI provides information on how strong is
the radio signal received by the radio node. This information is used internally by
c© Springer International Publishing Switzerland 2015
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transceiver for clear channel assessment (and decision if and when to transmit) as
well as for detection of incoming radio packets (to decide when to receive). Since
RSSI drops with distance its value can be used to assess the distance between
the receiver and transmitter. Unfortunately, the relation between distance and
RSSI depends on number of different things, e.g. the localization area (shape,
dimensions, construction materials), presence and location of obstacles. Conse-
quently, the relation is never accurate and thus estimated distance is biased with
errors that are often difficult to deal with. The other approach does not calculate
distances from RSSI, but use raw RSSI measurements in order to decide where
mobile node is located. Typical approach is to prepare a map of the localization
area that provides RSSI values measured in each point of the map. While mobile
node moves across the area measured RSSI values are refereed to the map in
order to estimate node position. This technique is often used with WiFi and
Bluetooth Low Energy (BLE) networks.

Another approach for localization is based on accurate measurements of time
when radio packets were send and received. Ability to time-stamp packets allows
to measure the time radio signal travels from transmitter to receiver and thus
calculate the distance between them. Time of flight (ToF) measurements are
possible even when clocks of communicating nodes are not synchronized. If syn-
chronization of anchors’ clocks is possible then position can be calculated based
on the information when each anchor received the radio packet broadcasted
by mobile node. This method, time difference of arrival (TDoA), reduces the
communication overhead compared to ToF as single, one-way communication is
enough to determine the unknown position of a mobile node.

Although current radio transceivers allow for highly accurate distance mea-
surements and ToF/TDoA localization they are susceptible to errors resulting
from imperfections of electronic circuits and radio propagation phenomena –
mainly multipath and non line of sight (LoS) propagation. Despite the fact that
nature and theory of the above mentioned phenomena is well known, its impact
on real life localization systems is difficult to predict in real life applications.
This is mostly due to the complexity of propagation that depends on several
parameters that are difficult to be measured accurately (e.g. geometry of the
localization area) and are difficult to be controlled (e.g. mobile node’s antenna
direction and location).

Accurate modeling of radio propagation is difficult and impractical for devel-
opment of a software tool that is intended to support localization system devel-
opment, deployment and configuration. Therefore, we propose to take different
approach and construct a high level model of localization system directly. The
model is developed based on real-life measurements of radio devices that provide
localization functionality through time-based measurements. Model is focused
on localization but also takes into account relevant aspects of radio propagation
and phenomena. The idea for this approach is to model the localization system
directly, reducing complexity of the model, improving modeling performance
and ensuring ease of use (e.g. to release from the need to provide detailed area
information) while keeping the model accurate enough for practical applications.
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2 Related Work

Use of short-range radio communication (e.g. WiFi, Bluetooth) for indoor local-
ization is not new and is quite popular in large number of practical implemen-
tations. However, existing systems determine position of mobile node based on
RSSI values measured to anchor nodes (e.g. WiFi access points) of known local-
ization. For such systems number of numerical models relating RSSI with dis-
tance between nodes and modeling tools were developed.

Cisco Systems Inc. [1] provides wireless location appliance that, among other
things, allows to analyze the floor plan of the area of interest and recommend
deployment of access points. The tool takes into account number of different
information, including type of the access point, type of the services that need to
be provided in the network and parameters of the area including area type (e.g.
cubicles, rooms), construction material used (e.g. thin/thick wall, glass, door)
and propagation models. The tool outputs information on how access points
should be deployed and estimates quality of the service that will be provided –
this includes signal power, throughput and expected localization accuracy.

Recently several papers addressing modeling of time-based localization sys-
tems showed up. For example paper by Montorsi et al. [6] propose map-aware
models for indoor localization using either RSSI or time measurements (ToF or
TDoA). The model proposed takes into account information about area floor
plan (map) and attempts to relate the localization error to LOS and non-LOS
propagation that may affect ranging measurements. Authors propose simplified
model as they assume multipath propagation is not a case, time selectivity issues
can be ignored and bias in distance measurements only results from non-LoS
propagation through obstacles. Consequently the applicability of the model is
limited.

Yang et al. [7] addressed modeling of ToF ranging error in indoor environ-
ments. Based on real-life experiments they were able to present that normal
distribution is not an accurate model for ranging measurements error. They pro-
posed different statistical models that take into account skewness of the error
distribution and reflect reality much better. Although ranging modeling appears
very promising, it cannot explain localization errors measured in indoor envi-
ronments. Paper [7] suggests that geometry between nodes and area needs to be
taken into account but leaves this as future work.

Taking into account geometry of the area and locations of the communicating
nodes requires tools that ray trace the important signals traveling from trans-
mitter to receiver. Laaraiedh et al. [4] analyzed application of ray tracing (RT)
to localization systems in order to support fingerprinting and to model location
dependent parameters of ranging/localization systems. The solution proposed is
based on accurate modeling of radio propagation that requires detailed informa-
tion about the area of interest (usually provided in form of CAD files), parame-
ters of construction materials used, as well as models of human behavior/moves
within the area. For fingerprint-based localization the RT simulation prove to
fairly accurate approximate the error of real localization systems. Consequently,
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RT appears to be a tool that can be also used to model and later design/develop
localization systems for given area.

Although RT is sound the accurate modeling of all the rays of interest for
whole area is time-consuming, inefficient and impractical as large number of
detailed information needs to be provided. As presented in [3] this issue can
be alleviated if simplified yet accurate enough RT tools are used. Paper by
Laaraiedh et al. propose a graph based RT tool that takes into account area
floor plan and simulates propagation of radio rays. The output of the simula-
tion is then post-processed in order to get information such as RSSI and ToF.
Evaluation for UWB signals in real environments shows a good match of the
model.

Our research focus on modeling of indoor environments for time-based local-
ization modeling and algorithms for efficient planning of localization systems.
Similar to previous work we take into account geometry of the area and model
radio propagation. In contrast to what was done so far we keep the propagation
modeling as simple as possible (in terms of number of parameters required, com-
plexity of floor-plan information, lack of human behavior model, etc.) and take
into account significant phenomena of radio propagation (non-LoS and multipath
propagation, direct path attenuation, time-selectivity of radio devices, etc.).

3 Challenges in Accuracy Modeling

Localization error strongly depends on two factors: ranging error and localization
algorithm that computes position given several distance measurements.

We first focused on ranging errors and proposed a numerical model to approx-
imate the error defined as a difference between the measured and real distance.
Prior to modeling errors were processed: first outliers were filtered out, then
root mean square error (RMSE) was calculated. This allowed to clear the data
from incorrect values (e.g. resulting from temporary interferences) and take into
account both positive and negative values of error.

We have evaluated two modeling techniques often used in literature: poly-
nomial and kernel regression. In the former technique error values were approx-
imated with polynomial function of given degree in order to find the best fit.
The kernel regression method does not take any assumptions regarding the form
of resulting model. Instead it creates the model by traversing input data with
sliding window and processing subsets of data points (that fit into window).
The width of the window is a parameter to kernel regression and processing is
realized by applying kernel function to data points inside the window. Resulting
model is an array of estimated distance errors.

We have evaluated the models using real-life measurements that were con-
ducted in the corridor at our faculty (over 100 m long, 2.8 m wide corridor with
a square cross-section). In the experiment DiZiC [2] radio modules were used.
Eight anchor nodes were placed at fixed positions along the corridor. Mobile
node was moved to selected reference points along the corridor where distance
measurements were taken. Afterward the root mean square error (RMSE) of
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Table 1. Summary of error model evaluation. Models were created using different
parameters: degree 2, 9, 16, 19 for polynomial model and window size of 2, 16 for
kernel regression. All values reported are in meters.

Model Eval. Polynomial model Kernel model

(S1) (S2) 2 9 16 19 2 16

A2 A5 1.7375 1.7762 1.5577 1.6330 1.6604 1.8000

A7 7.5252 7.4200 7.4153 7.4300 7.3003 7.3475

Avg. 3.2603 3.1433 2.9877 3.0061 2.9929 3.2579

Std. 2.1711 2.2525 2.3305 2.3448 2.2641 2.1052

A5 A2 1.5544 1.5371 1.4726 1.4814 1.5102 1.5657

A7 8.0154 7.9806 8.1007 8.0876 8.0599 7.7715

Avg. 3.2955 3.2625 3.1993 3.1875 3.1705 3.2655

Std. 2.3930 2.4343 2.5523 2.5537 2.4935 2.3021

A7 A2 7.6997 7.6467 7.5421 7.4319 7.5492 7.4510

A5 8.0126 8.0595 8.2262 8.1289 8.1355 7.5943

Avg. 6.8804 6.8208 6.6929 6.6579 6.6768 6.6941

Std. 2.5900 2.7150 2.8120 2.8424 2.8467 2.3749

All anchors A2 2.8704 2.6303 2.3392 2.3977 2.5551 2.9616

A5 3.0508 2.9251 2.6854 2.7188 2.8952 3.0652

Avg. 3.8330 3.6875 3.3945 3.3978 3.5070 3.9017

Std. 1.2958 1.2883 1.3485 1.3384 1.2695 1.2954

measurements for each reference point was calculated and used for model devel-
opment and evaluation. Evaluation was conducted for different degree and win-
dow size of polynomial and kernel models. Since 8 anchors were used in tests the
data available was split into two sets – S1 used for model construction, and S2 for
model evaluation. Table 1 presents some of the results for models where S1 con-
tained measurements to anchors A2, A5, A7 as well as all the anchors (A1–A8).
Resulting models were evaluated against data in S2. By default S2 contained
RMSE errors for each anchor individually. The value reported in the table is an
average absolute error between the model and RMSE from S2. Results show that
polynomial model works best for degrees of around 19 – this is relatively large
value. Additionally, no model exists that can approximate all the measurements
accurately – models created using measurements for single anchor yield small
error values (below 2 m) for this anchor and large errors for the measurements
to other anchors (even above 8 m). The average error and standard deviations
for such models are also high – above 3 and 2 m respectively. The model created
using all measurements gives the best results regardless of whether polynomial
or kernel regression is used. The average error is around 3.7 m and standard
deviation equals 1.3.
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Fig. 1. Histogram of ranging error for corridor area. Two peaks of the distribution
reflect situation when direct path is correctly received (peak at 1 m), and when it is
attenuated and reflected ray is measured (peak at 12 m).

Both modeling approaches do not allow for accurate enough approximation of
the ranging errors. This shows that statistical modeling of the ranging measure-
ments must take into account additional parameters in order to more accurately
reflect real life systems. This can be also seen on Fig. 1 that presents a cumula-
tive histogram of error for 8 anchors deployed along the corridor and over 120
measurement points. The distribution of error is two-modal with clear peaks
at 1 and 12 m errors. Closer analysis showed that peak at 12 m is due to two
anchors that were located approximately 6 m from the end of the corridor. For
those anchors large number of distance measurements were biased with 12 m
error due to attenuation of direct path and reception of the reflected ray. Based
on the above observation we propose to model the ranging error with a multi-
modal probability distribution, with modes determined by geometry of the area,
relative location of anchors and possible ranging errors due to multi-path prop-
agation phenomena. The intensity of each peak in the distribution depends on
the estimated relative powers of the signals. Power estimation takes into account
both length, time spread, phase shift and resulting attenuation of each propaga-
tion path. Experiments also revealed that ranging error does not depend on the
distance, which is quite common assumption in literature. In fact, the devices
were able to measure the distance of 500 m with error below 5 m, which was
largerly due to imperfect measurement of the ground truth distance.

The other aspect for modeling localization systems is to model the local-
ization algorithm itself. The reason for that is the fact, that there is no single
lateration algorithm that can be used in order to determine the node position
given distance measurements. Moreover, all lateration algorithms output inac-
curate location when given inaccurate distance measurements and the error in
position depends heavily on the algorithm used.

In our research we have taken two approaches to lateration algorithm
modeling: partial derivatives and absolute distance. First approach works if the
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Fig. 2. Localization error along X and Y coordinates for 5 different lateration algo-
rithms.

lateration algorithm is given as a differentiable function. In such case accuracy
of the position can be represented as function of partial derivatives and ranging
errors. This approach works for algorithms that use linear least square method
([5]) and was the one used in our experiments. If lateration cannot be represent
as a differentiable function then error is calculated as a distance between real
and estimated position.

The error in linear least square lateration algorithms grows quickly with
ranging error but also strongly depends on the geometry of anchors. The best
results are achieved when anchors are deployed in a square grid. When anchors
are deployed in rectangular grid, with one side significantly longer then the other
(which is the case for corridor area), then the error magnifies. This effect is clearly
seen if we compare localization error along different coordinates (Fig. 2). Error
along the corridor length (X coordinate) is in most case below 2.5 m. On the
other hand the error across the corridor (Y coordinate) is large, even up to
dozens of meters. This is a direct consequence of linearization that propagates
and magnifies Y coordinate errors.

4 Conclusions

Real-life measurements confirmed that the localization error strongly depends
on the geometry of the area and relative position of ranging nodes. They have
also revealed that the error does not depend on the distance. Consequently, in
order to model the error one needs to take into account area geometry and radio
propagation phenomena, and use this information to build statistical model of
ranging/localization error. Therefore we model:

– ranging error with multi-modal distribution where each mode represents the
most likely propagation path between communicating nodes,

– localization error as a function of ranging error and the procedure used for
localization (e.g. selection of reference points, filtering and statistical analysis
of raw data) and using partial derivatives if possible.

By now we have developed a tool for evaluation of localization algorithms
and for numerical simulation of radio propagation within the area of interest
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Fig. 3. Single reflections for the corridor area and nodes located at (6, 2.8) and (26,
1.8) points. Right figure presents possible ranging errors resulting from the reflections.
The height of the peak gives relative power of the signal wrt. to direct ray.

(Fig. 3). Although the tool now offers only simple propagation modeling it can
already explain some of the real-life measurements. Simplifications implemented
in the model are all due to real-life experiments that disclose that in most case
single or double reflections affect the radio propagation in the most significant
way. This allows to simplify the model and reduce overhead while searching for
possible explanations of real-life measurements.
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European Social Fund.
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Abstract. Recent achievements in product modeling emphasize self adaptive
instancing of generic models, active intelligent property (IP) representations,
and multidisciplinary product concept definitions. Although current leading
product lifecycle management models (PLM) are in possession of these
advanced capabilities, new complexity related problems arise at definition of
active knowledge and higher level abstraction model entities. As contribution to
solution for the above problems, this paper introduces new request driven
behavior centered method for the generation of requirements, functional, logical,
and physical (RFLP) structure elements and active knowledge features in PLM
model. The requirements, functional, and logical elements provide high level
abstraction for representation of multidisciplinary product concept design while
knowledge features assist generation of product features on the physical level.
The proposed method is aimed to be suitable for intelligent application purposed
extension of PLM modeling systems.

1 Introduction

Representation of product information in order to achieve better engineering activities
and support design, analysis, and manufacturing automation started to develop at
engineering areas where conventional drawing and documentation failed. Examples for
these areas were representation of three dimensional surfaces (CAD), finite element
analysis (CAE) and computer aided programming of manufacturing equipment (CAM).
These isolated solutions were gradually integrated into product model where new aim
was to support all engineering activities during the lifecycle of product from the first
idea to legal recycling. Development of model for product lifecycle management
(PLM) system included more or less integration of models from various engineering
areas. However, real integration of mechanical, electrical, electronic, software and
hardware representations in a single model was possible only on the conceptual design
of multidisciplinary product. In order to realize this, well proven model structure was
introduced from systems engineering (SE). This is the requirements, functional, logical,
and physical (RFLP) structure.

The above changes were associated with new solutions for handling changes in the
growing model structures during the development of products in order to fulfill
demands for well engineered products and shortened innovation cycle. These demands
enforced advanced generic, feature driven, knowledge controlled, contextual, and self
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adaptive characteristics of PLM model. The Laboratory of Intelligent Engineering
Systems (LIES) at the Óbuda University joined to these efforts in research for model
representations which give better handling of high level abstraction and human request
driven self instantiation in PLM models. This chapter introduces one of recent results at
the LIES. This result is a new model structure to assist human request originated
content driven generation of elements in RFLP structured PLM models.

2 Knowledge Driven Self Adaptive Product Model

Engineering activities for lifecycle of increasingly complex products have been con-
centrated in highly integrated product lifecycle management (PLM) modeling systems
[6]. This integrated modeling methodology was grounded by the Integrated Product
Information Model (IPIM) which became international standard. In order to achieve
capability of PLM model for self modification in case of changed situation and new
event, active intellectual property (IP) driven generic product model constitutes key
area of PLM research. As result, recent PLM models are capable of self modification
through chains of contextually connected product features [1]. Model modifies itself for
changed situation and new events through chains of contextually connected feature
parameters. PLM model demands feature definition for lifecycle of product [9].

Recent developments of product model system completed the pure physical level
product model with request, functional, and logical representations in RFLP structure.
In this multidisciplinary model, R, F, and L levels provide representation of integrated
product concept for mechanical, electrical, electronic and other area specific product
units in a single model [2]. F and L levels are capable of behavior representation
providing virtually executable PLM model. The way is open for intensive application
of active intelligent content in product model [1].

The request driven behavior centered generation of RFLP structure elements which
is the main contribution in this chapter assists development of product lifecycle
management (PLM) model in a modeling environment which is outlined in Fig. 1. First
of all, the most important change is that modeling is multidisciplinary in order to
achieve really integrated representation of multidisciplinary product. The previous
efforts for interdisciplinary group work engineers resulted connected or integrated
individual results while multidisciplinary group work provides results which are built
on each other. Organic integration of mechanical, electrical, electronic, hardware and
software units in a single common model is done only on the conception level of
product design.

In the new scenario of engineering, human contributes to product development by
RFLP structure based product definition. The request driven behavior centered gen-
eration of RFLP structure elements applies content which is suitable to replace direct
human decisions on these elements. Following this, the model definition is continued
on two branches. Separation of physical level development gives the possibility for
direct physical level product definition. At the same, time, product concept definition
on the other branch makes integration of R, F, and L level abstraction entity generation
with the physical level definition possible. On the physical branch, physical (P) level
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definitions initiate active knowledge feature generation and product feature generation.
Generic model is developed which is capable of self adaptive instancing [8].

The request driven behavior centered generation of RFLP structure elements was
motivated by the problem with R, F, and L structure element dialogues. Capturing
complex contextual knowledge in the course of these dialogues is a new challenge for
engineers. The proposed method is aimed to develop representations for collected
active knowledge content in product model. This content drives RFLP element gen-
eration. At full application of the proposed method, multidisciplinary product concept
is defined prior to physically existing parts.

Because the proposed modeling is dedicated for RFLP structure element genera-
tion, it is planned to integrate in a PLM system with RFLP structure development
capabilities. At the same time, these capabilities can be utilized at the request driven
behavior centered model. In order to realize this advantage, configuration and open
system capabilities should be applied. This implementation is not a subject of this
chapter.

Fig. 1. Modeling environment of the proposed product definition
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The main RFLP structure and the proposed driving content for each level are shown
in Fig. 2. RE, FE, LE, and PE elements are placed in level structures for requirements
the product has to fulfill (R), function (F) to fulfill requirements, logical structure of
product (L), and physical (P) representations of real world product, respectively.
Because level of RFLP structure is a structure of elements, the proposed model for
driving content consists of levels and element structures on levels. Content for the R, F,
L, and P level elements is available in relevant elements on levels of initiated requests,
product functionality, context structure, and action structure, respectively.

The RFLP and the proposed content structure elements are connected by ports
(Fig. 2) for inter-element communication (PFIC, control of element (PFCO, and for
exchange of content information (PFCN). Driving content consists of coordinated
human request representations and their processing into lower level entities such as
behaviors, contextual connections, and physical level object parameters. Formerly
applied knowledge, experience, and expertise entities are represented in content

Fig. 2. RFLP structure elements and the proposed driving content
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elements and applied as consistent intellectual property (IP) in product model. In order
to achieve this, the abstraction method in the proposed modeling is based on the five
level abstractions in [4].

3 Request Driven Element and Feature Definition

Structure of content for the request driven behavior centered generation of RFLP
structure elements is summarized in Fig. 3. Encircled letter C means driving connection
in the direction of arrow. Engineer submit request in the form of content. Request may
be initiated or already decided. Authorization is controlled by relevant PLM procedures
using allowed context for each interacting human. Initiated requests are recorded and
placed in structured request (SR) as organized initiatives. SR organizes requests from
all engineers who are in appropriate context. Decided requests are included in actual
product definition. Content is mapped to organized initiatives. Structured request
(SR) includes initiatives for product functions, specifications, objects, processes, and
entity generation methods. Definition and decision [7] activities enhance and complete
this structure during the lifecycle of product.

Because behavior representations in F and L level elements of RFLP structure
enhance product model into virtually executable one, content for behavior has key
importance on the way of development of the proposed modeling. Requests are con-
verted into product behavior (PB) definition considering their structural connections in
SR structure. Product behavior (PB) content definition is controlled by product func-
tionality and product characteristics. Behavior related content is placed in structured
behaviors. In PB, structured behaviors can cover all of the product functionality and
characteristics using a previously published generalized definition of behavior [5].

In this stage of content definition, product structure is available in the form of
awaited and decided product behavior definitions. Behavior controls generation action
(GA). GA is a structure which backed up by content in the form of constructor and
active knowledge product features for the P level of RFLP structure. GA structure also
can be configured for direct drive of product and knowledge features in conventional P
level product models under the coordination of CD structure.

P level object contexts are organized logically in context definition (CD) structure.
This can be defined prior to physical object definition and includes content for logical
structure of product. This content drives L level element generation in the RFLP
structure. Direct context drives logical connection for product objects while indirect
contents drives logical connections of driving knowledge objects and driven product
objects in the product model. In the indirect case, logical connections are established
between object which change knowledge objects parameter values and results firing of
knowledge objects.

As it can be followed in Fig. 3, the proposed modeling is composed by contextual
chain of SR, PB, GA, and CD structures. Elements in these structures have driving
connections to relevant contextual RFLP structure elements as it is summarized in
Fig. 4. Driving contexts in Fig. 4 were mentioned above. Content background and
driven RFLP structure level driving connections include SR-R for requests, SR-F for
functions, PB-F and PB-L for behaviors, GA-P for physical object generation, and
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CD-L for connections in logical model of product. In the course of definition of content
structure and its driving connections, arbitrary connection of elements within and
between content driving content background and product RFLP structure can be
established in accordance with the context of engineer who defines the connection.

Driving connections and the connected content between levels of the content
background (Fig. 3) implies complex content representation structure on each level. For
the inside structure of levels, content type based substructures were proposed (Fig. 4).
Substructure is a structure of elements on a level. RFLP structure management of
known PLM solutions allows for establish structure within level of RFLP structure.
This practice is planned to apply also on content levels. Because content elements and
connections may be very complex, generic modeling must be applied for the greatest

Fig. 3. Content structure for the proposed modeling
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extent possible. On the level of structured request (SR), substructures are proposed for
request specification (RS), requested product function (RF), requested objects (RO),
requested definition method (RM), and requested definition process (RP). RS specifies
human defined request which includes specified objects and their specified parameters
and drives relevant RF, RM, and RP element definition. In other words, specification
initiates content for product function, as well as product entity definition method and
process. Sometimes sets or patterns of product objects are mapped to function. Along
the contextual chain in Fig. 4, product object may be specified along with its definition
method or process. Finally, definition process may be driven by method. The SR
structure is extended and improved during the lifecycle of product. Driving RFLP
structure elements by SR elements can be restricted to critical engineering activities.

On the level of product behavior (PB), substructures are proposed for situation
which includes content for defining behavior (BS), circumstances (BC) in the form of
set of parameter definitions in the background of situation, adaptive drive (BA) which
includes content for the drive of product objects, and simulation (BS) which is for

Fig. 4. Substructures on levels of content structure
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analyses in order to assure defined behavior. Elements in this level are defined in the
context of structured request (SR) substructure elements. While contextual connections
are established between elements, content transfer is done by object parameter values
and relationships.

On the level of generation action (GA) definition activity action (AD), adaptive
activity action (AA) substructures organize product feature, and knowledge feature
generation content. Direct feature action (AF) substructure is record of direct human
feature definitions. Context definition (CD) level includes substructures for the four
main types of logically connected model entities as it can be seen on Fig. 4.

4 Conclusions

In this chapter, four leveled driving content background is proposed in order to connect
engineer requests for product definition with generation of RFLP structure elements
and product and knowledge features by using of request driven and behavior centered
method and model representation. The proposed modeling is a contribution to recent
developments in product model system in order to complete the conventional pure
physical level product model with request, functional, and logical representations of
multidisciplinary products in (RFLP) structure. It was devoted to improve integration in
existing RFLP structure enabled PLM model structure by using of substructure ele-
ments and their ports of advanced host PLM systems.

References

1. Horváth, L., Rudas, I.J.: Human intent representation in knowledge intensive product model.
J. Comput. 4(10), 954–961 (2009)

2. Kleiner, S., Kramer, C.: Model based design with systems engineering based on RFLP using
V6. In: Abramovici, M., Stark, R. (eds.) Smart Product Engineering. LNPE, vol. 5, pp. 93–102.
Springer, Heidelberg (2013)

3. Brière-Côté, A., Rivest, L., Desrochers, A.: Adaptive generic product structure modelling for
design reuse in engineer-to-order products. Comput. Ind. 61(1), 53–65 (2010)

4. Horváth, L., Rudas, I.J.: A new method for enhanced information content in product model.
WSEAS Trans. Inf. Sci. Appl. 5(3), 277–285 (2008)

5. Horváth, L., Rudas, I.J.: Associativity, adaptivity and behavior aspects in modeling for
manufacturing related robot systems. In: Proceedings of the IEEE International Conference on
Robotics and Automation, pp. 3006–3011, Barcelona, Spain (2005)

6. Stark, J.: Product Lifecycle Management: 21st Century Paradigm for Product Realisation.
Birkhäuser, Heidelberg (2004)

7. Horváth, L., Rudas, I.J.: New product model representation for decisions in engineering
systems. In: Proceedings of 2011 International Conference on System Science and Engi-
neering (ICSSE 2011), pp. 546–551, Macau, China (2011)

8. Horváth, L., Rudas, I.J.: Active knowledge for the situation-driven control of product defi-
nition. Acta Polytech. Hung. 10(2), 217–234 (2013)

9. Sy, M., Mascle, C.: Product design analysis based on life cycle features. J. Eng. Des. 22(6),
387–406 (2011)

588 L. Horváth and I.J. Rudas



Modeling of a High Voltage Ignition Coil
with Nonlinear Magnetic Behavior

Klaus Stadlbauer1(B), Georg Meyer2, Florian Poltschak1,
and Wolfgang Amrhein1

1 JKU HOERBIGER Research Institute for Smart Actuators, Johannes Kepler
University Linz, Altenbergerstr. 69, 4040 Linz, Austria

{Klaus.Stadlbauer,Florian.Poltschak,Wolfgang.Amrhein}@jku.at
2 Institute for Fluid Mechanics and Heat Transfer, Vienna University of Technology,

Karlsplatz 13, 1040 Vienna, Austria
Georg.Meyer@tuwien.ac.at

Abstract. Ignition systems are wide spread in common life and indus-
try. Cars for example are part of everybody’s daily life, gas motors are
common in industry. The heart of the system, the prt which both have
in common, the premise for the functionality, is the ignition of the fuel
with a spark. Problems occur when the fuel is not ignited correctly. Mis-
fire and more exhaustion than necessary result from sparks which are to
small in power for proper ignition. Sparks can be blown out like a candle
in wind and therefore don’t ignite the fuel at all.

A multi-exciting system not only improves the power of the spark,
it can even prolong the duration to assure proper ignition and therefore
combustion.

To cope with industry demands like the design of components or
improving efficiency the system is described in a mathematical model
comprising the non linear behavior of the ignition coil. Optimization of
parts like the ignition coil for higher efficiency is the next logical step.

Keywords: Capacitive high voltage ignition system · Nonlinear mag-
netic behavior · Multi-excitation ignition

1 Introduction

An everyday issue not receding in importance in science is the reduction of
exhaust emissions due to the environmental and ecological impact. The combus-
tion engine is one of the biggest players in producing exhaust emissions such as
oxides of nitrogen, total hydrocarbons and carbon monoxide. To reduce these
exhaust emissions a good combustion of the fuel is a prerequisite which is directly
dependent on the quality of the ignition [1].

The process of ignition is a complex issue. It starts with the electronic system
for storing a certain amount of energy that is transfered to a combustible fuel
via a spark. After the breakdown the process continuous with the propagation of
the spark between the two electrodes (i.e. spark plug) and the dynamic behavior
c© Springer International Publishing Switzerland 2015
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 589–596, 2015.
DOI: 10.1007/978-3-319-27340-2 73
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Fig. 1. A high voltage ignition system.

within the gas flow during ignition, especially in the first phase. Last but not
least the ignition itself and the following combustion of the expanding gas is part
of it. The ignition coil consists of a primary and a secondary winding and an
iron core. Latter is preferably made of SMC in order to reduce eddy currents.

This work deals with the mathematical model of the high voltage ignition coil
[2] and its surrounding system (see Fig. 1) which is used in a recently developed
capacitive discharge ignition system [3–5]. Hereby, main focus in system modeling
lies on the fast time-transient behavior of the ignition coil. The development
of the mathematical model is highly important for better understanding and
ongoing system design. The basis is a differential equation system in state space

ẋ = Ax + bu. (1)

The number of ODEs varies due to the corresponding level of simplification.
A system consisting of 6 states is superior to the computational time and the
quality of the results.

The resistance of the spark gap is preliminary modeled regarding the law of
Paschen without taking fluid dynamics into account. Since no prolongation of
the spark and therefore no considerable change of the gap resistance is antici-
pated this is seen as justified. For simulating spark ignition in a fluid dynamic
environment this simple model of a spark gap can be replaced by another more
sophisticated model. In that case the calculation requires a Finite Element soft-
ware (e.g. FLUENT) yielding corresponding mathematical parameters.

2 Simulation

For gaining a compact and fast model the degrees of freedom shall be minimized
as much as possible. Furthermore, due to the stiffness of the problem (some
capacitors are very small whereas for example the resistance of the spark gap
can be as high as several mega-ohm) using a model with too many degrees of
freedom the calculation time could explode or the calculation itself even breaks
down. For further optimization of the whole system or parts of it like the ignition
coil genetic optimization tools like MagOpt can be used. Such a software uses a
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computer cluster for parallelized calculation where at each computer one model
is sent for calculation [6]. Using a model which consists of a minimum number
of degrees of freedom one calculation becomes fast enough to produce results for
the whole optimization in an acceptable time span.

As important variables which cannot be neglected the following ones are
identified

x = (uB, ip, iμ, i
′
s, uCT , uSP ) (2)

and consist of the voltage uB over the energy storing capacitance CB , the pri-
mary current ip flowing through the primary windings, iμ the current is flowing
through the main inductance Lh, to the primary side transformed secondary cur-
rent i′s flowing through the secondary windings, the voltage uCT which applies
to the ignition cables capacitance CCT and uSP which matches the voltage over
the spark gap.

The scheme of the corresponding model can be seen in Fig. 2. Further para-
meters are the resistance RB , the energy storing capacitor CB , the resistor Rx

and diode D1 in the free wheeling circuit on the primary side of the ignition coil.
Rp, Lσ,1 and Rs, Lσ,2 are the resistances and leakage inductances of the primary
side and secondary side respectively of the ignition coil, the resistances Rcl1, Rcl2

of the ignition cable and a corresponding capacitance CCT and a shunt resistor
R100 for measuring the current through the spark gap.

Furthermore, the spark gap is modeled with a resistance RSP and a parallel
capacitance CSP .

RB

CB

Rp Lσ,1

RFe Lh

Rs Lσ,2 Rcl1

z

Rcl2

CCT

ip

uB

iμ

is

uCT

D1

R100

uSP

Rx

I TBGI TBG

uin

bit pattern

Fig. 2. Electrical circuit of the high voltage ignition system.

For the case where the IGBT is switched on following equations are given

u̇B = − uB

RBCB
− ip

CB
+

uin

RBCB
, (3)

i̇p = − Rp+RFe

Lσ,1(ip, i′s)
ip+

RFe

Lσ,1(ip, i′s)
iμ+

RFe

Lσ,1(ip, i′s)z
is+

uCbatt

Lσ,1(ip, i′s)
, (4)

i̇μ =
RFe

Lh(ip, is)
ip − RFe

Lh(ip, is)
iμ − RFe

Lh(ip, is)z
is, (5)
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i̇s =−RFe+R′
s+Rcl,1z

2

L′
σ,2(ip, i′s)

is+
zRFe

L′
σ,2(ip, i′s)

ip− zRFe

L′
σ,2(ip, i′s)

iμ− uCT z
2

L′
σ,2(ip, i′s)

, (6)

u̇CT =
1

CCT
is − uCT − uSP

(Rcl,2 + R100)CCT
and (7)

u̇SP =
uCT − uSP

(Rcl,2 + R100)CSP
− uSP

RSPCSP
. (8)

In the case where the IGBT is switched off Eqs. 3 and 4 have to be replaced
by following two equations

u̇B = − uB

RBCB
+

uin

RBCB
and (9)

i̇p = − Rp+RFe

Lσ,1(ip, i′s)
ip+

RFe

Lσ,1(ip, i′s)
iμ+

RFe

Lσ,1(ip, i′s)z
is. (10)

Switching back and forth between latter two equations and the corresponding
original ones (Eqs. 3 and 4) it is possible to simulate a multi exciting ignition.
Furthermore, the resistance RSP depends on the state whether a spark is exis-
tent or not. If there exist a spark the resistance drops very low due to the flow
of electrons. Whereas the lack of a spark creates a very high value for the corre-
sponding resistance.

By using the Finite Element software FEMM the inductivities of the ignition
coil are pre-calculated and therefore it is possible to take the nonlinear behavior
of the magnetic saturation into account. The mutual and main inductivities of
the ignition coil are considered as the change of the magnetic flux due to the

Fig. 3. Magnetic field of ignition coil.
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change of the primary and secondary current between two quasi static states with
reasonably small margins. The main inductances L11 and L22 and the mutual
inductances L12 and L21 are calculated this way. As an example the result of the
main inductance L11 is plotted in Fig. 4. It can be seen that there is a significant
difference between the non-saturated and the saturated states. Please note, that
only the second and fourth quadrant of this result (i.e. different signs of the
primary and secondary current) are used due to Lenz’s law.

3 Test Rig and Measurement

A test rig was developed and installed at Johannes Kepler University Linz as
depicted in Fig. 5. Hence, it is possible to test the development of a spark under
pressure or under a certain gas flow. For pressurizing the iron tube two lids close
each side of the iron tube enabling a pressure up to 40 bars.

Fig. 5. Test rig of the ignition system.

Removing the two lids a wind channel can be connected to the iron tube
allowing a test environment with a laminar air flow. In front of the electrodes
lattices with different size of holes can be installed at a specified distance. Hence,
a specified turbulent gas flow can be created depending on the size of the holes
of the grid.

A high speed camera which is mounted above the test rig captures the devel-
opment of the spark which can be visualized at a speed of 10 kHz. A drawback
is the use of only one camera which is why the three dimensional proliferation
of the spark under turbulent flow is difficult to determine. Nevertheless, the
distortion of the spark due to a wind flow is clearly detectable and useful for
ongoing studies concerning the development of a spark in the environment of a
real combustion chamber.

For data acquisition and control several instruments are used (Fig. 6). Using
a data acquisition unit one can measure the temperature and the pressure inside
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Fig. 6. Scheme of the data acquisition of the test rig.

the iron tube. These measurements can be used to calculate the break down volt-
age of the spark. The arbitrary waveform generator is used to trigger the ignition
at the control electronics (VariSpark) and the measurement at the same time
started from a Matlab-script running on a PC. This enables the user to visualize
primary and secondary current and voltage on a high resolution oscilloscope.

4 Results

The simulations are performed with a very simplified model of the spark gap
(consisting of a resistor and a parallel capacitance). The model of the spark gap
switches either to a high value (this means there is no spark existent) or to a low
value for the resistance (this means a spark is existent and therefore electrons
can flow through the gas).

Test results are measured in a static environment and compared to the model.
Even for this simple model of a spark gap a very good accordance between
measurement and simulation can be seen in Figs. 7, 8, 9 and 10 - lines in red
show the measurements acquired with the oscilloscope whereas the lines in blue
show the simulation results of the system.

In Fig. 7 the primary voltage of the ignition coil is depicted. A multi-excitation
of four pulses can be seen occurring at 20µs, 157µs, 294µs and 431µs for the
duration of 38µs. The simulation and the measurement accord over the whole
time. After the peaks of the pulses when the IGBT is closed the discharging
of the capacitance can be seen. The voltage declines steadily down during the
multi-ignition. Between the peaks, while opening the IGBT the voltage drops
below zero due to the flow of current through Rx and D1 originating of the
collapsing magnetic field of the primary windings.

Figure 8 shows the primary current which rises with each excitement pulse.
A deviation can be found at the slope after the last impulse where the blue line
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(which depicts the simulations result) is slower dropping than the measurements
result. The origin of this inaccuracy has to be determined.

The secondary voltage can be seen in Fig. 9. Immediately after the first pulse
the voltage is rising very high (more than 14 kV) until the breakdown of the spark
occurs. Afterwards, the voltage drops to a certain level and rests there regulated
like the voltage in a glow lamp. When the current drops below a certain level
the voltage breaks down (at 670µs).

Figure 10 shows the corresponding secondary current. Immediately after the
first excitement pulse (at 27µs) the current rises very high due to the dropping
resistance of the spark gap and the high secondary voltage before the breakdown.
After the breakdown it drops very fast again and then behaves according to the
primary current.

All in all the simulated results relate to the measured ones very well. Further
measurements with different exciting pulses (differing in duration and number)
were repeated and compared with simulation results. Again, the results show
good accordance between measurement and simulation.
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5 Conclusion and Outlook

Concludingly it can be said that with the presented spark excitation it is possible
to prolong the duration and amplify the power of the spark which guarantees a
stable ignition while reducing misfire.

By using a minimum number of states it is possible to create a mathematical
model which is fast and accurate. The results show a very good accordance
between measurement and simulation even for the model with the simple spark
gap. The model was converted into a C-code s-function which makes it flexible to
be used in different software systems like Matlab/Simulink or FLUENT. Even a
microprocessor could be programmed with it for current and/or voltage control of
the spark. Thus, the mathematical model not only allows optimizing the system
parameters for a better fuel combustion. Furthermore, it opens the possibility
for system designers to create customized ignition coils.

Latter is the aim of ongoing studies in order to predefine the characteristics
of the voltage and current of the spark.

Hence, with a better understanding of the system the combustion process
can be optimized to reduce exhaust emissions.
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Abstract. A characteristic element of heating systems is heat exchanger ded-
icated to efficient heat transfer from one medium to another. The paper presents
simple models of a heating system with heat exchangers designed for studies of
control systems based on a control of heat carriers flow. Presented studies are
necessary for a development of new control strategies in heating, ventilating, air
conditioning and refrigeration systems. Three variants of heat exchangers
models were examined – a typical model containing the logarithmic mean of
temperatures, a model including assumptions about the arithmetic mean of
temperatures and a model with an assumption of perfect mixing of medium in an
exchanger. Usefulness of the models in designing of control systems was ver-
ified under quasi-static conditions.

Keywords: Heat exchanger � Central heating system � Control system

1 Introduction

Heat exchangers are widely used in various kinds of industrial and domestic installa-
tions especially in heating, ventilating, air conditioning and refrigeration systems
(HVAC&R). The exchangers have different structures but their main purpose is to
separate heat carriers and efficient heat transfer between them. This paper focuses on
the use of heat exchangers in district heating systems (DHS) including district heating
networks, heating substations and radiator systems in buildings with water as a heat
carrier. However, the purpose of the analysis is not designing of DHS but designing of
a control for these systems.

There exist various solutions for a control of DHS but generally they are based on
controlling either a temperature of heat carrier flowing into an exchanger or a flow rate
through an exchanger. The flow control is widely used in practice but an obtained
control system is nonlinear what makes it difficult to analyze. Furthermore, heating
systems are spatially extensive and contain many exchangers, thus studies of
multi-loop control systems are necessary. As to deal with these difficulties, in order to
obtain a reliable control system, simple models of plant dynamics are required.

Models of heat exchangers found in the literature can be divided into three cate-
gories. The most accurate ones are based on partial differential equations (PDE) and
generally are dedicated to design and to build virtual prototypes of exchangers [1–3].
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Dynamics of a heat exchanger described by partial differential equations makes difficult
application of theories and control design techniques developed for lumped systems [4,
5]. The simplest models of heat exchangers used while examining a dynamics of plants
or control systems have the form of transmittance [6]. However, these models are too
simple since the transmittance is, by definition, a linear model while flow control is
non-linear. The most popular models used for designing systems with exchangers
(needed for exchangers’ selection) have a form of balance equations with a function
called the logarithmic mean temperature difference (LMTD) [7]. These models are the
reference point for models studied in the paper.

The content of the paper is organized as follows. In Sects. 2 and 3 basic types and
simple models of heat exchangers are presented. Simulation tests are described in
Sect. 4 followed by analytical studies given in Sect. 5. Section 6 concludes the paper.

2 The Basic Heat Exchangers

In presented studies three types of heat exchangers were taken into account:
parallel-flow exchanger (PFE), counter-flow exchanger (CFE) and capacitive exchan-
ger (CE), as depicted in Fig. 1.

In the quasi-static conditions this types of exchangers can be described by equa-
tions in a form of a general energy balance

m1 T1in�T1outð Þ ¼ kDT ¼ m2 T2out�T2inð Þ for PFE=CFEð Þ ð1Þ

m1 T1in�T1outð Þ ¼ kDT for CEð Þ

where: m1 and m2 are functions of flow rate f1, f2 (m1 = cpρf1, m2 = cpρf2), T1in, T1out –

inlet and outlet temperatures of primary heat carrier, T2in, T2out – temperatures of
secondary heat carrier, k – thermal conductivity coefficient, ΔT – the mean temperature

Fig. 1. Three types of heat exchangers (a description of variables see in text).
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difference between both media, ΔTbeg - the temperature difference at the “beginning” of
a heat exchanger, ΔTend – the temperature difference at the “end” of a heat exchanger,
A – a heat exchange surface. In the most popular model used to design of heating
systems, difference ΔT originates from a solution of partial differential equations
describing an exchanger. In the primary solution of the integrated equations difference
ΔT depends on flows of heat carriers and is given by

DT ¼ DTbeg 1�ekm
� �

=ðkmÞ ð2Þ

where m = mlp = 1/m1 + 1/m2 for PFE, m = mlc = 1/m1-1/m2 for CFE, and m = ml = 1/m1

for CE. After eliminating of flow rates from (2) the logarithmic mean temperature
difference is obtained

DT ¼ DTend�DTbeg
� �

=ln DTend=DTbeg
� � ð3Þ

Equations (1) and (3) are typically used to determine nominal flow rates of heat
carriers and the thermal coefficient k (and hence a size of a heat exchanger) on the base
of inlet and outlet temperatures of an exchanger and heat demand of a system. How-
ever, during a testing of a control system the coefficient k, inlet temperatures and flow
rates are known and the model is used to determine the outlet temperatures. Therefore,
for study of systems with changes of flows Eqs. (1) and (2) are more suitable.

3 The Simple Models of Heat Exchangers

In this paper, three kinds of models of heat exchangers are analyzed. The first model
(L) using LMTD (3) is the reference point. In the second model (M) the simplest
assumption about the ideal mixing of heat carriers is used, thus ΔT is calculated as

DT ¼ T1out�T2out ð4Þ

This is a very strong assumption and a common opinion is that such simple model
is not appropriate for exchangers modelling. However, presented later on studies show
that the model is sufficient. The third model (A) is based on an arithmetical mean of
temperatures

DT ¼ T1in�T1out=2� T2in�T2outð Þ=2 ð5Þ

and seems to be more accurate than the second one. These simple models do not
describe temperature distribution along a heat exchange surface. Only model L is
derived from partial equations which take into account a distribution of temperature.
Models M and A are very simplified, especially model M.

On the base of Eqs. (1–5) following formulas for output variables (T1out, T2out)
depending on input variables of exchanger (T1in, T2in, m1, m2) can be derived
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T1out ¼ a11T1in þ a11T2in; T2out ¼ a21T1in þ a22T2in ðfor PFE=CFEÞ ð6Þ

T1out ¼ a11T1in þ a11T2 ðfor CEÞ:

Coefficients a11, a12, a21, a22 for all models are collected in Table 1.

4 The Simulation Studies

Models L, M and A were used for simulation studies of a domestic central heating
system. The test plant depicted in Fig. 2 consists of a substation with the heat
exchanger PFE or CFE and a radiator system represented by the exchanger CE.

The heat balance of the plant in nominal (design) conditions is given by

qN ¼ msN TshN�TscNð Þ ¼ ksDTsN ¼ mrN TrhN�TrcNð Þ ¼ krDTrN ¼ kout TinN�ToutNð Þ:
ð7Þ

Table 1. Coefficients a in formulas (6) for models L, M, A.

Model L Model M Model A
PFE CFE PFE/CFE PFE/CFE

a11 m2e
�kmlp þm1
m1 þm2

m1�m2ð Þe�kmlc

m1e�kmlc�m2

m1 m2 þ kð Þ
m1m2 þ k m1 þm2ð Þ

4m1m2 þ 2k m1�m2ð Þ
4m1m2 þ 2k m1 þm2ð Þ

a12 �m2e�kmpw þm2
m1 þm2

m2e�kmlc�m2
m1e�kmlc�m2

m2k
m1m2 þ k m1 þm2ð Þ

4m2k
4m1m2 þ 2k m1 þm2ð Þ

a21 �m1e
�kmlp þm1

m1 þm2

m1e�kmlc�m1
m1e�kmlc�m2

m1k
m1m2 þ k m1 þm2ð Þ

4m1k
4m1m2 þ 2k m1 þm2ð Þ

a22 m1e
�kmlp þm2
m1 þm2

m1�m2
m1e�kmlc�m2

m2 m1 þ kð Þ
m1m2 þ k m1 þm2ð Þ

4m1m2 þ 2k m2�m1ð Þ
4m1m2 þ 2k m1 þm2ð Þ

CE CE CE
a11 e�kml m1

m1 þ k
2m1�k
2m1 þ k

a12 1� e�kml k
m1 þ k

2k
2m1 þ k

Fig. 2. Model of a domestic central heating system
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Parameters of the model were evaluated according to (7) and taking following
nominal values: ToutN = −20°C, TinN = 20°C, qN = 500 kW, TshN = 135°C, TscN = 95°C
for PFE (85°C for CFE), TrhN = 90°C, TrcN = 70°C. Results are presented in Table 2.

It can be noticed large differences between values of models L and M, and even
negative value of coefficient ks for a plant with CFE. However, model M is not used to
design of a heat exchanger. The following relationship between the parameters of
models L, M, and A could be obtained which allows for scaling parameters from one
model to another

ksðLÞDTsNðLÞ ¼ ksðMÞDTsNðMÞ ¼ ksðAÞDTsNðAÞ ¼ qN ð8Þ

krðLÞDTrNðLÞ ¼ krðMÞDTrNðMÞ ¼ ksðAÞDTrNðAÞ ¼ qN :

Simulation studies of the system will be carried out in two steps. First, the sub-
station and the radiator are examined separately and then the system is examined as a
whole.

Characteristics of output variables of the substation (PFE/CFE) and the radiator
(CE) treated separately were determined on the base of Eq. (6)

Tsc ¼ a1shTsh þ a1rcTrc; Trh ¼ a2shTsh þ a2rcTrc for PFE=CFEð Þ ð9Þ

Trc ¼ a3rhTrh þ a3outTout; Tin ¼ a4rhTrh þ a4outTout for CEð Þ:

Coefficients a are calculated according to Table 1, therefore they depend on vari-
ants of the model, a type of heat exchanger and the functions of flow ms and mr. For the
nominal values of flow rates given in Table 2, values of coefficients a for each model L,
M, A are the same. Thus, characteristics of output variables depending on inlet tem-
peratures (input variables) are linear and are the same for all models L, M, A.

Table 2. Values of parameters of the model (7) with PFE and CFE

Substation PFE + radiator Substation CFE + radiator

qN = 500 kW TshN/TscN/TrhN/TrcN TshN/TscN/TrhN/TrcN
135/95/90/70 °C 135/85/90/70°C

model L M A L M A

ΔTsN, °C 23.4 5.0 35.0 27.3 −5.0 30.0
ΔTrN, °C 59.4 50.0 60.0 59.4 50.0 60.0
ks, W/°C 21 376 100 000 14 286 18 310 −100 000 16 667
kr, W/°C 8 412 10 000 8 333 8 412 10 000 8 333
kout, W/°C 12 500
msN, W/°C 12 500 10 000
mrN, W/°C 25 000
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The most interesting are non-linear characteristics of the output variables as the
function of flow rates. Characteristics for all exchangers (PFE, CFE, CE) are very
similar. Exemplary plots for PFE are presented in Fig. 3. It can be noticed that models
M and L exhibit very similar behavior while model A is definitely different.

For the system examined as a whole, i.e. the substation PFE/CFE in co-operation
with the radiator CE, input variables are temperatures Tsh and Tout, and functions of
flows ms and mr. The output variables (the same as above) were calculated as

Tsc ¼ b1shTsh þ b1outTout; Trh ¼ b2shTsh þ b2outTout ð10Þ

Trc ¼ b3shTsh þ b3outTout; Tin ¼ b4shTrh þ b4outTout:

Coefficients b of (10) are presented in Table 3.

Fig. 3. The non-linear characteristics of PFE

Table 3. Coefficients b in formulas (10), M = 1-a2rca3rh

b1sh a1shMþ a1rca2rca2sh
M

b1out
a1rca3out

M

b2sh
a2sh
M b2out

a2rca3out
M

b3sh
a3rha2sh

M b3out
a3out
M

b4sh
a4rha2sh

M b4out a4rha2rca3out�a4outM
M
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Linear characteristics of dependences on the input temperatures are the same for all
variants of the models (L, M, A), both for the system with PFE as well as with CFE.
Nonlinear characteristics of dependences of temperatures on flow rates ms and mr for
models L and M are very similar and differ for model A. Figure 4 shows dependences
on variable ms for the model with PFE. Similar characteristics are obtained for a
changing flow rate mr and for CFE model.

5 The Analytical Studies

Similarity of models M and L is quite surprising because the assumption of perfect
mixing, taken into model M, from the definition ignores a temperature distribution
along a heat exchange surface. Later on, it will be shown that model M is an
approximation of model L. For this purpose two variants of approximation (lin-
earization of type ex ≈ 1 + x presented in Table 4) were applied to L models of PFE,
CFE and CE.

Fig. 4. The non-linear characteristics of the model with PFE (the dependence on ms)

Table 4. Two types of the applied approximation

A: Approximation of composite functions B: Approximation of components of functions

e�mlpk ¼ 1
emlpk

� 1
1þmlpk

¼ 1

1þ 1
m1

þ 1
m2

� �
k

e�mlpk ¼ 1
ek=m1 ek=m2

� 1

1þ k
m1

� �
1þ k

m2

� �
e�mlck ¼ 1

emlck
� 1

1þmlck
¼ 1

1þ 1
m1
� 1

m2

� �
k

e�mlck ¼ ek=m2
ek=m1

� 1þ k
m2

1þ k
m1
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After applying the approximation of a composite function (type A), model L of PFE
gets the form of model M. In the model L of CFE the approximation of components of
the function (type B) is necessary to obtain the same result. In the case of model L of
CE both types of approximations give identical outcome and lead to model M. After
approximation, models L have the form of models M but the models will be equivalent
only after the scaling of the coefficients according to (8).

6 Conclusions

Presented studies demonstrated that the models containing an arithmetic mean should
not be used to studies of control systems with variable flow rates because they differ
significantly from models with LMTD. Whereas the simplest model based on the
assumption of perfect mixing, which have too low accuracy for exchangers design,
may be applied to studies of control strategies in circuits with heat exchangers, par-
ticularly for controlling a flow of heat carrier. It was shown, that the physical
assumption about the ideal mixing corresponds to a mathematical approximation
(linearization) of an exponential function included in LMTD model.

Although Computer Aided Control System Design (CACSD) allows for using of
accurate models of HVAC&R systems, but there is still a need for very simple models
of plants since such models facilitate the design of complex control systems and may
be applied in model-based control algorithms (MBC) [4].
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Abstract. The current stress on having a rapid development cycle
for microprocessors featuring pipeline-based execution leads to a high
demand of automated techniques supporting the design, including a sup-
port for its verification. We present an automated technique exploiting
static analysis of data paths and formal verification of parameterized
systems in order to discover flaws caused by improperly handled data
hazards. In particular, as a complement of our previous work on read-
after-write hazards, we focus on write-after-write and write-after-read
hazards in microprocessors with a single pipeline.

1 Introduction

Implementation of pipeline-based execution of instructions in purpose-specific
microprocessors is an error prone task, which implies a need of proper verifica-
tion of the resulting designs. Therefore, our long-term goal is to develop a set of
verification techniques with formal roots, each of them specialised in checking
absence of a certain kind of errors in pipeline-based execution of such micro-
processors. The main idea is that, this way, a high degree of automation and
scalability can be achieved since only parts of a design related to a specific error
are to be investigated. In our previous works [4,5], we proposed, with the above
goal in mind, fully automated approaches for checking correctness of the imple-
mentation of instructions when executing in isolation and for verifying absence
of read-after-write (RAW) hazards. In this paper, we extend our approach to
handle also write-after-write (WAW) and write-after-read (WAR) hazards in
microprocessors with a single pipeline. We have implemented our approach and
present encouraging results from its experimental evaluations.

Related Work. Showing absence of data hazards is a native part of checking
conformance between an RTL design and a formally encoded ISA description.

This work was supported by the Czech Science Foundation under the project
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The perhaps most cited approach to such checking is the so-called flushing tech-
nique [3], which has been extended, e.g., in [7,9,13], to handle rather compli-
cated designs with multi-cycle execution units, exceptions, and branch predic-
tion. The main challenge of these works is to overcome the semantic gap between
the different levels of a processor description. Dealing with this issue typically
requires a significant user intervention in the form of providing various additional
assertions about the design or transforming it to a purpose-specific description
language.

In [8], the so-called self-consistency check that compares possible executions
of each instruction in two scenarios is introduced. The comparison is made wrt.
a property given by the user, e.g., a property concerning data hazards which
deals with (i) executions of an instruction enclosed by any (random) instructions
within the pipeline and (ii) executions of the same instruction surrounded by NOP
instructions only. If the self-consistency check succeeds, conformance of the RTL
and ISA descriptions of a processor can be established by separately showing
conformance of the RTL/ISA descriptions of each individual instruction. The
main drawback of the approach is that it requires the enclosing instructions
from the first run not to violate a so-called consistent state of the microprocessor,
which has to be manually defined by the user.

In [1], a formal model based on a notion of stages, parcels (instructions), and
hazards has been introduced. Once the user defines predicates needed for describ-
ing the pipeline, the design can be automatically formally proven correct under
a correctness criterion given in the work. Another, a bit similar approach has
been proposed in [10]. The approach introduces an abstract formal model whose
components are to be linked by the user with the concrete cycle-accurate imple-
mentation through a number of mappings. Afterwards, the validity of several
properties based on the established mappings and together implying correctness
of the pipeline behaviour is checked. Again, both of the above methods require
a significant manual user intervention.

Compared with the above approaches, we do not aim at full conformance
checking between RTL and ISA implementations. Instead, we address one specific
property—namely, absence of problems caused by data hazards. On the other
hand, our approach is almost fully automated—the only step required from the
user is to identify the architectural resources (such as registers and memory
ports) and the program counter.

2 Preliminaries

Our approach expects a processor to be described in the form of a so-called
processor structure graph (PSG) which can be represented by a tuple G =
(V,E, s, t). Here, V is a finite set that is the union Vs ∪Vf of a set Vs of storages
and a set Vf of Boolean circuits, Vs ∩Vf = ∅. The set Vs further consists of a set
Va of architectural and a set Vp of pipeline storages, Va ∩ Vp = ∅. To simplify
the explanation, we will not deal with micro-architectural registers, memories
and their ports in this paper, however as we show in [5], designs including these
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entities can be easily verified by the proposed approach as well. Without a loss of
generality, we can also expect all storages of the set Vs to have a unit write and
zero read delay since longer access times can be modelled by introducing sequen-
tially connected registers emulating the required delay. The set Vf of Boolean
circuits is the union Vmx ∪ Vg of a set Vmx of circuits implementing multiplexers
and a set Vg of the remaining (generic) circuits, Vmx ∩ Vg = ∅.

Next, E denotes a finite set of transfer edges. Then, mappings s, t : E → V ×T

assign to each edge its source (resp., target) vertex where T = {d, q, en, st, cl,
sel} ∪ {ai, ci | i ∈ N} is a set of connection types. It is required that a PSG
contains no cycle formed only by vertices representing Boolean circuits. The d,
q, and en connection types represent commonly used input, output, and enable
connections of flip-flop registers with their usual semantics. Pipeline registers do
also have st (stall) and cl (clear) connections. In case of stalling, each stalled
register keeps its current value to the next cycle. Clearing a register sets its
value to zero. The ai connection types represent arguments of functional vertices
vg ∈ Vg. Further, sel and ci are connection types related to multiplexers only.
The value transferred through the sel connection selects which of its ci inputs
is propagated to the q output of a multiplexer. Since each vertex v ∈ V can have
at most one inbound edge for a single connection type, one can use a notation
v.c to uniquely describe an edge e ∈ E that satisfies t(e) = (v, c).

In this paper, we will work with an annotated version of a PSG. The annota-
tion can be given via a stage mapping ϕ : Vs → S, S = {0, ..., n}, n ∈ N, assigning
storages to pipeline stages. The annotation can be given manually or techniques
such as data-flow analysis [5] can be used to obtain one. From a stage mapping
ϕ, we can easily get the write stage ϕwr (read stage ϕrd, respectively) mapping,
ϕwr, ϕrd : Vs → 2S, describing which stages directly influence (use) the content
of the given storage.

Our approach further uses the common notion of a parameterized system
operating on a linear topology where processes (i.e., executed instructions)
may perform local transitions or universally/existentially guarded global transi-
tions [2,6]. A parameterized system is a pair P = (Q,Δ) where Q is a finite set
of states of a process and Δ is a set of transition rules over Q. A transition rule
is of the form Qj ◦ i : G |= q → q′ where Q ∈ {∀,∃}, ◦ ∈ {<,>,=}, G ⊆ Q, and
q, q′ ∈ Q. A parameterized system induces a transition system whose configu-
rations are finite words over Q. A configuration q1...qi...qn, 1 ≤ i ≤ n, changes
to q1...q

′
i...qn when the ith process goes from its state qi to q′

i using some of
the transition rules. The rule can be applied only if its guard is satisfied. For
example, the meaning of the guard ∃j < i : G is “there should be at least one
process j to the left of i (in the linear topology) so that the jth process is in
a state that belongs to the set G”.

We will work with the reachability problem given by a parameterized system
P , a regular set I ⊆ Q+ of initial configurations, and a regular set Bad ⊆
Q+ of bad configurations. In particular, we assume Bad to be given as the
upward closure of a finite set B ⊆ Q+ of minimal bad configurations, this is,
Bad = {c ∈ Q+ | ∃b ∈ B : b � c} where � is the usual sub-word relation (i.e.,
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u � s1...sn ⇔ u = si1 ...sik for some 1 ≤ i1 ≤ ... ≤ ik ≤ n, 0 ≤ k ≤ n). Now, let
R ⊆ Q∗ denote the set of all reachable configurations. We say that the system
P is safe wrt. I and Bad iff no bad configuration is reachable, i.e., R ∩Bad = ∅.

3 Description of the Proposed Data Hazard Verification
Method

We assume the processor under verification to be represented using a PSG, which
can be easily obtained from a description of the processor on the register transfer
level (RTL) written in common hardware description languages, such as VHDL
or Verilog.

Our approach consists of the following steps: (i) a static detection of instruc-
tions that can potentially cause a data hazard, (ii) generation of a parameterized
system modelling mutual interaction among the instructions, and (iii) an analy-
sis of the constructed parameterized system identifying whether some unhandled
data hazard may occur.

Example 1. Figure 1 shows a PSG describing a part of a simple microprocessor
with an accumulator architecture with two architectural registers: X (a memory
index register) and A (an accumulator). For the sake of brevity, the PSG exhibits
only the parts of the microprocessor that are used during execution of arithmetic
and instructions with an auto-increment. Moreover, it also omits control connec-
tions (en, st, and cl) of pipeline registers. In the CPU, an instruction fetched
from the memory is stored into the storage id ir representing the instruction
register. The opcode part is sent to the decoder to determine the type of the
ALU operation to be performed and to select its destination by activation of
the appropriate enable (en) connection of the X or A register. An early auto-
increment of register X can be performed in stage 3. Such a feature allows the
CPU to execute sequences of instructions working with juxtaposed data in the

Fig. 1. A processor structure graph of a part of a CPUwith an accumulator architecture.
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memory without a penalty (brought, e.g., by unnecessary stalls of the pipeline)
which would be present if the update of X was done in a later stage. �

3.1 Static Detection of Data Hazards

A static hazard analysis examines the PSG and its annotation in the form of
the pipeline stage mappings ϕ, ϕwr, and ϕrd to identify a finite set of so-called
hazard cases, each of them describing one potential source of a data hazard. In
order to construct the hazard cases, we will use a notion of an influence path.

We define an influence path as a path 〈v1, e1, ..., vk〉 in a PSG where the
value read from an architectural storage v1 ∈ Va can influence a value stored to
an architectural storage va ∈ Va by writing to a target storage vk ∈ Vs. Each
influence path must fulfill the following set of properties: (i) The target storage
vk must either be (a) an architectural register, i.e., the case when vk = va, or
(b) a pipeline register s.t. t(ek−1) = (vk, cl). Indeed, clearing of the pipeline
register vk will surely influence all programmer visible storages that belong to
stages s ≥ ϕ(vk). Next, (ii) the influence path must not traverse through stall
connections of pipeline registers. Such paths cannot influence the value of any
programmer visible register. Their only impact can be stalling a stage which does
not influence a proper execution of instructions if one assumes correctness of in-
order execution of instructions (that can be automatically checked by the method
described in [11]). Finally, (iii) there must exist an execution plan τ : V → S

which assigns elements of the path to stages from which they are accessed by
an instruction that performs a computation over the given influence path.

The access stage of each element that is given by the execution plan has to
conform to ϕrd and ϕwr, i.e., (a) vi ∈ Vs ⇒ τ(vi) + 1 ∈ ϕrd(vi) for all 1 ≤ i < k
and (b) vj ∈ Vs ⇒ τ(vj) ∈ ϕwr(vj) for all 1 < j ≤ k. Moreover, the stages of
the execution plan must form a non-decreasing sequence, i.e., (c) τ(vi−1) ≤ τ(vi)
which increases at each path element with a write delay, i.e., (d) τ(vi) = τ(vi−1)+
1 if vi ∈ Vs. Otherwise, in the case that any of the rules (a–d) fails, there could
not be any instruction capable of a data transfer along the influence path.

Table 1. The access stage mappings for archi-
tectural registers.

Register Stage Write stages Read stages
ϕ ϕwr ϕrd

X 3 {2, 4} {2, 4}
A 5 {4} {4}

An incorrectly handled data
hazard is manifested upon the
first write of improper data into
some programmer visible storage
of the design. Therefore, it suf-
fices to further deal with the min-
imal influence path which is an
influence path where vi �∈ Va and
t(ei−1) �∈ Vp × {cl} for all 1 <
i < k. A standard breadth-first
search algorithm with rules (i–iii) and the minimality checked on-the-fly can be
used to obtain the minimal influence paths in the given PSG.

A WAR hazard case is a tuple (va, sw, sr, vt, st, π) consisting of (i) an archi-
tectural storage va ∈ Va, (ii) its write stage sw ∈ ϕwr(vw), and (iv) read stage
sr ∈ ϕrd(va) such that sw < sr in order that the storage is written before it is
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read to evoke a WAR hazard, (v) a target storage vt where the potentially incor-
rect value read from va is stored, (vi) a stage st ∈ ϕwr(vt), sr ≤ st, in which
the incorrect value is stored, and (vii) a minimal influence path π describing
how data are propagated from va to vt between the stages sr and st. Similarly,
a WAW hazard case (va, sw1 , sw2) consists of an architectural storage va ∈ Va

and its two different write stages sw1 , sw2 ∈ ϕwr(vw), sw2 < sw1 so the WAW
hazard may occur. There is no need to include any influence path in this case
since an error in WAW hazard case handling would be demonstrated instantly
by writing an incorrect value to the storage va. Note that, since the definitions
of a hazard cases speak about storages, their access stages, and the path along
which the problematic data is transferred, it is not related to a single instruction
only but to an entire class of instructions.

Example 2. Consider the PSG from Fig. 1 and the mappings shown in Table 1.
One can see that there is a potential WAR hazard on register X because, for
example, it can be written in stage 2 (ϕwr(X) = {2, 4}) and read in stage 4
(ϕrd(X) = {2, 4}). By the definition, to form a WAR hazard, there must also
exist an influence path π in the PSG leading from X to some target storage.
For instance, we can assume the register A (written in stage 4) as a target with
π = 〈X, +.a1, +, mux.c1, mux, A.d, A〉. This observation gives us a WAR
hazard case hc = (X, 2, 4, A, 4, π). A similar reasoning can applied to derive
WAW hazard cases as well. �

3.2 Construction of Parameterized Systems Modelling the Potential
Hazards

As we have shown in [5], the behaviour of the instructions given by constraints of
a hazard case can be modelled using a parameterized system P = (Q,Δ) which
maps n instructions in the pipeline to n processes in a linear array. Initially, they
are in a state saying that their execution has not started. Then, they proceed
through individual stages of the pipeline during which they may interact with
each other by means of the pipeline flow logic, e.g., an earlier instruction may
force a later instruction to be stalled or cleared. Finally, the instructions end
up in a state denoting that they left the pipeline. The structure of the gener-
ated parameterized system depends on the type of the hazard case. The system
P models interactions among three classes of processes (and hence 3 types of
instructions) for both WAR and WAW hazard case. For a WAR hazard case
(va, sw, sr, vt, st, π), a w -class of processes is used to model every instruction
that writes to the storage va in the stage sw. An rw -class models instructions
that read from the storage va in the stage sr, perform a data computation that
involves the data path π, and write to the storage vt in the stage st. Finally,
any-class instructions are used as pipeline fillers representing any other instruc-
tions. For a WAW hazard case (va, sw1 , sw2), we use processes of the w1-class
(w2-class, respectively) which model instructions writing to the storage va in the
stage sw1 (sw2). The purpose of the any-class instructions remains the same as
in the previous case.
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The set Q of states of a parameterized system P is then given by pairs (k, s)
where k gives a class of an instruction and s gives the stage in which the instruc-
tion is currently executed. We will use the notation qks to denote a state (k, s) ∈
Q. For a pipeline of length m, the sequence qk1 , ..., qkm records each step of a k-class
instruction in the pipeline. Transition rules Δ of a system P are then constructed
by reasoning over constraints given in the from of bit-vector logic formulae. These
formulae describe behaviour in each state of the execution of a k-class instruction.

rw -class instruction:
...

qrw2

qrw3

qrw4

qrw5

...

read reg.X

write reg.A

write

committed

w -class instruction:
...

qw2

qw3

qw4

qw5

...

∃j < i : {qrw3 }
write reg.X

data

propagation

hazardous

state

Fig. 2. A part of the control automata of processes
representing rw/w -class instructions involved in
the hazard case hc from Example 2.

The required reasoning is done
automatically by utilizing an
SMT solver (for additional tech-
nical details regarding the con-
struction of Δ, please see [5]).
Such a system is then checked
whether there exists some
sequence of instructions that
could reach hazardous condi-
tions. In parameterized sys-
tems, hazard conditions can in
particular be expressed by the
regular set Bad of bad config-
urations. The most crucial part
for the construction of the Bad
set is determination of the so-
called commit and hazardous
states, which is discussed below.

Given a WAR hazard case
(va, sw, sr, vt, st, π), sw < sr ≤
st, one can infer that the data supposed to be written to va are computed in the
stage sw, and the computed value is committed to va in the next cycle, thus in
the stage sw+1. To ensure that the value read in stage the sr is correct, no write
to va can occur for h = sr − (sw +1) cycles which is the difference between read-
ing and commitment of the value from/to va. Otherwise, an rw -class instruction
would necessarily read and compute with incorrect data that were written too
early (in stage sw) by a later w -class instruction. The WAR hazard is exhibited
only after commitment of the incorrectly fetched data from the register va in
the stage sr to the register vt which happens in the stage st + 1. Such a data
propagation lasts p = (st + 1) − sr cycles. Note that, if the rw -class instruction
is canceled during the propagation period of p, there is no further write to vt
caused by the instruction. Thus, for a w -class instruction, we denote the states
{qwsw+p+i | 1 ≤ i ≤ h} as hazardous. A configuration of the parameterized system
P is then considered as bad if it includes an occurrence of a commit state qrwst+1

of an rw -class instruction followed by a hazard state.
An analogical reasoning can be performed also for a WAW hazard case (va,

sw1 , sw2), sw2 < sw1 . Here, no write to va can occur for h = sw2 − sw1 cycles.
Otherwise, the execution of an earlier w1-class instruction would overwrite the
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value storage va that was already set by a later w2-class instruction. Therefore,
we tag the states {qw2

sw2+i | 1 ≤ i ≤ h} as hazardous. Finally, we include a con-
figuration into Bad if it contains a commit state qw1

sw1+1 of a w1-class instruction
followed by a hazard state.

Example 3. Consider the hazard case hc described in Example 2 and the
inferred processes shown in Fig. 2. The execution of the rw -class instruc-
tions reading X and writing to A is passing through the sequence of states
qrw0 , qrw1 , qrw2 , qrw3 , qrw4 , qrw5 , qrw6 . Here, X is read and A written in the state qrw4 .
Because the value of A is committed in the state qrw5 (in stage 5) and X is read
in the state qrw4 (in stage 4) the length of the data propagation p is 5 − 4 = 1.
The execution of a w -class instruction writing to the X register is described by
a process going through the sequence of states qw0 , qw1 , qw2 , qw3 , qw4 , qw5 , qw6 where
X is written in the state qw2 and q0, q6 denote initial, resp. final, state. Because
a w -class instruction commits the value to X in stage 3, the distance h (between
reading and commitment from/to X) is 4 − 3 = 1. Thus, the set of minimal bad
configurations is {qrw5 qw4 }. A chosen parametric verification method can then be
used to check whether a bad configuration, e.g., qany6 qrw5 qw4 qany3 qany2 qany1 qany0 , is
reachable. �

4 Experimental Evaluation

We have implemented the above described method in a prototype tool called
Hades and tested it on three kinds of processors: TinyCPU is a small 8-bit
processor that we mainly use for testing of new verification methods. CompAcc
is an 8-bit processor based on an accumulator architecture. Finally, DLX5AI
is a 5-staged 32-bit processor able to execute a subset of the instruction set
(without floating point instructions) of the DLX architecture which differs from
commonly known implementation [12] by having an auto-increment logic. Some
of the processors were in multiple variants that differ from each other, e.g., in
the way how data hazards are avoided, yielding seven test cases in total.

Table 2. Verification times.

Processor Static Parametric model Total time Hazard

features analysis [s] verification [s] [s] cases [#]

TinyCPU S 1 24 25 14

SF 1 25 26 14

B 1 38 39 24

CompAcc SF 2 70 72 31

BF 2 61 63 33

DLX5AI S 5 418 423 69

B 384 420 804 69

S - stalling logic, B - bypassing logic, F - flag reg.

We conducted
a series of exper-
iments on a PC
with Intel Core i7-
3770K @3.50 GHz
and 16 GB RAM
with results pre-
sented in Table 2.
The columns give
the verified proces-
sor, its variant, the
time needed for
the static analysis, and the time spent by verification of the parameterized sys-
tems that are created based on each hazard case, and the overall verification
time. The last column represents the number of hazard cases that had to be ver-
ified during the model verification phase. Note that each hazard case represents
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a separate task so the part of model verification can be run in parallel. As can
be seen, the results look promising in that the verification times are in minutes
for all types of the presented microprocessors. The longer time of static analysis
encountered for DLX is mainly due to the larger number of paths that have to be
considered (by the BFS algorithm) during the computation of the sets of hazard
cases.

5 Conclusion

We have presented an approach that harnesses methods for formal verification of
parameterized systems in order to discover incorrectly handled data hazards in
the RTL implementation of pipeline-based execution. The approach was devel-
oped with the aim to be highly automated, not requiring any additional efforts
from the developers (apart from specifying the architectural registers). We have
implemented the approach and successfully tested it on several non-trivial micro-
processors.

In the future, we plan to further extend the approach presented in the paper
by techniques suitable for verification of other processor features, such as con-
trol hazards. This is motivated by our general idea of trying to split processor
verification into several simpler, more specialised tasks.
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Abstract. The calculation of an exact minimal cover of a Boolean func-
tion is an NP -complete problem which has important applications in
circuit design. We could reduce the required time for the calculation by
a factor of more than 3.5 ∗ 107 in [9], more than 8 ∗ 108 in [8], and even
9 ∗ 109 using a single CPU-core. Using a GPU, we achieved in [7] even a
factor of improvement of 1.2 ∗ 1011 [7].

In this paper we compare our so far best approach with a powerful
algorithm for the same problem recently published by other authors [1].
The second aim of this paper is the optimization of our so far fastest algo-
rithm which solves the Unate Covering Problem on a GPU. An extended
abstract of this paper was published in [6].

Keywords: Unate covering problem · Evaluation · Optimization ·
GPU · CUDA · Warp vote function

1 Introduction

The Unate Covering Problem UCP [3] must be solved to find minimal sets of
prime conjunctions which completely cover the required Boolean function of a
circuit. Consequently, the required circuit space can be reduced, and less power
will be consumed.

Figure 1 shows the results of our previous work to solve the UCP. We used
in our previous papers [7–9] Algorithm 1 (ABS(DIST(P (p))) of [7] for simple
direct comparisons. This algorithm is already 104 times faster than the trivial
UCP-algorithm. Figure 1 uses a logarithmic scale for the factor of improvements
because the needed time to solve a UCP could be drastically shortened by uti-
lization of properties of the application domain, the small number of CPU cores
together with MPI, as well as several hundreds of GPU cores and CUDA.

Here we compare our so far fastest approach that utilizes a GPU with a new
optimized algorithm which has been published in [1].

c© Springer International Publishing Switzerland 2015
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Fig. 1. Improvements of solving the UCP in the last years.

2 Unate Covering - the Problem

We consider a special SAT-problem without negated variables. Such functions
are called Petrick functions P (p). The Petrick function defined by (1) depends
on 8 variables and is given by 9 clauses:

(p4 ∨ p5 ∨ p6 ∨ p8) ∧ (p2 ∨ p3 ∨ p4 ∨ p7 ∨ p8) ∧ (p1 ∨ p3 ∨ p4 ∨ p7 ∨ p8)∧
(p1 ∨ p4 ∨ p5 ∨ p7 ∨ p8) ∧ (p1 ∨ p2 ∨ p5 ∨ p6) ∧ (p4 ∨ p5 ∨ p6 ∨ p7 ∨ p8)∧
(p1 ∨ p4 ∨ p5 ∨ p6 ∨ p7 ∨ p8) ∧ (p4 ∨ p6 ∨ p7) ∧ (p1 ∨ p2 ∨ p4 ∨ p8) = 1.

(1)

The classical approach to solve the unate covering problem applies the distrib-
utive law [4] to the clauses, simplifies the created conjunctions using the idempo-
tence law [4], and reduces the found disjunctive form [5] using the absorption law
[4]. A remarkable speedup of more than 104 is reached by the IT(DIST/ABS)-
algorithm which applies the distributive law for the next clause and reduces the
found conjunction immediately using the absorption law. We use this approach
as basis for comparison of improved algorithms.

3 Evaluation of UCP-Algorithms

We represent each clause of P (p) by a binary vector; a value 1 in these vectors
indicates that the associated variable pi appears in the clause. In this way, the
Petrick functions P (p) is modeled by a clause vector cv.

The necessary and sufficient condition that the binary vector fSi
j (p) satisfies

P (p) =
∨cv.elements

ic=1 Cic(p) is:

∀ ic ∈ {1, . . . , cv.elements} fSi
j (p) ∧ Cic(p) �= 0 (2)

where Si indicates an elementary symmetric function with i values 1 in the binary
vectors. All binary vectors fSi

j (p) are represented by the permutation vector pv.
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Algorithm 1. sv = BDIF kernel(pv, cv) for the GPU
1: for ic ← 0, ic < cv.elements, ic ← ic + 1 do
2: if pv.vector[ip] ∧ cv.vector[ic] = 0 then
3: break
4: end if
5: end for
6: if ic = cv.elements then
7: sv.vector[is] ← pv.vector[ip]
8: is ← is + 1
9: end if

Algorithm 1 shows the binary dif ference algorithm (BDIF) useable as kernel for
a GPU to evaluate (2).

We call this approach RestrictedCompleteEvaluation on a GPU (RCE-
GPU). The benefits of RCE-GPU are:

– the ordered evaluation of fSi(p) with growing values of i to avoid all eval-
uations of binary vectors fSi

j (p) which contain more than the wanted exact
minimal number of values 1, and

– the immediate break of the evaluation in line 3 of Algorithm 1 when an orthog-
onal clause Cic(p) is detected.

Borowik and �Luba recently published an improved algorithm [1] that solves
the UCP using a tree-based complement algorithm which was basically suggested
in [2]. They used this algorithm in the area of data mining.

Algorithm 2. Minimal Disjunctive Form using a Decision Tree (MDF-DT)
1: nmin ← n
2: for all orders of the variables xi do
3: ndec

smallest ← recursively decompose f(x) given in conjunctive form
4: if ndec

smallest < nmin then
5: merge decision variables to a disjunctive form of f(x)
6: end if
7: end for

The sources of improvements of Algorithm 2 are:

– Subsets of ordered variables must not repeatedly evaluated.
– A decomposition branch k can be truncated if fk(x) = 0 or if fk(x) consists

of a single clause.
– The decomposition in the tree is truncated if ndec

smallest ≥ nmin.
– Heuristic rules to select a preferred variable order help to find a small value

of ndec
smallest.

In order to exclude all side effects we used the original programs
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– sobve g 55.exe for RCE-GPU programmed by Bernd Steinbach and
– exact reduct calculator.exe for MDF-DT programmed by Grzegorz Bo-

rowik.

We executed these programs on the same computer (CPU: Intel R© Xenon R©

X5650@2.67 GHz and GPU: NVIDIA Tesla C2070 with 448 cores) for both the
so far used largest petInput-benchmarks and the data mining benchmarks not
prepared by ourselves. Table 1 shows the ratio based on the measured run-times
of these programs.

Table 1. Comparison of the algorithms RCE-GPU and MDF-DT

Benchmark Solution Time in milliseconds Ratio

Name #v #c #v #s RCE-GPU MDF-DT MDF-DT/RCE-GPU

petInput 32 × 64 32 64 4 398 0.695 140.0 201.55

petInput 32 × 128 32 128 4 22 0.761 93.0 122.14

petInput 32 × 256 32 256 5 38 2.924 171.0 58.49

petInput 32 × 512 32 512 5 2 3.304 468.0 141.66

petInput 32 × 1024 32 1,024 6 1271 20.849 2,902.0 139.19

breast-cancer-wisconsin 9 81 5 24 0.324 1,014.0 3,129.63

house 16 1,900 8 1 2.031 219.0 107.83

kaz 21 220 5 35 0.716 31.0 43.30

agaricus-lepiota-mushroom 22 158 4 3 0.389 369,377.0 949,555.27

Our program sobve g 55.exe runs for both benchmark sets faster. The
improvements range from 58 to more than 200 for the petInput benchmarks
of 32 variable. For the data mining benchmarks of 9 to 22 variables which con-
tain 81 to 1,900 clauses runs our program sobve g 55.exe on the same computer
43 to 949,555 times faster. The wide spreading form about 40 to nearly one mil-
lion in the ratio for the data mining benchmark set indicates the impact of the
heuristic in the MDF-DT approach.

4 Optimization of the Fastest GPU-Algorithm

Despite the much shorter run-times of our so far fasted approach to solve the
UCP we tried to improve the RCE-GPU approach even more. The drawback
of Algorithm 1 is that the execution of the kernel BDIF kernel(pv, cv) will be
finished not before all threads of one warp executed in parallel have detected an
orthogonal clause Cic(p) or a solution vector. Figure 2(a) illustrates this prop-
erty which is caused the single instruction multiple thread (SIMT) paradigm
of CUDA. In this approach 512 binary vectors pv.vector[ip] are evaluated in
parallel for the same clause cv.vector[ic].

The key to conquer this drawback is the utilization of a warp vote function
provided by CUDA. A warp is a group of 32 threads within a block. A warp
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n threads = 512
n blocks = 128

step:
ic = ic + 1
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1

Restricted Complete Evaluation Algorithm(a)
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cv

n threads = 32
n blocks = 215

step:
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32

Single Warp Vote Algorithm(b)
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n threads = 256
n blocks = 213

step:
ic = ic + 32

32

32

Multiple Warp Vote Algorithm(c)

Fig. 2. Alternative parallel algorithms to solve the UCP on a GPU: (a) restricted
complete evaluation (RCE-GPU), (b) single warp vote (SWV-GPU), (c) multiple warp
vote (MWV-GPU).
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is the minimum number of threads processed in single instruction multiple data
(SIMD) fashion by a CUDA multiprocessor. A warp vote function gathers the
particular results of the threads in a warp to a single value. The warp vote
function

all(int predicate)

returns true if and only if the predicate evaluates to true for all threads of a
warp.

Figure 2(b) shows that waiting threads are completely avoided in the solution
of the UCP. We reduced the number of threads within a block from 512 to 32
and evaluate 32 clauses in parallel for a single binary vector fSi

j (p). When the
warp vote function

all(pv.vector[ip] &cv.vector[ic])

for a fixed value of ip and 32 selected clauses cv.vector[ic] returns the value false,
this block immediately terminates knowing that pv.vector[ip] does not belong to
the solution. If the warp vote function all() returns the value true, the index
of the clauses ic can be incremented by 32 for the parallel evaluation of the next
32 clauses. Only in the case that warp vote function all() returns true for all
cv.elements/32 invocations, the evaluated binary vector fSi

j (p) = pv.vector[ip]
is an exact minimal solution which is added to the solution vector sv.

We call this approach S ingleW arpV ote (SWV-GPU) because a single
binary vector fSi

j (p) = pv.vector[ip] is evaluated with regard to the necessary
clauses on the GPU. We used one GPU NVIDIA R© GeForce GTX 690 with
Kepler architecture as hardware and the so far largest petInput benchmark of
[7] with 32 variables and 1024 clauses as basis for further improvements. Figure 3
shows that the run-time of SWV-GPU is reduced to 81 percent in comparison
to RCE-GPU.

From the point of view that all cores of the GPU are working in the SWV-
GPU approach without interruption, an even shorter run-time could be expected.
The reason for the relatively small improvement of the SWV-GPU approach in
comparison to the RCE-GPU approach is that a loaded clause is only used for
a single thread in a warp of the SWV-GPU approach. The time to transfer the
data from global memory into the cores of the GPU significantly influences the
total computation time.

For that reason we implemented a M ultipleW arpV ote approach for the
GPU (MWV-GPU) where the warp vote function all() is invoked in 32
threads in parallel. In this way, the 32 loaded clauses are not only evaluated
by one warp vote function all() but 32 times by 32 of these functions. The
number of threads of a block increases therefore from 32 to 32 × 32 = 256.

Figure 2(c) illustrates the behavior of the MWV-GPU approach. Similar to
the RCE-GPU approach, some of the threads which already detected an orthog-
onal clause Cic(p) must wait for a final decision of the other threads in the warp.
However, this share is reduced by a factor of 512/32 = 8 because only 32 binary
vectors fSi

j (p) = pv.vector[ip] are evaluated in one warp in parallel by the
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MWV-GPU approach instead of 512 such vectors in the case of the RCE-GPU app-
roach. Accepting a certain amount of passive threads, but extending the number of
threads within the blocks to an optimal number, we could again reduce the calcu-
lation time. Figure 3 shows that the benefit of multiple use of once loaded clauses
predominates the loss of waiting threads such that the run-time of the MWV-GPU
approach is reduced to about 33 percent of the RCE-GPU approach.

5 Experimental Results

Here we summarize our experimental results.
Using the same computer, we compared our best algorithm RCE-GPU with

the MDF-DT algorithm based on both the so far largest petInput benchmarks
and data-mining benchmarks for which the MDF-DT algorithm was optimized:

– RCE-GPU is 58 to 201 times faster than the MDF-DT for the petInput
benchmarks with 32 variables.

– RCE-GPU is 43 to almost one million times faster than the MDF-DT for the
data-mining benchmarks with 9 to 22 variables.

Figure 3 shows the reached improvements of the new approaches SWV-GPU
and MWV-GPU in comparison to the so fare fastest approach REC-GPU. We
used the largest petInput benchmark with 32 variables pi and 1024 clauses for
this comparison.

algorithm

milli-
seconds

5

10

15

20

RCE-GPU

17.6037

SWV-GPU

14.1954

MWV-GPU

5.7278

100 %

80.6 %

32.5 %

Fig. 3. Time to calculate the solution for the UCP petInput 32x1024.txt on the GPU.

6 Conclusion

The comparison of our so far fastest approach RCE-GPU [7] to solve the UCP
with an optimized and recently published implementation MDF-DT [1] confirms
that our approach is in the range of 40 to almost one million times faster.
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Despite this good performance of our algorithm, we explored two more
approaches which reduces the run-time even more. Using the CUDA warp vote
function all(int predicate) and exchanging pv and cv in the parallel algo-
rithm we could reduce the time to solve the largest petInput UCP down to 33
percent. The analysis of these approaches shows that it is not enough to utilize
as much as possible GPU cores, but the data loaded once from the global mem-
ory also must be reused as much as possible. May be a compromise is necessary
between different aims.

Acknowledgment. We thank Grzegorz Borowik for providing us his executable
program that solves the UCP using the algorithm presented in [1].
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Abstract. The paper introduces a Pattern Classification problem in an arche-
ological scenario. Basic assumptions to work with this class of problem are
addressed: close-worlds, feature extraction, generation of classification rules,
non-monotonic reasoning. A Chaitin-Kolmogorov type of complexity measure
for the classification rules is introduced and compared with a handling com-
plexity based on the usage of the rules.

1 Introduction

There are different approaches to Pattern Recognition and Classification. Among the
most important ones, Statistical (see e.g. [6]), Syntactical [3], multi-classifiers based [7]
and rules based (see e.g. [5]) should be mentioned. In the latter case the rules may be
expressed in a formal language representing statements in a given logic, where the truth
values true and false are associated to two classes to be distinguished, respectively. The
rules may also be expressed in a natural language, for which complexity measures will
be introduced and their meaning analyzed. It will be argued that the complexity of a
given set of rules may be evaluated differently depending on the context and the
purpose, ranging from Information Theory to the tractability by human users.

2 Scenarios

2.1 Introductory Remark

Whenever visiting an archeological site or a museum, people will be presented with
reproductions of paintings found on the walls of caves, and possibly with artifacts of
daily life like tools, hunting weapons, pottery and pieces of ornament. As a possible
exception, brick-type clay tablets with Sumerian writings (dated 2,500 B.C.) may be
mentioned and, more recently discovered small triangular clay plates (of about 10 cm
per side) in the “cueva pintada” (painted cave), in Gáldar [4], Gran Canaria, insular
Spain, with recursive geometric carvings, reminiscent of the Sierpinsky’s triangles [10].

Work leading to this paper was partially supported by the Foundation for the Advance of Soft
Computing, Mieres, Asturias, Spain.

© Springer International Publishing Switzerland 2015
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2.2 Gedanken Experiment

Let it be assumed that a new archeological search was initiated in Tassili, Najjer,
Algeria, where a large number of paleolithic paintings and carvings in different styles
on cliff faces have already been found (see e.g. [11] pages 6–7), however comparatively
less paintings on walls of caves. All these testimonies of late paleolithic art have been
dated form 8,000 to 2,000 B.C. Let it further be assumed that the archeological studies
focused on two recently discovered Tassili caves, distant about 50 km from each other.
In what follows they will simply be called cave north and cave south, respectively.

The team exploring the north cave found, as expected, some wall paintings
representing hunting scenes and also every-day-life scenes, what is not unusual for the
Tassilian paleolithic art. The team working at the south cave, found no paintings, but
carvings on the cliffs leading to the cave. However in a small chamber in the cave they
found a set of five small clay tiles with geometric carvings, comprising “squares” of up
to five different sizes, as shown in Fig. 1.

Before starting any efforts to try and understand the meaning of the five tiles, the
south team made use of satellite based smart-phones to contact the north team, report
about the finding and send a picture of the five clay tiles. The archeologists and
anthropologists of the north team were very much impressed, and at the same time,
they were strongly motivated to continue examining “their” cave, paying special
attention to possible chambers. The latter was effective: on the next day the north
archeologists discovered a hidden chamber, where they (also) found five small clay
tiles with geometric carvings, comprising “squares” of up to five different sizes, as
shown in Fig. 2. A comparison with the picture of the tiles found in the south cave lead
to the conclusion that the new tiles were similar, but different. This discovery gave rise
to several conjectures and hypotheses. The strongest one, accepted by both teams, was
the assumption of the early existence of a large tribe, which for reasons of survival –
(food, water, shelter)– had to split. The sets of tiles suggested the development of (at
least) two new tribes, which would migrate in different directions, and that would
preserve some possibly cultic traditions of their ancestors, as indicated by the tiles
sharing the shape, type of representation, an “alphabet” of four symbols of the same

Fig. 1. Tiles found in the south cave.

Fig. 2. Tiles found in the north cave
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kind, and a common unusual “technology” otherwise only found in archaeologic
searches in the Sumer area in southern Mesopotamia. It seemed a reasonable strategy to
start exploring available paths between the two caves, hoping to find new evidences of
possible migration of the new tribes or traces of the ancestors. However, considering
the possibility of finding new tiles, or eventually related paintings or carvings in some
cliff faces, it became apparent the need for a simple but effective method to determine
whether a new fund could be associated to the north cave or to the south cave. This is a
typical Pattern Recognition/Classification problem. Without further information, some
basic assumptions to keep the problem tractable were needed. The most basic one
refers to Occam’s Razor [9]: manage a problem with as much complexity as needed,
but as little as possible. Tiles were considered as abstract patterns with geometrical
symbols called squares (even though the largest were of rectangular rather than square
shape). Moreover not all squares had their sides parallel to the borders of the tiles,
which might well be a way of representing nuances of the meaning of whatever
concept represented a tile. This however would fall under the scope of interpretation,
not of (simple) classification. The rather unusual kind of objects the teams were dealing
with: clay-brick tiles, allowed to consider the Closed Worlds Assumption model
(CWA) [8]: In the particular case under consideration this would mean that any tile not
belonging to the north cave, would be assigned to the south cave, and vice versa.
Finally, instead of comparing millions of pixels of a HD picture to assign the classi-
fication of a tile, a classification based on features is a valid choice. In the case of the
patterns of the tiles, with geometric symbols, frequently the number of the symbols are
already effective features. (See Table 1).

From the (shaded) data in Table 1, the following simple rules could be deduced:
R1: If a tile has two tiny or three medium size squares, it is a tile from the south

cave.
R2: If a tile has only one tiny square, it is a tile of the north cave.
It is agreed that e.g. “a tile has two tiny squares” means that a tile has exactly two

tiny squares. This constitutes a metarule to avoid misinterpretations.

Table 1. Elementary features (symbols count)

south cave north cave
t s m l t s m l

S1 2 1 1 1 N1 1 2 1 1
S2 2 0 2 1 N2 1 1 1 2
S3 2 1 1 1 N3 1 2 1 1
S4 0 1 3 1 N4 1 1 1 2
S5 2 0 2 1 N5 1 2 1 1

t: tiny;  s: small;  m: medium;  l: large
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It is simple to see that the tiles shown in Figs. 1 and 2 satisfy the rules and no tile
would be given a wrong classification.

As agreed, the teams started to move towards each other paying special attention to
wall paintings, engravings on cliff faces and possible cave entries. Not far from the cave
the north team discovered a glen going down, where some menhirs and dolmens could
be seen.

Under the central dolmen they discovered rests of destroyed tiles, but after careful
additional search the team discovered one tile that had remained preserved along the
centuries (see Fig. 3).

The team noticed that this tile was different than the tiles found in the north cave,
moreover, since the tile had two tiny squares, according to the Rule 1, it should be a tile
from the south cave, in spite of having been found near the north one!

A message and a picture were sent immediately to the south team. The south team
realized that the new tile was also different to the ones of the south cave. The fact that
this new tile falsified the rule 1, meant that the original CWA was wrong, and that the
rules had to be re-designed. A typical situation of non-monotonic reasoning [1].
The CWA could however be extended to three classes: {north cave, dolmen, south
cave}. A tile not belonging to any two classes, belongs to the third one (see Fig. 4).

To resolve the conflict produced by the dolmen tile with respect to Rule 1, new
rules would be needed, and for this, “second level” features combining size and relative
position of the elementary symbols were used. Since with four of them was already
possible to distinguish the three classes, as shown in Table 2, no other possibilities
were tried. (Notice that for the class north, the former Rule 2 could have been pre-
served, since that rule had no conflict with the dolmen tile.)

Fig. 3. The dolmen tile

Fig. 4. The three classes of tiles. Top: the north cave, bottom: the south cave, left: the dolmen.
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Based on Table 2, the new rules would be:

R1’: If a tile has a tiny square at the left upper corner or a middle size square at the
right lower corner, then it is a tile of the south cave.

R2’: If a tile has a middle size square at the left upper corner or a small square at the
bottom row, then it is a tile of the north cave.
From Table 2 it would be possible to obtain the following rule R3’: If a tile has
neither a tiny nor a middle size square at the left upper corner, nor a middle size
square at the lower right corner, nor a small square at the bottom row, then it is
a tile of the dolmen class. Later it will be discussed why this rule would not be
convenient. From Fig. 3, however, the following rule may be obtained:

R3’: If a tile has a middle size square both at the upper right and at the lower left
corners, then it is a tile of the dolmen class.

3 Analysis of Complexity

One of the most well known approaches to the complexity of a string of symbols (i.e. a
text) is the Algorithmic Complexity of Chaitin [2], expressed as the shortest program
running on a Universal Turing Machine, that generates the string.

For the problem under consideration an adaptation of the Chaitin-Kolmogorov
complexity may be used: The complexity of a set of rules will be given by the length of
the shortest non-ambiguous text in a natural language, effectively expressing the rules.

Comparing the rules R1 and R2 with the rules R1’ and R2’ it is simple to see that
R1 and R2 have a much lower Chaitin-Kolmogorov (adapted) algorithmic complexity
than R1’ and R2’, respectively, just by counting the words used to express the cor-
responding rules (19 + 16 against 31 + 30).

From a totally different point of view, it is possible to define a user oriented
handling complexity, representing the number of elementary handling-steps needed by
a user, in the worst case, to reach a correct classification. For the working problem, the
elementary handling steps could be: “per default check the symbols from top to bottom,

Table 2. Second level features (symbols count and position)

south cave north cave
UL LR UL B UL LR UL B

t m m s t m m s
S1 1 0 0 0 N1 0 0 0 1
S2 0 1 0 0 N2 0 0 0 1
S3 1 0 0 0 N3 0 0 0 1
S4 0 1 0 0 N4 0 0 1 0
S5 0 1 0 0 N5 0 0 1 1

The dolmen class hat 0-entries over all four columns
UL: upper left;  LR: lower right;  B: bottom row
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from left to right”, “determine the size of a symbol”, “move to the next symbol”, “count
positive partial results”, and “determine the final result obtained with the rule”.

If Rule 1 is considered, (“If a tile has (exactly) two tiny or three medium size
squares, it is a tile from the south cave.”), in any case the user has to check first all five
symbols to be sure that two (and only two) tiny squares are available or not, and (in the
worst case) the user has to check again all five symbols to find out by counting, whether
(precisely) three medium size squares are available.

In the case of Rule 1’, (“If a tile has a tiny square at the left upper corner or a
middle size square at the right lower corner, then it is a tile of the south cave.”), the
user does not start from a default condition. The rule tells her/him to check the symbol
at the left upper corner, and (in the worst case) to go to the right lower corner and check
that symbol. No searching is needed, no counting is needed: just three elementary
handling steps: two for checking, and one to determine the final result.

Similarly for rules 2 and 2’. Notice that Rule 2, (“If a tile has only one tiny square,
it is a tile of the north cave”) has the lowest Chaitin-Kolmogorov complexity of all four
rules under consideration, but the user is required to check in any case all five symbols
before knowing whether the rule gives a positive result (if a single tiny square is found)
or a negative result (otherwise). On the other hand, with Rule 2’ (“If a tile has a middle
size square at the left upper corner or a small square at the bottom row, then it is a tile
of the north cave”) the user is guided to start at the left upper corner and then move to
the bottom row, checking only three symbols in the worst case.

Finally, Rules 1’ and 2’ have an additional user-friendly feature: both start checking
the symbol at the left upper corner.

A similar analysis done for the rule R3’ obtained from Table 2 shows that this rule
has a Chaitin-Kolmogorov complexity of 44 and the user has to check all four con-
ditions; meanwhile the rule R3’ obtained from Fig. 3 has a Chaitin-Kolmogorov
complexity of 28 and the user has to check only two positions.

This illustrates that the adapted Chaitin-Kolmogorov complexity and the handling
complexity of a set of classification rules are not necessarily similar. The additional
content of rules R1’ and R2’ was the result of working with “second level” features,
which however turned up to give complementary handling instructions to the user as
part of the rules. The price was a higher Chaitin-Kolmogorov complexity, but leading
to a lower handling complexity.

4 Conclusions

A simple Pattern Classification problem was introduced, and basic aspects as the
Closed Worlds Assumption, features extraction, nonmonotonic reasoning, and the
formulation of classification rules were addressed. The complexity of the rules was
particularly analyzed. The algorithmic complexity of Chaitin-Kolmogorov was adapted
to measure the complexity of the classification rules as strings of text-symbols.
Additionally the concept of handling complexity, from the perspective of the user (of
the rules) was introduced and measured in terms of the number of elementary steps
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required to apply a given rule. It was shown that rules with a high Chaitin-Kolmogorov
complexity may however have a low handling complexity if besides the satisfiability
conditions –(what to check)– the rules contain some implicit indications on how to
check whether a rule is satisfied or not.
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1 Introduction

The term dyadic derivative was coined by F. Pichler [9] for a differential operator
introduced by J.E. Gibbs in 1967 [3] which was initially called the logic derivative
since being acting on the set of binary n-tuples. Both names, the logic derivative
and the dyadic derivative, are related with the property that this set equipped
with the addition modulo 2 (EXOR) expresses the structure of a group Cn

2

called the finite dyadic group, which is viewed as a natural domain to define
binary-valued switching functions.

The dyadic Gibbs derivative is defined as an operator having the discrete
Walsh functions as eigenfunctions with eigenvalues being the elements of the set
G = {0, 1, . . . , 2n − 1}.

Bent functions are a class of switching functions with important applications
in cryptography [11,12]. They are defined as switching functions farthest from
affine switching functions [2]. It has been shown that the Hamming distance of
a bent function to affine functions is 2n−1 − 2n/2−1, (see for example [8]).

In the spectral domain, bent functions are characterized as functions with a
flat Walsh spectrum meaning that the Walsh coefficients have the same absolute
value equal to 2n/2 where n is the number of variables [1].

In this paper, we give a characterization of bent functions in terms of the
dyadic Gibbs derivative by showing that the values of the dyadic Gibbs deriv-
ative of bent functions are equal to elements of the set G of eigenvalues of this
operator with permutations and sign changes allowed under certain restrictions.
This characterization of bent functions in terms of the dyadic Gibbs deriva-
tive can be useful in checking if a function is bent. Experimental results confirm
that computing the dyadic Gibbs derivative is faster than performing Fast Walsh
c© Springer International Publishing Switzerland 2015
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Transform (FWT) providing resources to perform computations of partial deriv-
atives in parallel as specified by the corresponding fast algorithm.

2 Background Theory

Binary switching functions are defined as mappings f : {0, 1}n → {0, 1}, where
n is the number of variables. They can be viewed as functions on the finite group
Cn

2 , where C2 is the cyclic group of order 2.
The elements of Cn

2 are the n-tuples x = (x0, x1, . . . , xn−1) with xi ∈ {0, 1}.
The group operation ⊕ is coordinatewise addition modulo 2.

The space of all bounded complex-valued functions f on Cn
2 will be denoted

by L, and it involves binary-valued switching functions assuming that the func-
tion values 0 and 1 are interpreted as the corresponding integers.

When switching functions are viewed as functions on Cn
2 , they can be processed

in the spectral domain defined in terms of the Walsh transform.

Definition 1. For a function of n variables f(x1, x2, . . . , xn) specified by the
function-vector F = [f(0), f(1), . . . , f(2n − 1)]T , the Walsh spectrum can be
represented by a vector Sf = [Sf (0), Sf (1), . . . , Sf (2n − 1)]T determined as

Sf = W(n)F,

where the Walsh transformation matrix is defined as

W(n) =
n⊗

i=1

W(1), W(1) =
[

1 1
1 −1

]
.

The function f is reconstructed from its Walsh spectrum as

F = 2−nW(n)Sf .

When the Walsh transform is applied to binary switching functions it is good
to use the encoding (0, 1) → (1,−1), which results from the mapping x → (−1)x

with x ∈ {0, 1}. This makes the functions to be processed more close to the basis
functions used in the transform, resulting in some useful properties of the Walsh
spectrum [4,5]. Some of these features, will be used in this paper. For example,
with the encoding (0, 1) → (1,−1), Walsh coefficients of switching functions are
even numbers, and further, not all combinations of even integers are allowed as
spectral coefficients of switching functions. In this paper, we will further assume
that the functions, when written in matrix notation as function vectors are in
the (1,−1) encoding. We keep the Boolean notation for analytic expressions.

Example 1. Consider the function f(x1, x2) = x1x2, x1, x2 ∈ {0, 1}, with mul-
tiplication defined modulo 2, i.e., as Boolean AND. The encoded function-vector
is F = [1, 1, 1,−1]T and the Walsh spectrum is Sf = W(2)F = [2, 2, 2,−2]T .
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2.1 Bent Functions

Bent functions are defined as switching functions encoded in (1,−1) that have
flat Walsh spectra. It follows that the Walsh coefficients of a bent function must
take either the value 2n/2 or −2n/2. Therefore, bent functions can be viewed
as a subset of functions representing solutions of the generalized eigenfunctions
problem for the Walsh transform since they must satisfy

WF = ±2n/2PF,

where P is a generalized permutation matrix. The generalization means that
some of the non-zero elements in P may have negative sign, i.e., are equal to −1.

Notice that this property is certainly satisfied for the generalized permutation
matrices derived from the permutation matrices allowed by the spectral invariant
operations [4,5].

Example 2. The function f = x1x3 ⊕ x2x3 ⊕ x2x4, whose function vector is
F = [1, 1, 1, 1, 1,−1,−1, 1, 1, 1,−1,−1, 1,−1, 1,−1]T , is bent, since its Walsh
spectrum is Sf = [4, 4, 4, 4, 4,−4, 4,−4, 4,−4,−4, 4, 4, 4,−4,−4]T .

3 Dyadic Gibbs Derivative

Gibbs derivatives are a broad class of differential operators on groups [10]. In
the case of functions on Cn

2 , the dyadic Gibbs derivative, is used.

Definition 2. To each function f ∈ L we assign a function f [1] ∈ L defined by

f [1](x) = −1
2

n−1∑
r=0

(f(x ⊕ 2r) − f(x))2r, (x ∈ Bn). (1)

We call f [1] the (first-order) dyadic Gibbs derivative of f . The corresponding
operator D : L → L, defined by Df = f [1], (f ∈ L), will be called the dyadic
Gibbs differentiator.

3.1 Matrix Interpretation of the Dyadic Gibbs Derivative

Formulation of the Gibbs derivative in matrix form is useful for its computation,
since the fast computation algorithms for the Walsh transform can be used [10].

In matrix notation, the value-vector of f [1](x) of an n-variable function f(x)
specified by the function vector F is determined as

F[1] = D(n)F, (2)

where the (2n×2n) matrix of the Gibbs derivative D(n), called the Gibbs matrix,
is defined as a matrix whose typical element is

dξ,η =
1
2

(
(2n − 1)δ(ξ ⊕ η, 0) −

n−1∑
r=0

2rδ(ξ ⊕ η, 2r)

)
,
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where δ is the Kronecker delta.
The matrix D(n) can be factorized as

D(n) = 2−nW(n)G(n)W(n), (3)

where W(n) is the Walsh matrix of order n and G(n)
def
= diag(0, 1, 2, . . . , 2n−1).

Thus, D is the similarity transformation of G with respect to the Walsh matrix.
The matrix D is diagonalizable, since it is similar to the diagonal matrix G.
From (3), we can see that the eigenvalues of D(n) are 0, 1, 2, . . . , 2n − 1, and
that the Walsh functions are the corresponding eigenvectors.

Another way to define the dyadic derivative on Cn
2 is in terms of the partial

dyadic Gibbs derivatives, i.e., as a linear combination of partial dyadic Gibbs
derivatives on C2.

Definition 3. The partial Gibbs dyadic derivative of a function f(x1, x2, . . . , xn)
with respect to the i-th variable xi, i = 1, 2, . . . , n, is defined as

(Dif)((x1, . . . , xn)) = f((x1, . . . , xi ⊕ 1, . . . , xn)) − f((x1, . . . , xn)). (4)

The dyadic Gibbs derivative is expressed in terms of partial dyadic Gibbs
derivatives as

f [1](x1, . . . , xn) = −1
2

n∑
i=1

2n−i(Dif)((x1, . . . , xn)). (5)

In matrix notation, the partial Gibbs dyadic derivative can be expressed as

Di =
n⊗

j=1

Aj , Aj =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

A(1) =
[−1 1

1 −1

]
, for j = i,

I(1) =
[

1 0
0 1

]
, for j �= i.

(6)

The Gibbs dyadic derivative can be expressed as

D = −1
2

n∑
i=1

2n−iDi. (7)

3.2 Computing the Dyadic Gibbs Derivative

The relation (3) shows that the dyadic Gibbs derivative can be computed by a
convolution-like algorithm with complexity equal to that of two times performing
the Fast Walsh Transform (FWT) [6,10].

The definition of the Gibbs dyadic derivative in terms of partial derivatives
appears to be very convenient for parallel computations since partial derivatives
can be computed simultaneously. Further, even a brief inspection of the matrix
interpretation of partial derivatives shows a strong resemblance with steps in
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FWT-like algorithms for various spectral transforms on finite dyadic groups.
Therefore, computing the partial derivative with respect to the variable xi can
be performed by a step of the FWT-like algorithm with the basic butterfly

operation defined by the matrix Ai = A(1) =
[−1 1

1 −1

]
. As in all FFT-like

algorithms, butterfly operations are performed in parallel over different sets of
data, which ensures the efficiency of the algorithm.

Example 3. Figure 1 shows steps of the FWT-like algorithm for computing
Gibbs dyadic derivatives for functions of n = 4 binary variables. The outputs
of these steps D1, D2, D3, and D4 are used to compute the Gibbs dyadic deriv-
ative by (7). The scaling factor −1/2 is omitted.

Fig. 1. FFT-like algorithm for computing the dyadic Gibbs derivative for n = 4.

4 Dyadic Derivative and Bent Functions

The definition of bent functions in terms of flat Walsh spectrum and definition
of the dyadic Gibbs derivative as an operator having Walsh functions as eigen-
functions suggest that it could be interesting to formulate a characterization of
bent functions in terms of this differential operator.

Statement 1. A switching function f of n-variables, where n is an even natural
number, is bent if the absolute values of elements of the vector Df representing its
dyadic Gibbs derivative f [1](x), are mutually distinct and equal to the elements
of the set G = {0, 1, 2, . . . , 2n − 1}. In other words, f is bent if its dyadic Gibbs
derivative by the absolute values is equal to the eigenvalues of the derivative,
permutations allowed.
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For any function f ∈ L, the sum of values of the dyadic Gibbs derivative is
equal to 0. Thus, this holds also for bent functions. Moreover, for bent functions,
the values of the dyadic Gibbs derivative have the negative values at the same
positions where the bent function f in the (1,−1) encoding has the value −1.
Thus, F[1] = (PG)(n) � F, where P is a permutation matrix, and � is the
componentwise multiplication (Hadamard product). For each bent function f ,
the permutation matrix P is different. For a given n, the set of permutation
matrices used in this characterization of bent functions can be derived form
spectral invariant operations for the Walsh transform [4].

It follows that in F[1] signs are assigned to elements of Df such that the sums
of elements with the positive and the negative values are equal to (2n−1)(2(n−2)),
since the sum of values of elements in G(n) is (2n − 1)(2(n−1)).

The dyadic Gibbs derivative preserves the same sign at each position as in
the function vector for a bent function, and 0 in G(n) can multiply either +1
or −1 in the function vector for f .

Example 4. The dyadic Gibbs derivative for the function f in Example 2 with
the function vector F = [1, 1, 1, 1, 1,−1,−1, 1, 1, 1,−1,−1, 1,−1, 1,−1]T , is given
by the vector Df = [0, 4, 12, 8, 3,−7,−15, 11, 2, 6,−14,−10, 1,−5, 13,−9]T .
Notice that in these two vectors, F and Df , elements with negative signs appears
at the same positions. Thus, the dyadic Gibbs derivative preserves the sign of bent
functions. For n = 4, the sum of positive and negative values in the vector of the
dyadic Gibbs derivative of a bent function is 4 × 15 = 60 and −60, respectively.

In the case of non-bent functions, the values of the dyadic Gibbs derivatives
can be sets of integers different from eigenvalues of this operator, the same values
can repeated, and the sum of positive and negative values will be different from
(2n − 1)(2(n−2)).

4.1 Checking if a Function Is Bent

A straightforward way to check if a switching function is bent is to compute
its Walsh spectrum and see if it is flat. The WFT algorithm ensures that this
can be done efficiently in terms of time. Computing the dyadic Gibbs derivative
can be performed faster than computing the Walsh spectrum if the algorithm in
terms of partial dyadic Gibbs derivatives is used, since partial derivatives can be
computed in parallel provided sufficient computing resources are available. This
algorithm is suitable for implementation on Graphics Processing Units (GPU)
based systems.

To check if a function is bent, we need to check if the values of its dyadic Gibbs
derivative are all distinct and by the absolute values are in the set {0, 1, 2, . . . , 2n−
1}. In programming implementation this can be done as follows. We define an
auxiliary vector V = [V (0), V (1), . . . , V (2n − 1)]T , with initial values V (i) = 0.
Then, when computed, values of the dyadic Gibbs derivative are stored in the
positions V (|D(i)|) = D(i). If |D(i)| > 2n − 1, an error occurs, which means
that the function is not bent. After the computing is done, we check if V (i) �= 0



638 R.S. Stanković et al.

for i = 1, . . . , 2n − 1. Notice that 0 is saved in the position V (0). In this way,
we avoid ordering of values of the dyadic Gibbs derivative and complexity of the
procedure is comparable to checking if the absolute values of elements of the
Walsh spectrum are equal to 2n/2.

We compared the computing times for calculating the Walsh spectrum and
the dyadic Gibbs derivative on the GPU Nvidia GTX 560 Ti that has 8 streaming
multiprocessors with 48 streaming processors each which makes 384 in total,
with 1 GB GDDR5 RAM and 128 GB/s memory bandwidth with the CPU Intel
i7-920 running at 2.8 GHz.

For this hardware platform, the computations were done in the following way

1. For n < 8, all partial derivatives are computed in parallel.
2. For n = 8, 9, 10, up to 7 partial derivatives are computed in parallel on the

hardware level.
3. For n = 11, 12, up to 4 partial derivatives are computed in parallel.
4. For n = 13, two partial derivatives are computed in parallel.
5. For n ≥ 14, partial derivatives are computed sequentially.

Table 1 shows the computing times for the Walsh spectrum and the dyadic
Gibbs derivative and the time for necessary memory transfers which is equal
in both cases. When partial derivatives can be computed in parallel, the cor-
responding algorithm is faster. For n = 17 and larger, the computation of the
Walsh spectrum becomes faster on the used hardware, since the partial dyadic
Gibbs derivatives are computed sequentially with the so-called atomic operations
used in to ensure correctness of the computations in (7).

Table 1. Times [msec] for computing the Walsh spectrum and the Gibbs derivative
for binary functions with n variables.

n Walsh
coefficients

Gibbs
derivative

Memory
transfers

Task parallelism

6 11.0 2.8 3.0 All partial derivatives

7 11.8 3.1 3.1

8 13.3 3.8 3.1 Up to 7 partial derivatives

9 15.7 4.6 3.3

10 19.8 6.0 3.7

11 30.1 10.5 5.0 Up to 4 partial derivatives

12 32.6 10.6 7.4

13 34.7 17.3 15.2 2 partial derivatives

14 38.0 31.8 25.8 Partial derivatives computed
sequentially

15 69.4 64.7 47.5

16 132.8 127.8 91.2

17 266.6 303.9 178.2
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It follows that the characterization of bent functions in terms of the dyadic
Gibbs derivative can be useful in checking if a given switching function is bent or
otherwise. It is assumed that the underlying hardware platform allows parallel
computing of partial dyadic Gibbs derivatives.

5 Concluding Remarks

The characterization of bent functions in terms of the Walsh spectrum suggests
that another characterization in terms of the dyadic Gibbs derivative is possible,
since this is a differential operator whose eigenvectors are the Walsh functions.
Such a characterization can be useful in checking if a given switching function
is bent or otherwise, since the computation of the dyadic Gibbs derivative can
be performed in parallel by using both data and task parallelism with sufficient
hardware resources provided. Notice that in the case of the Fast Walsh trans-
form algorithm, the data parallelism is used, while steps of the algorithm are
performed sequentially.
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Abstract. In this work we discuss some difficulties that can be encoun-
tered when one uses iterative methods for finding a solution of a one-
dimensional discrete phase retrieval problem. Iterative methods are
widely used but, unfortunately, they often stagnate. We shall show that
by using an extended form of the one-dimensional discrete phase retrieval
problem, we can find a solution to the problem.
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1 Introduction

Signal reconstruction from Fourier transform magnitude is also called phase
retrieval [3]. The term comes from the fact that often we can measure only
the Fourier magnitude and to reconstruct the signal the phase must be esti-
mated (retrieved). The phase retrieval problem has attracted considerable inter-
est because of its importance in a variety of applications, including optical astron-
omy, microscopy, Fourier-transform spectroscopy, x-ray crystallography, particle
scattering, speckle interferometry, lens testing, single-sideband communication,
and design of radar signals [4].

Although certain constraints may be added according to application, the
basic one-dimensional discrete phase retrieval (1-D DPhR) problem can be stated
as follows:

Let X̃(k) a sequence of positive numbers, which will be called the input
magnitude data. To solve the 1-D DPhR problem means to find a discrete signal
x(n) of length N for which its N -point Discrete Fourier Transform (DFT):

X(k) =
N−1∑
n=0

x(n)e−j 2πkn
N , k = 0, 1, . . . , N − 1. (1)

satisfies
|X(k)| = X̃(k) (2)

c© Springer International Publishing Switzerland 2015
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 640–647, 2015.
DOI: 10.1007/978-3-319-27340-2 79
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for all k = 0, 1, . . . , N − 1.
There are several methods to solve the 1-D DPhR problem: Hilbert transform

[6], computation of cepstral coefficients [12] or solving linear systems of equations
[11]. Another way to obtain a solution to 1-D DPhR problem is by finding the
zeros of z-transform of autocorrelation, also called as root finding approach or
direct method. This may provide the minimum-phase solution, however such
method behaves poorly numerically and can be recommended only for rather
short length [1]. Perhaps the most common approaches are iterative transform
algorithms [7], which alternate between time and frequency domains. This type of
algorithms can implement very easily time-domain constraints like compactness
of the support. It has been observed that these algorithms fail to converge to a
solution as they usually stagnate [5].

The goal of this work is to show that the stagnation of the iterative methods
can be overpassed by using the extended formulation of the 1-D DPhR problem.
In Sect. 2 we present the iterative algorithm for 1-D DPhR problem, then we
illustrate this method by using a couple of examples (Sect. 3). In Sect. 4 the
extended one dimensional discrete phase retrieval is stated and experimental
results are provided.

2 The Iterative Algorithm for 1-D DPhR Problem

The iterative transform algorithm or 1-D DPhR problem is a standard iterative
technique in which the estimate of x(n) is improved in each iteration [2]. The
iterative technique to reconstruct the sequence x(n) or its DFT X(k) from the
DFT input magnitude data X̃(k), k = 0, 1, . . . , N − 1 is described as follows.

1. We begin with ∠X1(k), an initial guess of the unknown DFT phase, and form
the first estimate X1(k) of X(k), using the specified magnitude function, i.e.

X1(k) = X̃(k)ej∠X̃1(k).

Computing the inverse DFT of X1(k) provides the first estimate x1(n) of
x(n). Since an N -point DFT is used, x1(n) is an N -point sequence which is,
in general, nonzero for M ≤ n ≤ N − 1.

2. From x1(n), another sequence x̃2(n) is defined by

x̃2(n) =
{
x1(n), 0 ≤ n ≤ M − 1,
0, M ≤ n ≤ N − 1,

where M = N/2 when N is even, and M = (N + 1)/2 when N is odd.
3. The phase ∠X̃2(k) of the X̃2(k) (the N -point DFT of x̃2(n)) is then considered

as a new estimate of ∠X(k). A new estimate of X(k) is formed by

X2(k) = X̃(k)ej∠X̃2(k).

From this, a new estimate x2(n) is obtained from the inverse DFT of X2(k).
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Repetitive application of Steps 2 and 3 defines the standard iterative algorithm.
In this iterative procedure, an error function may be introduced:

Ep =
1
N

N−1∑
k=0

∣∣∣X̃(k) − |X̃p(k)|
∣∣∣2 , (3)

which is the mean-square difference between the known magnitude and the esti-
mate on each iteration.

It has been shown that Ep is non increasing [8]. Since Ep has a lower bound
of zero, then it must converge to a limit point, which may be zero or a positive
nonzero number. If limp→∞ Ep = 0, then we get the correct solution, which may
be affected by the certain ambiguities [11]. Unfortunately the iterative algorithm
often stagnates [7].

3 Case Studies

In the following we shall consider two examples of input magnitude data and we
shall present the results of the iterative method for these input magnitude data.

Let N = 5 [10] and

X̃(k) =
{

2, k = 0;
1, k = 1, 2, 3, 4. (4)

Then 1-D DPhR problem has a correct solution by zeros allocation:

x(n) =

⎧⎪⎪⎨
⎪⎪⎩

1.0736, n = 0;
0.3675, n = 1;
0.5589, n = 2;
0, otherwise.

We run the iterative phase-retrieval procedure and the variation of Ep is shown
in Fig. 1. It can be seen that the error function is fast converging towards zero
and finally we get the solution of 1-D DPhR problem mentioned above.

Alternatively, if we have [9]:

X̃(k) =
{

3, k = 0;
1, k = 1, 2, 3, 4, (5)

then the Fourier transform of the folded of circular autocorrelation is not always
positive. In such situation an attempt to solve 1-D DPhR problem by direct
method is unsuccessful. We have implemented the iterative phase-retrieval algo-
rithm for the input magnitude data given by (5). The mean-square difference
between the known magnitude and the estimate on each iteration decreases and
finally stagnates (Fig. 2). In this situation we cannot obtain the solution of 1-D
DPhR problem using the iterative algorithm.
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Fig. 1. The variation of Ep (dB) for
input magnitude data given by (4).
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Fig. 2. The variation of Ep (dB) for
input magnitude data given by (5).

4 The Extended 1-D DPhR Problem

We have seen that the 1-D DPhR problem cannot be solved always by the
iterative method. In case of similar problems like Nearest autocorrelation problem
[1], the folded autocorrelation sequence is replaced with other sequence, and
the new sequence has a nonnegative Fourier transform. Obviously, the DFT of
the new sequence differs from the DFT of folded autocorrelation, i.e. it differs
from X̃(k). In such scenario, we have to accept measurement errors on input
magnitude data.

In the following we shall consider that the measurements of input magnitude
are free of errors, but the set of input magnitude data is not complete, i.e. some
X̃(k) are missing. Such situation may appear when the time domain sampling
or the frequency domain sampling were not appropriate.

4.1 Statement of the Extended One Dimensional Discrete Phase
Retrieval Problem

The extended one dimensional discrete phase retrieval problem (Ext. 1-D DPhR)
can be formulated in three ways:

I. Let X̃(k) a sequence of positive numbers, where k = 0, 1, 2, . . . , N − 1.
These input magnitude data came from the initial 1-D DPhR problem given by
(1) and (2).

To solve the First Ext. 1-D DPhR means to find x(n) a discrete signal of
length 2N and for which its 2N -point Discrete Fourier Transform (DFT):

X(k) =
2N−1∑
n=0

x(n)e−j 2πkn
2N , k = 0, 1, . . . , 2N − 1.

satisfies
|X(k)| = X̃(k) (6)
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for all k = 0, 1, 2, . . . , N − 1.
Such situation happens when the sampling frequency of the analog signal has

not been properly selected and we need to double the sampling frequency.
II. Let X̃(k) a sequence of positive numbers, where k = 0, 2, 4, . . . , 2(N − 1).

These input magnitude data came from the initial 1-D DPhR problem given by
(1) and (2).

To solve the Second Ext. 1-D DPhR means to find x(n) a discrete signal of
length 2N and for which its 2N -point Discrete Fourier Transform (DFT):

X(k) =
2N−1∑
n=0

x(n)e−j 2πkn
2N , k = 0, 1, . . . , 2N − 1.

satisfies
|X(k)| = X̃(k) (7)

for all k = 0, 2, 4, . . . , 2(N − 1).
Such situation happens when the length of DFT has not been properly

selected and we need to double the length of DFT.
III. Let X̃(k) a sequence of positive numbers, where k = 0, 2, 4, . . . , 2(N −1).

These input magnitude data came from the initial 1-D DPhR problem given by
(1) and (2).

To solve the Third Ext. 1-D DPhR means to find x(n) a discrete signal of
length 4N and for which its 4N -point Discrete Fourier Transform (DFT):

X(k) =
2N−1∑
n=0

x(n)e−j 2πkn
2N , k = 0, 1, . . . , 4N − 1.

satisfies
|X(k)| = X̃(k) (8)

for all k = 0, 2, 4, . . . , 2(N − 1).
Such situation may happen when both the sampling frequency of analog

signal and the length of the DFT have not been properly selected.
For all these three problems one can try to find solutions by implementing

different approaches. In the following we suggest that the iterative technique may
be used to reach this goal, since this algorithm can implement easily constraints
of the support. Note that for all these three problems we have to modify (1)
to only for those indexes k which are specified in the statements of the Ext.
1-D DPhR problem, i.e. to those k which appear in (6), (7), and (8). As in any
iterative procedure we must have a way to decide whether the iterative algorithm
should stop or not. One way to measure the error is to change the error function
(3) to:

EK
p =

1
N

∑
k∈K

∣∣∣X̃(k) − |X̃p(k)|
∣∣∣2 , (9)

where K = {0, 1, 2, . . . , N − 1} for the first Ext. 1-D DPhR problem and K =
{0, 2, 4, . . . , 2(N − 1)} for the second and the third Ext. 1-D DPhR problem.
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4.2 Example Revisited

Let us consider the input magnitude data given by (5). It has been shown that
no solution to 1-D DPhR problem can be found using the standard iterative
method. However, for this set of input magnitude data the first form, the second
form and the third form of Ext. 1-D DPhR problem give solution by using the
iterative method.

The first form learning curve is shown in Fig. 3.
The sequence x(n) obtained after convergence and its DFT magnitude X(k)

are:

x(n) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0.8364 + 0.2950j, n = 0;
0.4128 + 0.3254j, n = 1;
0.5308 − 0.1451j, n = 2;
0.6373 + 0.0033j, n = 3;
0.5812 − 0.3885j, n = 4;
0 n = 5, 6, 7, 8, 9.

and

X(k) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

3, k = 0;
1, k = 1, 2, 3, 4;
1.0624, k = 5;
0.3476, k = 6;
1.0537, k = 7;
0.4273, k = 8;
2.6579 k = 9.

The second form learning curve is shown in Fig. 4.
The sequence x(n) obtained after convergence and its DFT magnitude X(k)

are:

x(n) =

⎧⎨
⎩

1.4, n = 0;
0.4, n = 1, 2, 3, 4;
0 n = 5, 6, 7, 8, 9.

and

X(k) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

3, k = 0;
1, k = 2, 4, 6, 8;
1.8643, k = 1;
1.4298, k = 3;
1.4, k = 5;
1.4298, k = 7;
1.8643 k = 9.

The third form learning curve is similar to Figs. 3 and 4.
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The sequence x(n) obtained after convergence and its DFT magnitude X(k)
are:

x(n) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0.7, n = 0;
0.3 + 0.3078j, n = 1;
0.2, n = 2, 4, 6, 8, ;
0.3 + 0.0727j, n = 3;
0.3, n = 5;
0.3 + 0.0727j n = 7;
0.3 − 0.3078j, n = 9;
0.7, n = 10, 19;

and

X(k) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

3, k = 0;
1, k = 2, 4, 6, 8;
1.1525, k = 1;
0.7587, k = 3;
0.7616, k = 5;
0.8317, k = 7;
1.2421, k = 9
0, k = 10, 12, 14, 16, 18;
0.7678, k = 11;
0.7, k = 13;
0.7616, k = 15;
1.0184, k = 17;
2.3632, k = 19.
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5 Conclusions

In this work we have presented some difficulties that can be encountered
when one has to implement the iterative method for finding a solution of one-
dimensional discrete phase retrieval problem. We have proven that we can find
a solution to the one-dimensional discrete phase retrieval problem, by refor-
mulating the one-dimensional discrete phase retrieval problem to an extended
one-dimensional discrete phase retrieval problem. Although we have stated three
forms of extended one-dimensional discrete phase retrieval problem, the second
form seems to be the most appropriate, since it provides a real valued sequence.

Acknowledgments. The work of first author has been supported by Grant PAV3M
PN-II-PT-PCCA-2013-4-1762.
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Abstract. We investigate the gradual emergence of so–called ultrasonic
speckles as a hint to degradation processes deep in the volume of a spec-
imen. These scatterers are caused by the combined action of thermal or
electrical loads the specimen is subjected to during overload cycles it
might experience as part of normal operation. These scatterers are typ-
ically too small to be directly imaged by ultrasound techniques. How-
ever, due to their spatial density evolving over time (over load cycles)
they expose themselves by gradually forming these revealing US–speckles
that increase in contrast over time. We can show that the speckle con-
trast is a good measure of the average total volume density of scattering
voids and thus of the onset and evolution of delaminations via partially
developed speckles.

Keywords: Ultrasound speckles · Non–destructive testing · Void
density · Randomly distributed scatterers

1 Introduction

Several non–destructive methods do exist that allow to scan a specimen tomo-
graphically with the aim to detect delaminations, cracks or voids within the
volume scanned. From coarse to fine resolution these are thermography tech-
niques [1], scanning acoustic microscopy [2,3], micro computed tomography
scans, acoustic near–field techniques (SNAM) [4], and X–ray diffraction meth-
ods. All techniques essentially are aiming for a spatial resolution sufficiently good
to detect every single void (within their scope of resolution) and thus require a
significant scanning and processing time to solve the inherent inverse problem
associated with the method.

In our contribution we consider the problem of degradation detection as one
that models the emerging voids as randomly scattered acoustic phase objects to
be detected using techniques that were originally developed for analyzing laser
speckles and are now applied to signals from an acoustic microscope. In the
acoustic scanning microscopy technique [5] these sub–resolution random scat-
terers are causing ultrasound speckles [6]. These speckles and their emergence
over mechanical or electrical stress cycles are analyzed with respect to the initial
c© Springer International Publishing Switzerland 2015
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 648–654, 2015.
DOI: 10.1007/978-3-319-27340-2 80
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Fig. 1. Experimental setup. Voids in the specimen cause diffraction effects. The super-
position of resulting waves cause speckles in the acoustic microscope image of Fig. 3.

state of the presumed homogeneous specimen. So they are compared to the zero
phase deviations initially, over partly developed speckles for specimen in the
void initiation phase, to fully developed speckles [7] for specimen experiencing
sufficiently many randomly scattered voids [8,9].

Coherent imaging systems typically suffer from the effect known as speckles.
They are experienced in synthetic aperture radar imaging, in laser illumination
imaging systems [10–12] or also in ultrasonic imaging. Speckles are easily seen in
the form of speckle noise overlaid onto the range image, the laser scan image or
the echogenicity map in ultrasound images. Speckles themselves are a random
but still deterministic interference pattern in an image that most of the time has
a negative impact on the measurement problem at hand. They, however, convey
sufficient information that can be put to good use in some other measurement
problems. Those are related to laser applications where they act as fingerprints
of an analyzed surface element whose load dependent motion can be tracked
with a rather high spatial resolution [13].

In ultrasonic imaging speckles are typically reducing the ability to detect fine
structures in a specimen by masking its echogenicity. Here also they are formed
by isonifying a specimen presumably containing many sub–resolution scatterers
with coherent radiation [14].

In some scientific fields the development over time of the density and average
size of voids can be an indicator to the overall thermal or mechanical stress the
specimen was to bear. The specimens might still be keeping its nominal operating
performance even if it experiences a moderate density of cracks and voids with
sizes below the typical detection limit of acoustic microscopes. The idea conveyed
in this paper is to utilize the temporal development of spatial speckle noise
overlaid onto an B–mode scan of a specimens structure to estimate the average
density and possibly medium size of sub–resolution scatterers. It is organized
as follows: in Sect. 2 the experimental set–up is described. Section 3 details the
theory of speckle noise in US images and derives the speckle contrast as a measure
of void density. Section 4 presents first results of an acoustic microscope adapted
to the detection of voids and cracks.
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2 Experimental Set–up

The experimental set–up used to generate the results presented consists of a
Panametrics NDT Mod. 5900 PR pulser–receiver, which is driving a Panamet-
rics 20 MHz transducer V390 (0.25 inch element size, 0.5 inch focal length). An
Agilent Infiniium DSO 9254A oscilloscope is used to digitize the US–return at
a sample rate of 1 Gsample/s resulting in a depth resolution of approximately
1.5μm (for the material silicon). A translation stage (Linos x–act LT 100–1)
allows to move the transducer in 3D with a resolution of 1μm. The processing
is done in Matlab as is the visualization. Volume data is rendered using the
ParaView open source software. In Fig. 1 the schematics of our set–up is shown.

Figure 2 depicts the temporal impulse response of our transducer indicating
a relative bandwidth of 70 % of the center frequency in the left panel and the
spatial impulse response — the so–called point spread function — schematically
in the right panel.

Fig. 2. (Left) temporal impulse response of a Panametrics 20MHz transducer. (right)
spatial impulse response of the same transducer in its focal plane.

3 Theory of US–Speckles

The modeling of the statistics of US–speckles is based upon some simplifying
assumptions. (A) the carrier frequency ν (in our case 20 MHz) is sufficiently
monochromatic to exhibit a coherence time that allows the constructive or
destructive interference of contributions from scatterers located in the resolu-
tion cell of the set–up. For our case this can be interpreted in the temporal
domain to have a pulse length of approximately 0.1μs as can be seen from Fig. 2
left equating to approximately 120μm in the depth dimension. (B) in the spatial
domain the transducer focuses to approximately 10μm (full width half maxi-
mum) as is depicted in Fig. 2 right. (C) The resolution cell is shaped as a prolate
spheroid with said dimensions.
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The sound pressure is modeled as a complex phasor

u(x, y, z, t)︸ ︷︷ ︸
temporal&spatial

= A(x, y, z)︸ ︷︷ ︸
spatial

· ej2πνt︸ ︷︷ ︸
temp.

with u representing spatial and temporal variations, A, the complex phasors
magnitude, and ν the center frequency. The complex phasor A can be decom-
posed into its magnitude | A | and phase term ejΘ(x,y,z).

The complex phasor A results from the summation over all (indexed by n)
contributions of single scatterers in the resolution cell with the following assump-
tions: (A) amplitude an and phase Θn of the n–th scatterer are statistically inde-
pendent of each other and of all other scatterers in the resolution cell. (B) the
phases of the scatterers are uniformly distributed in [0, 2π), which means that
their spatial distribution is such that many wavelength λ are in between them
either in depth or lateral direction. Now further applying the central limit the-
orem allows to express A as the coherent sum of scaled contributions an, where
the scale factor

√
N takes the decreasing magnitude of single contributions into

account if their number N increases.

A(x, y, z) =
1√
N

N∑
n=1

|an| · eΘn

Analyzing the probability density function (PDF) for A one can show [11],
that a circular Gaussian PDF results.

Further assuming that in addition to the random weakly scattering scatterers
there is a deterministic structure present that would result in a rather strong
coherent contribution to A, it can be shown (again [8,11]) that a Riccian PDF
will result.

pA(a) =
a

σ2
· e

(

− a2+s2

2σ2

)

· I0

(as

σ2

)
; a ≥ 0 (1)

I0 is the Bessel function of the first kind of order zero, σ is the standard deviation
of the circular Gaussian PDF, and s is the strong coherent scattering of the
deterministic structure. In analyzing Eq. 1 one can conclude that the image
contrast as defined by the variation of intensity in a flat region of the image
in relation to the mean brightness (caused by the deterministic structure) is a
statistical parameter indicating the impact of density and average size of the
scatterers sought.

4 Measurement Results

In order to demonstrate the applicability of the method one would have to resort
to the acquisition of a rather lengthy experimental procedure. The necessary
experimental equipment is currently under development and is thus not avail-
able yet to acquire real data. For that reason we did in fact acquire true US
volume data which was demodulated (by Hilbert transform) to show in 3D the
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Fig. 3. Ultrasound image of the cross–section of a specimen with some pronounced
structure top left; Top right: the same global structure with corresponding scattering
function. This scattering function is derived from a randomly distributed population
of sub–resolution scatterers (yellow ×’s). The scattering function is spatially convolved
with the point spread function of the ultrasonic transducer (bottom left); Envelope
demodulation of the RF–carrier results in strong speckles bottom right (Color figure
online).

internal structure of the specimen. Subsequently randomly distributed scatterers
of various echogenicity were added and the volume data convolved with the PSF
shown in Fig. 2 to give the experienced US speckles. This process is described in
more detail next. Speckles are present both in the RF data and the envelope –
demodulated data as shown in Fig. 3. The top left panel shows the echogenicity
map without random sub–resolution scatterers. The top right panel shows the
scattering function by adding artificially sub–resolution scatterers. The bottom
left panel shows the ultrasound RF data by scanning the echogenicity. The sim-
ulation is done by convolving in lateral dimension and in time (depth) with the
PSF of the transducer as shown in Fig. 2.

The bottom right image is obtained by demodulating the RF data to yield
the complex envelope which is imaged in gray–scale to yield a very obvious noisy
(speckled) image of the original echogenicity (top left).

This data set was then statistically analyzed resulting in the image shown in
Fig. 4. One clearly observes the increase in the variance σ2

I of the image intensity
within the presumed flat area boxed, which is a measure of speckle contrast.

Figure 5 shows the complete data set in 3D.
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Fig. 4. Three B–mode scans exhibiting US speckles in increasing magnitude. All frames
were generated adding 5000 sub–resolution scatterers (size ≈ λ/50) each with relative
scattering strength of −60 dB, −54 dB and −40 dB relative to the deterministic com-
ponent (the bright horizontal bar) extending from left to right. One clearly observes
the increase in the variance of the intensity σ2

I .

Fig. 5. Ultrasound volume data rendered using the ParaView software [15].

5 Conclusions

We have shown that ultrasound speckles that are usually considered a problem to
be avoided can be exploited to indicate the gradual emergence of sub–resolution
scatterers which might be caused by micro–cracks or small sized voids small
enough still to not impair the nominal functionality of the specimen but possibly
being indicative of an upcoming failure.
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Abstract. In this paper we present the influence of quantization of
audio signals on D and S descriptors. These descriptors represent the
number of samples between two consecutive real zeros and the number
of points of local minima/maxima between two successive real zeros,
respectively. It is shown that the number of the D/S pairs is almost
constant and the behavior is almost the same till the number of bits
is less than 6, in the proposed audio based wildlife intruder detection
framework.

Keywords: Intruder detection · Zero crossings

1 Introduction

Humans play a significant role in ensuring the integrity of wild places. Nowadays
there is a large interest in detecting illegal logging because damaging of rain forest
is a leading contributor to climate change. Illegal logging alone is responsible for
approximately 10% of all greenhouse gas emissions [1]. There are many natural
reserves with flora, fauna, wildlife which are spread and practically impossible
to be surveyed continuously. Even if most of these regions are protected by law,
they are quite often the target of some people for hunting and forest cutting.
While there is an international mandate to stop illegal deforestation, the hard
part is enforcing it.

For these reasons monitoring systems like the video surveillance are popular
and necessary these days, but they ask usually for expensive computational
resources. Another attractive solution may be assimilated to an “acoustic eye”,
i.e. audio based wildlife intruder detection systems [2]. An ingenious way to
convert used cell phones to solar powered listening devices was presented by
Rainforest Connection. The devices can pick out the unmistakable sounds of
chainsaws over a mile away, then transmit the information to a cloud API which
sends an alarm to authorities on the ground instantly. Some pilot programs have
been tested in regions with terrestrial wireless network [3].

Because a wildlife surveillance system requires the design of low complexity
algorithms and the use of hardware with low power consumption, there is a need
c© Springer International Publishing Switzerland 2015
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 655–662, 2015.
DOI: 10.1007/978-3-319-27340-2 81



656 L. Grama and C. Rusu

to study the quantization effect on audio based wildlife intruder detection sys-
tems. The low complexity approach TESPAR (Time Encoded Signal Processing
and Recognition) proved to be a fairly robust method for sound encoding and
classification when various noisy environments were simulated and thus suitable
for on site, real time signal processing applications. The bandwidth of received
data can be significantly reduce and we are still able to detect the intruders [4].

The goal of this work is to study the quantization effect on two TESPAR
method descriptors, namely the epoch duration D and the epoch shape S, in
an audio based wildlife intruder framework. The paper is organized as follows:
the theoretical backgrounds are briefly presented in Sect. 2 and the framework
is illustrated in Sect. 3. Section 4 presents the quantization effect through exper-
imental results and in Sect. 5 conclusions are drawn.

2 Theoretical Background

The time-domain digital language for coding “band-limited” signals, TESPAR,
was first proposed by King and Glossing [5]. It needs few processing power
and low memory requirements offering low-priced implementation costs. The
features of the TESPAR model can be easily detected by visual inspection of
the waveform, namely zero crossings and local extremal points [6].

A waveform contains both complex and real zeros. First attempts in the the-
ory of zero-based analysis of the waveforms were made by Bond and Chan. They
considered the representation and manipulation of signals by means of their
real and complex zeros, and stated that natural information sources generate
continuous band-limited functions that include complex zeros which are phys-
ically undetectable [7]. Real zeros can be easily determined by a simple visual
inspection of the function (where the sign of a signal changes we have a zero
crossing). Finding complex zeros is not such a trivial problem. Complex zeros
are associated to the perturbations (points of minima/maxima) in the shape of
the waveform, which appear between the well-defined real zeros [8].

Infinite clipping stays at the base of the TESPAR. It is a binary transfor-
mation which takes a waveform and transforms it in an array of numbers which
contain information about the waveform’s zeros. The intelligibility of the speech
waveform based on the effects of infinite clipping was investigated by Licklidder
and Pollack. They have removed all the amplitude information, keeping only
the zero crossing information (this is infinite clipping). Even if a high amount
of information was removed from the speech waveform, the result of the process
shows that the mean random word intelligibility scores achieved were 97.9% [8].
It means that most of the useful information contained by the speech waveform
can be found in zero crossing.

A TESPAR coder gives the following information [9]:

– epoch duration D between two real zeros; it represents the number of samples
of the segment contained between two successive real zeros;
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– epoch shape S between two real zeros; it represents the number of points of
local minima/maxima between two consecutive real zeros (for the positive
axis the points of minima are counted, while for the negative axis the points
of maxima are counted).

After the array of D/S pairs are obtained they are coded using an alphabet
which approximates the distribution of epochs in the D/S pairs plane by means
of vector quantization. The TESPAR coder outputs an array of symbols. The
resulting array can be converted in a series of descriptors: matrix S (Nx1) which
counts the number of apparitions of each symbol of the alphabet in the symbol
stream, and matrix A (NxN) which counts the number of apparitions of all the
pairs of symbols, at a certain distance n (lag). As a classification mechanism
the archetypes technique can be used. By adding together and then computing
the average of the A and S matrices one can find the archetypes. After the
archetypes are computed, they can be stored in databases and used later on for
classification of unknown samples [2].

3 Framework

As we have already mentioned, in the context of a wildlife surveillance system
which, by necessity, requires the design of low complexity algorithms and the
use of low power consumption hardware [10], there is the need to study the
quantization effect on audio based wildlife intruder detection systems. In our
proposed framework the low complexity system only checks if a certain recorded
event belongs to a human, a car or an engine, a gunshot or other possible sounds
of interest that can be considered as intruders.

In the present paper we take into account two types of sound that can be
considered as intruders in a wildlife area: sounds originate from chainsaws and
sounds originate from gunshots. In the chainsaw sounds database we have 60
different audio samples corresponding to 10 different types of chainsaws [11], and
in the gunshot sounds database we have 51 different audio samples corresponding
to 25 different types of guns [12,13]. The sampling rate for all the considered
signals is 16000 samples/second and 16-bit accuracy was used. All signals were
recorded outside, thus they are not studio recordings.

4 Simulation Results – Quantization Effect

The influence of quantization of audio signals on D and S descriptors was tested
using a collection of two types of audio recordings. We have perform simulations
on signals available on the SPG (Signal Processing Group) Sound Database
[11] and on some signals available online [12,13]. All initial signals were 16-bit
accuracy. For simulations the signals were quantized using different number of
bits (14, 12, 10, 8, 6, 4 and 2), in order to see the influence of number of bits
used for quantization.
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Fig. 1. Box and whisker definitions.

For illustrating the D and S vectors we have used histograms. For all of them
on abscissa we have the number of bins and on the ordinate the probability
density function estimate corresponding to the D and S descriptors. Above the
histograms a box and whisker plot is used, it is detailed in Fig. 1.

For all signals tested, first, infinite clipping was performed (signal was scaled
between −1 and 1). Then we have found zero crossings, we have counted the
number of samples between two zero crossings (D - epoch duration) and then
we have counted local minima/maxima (S - epoch shape).

The first signal used for exemplification corresponds to a chainsaw [11]. The
duration of the signal is 7.498 s. In Figs. 2 and 3 the descriptors corresponding
to the chainsaw sound are illustrated. By a visual inspection on the histograms
it can be seen that quantization on 2 bits is not appropriate (for all chainsaw
signals) in the case of D descriptor representation (see Fig. 2).

In order to better compare the influence of quantization, the D descriptor
corresponding to the 2-bit accuracy signal was removed from the graph (Fig. 4).
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Fig. 4. D - vector (chainsaw) (without the signal quantized on 2 bits).

In the case of the D vector the IQR = 4 (interquartile range) when the signal
is quantized on 16 ÷ 4 bits, but the 95th percentile differs: when the signal is
quantized on 16 ÷ 6 bits it corresponds to the 11th bin, and when it is quantized
on 4 bits it corresponds to the 15th bin. For the 2-bit quantization the IQR = 35
and the 95th percentile corresponds to the 222th bin. In the case of the S vector
the IQR = 1 when the signal is quantized on 16 ÷ 6 bits and the 95th percentile
corresponds to the 3rd bin; when it is quantized on 4 ÷ 2 bits the IQR = 0 and
the 95th percentile corresponds to the 2nd bin.

In Table 1 the mean and standard deviation values for the chainsaw signal
are presented. If the signal is quantized on 16, 14, 10 and 8 bits, respectively,
the values for mean and standard deviation are almost the same. They differs a
little bit when 6-bit quantization is used, and the difference is higher when 4-bit

Table 1. Mean and standard deviation values for the chainsaw signal.

Number of bits D descriptor S descriptor

Mean Standard deviation Mean Standard deviation

16 4.77 4.31 0.51 0.96

14 4.77 4.31 0.51 0.96

12 4.77 4.32 0.51 0.96

10 4.77 4.33 0.51 0.95

8 4.77 4.32 0.48 0.91

6 4.81 4.42 0.39 0.79

4 5.57 6.37 0.22 0.67

2 39.90 79.61 0.18 0.68
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or 2-bit quantization is performed (especially in the case of the D vector). Same
behavior was observed for all 60 chainsaw signals tested.

The second signal used for exemplification corresponds to a gunshot [11]. The
duration of the signal is 5.694 s. In Figs. 5 and 6 the descriptors corresponding
to the gunshot sound are illustrated. As in the case of the chainsaw signal, it
can be seen that 2-bit accuracy is not appropriate (for all gunshot signals) in
the case of D descriptor representation (see Fig. 5).

In order to better compare the influence of quantization, the D descriptor
corresponding to the 2-bit quantized signal was removed from the graph (Fig. 7).
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Table 2. Mean and standard deviation values for the gunshot signal.

Number of bits D descriptor S descriptor

Mean Standard deviation Mean Standard deviation

16 5.50 6.03 0.8 1.33

14 5.47 5.91 0.79 1.30

12 5.50 6.03 0.77 1.25

10 5.52 6.24 0.75 1.22

8 5.55 7.01 0.68 1.13

6 5.77 14.63 0.56 1.00

4 7.84 48.23 0.37 0.80

2 31.27 191.97 0.27 0.73

In the case of the D vector the IQR = 7 when the signal is quantized on 16 ÷ 8
and 4 bits, IQR = 6 when is quantized on 6 bits and IQR = 15 when is quantized
on 2 bits. For all of them the 5th percentile corresponds to the 1st bin, but the 95th

percentile differs: when the signal is quantized on 16 ÷ 12 and 8 ÷ 6 bits it corre-
sponds to the 17th bin, when is quantized on 10 bits it corresponds to the 18th bin,
when is quantized on 4 bits it corresponds to the 23rd bin, and when is quantized
on 2 bits it corresponds to the 58th bin. In the case of the S vector the IQR = 1
when the signal is quantized on 16 ÷ 6 bits and the 95th percentile corresponds to
the 4th bin; when it is quantized on 4 ÷ 2 bits the IQR = 0 and the 95th percentile
corresponds to the 3rd bin.

In Table 2 the mean and standard deviation values for the gunshot signal
are presented. If 16, 14, 10 and 8-bit accuracy is used, the values for mean and
standard deviation are almost the same. They differs a little bit when the quan-
tization is performed on 6 bits and the difference is higher when the quantization
is performed on 4 or 2 bits, especially in the case of D vector. Same behavior
was observed for all 51 gunshot signals from the database.

5 Conclusions

We can say that for the given framework standalone systems must be utilized,
low complexity algorithms and hardware with low power consumption. There
must be an apriori knowledge of the system to be surveyed. Depending on the
type of the intruders different type of approaches must be used.

In the present paper the experiments have been conducted for two classes
of signals which can be considered as intruders in a wildlife area: sounds origi-
nate from chainsaws and sounds originate from gunshots. From the experimental
results we can conclude that the D and S descriptors are robust when the number
of bits are reduced (till the number of bits is less than 6).
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Abstract. In disaster and emergency management the integration of different
kinds of sensor networks gains in importance and consequently more and more
data becomes available. The upcoming NoSQL database systems are flexible
and scalable data stores, but up to now lacking in connectivity to traditional data
processing systems (data warehouses, business intelligence suites, etc.). Due to
that in this work a combined relational and NoSQL data processing approach is
proposed to reduce data volume and work load of the relational part and enable
the integral solution to process huge amounts of data. In contrast to fully
NoSQL-based data warehouse systems, this approach does not face compati-
bility and integrability issues.

1 Introduction and Motivation

Disaster or emergency management systems should implement a good action plan to
handle effects of any emergencies. As time moves on in a disaster situation, and
consequently more data becomes available – presuming that environmental sensors can
be used and data from humans on site (helpers or inhabitants) can be collected –

disaster managers get a good picture of the ongoing situation in the concerned area.
In order to reduce losses of any kind, property or human life, during an emergency

situation, emergency managers should identify and/or anticipate potential risks in time,
in order to reduce the probability of a disaster or to better react on it. It is essential to
include procedures for determining whether and when an emergency situation would
occur and at what point of time an emergency management plan should be activated.

In the frame of the research project “INDYCO” 1 a disaster management prototype
was developed [10]. One aim was to have the possibility of easily integrating new data
into the data base of the system and another one to process even huge sensor data streams
near real-time. Using a net of various types of sensors, e.g. “multimedia sensors” or
“social sensors”, a heterogeneous sensor data set has developed. As this heterogeneous
sensor network was growing, a wish arose to have a flexible data processing layer, which

1 “Integrated Dynamic Decision Support System Component for Disaster Management Systems”,
ERA-NET EraSME program under the Austrian grant agreement No. 836684 (FFG).
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can handle very high data volumes. At the same time there already were systems (e.g.
control center systems) which one wanted to connect these data to. And these systems
were very limited concerning their connectivity (to relational databases in general). Due
to that, a combined NoSQL and relational data processing approach was developed.

2 Related Research

The database world currently is dominated by rational SQL systems, but NoSQL
databases are becoming more and more relevant. These systems were built to handle
large volumes of data which is not necessarily structured. Originally the development
of these systems was motivated by Web 2.0 applications, being designed to scale to
millions of users working in parallel, in contrast to the traditional DBMSs and data
warehouses paradigms [1].

In the current literature NoSQL systems mainly were benchmarked using vast
amounts of unstructured test data. Parker et al. [6] did that evaluation with “traditional”
datasets – meaning moderate amounts of structured data. Results show that the NoSQL
system performs equal or better than the relational database (except aggregations).

Veen et al. [9] show that an increasing variety of objects or structures which are
monitored, lead to an increasing demand on platforms, where produced sensor data are
stored. Virtualization and cloud platforms play a major role in this context. Tradi-
tional SQL systems have been used in this domain for a long time, but due to increasing
availability and scalability of NoSQL systems, these gained in importance. A com-
parison shows that in future these new systems might be favored.

Krishnan [5] gives an introduction to data warehousing in times of Big Data. The
author describes how Big Data approaches can fit into the data warehousing way of
thinking and points out shortcomings, architecture options, and integration techniques
for Big Data and the data warehouse.

Chai et al. [2] describe an approach on a fully document-oriented data warehouse,
which shows better scalability, flexibility and efficiency compared to traditional data
warehousing. But obviously, disadvantages of that approach are worse connectivity
with or integrability into corporate system landscapes.

The approach presented in this contribution bases on some of these techniques
(from [5] in particular). However, it incorporates NoSQL into traditional relational data
warehousing as a pre-processing layer, which enables it to process very large amounts
of data on the one hand and stay compatible with traditional data warehouse and
business intelligence software on the other hand.

3 Combined Relational and NoSQL-Based Sensor Data
Processing and Analysis

This contribution combines traditional relational with NoSQL-based approaches for
sensor data processing. It aims to use the best of both worlds, to get a disaster man-
agement system with outstanding performance, throughput and response time. To
achieve this, a method to close the gap between these approaches is proposed.
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The main advantage of NoSQL systems over traditional ones is their simple scaling
mechanism, which makes these systems attractive for processing Big (sensor-) Data
[9]. This makes fast processing of vast data or data streams possible – if enough
hardware can be made available. Nevertheless, the advantages of traditional informa-
tion systems are for instance: connectivity and business intelligence (BI) tool support,
which includes analytical models (OLAP), reporting, or data integration [4, 8].

Figure 1 gives an overview of the developed data processing architecture. For the
NoSQL system a MongoDB [3] cluster is used, for the relational system a business
intelligence layer operated by Microsoft SQL Server Business Intelligence in con-
junction with several other data mining and machine learning tools (KNIME, Rapid-
miner, R) is used. All sensor data details are stored in the NoSQL cluster. The big
amount of fast growing data is handled by pre-processing them, which means building
specified aggregates and making them available for the relational system. The interface
between these two sub-systems is represented by the aggregate pool, which is located
within the NoSQL system.

The relational system is especially used for providing recurring reports, as well as
for long-term learning tasks, like updating models or learning rules for the online
monitoring system, the complex event processing (CEP) engine (see Fig. 2). To
accomplish this, the required data is loaded from the aggregation pool into a data
warehouse (DWH). Figure 2 shows the system architecture in detail. The middleware
collects sensor data and performs a first evaluation and analysis in real-time using a
CEP engine. Afterwards the detailed sensor data as well as the results from the first
evaluation and analysis are stored in the NoSQL cluster (represented by the logical
entities “Sensors”, “Situations” and “Workflows” in Fig. 2). Using certain batch
intervals, the aggregates for all logical entities stored in the aggregation pool are
updated using a MapReduce job. Loading the data from the aggregation pool to the
DWH is performed using an extract-transform-load (ETL) process. The DWH consists
of two main layers, the staging and the DWH layer as shown in Fig. 4. The staging
layer in principle represents a copy of the data source schemas, while the DWH layer
represents a star schema. The staging copies are needed in some cases to be able to join
with target tables for instance for efficient updates. The ETL processes are developed
using the tool BIAccelerator [8], a template based approach for SQL Server Integration
Services. Although there are many ETL processes at work within the system, they can
be categorized into two types. The first type of ETL process is responsible for loading

Fig. 1. Combination of NoSQL and relational based approach for data processing
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the data from the external data sources to the staging layer (ETL 1 in Fig. 4), while the
second type is responsible for transforming the data from the staging area schemas into
a star schema (ETL 2 in Fig. 4). Therefore only two ETL templates are needed for
BIAccelerator to generate all needed ETL processes.

Fig. 2. System architecture

Fig. 3. ETL process “Staging-DWH” of entity “Measurement”
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The key benefit of using a template based approach for ETL process design is when
data from new sensors should be integrated into the system. After the database schemas
are adapted to the new data (if necessary), the ETL processes can be generated auto-
matically, without any further effort.

Figure 3 shows the generated ETL package which loads data from the staging layer
into the DWH for the entity “Measurement”. Overall 13 ETL packages were needed to
implement the dataflow of the disaster management system.

Fig. 4. ETL process
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4 Results

As explained in the previous section, RAW data from the environmental sensors is
aggregated in the MongoDB cluster and provided to the relational layer through ETL
packages. The following table shows a certain data sample (Table 1).

These data are aggregated on different levels. The aggregation is done on multiple
levels but it is not in a fully generic way. Rather it is customized for the certain data
part or entity (like data from one rainfall sensor in the below table). But the aggregation
on multiple levels (not all these levels are needed on application or data warehouse
layer) should guarantee that the aggregate calculation procedures do not have to be
redefined in any case of requirement changes (Table 2).

These aggregates are transferred into the data warehouse. In the data warehouse
further analysis of the data takes place (as described in the previous section); e.g. to
calibrate the model of the online monitoring component. Furthermore, an OLAP cube
based on Microsoft SQL Server Analysis Services was set up for traditionally browsing
available data (simple aggregations on predefined measures; see Fig. 5).

In this example, using 1 h aggregates of sensors with a 5 min sampling rate, the
amount of data in the data warehouse could be reduced by about 92 %, meaning detail
data stays in the MongoDB cluster and about 8 % in the relational data warehouse
which is a strong reduction of the load of the relational system.

Table 1. Rainfall RAW data

Cnt Timestamp Value

494404 1999-12-28 08:30:00 0.0976
494405 1999-12-28 08:35:00 0.0958
…

494534 1999-12-28 19:20:00 0.0889
494535 1999-12-28 19:25:00 0.0564
…

494599 1999-12-29 00:45:00 0.0210
494600 1999-12-29 00:50:00 0.0012

Table 2. Aggregates for a rainfall sensor

NG5 NG6 NG12 NG24 NG48

0 0 0 0 1.199219
0.09765625 0 0 0 1.101563
0 0.1015625 0.8007813 0 0
0 0 0 0.09765625 0
0 0 0 0 1.398438
0.4023438 0 0 0 0.9023438
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As mentioned before, these data were integrated into a traditional data warehouse
(see below figure) for further analysis.

Moreover, data in the warehouse are accessed through data mining and machine
learning tools (KINME, Rapidminer, R) to create or update flooding models for the
online monitoring component.

5 Conclusion and Future Work

Although Business Intelligence Suits support the integration of data from NoSQL
systems (to load data from these systems in particular), the advantage of scalability and
flexible data structures would be lost [7]. Due to that the authors of this contribution
propose an intermediate scalable NoSQL layer which performs pre-processing on
RWA data and provides intermediate results to the BI system through an “aggregate
pool”. This approach reduces the load of the relational BI system drastically and
enables the integral NoSQL/BI solution to process huge amounts of data but staying
compatible with the corporate system landscape. The combination with the ETL
generator suite automates the development of data flows to a large extent. Further
investigations focus on accessing detail-data from the BI layer efficiently.
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Fig. 5. SSAS OLAP cube
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Abstract. This paper focuses on time and distance optimal route plan-
ning for complex manufacturing topologies. The main idea of the pro-
posed algorithm is to transform the manufacturing process into an
undirected weighted graph, which can be treated as the well-known Trav-
eling Salesman Problem (TSP). The optimal solution for the TSP is
found with the help of Linear Integer Programming, which yields to Non-
deterministic Polynomial-time (NP-hard). In order to overcome unprac-
tical computation times for more complex tasks the optimal solution
is approximated with the help of the Minimum Spanning Tree (MST)
algorithm and alternatively with the Christofides algorithm. Simulation
results and a comparison of the denoted methods are shown.

Keywords: Route planning · Integer linear programming · Traveling
salesman problem · Christofides heuristic · Minimum spanning tree
heuristic

1 Introduction

A main trend in today’s automation industry is to reduce process time in order
to increase production rate. In many applications like welding, punching and
cutting, the execution sequence of the welds, holes etc. is crucial for the process
time. Finding the optimal topology can be modeled as an undirected weighted
graph and thereby treated in the same way as the well-known Traveling Salesman
Problem (TSP). A main focus of this work is the choice of the weights of the
graph, which have a strong influence on the quality of the solution.

The optimal solution of the TSP can be found with the help of Integer Lin-
ear Programming. While finding the optimal solution for the TSP is possible
for small scaled problems, for more complex tasks the solution can only be
approached. In this contribution the solution is approximated with the help of the
Minimum Spanning Tree (MST) algorithm and with the help of the Christofides
algorithm, which is an expansion of the MST. Both methods yield an approxi-
mation of the optimal solution in polynomial-time.

The considered paper is organized as follows: The problem formulation of
a typically laser cutting process is dealt with in Sect. 2. Finding the optimal
c© Springer International Publishing Switzerland 2015
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 673–680, 2015.
DOI: 10.1007/978-3-319-27340-2 83
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topology with the help of Integer Linear Programming is shown in Sect. 3. In
Sect. 4 the proposed heuristic methods will be discussed in more detail. Simula-
tion results and a comparison to demonstrate the efficiency of all methods are
shown in Sect. 5 and concluding remarks are given in Sect. 6.

2 Problem Formulation

The first part of finding an execution sequence is to transform the manufacturing
process into an undirected weighted graph G = (V,E), comprising a set V of
vertices and a set E of edges with nonnegative edge costs c:E → R

+. Alterna-
tively, a directed graph could also be used to manage that problem, but will lead
to unpractical computation times. Now, finding an optimal route can be treated
in the same way as the TSP. Figure 1 shows a typical layout for a laser cutting
process (LCP) with the corresponding graph on the right side.

start and end point

cutting path

connection path

(a) Layout of a cutting process

1

2

3

4

5

c12
c13

c14

c15

c23

c24

c25

c34

c35

c45

(b) Undirected weighted graph

Fig. 1. Layout of a cutting process with all possible connections with corresponding
weighted graph

The trajectories of individual manufacturing processes are defined as basis
splines and are connected via straight lines. A trajectory using basis splines is
generally computed to

p(u) =
n∑

j=0

dj N
d
j (u), (1)

with number of control points n, control points d, basis spline degree d and basis
functions Nd

j (u), see [2] for further details.
Due to the large number of edges, the weighting must be kept as simple as

possible. Assuming that the execution direction of a contour has no influence
on the process time, each start and each end point is assigned to a node of the
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graph. Edges, which connect contours, are weighted in relation to the process
time of the machine using the weighting function

cij =
|xi − xj |
Vx,max

+
|yi − yj |
Vy,max

, (2)

with the maximum axis velocities Vx,max and Vy,max of a two axis linear robot
(e.g. a laser cutting machine). The parameters xi and yi contain the position of
each node of the graph. Contrary, the whole path length of the process can also
be reduced with

cij =
√

|xi − xj |2 + |yi − yj |2, (3)

which increases the life time of the machine by using only distances for weighting.

3 Integer Linear Program Formulation

To achieve an optimal route, the TSP can be formulated into an Integer Linear
Program

min
x

∑
i∈V

∑
j∈V \{i}

cij xij

s.t.
∑

j∈V \{i}
xij = 1

∑
i∈V \{j}

xji = 1

ui ∈ Z

ui − uj + nxij ≤ n − 1, 1 ≤ i �= j ≤ n

0 ≤ xij ≤ 1, xij integer,

with the integer variables

xij =
{

1 if arc(i, i) is in the tour
0 otherwise.

The first set of equalities guarantees that each node of the graph can be arrived
from exactly one other node, and the second set of equalities guarantees that
from each node only one departure to exactly one other node is possible. The
last constraints enforce that there is only a single tour covering all nodes, see
e.g. [1]. To ensure that every contour will be executed by the machine, the
edge weights between start and end point of each contour have to be treated
separately. A functional approach is to weight them negative in contrast to the
contour connections. To obtain a solution, the Integer Linear Program was solved
with a standard solver.
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4 Heuristic Methods

There is a high computational burden when using Linear Programming for solv-
ing the TSP for complex tasks. Hence, in this section, two heuristic methods of
finding an approximation of the optimal tour are shown. Beside the great num-
ber of heuristic methods, the MST - heuristic and the Christofides heuristic are
outlined and compared in this paper.

4.1 MST - Heuristic

The first step of the MST - heuristic is to transform the manufacturing process
into an undirected weighted graph introduced in Sect. 2 in order to get a graph
G = (V,E). The next step is to construct a minimum spanning tree T . A min-
imum spanning tree is a subgraph T of G, that contains all the vertices and is
a tree with weight less than on equal to the weight of every other tree. In Fig. 2
the corresponding minimum spanning tree of the undirected weighted graph is
pictured.
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(a) Undirected weighted graph
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(b) Minimum Spanning tree

Fig. 2. Minimum spanning tree of the undirected weighted graph

To achieve the minimum spanning tree of the graph G, the Prims’s algorithm
is used. The Prims’s algorithm initialize the tree T with a single vertex, chosen
arbitrarily from the graph G. After initialization, the algorithm grows the tree
by one edge, which is not yet in the tree and which has minimum weight. After
transforming it to the tree T , the algorithm repeats this step until all vertices
are in the tree. For detailed information according this algorithm we refer to [5].
Finding a minimum spanning tree with the help of Prim’s method yields to a
time complexity of O(n2log2(n)), which is the most consuming one. To ensure
that the tree T includes all cutting paths of the manufacturing process, the costs
of these paths must be smaller than the smallest contour connection. Finally,
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our goal is to find an Eulerian tour in T , which proceeds to a Hamiltonian tour.
A tour is said to be Eulerian in a graph G, if every edge of E is traversed exactly
once. Whereupon a Hamiltonian tour is a tour containing each vertex exactly
once.

In summary, the output of the whole algorithm provides an approximation of
the optimal route for a complex distribution of contours (e.g. a cutting process),
where each contour is processed exactly once.

4.2 Christofides Heuristic

The MST - heuristic can be extended with the help of perfect minimum match-
ing, which yields to the Christofides algorithm. A perfect minimum matching M
in G is a set of pairwise edges with odd degree, which matches all vertices of
the graph with minimal total cost, see [6]. After calculating the perfect minimal
matching M , the algorithm unite the minimal spanning tree T with the set M ,
see Fig. 3. Hence, impasses can be identificated and are connected together in
such a manner that the sum of these paths has minimal total process time (path
length). This part is the most time consuming one, having a time complexity of
O(n3).
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(a) Perfect minimum matching M
of edges with odd degree
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(b) T ∪ M

Fig. 3. The perfect minimal matching M united with the minimal spanning tree T

Due to the fact, that the costs of the cutting paths are smaller than the
smallest contour connection, the triangle inequality

c(u, v) ≤ c(u,w) + c(w, v), ∀u, v, w ∈ V, (5)

of the graph G is not fulfilled. Thereby, in this case the benefit of the classical
Christofides algorithm does not apply the estimation of the upper limit of the
heuristic solution, which is at worst 50 % higher than the optimal ones (see [3,4]
for more details). The last step of the Christofides algorithm is also to find a
Hamiltonian tour as described in Sect. 4.1.
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5 Results

In order to show the efficiency of the proposed algorithms, simulation results are
given. Figure 4 pictures a comparison between the unsorted and sorted execution
sequences of a typical laser cutting process, where the costs are in relation to the
path lengths. Note, that the presented manufacturing process consists of 80 cut-
ting paths. The solid profiles in Fig. 4 shows the corresponding control polygons
of the cutting paths and the dashed lines represent the contour connections.
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(d) Christofides Heuristic

Fig. 4. Results of optimization (minimal distance)

Obviously, the whole path length of the process has been drastically reduced
with the help of all algorithms. It turns out, that both heuristic methods produce
similar results and reduce the whole path length by about 35 %, with a maximum
computation time of 1.58 s on a standard PC. Whereat the optimal solution
already leads to an unpractical computation time of 50.1 s. In this case, the
Christofides algorithm has no advantages over the MST - heuristic. Instead the
computation time is about 8 % higher. A summary of the results are presented
in Table 1.

Contrary to the previous plots, Fig. 5 presents the results of the time optimal
approach, where all edges are weighted in relation to the process time of the
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Table 1. Results - distance optimization

Algorithm Computation time Process time Total time Process distance

Linear programming 50.10 s 72.66 s 122.76 s 34.03m

MST 1.45 s 84.80 s 86.25 s 44.86m

Christofides 1.58 s 83.69 s 85.27 s 44.06m

Random layout − 132.75 s 132.75 s 74.26m
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(d) Christofides Heuristic

Fig. 5. Results of optimization (minimal time)

machine. In order to evaluate the effect of different axis velocities, Vx,max is
five times higher than Vy,max. Therefore, it is clearly evident that the main
movement of all methods results along the x -axis. The results of the simulation
are summarized in the Table 2.

An interesting observation is that both heuristic methods lead to the same
approximation of the optimal route. This means, that the perfect minimum
matching of the Christofides heuristic has no influence to the solution. Here,
the heuristic methods reduce the total process time by about 59 %, whereat the
optimal solution also leads to unpractical computation time.
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Table 2. Results - time optimization

Algorithm Computation time Process time Total time Process distance

Linear programming 59.30 s 68.84 s 128.14 s 41.30m

MST 1.47 s 79.07 s 80.54 s 49.05m

Christofides 1.61 s 79.07 s 80.68 s 49.05m

Random layout − 132.75 s 132.75 s 74.26m

6 Conclusion

In this paper, two heuristic methods of finding an almost time or distance optimal
route for complex manufacturing topologies have been developed. Comparisons
to the optimal solutions of a random layout are drawn. There, one can see
obviously, that the presented heuristic methods lead to practical computation
time on the one hand as well as they reduce the whole path length by about
35 % and the total process time by about 59 %.

Acknowledgments. This work has been supported by the Austrian COMET-K2 pro-
gram of the Linz Center of Mechatronics (LCM), and was funded by the Austrian
federal government and the federal state of Upper Austria.

References

1. Dantzig, G.B., Fulkerson, D.R., Johnson, S.M.: Solution of a large-scale traveling-
salesman problem. Oper. Res. 2, 393–410 (1954)

2. de Boor, C.: A Practical Guide to Splines. Mathematics of Computation. Springer,
New York (1978)

3. Christofides, N.: Worst-case analysis of a new heuristic for the travelling salesman
problem. Research Report, Carnegie-Mellon University, Pittsburgh (1976)

4. Christofides, N., Mingozzi, A., Toth, P.: Exact algorithms for the vehicle routing
problem, based on spanning tree and shortest path relaxations. Math. Program.
20(1), 255–282 (1981)

5. Prim, R.C.: Shortest connecting networks and some generalizations. Bell Syst.
Tech. J. 36, 1389–1401 (1957)

6. Gabow, H.N.: A scaling algorithm for weighted matching on general graphs. Ph.D.
thesis, Stanford University (1974)



Serre-Frenet Frame in n-dimensions at Regular
and Minimally Singular Points

Ignacy Duleba(B) and Iwona Karcz-Duleba

Electronics Faculty, Wroclaw University of Technology,
Janiszewski St. 11/17, 50-372 Wroclaw, Poland
{ignacy.duleba,iwona.duleba}@pwr.edu.pl

Abstract. In contemporary robotics more and more complicated sys-
tems are considered. To plan their motions, well-known coordinate
frames, living in natural, three-dimensional spaces, should be modified to
cover multidimensional spaces as well. In this paper an algorithm is pro-
posed to determine the Serre-Frenet frame in high dimensional spaces.
The frame is examined at regular points where consecutive derivatives
of a given curve, the robot moves along, are independent of each other.
An interpolation procedure is provided when a minimally singular points
appear and dimensionallity of the space spanned by the derivatives drops
by one with respect to the regular, full dimensional space.

1 Introduction

With a smooth enough curve living in the real, n-dimensional space an orthonor-
mal frame can be assigned. The construction known as the Serre-Frenet frame
was described at the end of the nineteenth century (Jordan). At some point
of the given curve, the frame is determined by n orthonormal vectors supple-
mented with (n − 1) generalized curvature parameters. For a long time, the
frame attracted attention of mathematicians and physicists only. Recently, it is
also exploited by roboticians. While designing a control strategy to move a robot
along a prescribed trajectory, it is natural to define, at particular time point,
an error between a current position of the robot and its desired location at that
time point [1]. Then, a designed control law should dump the error either to the
zero value (asymptotically, or even better exponentially) or to a small neigh-
borhood of zero when small deviations are acceptable. The positions, mentioned
above, are expressed at some frames. Here we have a choice, either to express all
data in a global coordinate frame or to rely on local frames attached to a mov-
ing object and its desired phantom. The most natural approach is to associate
with the tracked curve, along which the phantom robot is virtually moving, a
frame (in which a desired behavior of the robot is specified) and another frame
associated with a real robot. The control law should force the two frames to
coincide. This approach was successfully exploited in three-dimensional Euclid-
ean spaces [1]. In the nearest future, when more complex robots equipped with
many effectors or a group of robots (described as a single, multidimensional sys-
tem) will appear, also the Serre-Frenet frames of robotics are to be considered
in dimensions exceeding the value of three.
c© Springer International Publishing Switzerland 2015
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In this paper, being extended and modified version of [2], a detailed algo-
rithm will be presented to compute the Serre-Frenet frame in n dimensions
where n denotes dimensionallity of the space a path of the robot is described.
The contents of the paper is organized as follows: in Sect. 2 the theory of the
n-dimensional Serre-Frenet frame, abbreviated later on as n-SF frame, will be
presented. Based on the theory, an original algorithm to compute generalized cur-
vatures and orthonormal versors associated with the n-SF frame are presented.
The main topics of Sect. 3 is to determine what to do when along a curve (path)
the singular n–SF frame appears. In Sect. 4 singularity passages are illustrated
on examples. In Sect. 5 concluding remarks are collected.

2 n Dimensional Serre-Frenet Frame

Let be given a smooth enough curve xxx(·) ∈ C
n−1 describing a path for a robot

to follow, i.e. there exist (n − 1) consecutive derivatives of the curve. Versors of
the n-SF frame (vvv1, . . . , vnvnvn) and generalized curvatures (k1, . . . , kn−1) should be
derived at a particular point xxx(s) along the curve. The data are coupled by the
Frenet equations [3]

v̇vv1 = k1vvv2, (1)

v̇vvi = −ki−1vvvi−1 + kivvvi+1, i = 2, . . . , n − 1, (2)

v̇vvn = −kn−1vvvn. (3)

Unit-length versors vvvi, i = 1, . . . , n form an orthonormal (and right-hand ori-
ented) basis in Rn, i.e. 〈vvvi, vvvj〉 = δij and δij = 0, when i �= j or δij = 1 for i = j
and 〈·, ·〉 denotes the inner product. Derivatives, with respect to the variable s
parameterizing the curve, will be marked with dots (ẋxx), slants (k

′′
) or a natural

number in brackets (xxx(5)). Scalar values are written in a normal font, k1, while
vectors are bolded, xxx. The Euclidean norm, ‖xxx‖, is used to get the length of the
vector xxx.

An explicit formula for the n-SF frame would be obtained if versors and
generalized curvatures depend directly on the derivatives of the curve xxx(·). In
this paper a recursive formula will be exploited instead: vvv1 is a function of ẋxx,
k1 is a function of ẍxx. Then vvvi, i ≥ 2 depends on vvvj and kj , j = 1, . . . , i − 1.
Finally, ki, i ≥ 2 depends on xxx(i+1), vvvi+1 and previous kj , j = 1, . . . , i − 1.

Without loosing generality, we can assume that

‖ẋxx‖ = 〈ẋxx, ẋxx〉 = 1, (4)

i.e. the motion along the curve is performed with a constant, unit-length velocity
and the variable s describes the length of the curve started at s = 0. The versor
vvv1 is obtained immediately from Eq. (4)

vvv1 = ẋxx. (5)
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Equation (1) is obtained straightforward by deriving Eq. (4), using Eq. (5) and
properties of the dot product

˙〈vvv1, vvv1〉 = 〈vvv1, v̇vv1〉 = 0, ⇒ v̇vv1 = k1vvv2,

where vvv2 ⊥ v1v1v1 and k1 was introduced to preserve unit-length vector of vvv2. In
a similar fashion Eq. (2) can be derived. For example:

˙〈vvv1, vvv2〉 = 〈v̇vv1, vvv2〉 + 〈vvv1, v̇vv2〉 = 〈k1vvv2, vvv2〉 + 〈vvv1, v̇vv2〉 = 〈vvv1, k1vvv1〉 + 〈vvv1, v̇vv2〉 =
〈vvv1, k1vvv1 + v̇vv2〉 = 〈vvv1, k2vvv3〉 = 0 ⇒ v̇vv2 = −k1vvv1 + k2vvv3.

Throughout this section, a regularity assumption will be respected, i.e. the
set of vectors {xxx(i), i = 1, . . . , n − 1} is linearly independent for any s and no
singularities appear. From Eq. (1) we get immediately the second versor vvv2 and
the first curvature parameter k1

ẍxx
(5)
= v̇vv1

(1)
= k1vvv2 ⇒ vvv2 =

ẍxx

k1
, k1 = ‖ẍxx‖ (6)

In Eq. (6) and other equations, the number in parentheses placed over the
equality symbol marks the equation the equality is based on. Now, Eq. (2) are
processed. We start with a useful notation

Ki =
i∏

j=1

kj (7)

to inductively prove the following equality

LLLi = Kivvvi+1, (8)

where LLLi collects all terms that do not depend on vvvi+1. For i = 1, Eq. (8) is
satisfied as from Eq. (6) we get

LLL1 = ẍxx = K1 · v2. (9)

The i-th step of the induction procedure, i = 2, . . . , n − 1, is based on Eq. (2)
and on Eq. (8)

− ki−1vvvi−1 + kivvvi+1
(2)
= v̇vvi

(8)
=

(
LLLi−1

Ki−1

)′

=
LLL

′
i−1Ki−1 − LLLi−1K

′
i−1

(Ki−1)2
(8)
=

LLL
′
i−1Ki−1 − Ki−1vvviK

′
i−1

(Ki−1)2
=

LLL
′
i−1 − K

′
i−1vvvi

Ki−1
.

(10)

In order to get the required form (8), the first and the last expressions are
equated, multiplied by Ki−1, and the definition (7) is applied

LLLi
def
= LLL

′
i−1 − K

′
i−1vvvi + ki−1Ki−1vvvi−1 = Kivvvi+1, (11)

which ends the proof of Eq. (8) and provides a recursive expression for LLLi. Some
remarks concerning LLLi can be formulated:
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– The term xxx(i+1) in the expansion of LLLi, cf. Eqs. (15)–(17), always appears with
a coefficient equal to 1. For i = 1, it comes from Eq. (9). From Eq. (11) we
conclude that xxx(i+1) results from LLL

′
i−1 only ( d

dsxxx
(i) = xxx(i+1)) as Ki depends

explicitly on kj , j = 1, . . . , i, cf. Eq. (7).
– The term xxx(i+1) is followed by a linear combination of vvvj , j = 1, . . . , i with

coefficients depending on kj , j = 1, . . . , i − 1 and possibly their derivatives.
From Eqs. (9), (11) it is clear that LLLi depends linearly on vi, i = 1, . . . , i.
Coefficients of the combination depend on Ki−1 and its derivative, so on ki,
i = 1, . . . , i − 1 and derivatives of ki what ends the proof.

– The right equality in Eq. (11) is a straightforward consequence of the Gram-
Schmidt orthogonalization procedure [4] where xxx(i+1) can be expressed as
a linear combination of vectors vvvj , j = 1, . . . , i+1 and all versors must appear
in the combination.

From Eq. (11) the next orthonormal vector vvvi+1 can be obtained

vvvi+1 =
LLLi

‖LLLi‖ =
LLLi

Ki
(12)

and also the next generalized curvature parameter

‖LLLi‖ = Ki ⇒ ki =
‖LLLi‖
Ki−1

. (13)

Alternatively, ki can be calculated based on Eq. (11) as it follows

ki =
〈LLLi, vvvi+1〉

Ki−1
=

〈xxx(i+1) +
∑i

j=1 αj(k1, . . . , ki−1)vvvj , vvvi+1〉
Ki−1

=
〈xxx(i+1), vvvi+1〉

Ki−1

(14)
because 〈vvvi, vvvj〉 = 0 for i �= j.

Eqations (11)–(14) with the initial condition (9) define the complete algo-
rithm to compute the n-SF frame. The algorithm also uses Eqs. (1)–(3) because
while computing LLL

′
i−1 derivatives of vvvi should be substituted with term depend-

ing on vvvi−1 and vvvi+1. To illustrate the procedure, the proposed algorithm was
run for n = 5. Because Eqs. (12)–(14) are straightforward, the whole computa-
tional effort is concentrated on consecutive values of LLLi initialized with LLL1 = ẍxx.
Expressions for Li, i = 2, 3, 4, follow

LLL2 =
...
xxx + k2

1vvv1 − k
′
1vvv2(= k1k2vvv3). (15)

LLL3 = xxx(4) +3k1k
′
1vvv1 +(k3

1 −k
′′
1 +k1k

2
2)vvv2 − (2k

′
1k2 +k1k

′
2)vvv3(= k1k2k3vvv4). (16)

LLL4 =xxx(5) + (3(k
′
1)

2 + 4k1k
′′
1 − k4

1 − k2
1k

2
2)vvv1 + (6k2

1k
′
1 − k

′′′
1 +3k

′
1k

2
2 + 3k1k2k

′
2)vvv2

+ (k3
1k2 − 3k

′
1k2 + k1k

3
2 − 3k

′
1k

′
2 − k1k

′′
2 + k1k2k

3
3)vvv3

− (2k
′
1k2k3 + 2k1k

′
2k3 + k1k2k

′
3)vvv4(= k1k2k3k4vvv5).

(17)



Serre-Frenet Frame in n-dimensions 685

Expressions for LLLi are more and more complicated as i increases, mainly due
to taking derivative of LLLi−1 which includes many product-like terms. The expres-
sion for LLL5 is the same as in the paper [5]. Obviously, a symbolic computation
assistance in the determination of LLLi is welcomed (for example Mathematica or
Maple software).

It should be mention that the presented approach to determine the ortho-
normal frame composed of versors vvvi, i = 1, . . . , n is not the only possible. The
alternative is to use the Gram-Schmidt orthogonalization procedure directly.
The generalized curvature parameters would be retrieved from a set of identities
obtained based on consecutive derivatives of Eq. (4), (the first two identities
follow 〈ẋxx, ẍxx〉 = 0, 〈ẋxx,

...
xxx 〉 + 〈ẍxx, ẍxx〉 = 0)). However, this approach is much more

difficult in constructing a simple and reliable algorithm.

3 n-SF Frame at Minimally Singular Points

The n-SF frame can not be determined uniquely at singular points. They appear
when the set

XXX(s) = {ẋxx(s), ẍxx(s),
...
xxx (s), . . . ,xxx(n−1)(s)} (18)

is not linearly independent for some (or one) point s, i.e. rank XXX(s) = n − 1.
It is worth noticing that the n-th derivative is not required as the versor vvvn

corresponding to the derivative can be retrieved from the others to preserve
right-oriented basis in R

n. When the set is linearly independent, there is a regular
point. Degree of degeneracy (singularity) is naturally measured by the number
ξ(s) = n − 1 − dim(XXX(s)). At regular points s, it takes the value of ξ(s) = 0.
Later on, only minimally singular points will be considered, ξ(s) = 1, as the
most frequently encountered in practice. A singular point can be isolated (in its
neighborhood there are only regular points) or singular points can occupy an
interval(s) in s.

In practical situations, it is desirable to preserve smoothness of varying of
the n-SF frames as the variable s increases. When singular points occupy an
interval in s domain, it is clearly possible (although when the interval is short,
the amplitudes of versors’ changes can be significant). Two types of the n-SF
frame changes can be distinguished at isolated singular points. The first one,
named the reflection-type, is characterized by only minor changes of the n-SF
frames while passing through the singular point. The second, transversal-type, is
described by large changes. Each particular type can be easily determined. Let
versors of the regular frame placed just before and after the singularity point are

BBB = (bbb1, . . . , bbbn−1), and AAA = (aaa1, . . . , aaan−1),

respectively. The distance between frames

ρ(BBB,AAA) = max
i

‖bbbi − aaai‖

takes the value ρ(BBB,AAA) 
 0 at the reflection-type singularity and ρ(BBB,AAA) 
 1 at
the transversal-type one. To illustrate the concepts three curves xxx(·) in R

3 space
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will be considered in the vicinity of s = 0. For the first curve

xxx(s) = (s, s2, 0), ẋxx(s) = (1, 2s, 0), ẍxx(s) = (0, 2, 0),

a regular point is at s = 0. For the second curve

xxx(s) = (s, s3, 0), ẋxx(s) = (1, 3s2, 0), ẍxx(s) = (0, 6s, 0),

a transversal-type singularity appears, while for the third curve

xxx(s) = (s, s4, 0), ẋxx(s) = (1, 4s3, 0), ẍxx(s) = (0, 12s2, 0),

we have got the reflection type singularity. Notice, that a line xxx(s) = xxx0 + sΔxxx
in R

3, being one of the most popular curves to trace by robots, is an example
of a singular curve as the versor vvv2, perpendicular to ẋxx(s) = vvv1, is not uniquely
determined for any point with ξ(s) = 1.

In the case of any type of singularities, placed at isolated points or occupying
an interval, it seems natural to interpolate n-SF frames between regular frames
and passing through singular ones. To interpolate regular points expressions
presented in [6] is used

RRR(s) = RRR0 exp
(

s − sa

sb − sa
· log(RRRT

0 RRR1)
)

, s ∈ [sa, sb] (19)

where RRR0,RRR1 ∈ SO(n) are regular n-SF frames placed before/after the singular
one reached at s = sa and s = sb, respectively. In Eq. (19) exponent function
exp : so(n) → SO(n) was exploited

exp(BBB) = III +
∞∑

i=1

BBBi

i!
,

which, for the three dimensional space, takes the Rodriques form

exp(BBB) = III +
sin θ

θ
BBB +

1 − cos θ

θ2
BBB2, where BBB =

⎡
⎣ 0 −c b

c 0 −a
−b a 0

⎤
⎦ (20)

and θ =
√

a2 + b2 + c2. The logarithmic function (the inverse of the exponential
function) log : SO(n) → so(n) is not defined uniquely. For n = 3 it is given by
the equation

log(RRR) =
θ

2 · sin(θ)
(RRR − RRRT ), where θ = arccos

(
tr(RRR) − 1

2

)
(21)

where θ �= 0 and tr denotes the trace operator of a given matrix. More com-
plicated expressions to describe log(RRR) are encountered for n > 3. A general
method to get the formula for exp(BBB) is given in [6] while explicit formulas for
n = 4 and 5 are collected in [7]. It should be noticed that there are alterna-
tives to perform the interpolation. For example Clifford algebras can be used
to interpolate matrices from SO(n) [8]. A special case, SO(3), is covered by
quaternions [9].
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a) reflection-type b) transversal-type

Fig. 1. Evolution of versors vvv2 on the YZ plane (dashed line) and vvv3 (arrowed) is
illustrated while passing through singularity. Initial and final positions of the versors
are bolded.

4 Simulations

In this section the interpolation procedure will be illustrated while passing
through a singular point. As all characteristics of the passage are clearly vis-
ible just for n = 3 (and visualization is facilitated in this case), so curves living
in SO(3) will be considered. Without loosing generality, RRR0 = I3, as the inter-
polation between RRR0 and RRR1 is equivalent to the interpolation between III3 and
RRRT

0 RRR1, while shifting the results by RRR0 (see (19)).
The first example illustrates the reflection-type passage through singularity

placed between regular 3-SF frames and described by matrices composed of
versors RRR = (vvv1, vvv2, vvv3):

RRR0 =

⎡
⎣1 0 0

0 1 0
0 0 1

⎤
⎦ and RRR1 =

⎡
⎣1 0 0

0 0.985 −0.174
0 0.174 0.985

⎤
⎦ . (22)

It can be checked that ρ(RRR0,RRR1) is much closer to zero than one, so the
reflection-type singularity really appears. Using (19)–(21), the two frames were
interpolated and the stroboscopic view of versors vvv2, vvv3 is presented in Fig. 1a
with the variable s ∈ [0, 0.01] increased by Δs = 0.002. In Fig. 1 only the Y Z
plane was presented as the versor vvv1 remains constant as s increases. A contin-
uous, small-amplitude change of versors was obtained using the interpolation.

The second example covers the transversal-type singularity passage while
planning a motion between the regular 3-SF frames described by matrix RRR0 given

in (22) and RRR1 =

⎡
⎣1 0 0

0 −0.985 0.174
0 −0.174 −0.985

⎤
⎦. Figure 1b, taken for the same range of s

variable, visualizes a large-scale reorientation of versors vvv2, vvv3 as ρ(RRR0,RRR1) 
 1.
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From a practical point of view, the interpolation procedure should be invoked
if only a singularity is met. At an isolated reflection-type singularity met at s�,
the range sb − sa of variable s ∈ [sa, sb] (sa < s� < sb) for the interpolation of
regular n-SF frames (s = sa and s = sb) can be small. However, when there is a
transversal-type singularity, it is advised to take regular n-SF frames with sa and
sb placed much further from s� and to keep reasonably small versors vvvi reori-
entation as the variable s increases. When singularities occupy an interval, it is
much simpler to select distant enough regular n-SF frames for the interpolation.

5 Conclusions

In this paper an algorithm to effectively compute the n dimensional Serre-Frenet
frame at regular points was presented. Likely, the frames appear in robotics
as more complicated robotic systems will be considered. Singular points with
the smallest degeneracy were analyzed. At those points the n-SF frame is not
determined uniquely. Two types of singularities at isolated singular points were
distinguished. It was illustrated that at reflection-type singular points a smooth
passage through the singularity can be achieved, just contrary to transversal-type
points. An interpolation procedure was proposed to smoothly change orientation
of the n-SF frame when pieces composed of regular and singular points should
be joined.
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Abstract. This paper treats the dynamical modeling of elastic robots.
A structured way to do this is the usage of the Projection Equation in
subsystem representation in combination with the Ritz approximation
method for the structural elastic degrees of freedom. Typical subsystems
for such robots contain a motor, an elastic gear, an elastic link and a
tip mass. Also the effect of dynamical stiffening is treated in the sub-
system formulation. A final projection into the minimal space leads to
the equations of motion for the whole robot. This model is analyzed
in detail regarding the choice of ansatz functions for the elastic degrees
of freedom. Therefore, the eigenfrequencies resulting from a linearized
model are compared when using different ansatz functions. Finally, the
influence of dynamical stiffening w.r.t eigenfrequencies is discussed.

Keywords: Dynamical modeling · Elastic multibody systems · Ritz
approximation · Ansatz functions · Eigenfrequencies

1 Introduction

Energy saving is one of the main challenges in this century. Hence, also the
automation industry has to contribute its part. Saving energy e.g. in the field
of robotics is possible due to the usage of ultra lightweight robots. However,
these systems typically suffer from vibration problems. A detailed (analytical)
dynamical model provides insights into the dynamic behavior and is the basis for
control design, see [7] for a method to control such robots. An overview on the
dynamical modeling for elastic robots is presented in [3]. In this contribution, the
Projection Equation in subsystem representation as suggested in [2] is used. Such
a model depends on the chosen ansatz functions [6] for the elastic degrees of free-
dom (DoF) and a correct linearization. Details on the correct linearization can
be found in [4], while an experimental evaluation of the eigenfrequencies is pre-
sented in [5]. In this paper different ansatz functions also called shape functions
are compared and their influence on the eigenfrequencies is analyzed. Also the
c© Springer International Publishing Switzerland 2015
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 689–697, 2015.
DOI: 10.1007/978-3-319-27340-2 85
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influence of the dynamical stiffening effect is regarded. It is organized as fol-
lows. Section 2 presents the calculation of the dynamical model. In this context,
mechanical subsystems are introduced taking account of dynamical stiffening.
The equations of motion are then linearized about specific positions. This linear
system is then analyzed in Sect. 3 regarding eigenfrequencies and eigenmodes.

2 Dynamical Modeling

The dynamical model of a mechanical system is the basis for control design,
path optimization, parameter identification and therefore essential for the overall
robot performance. The focus in this paper is on articulated flexible link/joint
robots as shown in Fig. 1.

qM1

qM2

qM3

drive 1

drive 2

drive 3

beam 1 beam 2

tip body

Fig. 1. Left: Coordinate systems and DoF for the considered elastic robot; Right: Photo
of the robot

Such robots typically consist of repeated combinations of parts (motor, base
body, elastic arm, tip body). Therefore, partitioning them into subsystems sim-
plifies the overall derivations, see also [1]. An efficient method to derive the
equations of motion (EoM) is the Projection Equation [2] (here written in sub-
system representation)

N∑
n=1

(
∂ẏn

∂q̇

)T

(Mnÿn + Gnẏn − Qn) = 0, (1)

where Mn,Gn,Qn are mass matrix, gyroscopic matrix and generalized forces of
a subsystem, respectively. Each subsystem is associated with describing velocities
ẏn and q̇ are the minimal velocities of the robot. The Jacobian of the describing
velocities w.r.t. the minimal velocities projects the subsystems into the minimal
space. An overview about the calculations of the subsystem is presented in the
next section.
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2.1 Subsystems

Figure 2 shows a possible subsystem for the robot under consideration. Since the
elastic link is a distributed parameter system, a Ritz ansatz for the elastic DoF
is used ⎛

⎝ ϑ(x, t)
v(x, t)
w(x, t)

⎞
⎠ =

⎡
⎣ϑ(x)T 0 0

0 v(x)T 0
0 0 w(x)T

⎤
⎦

⎛
⎝ qϑ(t)

qv(t)
qw(t)

⎞
⎠ := ΦT qe. (2)

Variables v, w are the displacements of a mass element dm from the unde-
formed state, while ϑ is the torsional angle. This distributed coordinates are
approximated by a spatial matrix of shape functions ΦT multiplied by the time
dependent Ritz coefficients qe.

vo

ωF

w(x, t)
v(x, t)

ϑ(x, t)

Rx

Ry

Rz

qM qA

o

rc

mM
JM

mE ,JE

dm

L

Fig. 2. Subsystem motor, elastic gear, elastic arm, tip body

For a complete description of the subsystem, the describing velocities have
to contain the guidance velocities (translational vo, rotational ωF ) as well as
the motor velocity q̇M , link velocity q̇A and Ritz velocities of the elastic beams
q̇e. The Jacobian FΨT projects the velocities of the mass element dm (vc,ωc)
to the space of describing coordinates ẏn(

vc

ωc

)
= FΨT (vT

o ωT
F q̇M q̇A q̇T

e )T︸ ︷︷ ︸
ẏn

. (3)

Exemplarily, the mass matrix for the subsystem in Fig. 2, that is composed of
Nrb rigid bodies and Nel elastic bodies, reads

Mn =
Nrb∑
i=1

(F
T
MF)i +

Nel∑
i=1

⎛
⎝ L∫

o

((FΨT )T dM
dx

FΨT )dx

⎞
⎠

i

. (4)

L is the length of the beam. For the calculation of the remaining subsystem
matrices we refer to [1] for details.
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2.2 Dynamical Stiffening

In the previous section, linearizable small deflections are assumed. This is valid,
as long as the forces/torques that act on a mass element are small. For a correct
physical linearization also the displacement fields of second order

r(2) =
∫ x

o

⎛
⎝ −(v′2 + w′2)/2

(x − ξ)ϑ′w′ − ϑw′

−(x − ξ)ϑ′v′ − ϑv′

⎞
⎠ dξ, ϕ(2) =

∫ x

o

⎛
⎝ (v′w′′ − w′v′′)/2

ϑ′v′

ϑ′w′

⎞
⎠ dξ (5)

have to be included. The prime indicates a derivation w.r.t. positions, while ϕ
is the orientation of element dm. If they are combined with the forces/torques
of zero order (these are equivalent to the forces of the rigid robot - qe = 0)

(
df (o)

dM(o)

)
=

(
dfe

dMe

)
−

[
Idm ẽT

1 xdm
0 dJ

](
v̇o

ω̇o

)
−

[
ω̃oIdm ω̃oẽT

1 xdm
0 ω̃odJ

] (
vo

ωo

)
(6)

it can be seen with the help of the principle of virtual work

δWn = δqT
e

∫ L

o

[
FT

1

∫ L

x

(
df (o)/dξ
dM(o)/dξ

)
dξ+FT

2

∫ L

x

(
df (o)/dξ
dM(o)/dξ

)
(ξ − x)dξ

]
︸ ︷︷ ︸

− dKn,el
dx qe

dx,

(7)
that linear terms for the equations of motion appear. Again, the Ritz ansatz is
used for the displacement fields. The dynamical stiffness matrix

Kn,el =

L∫
o

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
L∫
x

[
df(o)

z

dξ (ξ − x)dξ
]
dξϑ′v′T −

L∫
x

[
df(o)

y

dξ (ξ − x)dξ

]
dξϑ′w′T

−
L∫
x

df(o)
z

dξ dξϑv′T +
L∫
x

df(o)
y

dξ dξϑw′T

L∫
x

df(o)
x

dξ dξv′v′T 0

symm.
L∫
x

df(o)
x

dξ dξw′w′T

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

dx,

(8)

has to be included in the subsystem matrices. Since the zero order forces/torques
depend on the rigid body accelerations v̇o, ω̇o, velocities vo,ωo and positions,
additional terms for the subsystem mass matrix Mn,add, gyro matrix Gn,add

and stiffness matrix Kn,add, respectively, arise. Details for the derivation of the
dynamical stiffness matrix and also the inclusion of the tip mass can be found
in [1].
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2.3 Equations of Motion - Linearization

Evaluating Eq. (1) delivers the EoM

M(q)q̈ + g(q, q̇) = QM , (9)

with the mass matrix M the vector of nonlinear terms g containing centrifugal,
Coriolis, friction, gravitational and stiffness terms, while QM are the applied
motor torques. The vector of minimal coordinates for our robot (whole model)
reads

q =

⎛
⎝qM ∈ R

3

qA ∈ R
3

qe ∈ R
n

⎞
⎠, (10)

where n is the number of ansatz functions for the elastic DoF. A statement
about the quality of this dynamical model can be given by comparisons with
the physical system. This quality depends on the choice and number of shape
functions and on the physical effects that are modeled. One possibility is to use
different shape functions and compare the calculated eigenfrequencies. Therefore
the nonlinear model (9) is linearized at specific stationary points leading to the
linear model

Mÿ + Ky = 0. (11)

M and K are the constant mass and stiffness matrix of the linear system and y
are the small deviations from q. The eigenmodes and eigenfrequencies can be cal-
culated by inserting the ansatz y = yej2πfeig in (11) leading to the characteristic
equation for calculating the eigenfrequencies fEig,i

det(−(2πfEig,i)2M + K) = 0 (12)

and for the eigenmodes yi

(−(2πfEig,i)2M + K)yi = 0. (13)

3 Model Analysis

3.1 Choice of Ansatz Functions

The main demand for the shape functions is, that they are linearly independent
and that they have to fulfill the kinematic boundary conditions. In our case this
is a clamped/free beam and therefore v(0) = 0,v′(0) = 0,w(0) = 0,w′(0) = 0,
ϑ(0) = 0 has to hold. In the following, three different types listed in Table 1 are
considered.

The robot under consideration consists of two elastic links. The shape func-
tions in Table 1 are used for each link. Choice 1 is the simplest one, where two
functions are used in each bending direction for each beam and one ansatz for
the torsion, respectively. For the second choice, only one entry is changed to have
an approximation of the exact solution of a single Bernoulli/Euler beam (BEb).
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Table 1. Selection of investigated shape functions

Choice 1 Choice 2 Choice 3
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Table 2. Eigenfrequencies of the elastic robot for different shape functions

Choice 1 Choice 2 Choice 3

fEig,1 (Hz) 2.8 2.8 2.8

fEig,2 (Hz) 3.0 3.0 3.0

fEig,3 (Hz) 12.0 12.0 12.0

fEig,4 (Hz) 12.8 12.8 12.8

fEig,5 (Hz) 63.3 63.3 63.3

fEig,6 (Hz) 72.7 72.7 66.3

fEig,7 (Hz) 84.3 84.3 75.7

fEig,8 (Hz) 104.7 104.7 99.2

fEig,9 (Hz) 138.6 138.6 121.4

fEig,10 (Hz) 145.7 145.7 123.8
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v
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Fig. 3. Shape functions of choice 3

To get a more accurate model, in choice three, the number of shape functions is
increased by one and again using an approximation of the BEb, see Fig. 3 for a
plot of the used shape functions. In this case, 8 ansatz functions per beam are
used leading in total to 16 elastic DoF.
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Table 3. Eigenfrequencies for elastic robot for different linearization points

Linearization Point 1 Linearization Point 2

fEig,1 (Hz) 2.8 5.2

fEig,2 (Hz) 3.0 5.4

fEig,3 (Hz) 12.0 6.9

fEig,4 (Hz) 12.8 7.3

fEig,5 (Hz) 63.3 60.3

An evaluation of the eigenfrequencies in Table 2 shows, that there is nearly
no difference between choice 1 and 2 which is obvious since the ansatz functions
of choice 2 are linear combinations of choice 1. Increasing the number of shape
functions (choice 3) leads to more accurate results. It is well known, that the
eigenfrequencies approach from above. As one can see, the first eigenfrequency
that is different between choice 2 and 3 is number 6. Therefore convergence for
the first 5 frequencies is achieved. Similar results can be observed when again
increasing the number of shape functions.

The eigenfrequencies/-modes are the result of the linearized system at a
specific point. Obviously, they change with different linearization points. Table 3
presents the frequencies for 2 specific positions that are shown in Fig. 4. It can
be seen that the effective inertia for point 2 is much lower since the effective
masses are nearer at the center of the robot so that the first eigenfrequency is
higher than for point 1.

Fig. 4. Left: Linearization Point 1; Right: Linearization Point 2

3.2 Effect of Dynamical Stiffening

An evaluation of the eigenfrequencies of the model with and without dynamical
stiffening shows only a very small change of max. 0.2 Hz. A detailed analysis
delivers, that only gravitational forces enter the dynamical stiffness matrix in the
linearized case that are small in contrast to the elastic stiffness terms, see (6).
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However, for a dynamical simulation of the nonlinear model when applying a
fast motion, the effect of dynamical stiffening results in a deviation of about
3 cm of the end-effector of the robot during motion. So this effect is important
for fast motions.

3.3 Eigenmode Analysis

For a visualization of the approximated eigenmodes, system (11) is transformed
to modal form by changing the coordinates y = Yη to modal coordinates η
via the modal matrix Y = [y1, ...,yn] containing the eigenvectors of the system.
For this, all motor and arm coordinates are locked to evaluate only the elastic
behavior. Since our robot consists of two elastic links, the elastic coordinates are⎛

⎜⎜⎜⎜⎜⎜⎝

ϑ1(x, t)
v1(x, t)
w1(x, t)
ϑ2(x, t)
v2(x, t)
w2(x, t)

⎞
⎟⎟⎟⎟⎟⎟⎠

=
[

ΦT
1 0
0 ΦT

2

](
ye,1

ye,2

)
= diag[ΦT

1 ,ΦT
2 ]Y

(
η1

η2

)
(14)

where index 1 indicates beam 1 and index 2 beam 2, respectively. Therefore an
approximation of the eigenmodes of the system is found by

ΦT
Eig = diag[ΦT

1 ,ΦT
2 ]Y. (15)

4 Conclusion

With the Projection Equation and the Ritz approximation method, efficient
methods for the dynamical modeling of elastic link/joint robots are on hand.
Also the effect of dynamical stiffening can be treated in this context. For the
specific robot, a number of 5 ansatz functions e.g. as polynomials is sufficient to
get a realistic behavior. In the future, this calculations will be compared with
measurements.
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Abstract. In this contribution two methods to increase the robustness
of robot force control are discussed and experimental results on a real
system are presented. One way to control end–effector forces of a robot
is to use a force control method which manipulates the desired trajec-
tory of a position controlled robot in a cascaded scheme. The benefit of
this control scheme is that the end–effector is also able to follow position
trajectories in the non–force–controlled directions. For such a direct par-
allel force/position control the stability depends on the force controller
parameters and the contact stiffness, assuming a stable position control.
Tuning these parameters in environments with varying contact stiffness
is challenging and time consuming. To avoid this, additional feed–back
torques are calculated to increase the dynamic of the force controller. The
first method is based on the classical feed–forward control of a robotic
system which is used in the feed–back loop of the force control. In the
second method the acceleration term of the force control law is used to
calculate a feed–back torque.

Keywords: Robot force control · Varying contact stiffness · Contact
behavior

1 Introduction

In the field of industrial robotics many tasks require predefined contact forces
between the environment and the robot’s end–effector. In tasks like cutting,
assembly, grinding or polishing it is also necessary to follow a desired trajectory.
To reach this goal a parallel force/position control of the robot, suggested in [1]
and also implemented in [2,3], is used. With this method the desired trajectory
is modified by the force controller, so that the position controlled robot applies
the desired force in the force–controlled directions and follows the trajectory in
c© Springer International Publishing Switzerland 2015
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 698–705, 2015.
DOI: 10.1007/978-3-319-27340-2 86
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Fig. 1. Robot control scheme

the remaining directions. In an environment with varying contact stiffness, and
especially when the robot’s end–effector hits the surface, the stability depends
on the controller parameters and the contact stiffness. In the case of uncertain
system parameters one simple way is to calculate directly a feed–back torque
from the force control law, to increase the stability of the force control. Otherwise
a precise behavior can be achieved by taking the dynamics of the robot into
account.

2 Position and Force Control

The considered robot is a six–axes industrial robot (Stäubli TX90L) con-
trolled by decentralized feed–back motor position controllers and by centralized
trajectory generation, force control and feed-forward control, see [4]. The mathe-
matical model of the robot is derived with the Projection Equation in subsystem
representation, see [5]. This leads to the equations of motion

M (q) q̈ + G (q, q̇) q̇−Qr = QM , (1)

with the mass matrix M (q), the matrix of the gyroscopic terms G (q, q̇), the
vector of remainder forces Qr (e.g. gravity, friction, . . . ) and the vector of the
motor torques QM . The vector of the minimal coordinates of the robot is given
with q and the velocities and accelerations with q̇ and q̈, respectively. The force
control law is described by the differential equation

KA,p I r̈c + KV,p I ṙc = Ifd − If , (2)

where KA,p and KV,p denote the positive definite controller parameters which are
usually set as diagonal matrices, e.g. KA,p = diag (kA,px kA,py kA,pz). The vector
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Fig. 2. Experiments: Setup A - contact with a rubber layered wooden board (left),
Setup B - contact with a sheet metal (right)

Ifd represents the desired and If the measured force in the inertial frame (I).
With the parallel composition Irr = Ird + Irc, where Irc is the solution of (2),
the desired reference position Irr of the end–effector for the position controlled
robot is calculated. In Fig. 1 the control scheme of the parallel force/position
controlled robot is shown. The desired orientation of the robot’s end–effector is
given by a rotation matrix RIE,d and with the help of forward kinematics the
measured force in the end–effector frame (E) is gravity compensated and trans-
formed into the inertial frame. With the inverse kinematics the desired minimal
coordinates qr are calculated from the desired end–effector position and orien-
tation. Each axis of the robot is controlled with a cascaded position controller
in the form QM,fb = KD[KP (qr − q) + (q̇r − q̇)], with the positive definite
controller parameters KP and KD. Through this control scheme (labeled with
FCTRL) the position controlled robot is able to provide a desired contact force
and also follow a given trajectory in the remaining directions. One of the most
common cases in robot force control is that the robot starts without contacting a
workpiece or the environment and then move towards them to close the contact.
This transition from free moving to contact is a critical part for the stability of
the system. On the one hand a high dynamic force control is required to follow
force trajectories or to simply hold a constant force during a movement along
a curved object. On the other hand this high dynamic can cause an instabil-
ity when the robot hits the surface due to the unilateral contact. Clearly if the
exact position of a workpiece or the environment is known, a trajectory close to
the object can be planned before activating the force controller. So high impact
velocities and thereof high impact forces can be avoided. Further there is also
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Fig. 3. Measurements 1 Setup A: wooden board, fd = −175 N, controller parameters
kA,p = 6.37 kg and kV,p = 1000 Nsm−1, impact velocity vimpact = −175 mm s−1

a problem, if the stiffness of the environment varies strongly along a trajectory.
In the following two methods are discussed to increase the robustness of the force
control without reducing the dynamic.

2.1 Feed–Forward Control

A common way to increase the positioning accuracy of a robot is to add a feed–
forward control based on the mathematical model of the robot. The feed–forward
torques QM,ff = M (qr) q̈r + G (qr, q̇r) q̇r −Qr (qr) are obtained from (1). In
standard robotic applications, the inputs of the feed–forward control are only
calculated from the desired trajectory. Since the desired minimal coordinates are
part of the outer feed–back loop of the force controller the feed–forward control
of the robot (chain–dotted in Fig. 1) is now also part of the force control loop and
the motor torques are calculated to QM = QM,fb +QM,ff . This control scheme
is labeled with FCTRL+QMff and leads to a more responsive force control,
especially when the robot hits the environment. However, if for example the
system parameters are uncertain or a numerical differentiation of qr is too noisy
(since measured end–effector forces are included) such a feed–forward control
does not necessarily yield a stable behavior.

2.2 Acceleration Feed–Back

Another idea to increase the dynamics of the force control is to use directly the
acceleration term, KA,p I r̈c, of (2). This acceleration feed–back torque Qacc =
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JT
p (q) KA,p I r̈c (dashed in Fig. 1) can be calculated with the help of the Jacobian

JT (q) = [JT
p (q) JT

o (q)] (index p for position and o for orientation) of the robot.
The geometric Jacobian, see [6], is given through the relation(

vE

ωE

)
=

[
Jp

Jo

]
q̇, (3)

where vE and ωE are the linear and the angular velocity of the end–effector,
respectively. In this case the calculated motor torques are QM = QM,fb + Qacc

and the control scheme is labeled with FCTRL+Qacc.
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Fig. 4. Measurement 1 Setup B: sheet metal, fd = −75 N, controller parameters kA,p =
6.37 kg and kV,p = 1000 Nsm−1, impact velocity vimpact = −75 mms−1 (the vertical
black line indicates the deactivation of the force control due to safety reasons)

3 Experiment

Based on simulations of the above mentioned methods (FCTRL, FCTRL+QMff,
FCTRL+Qacc) an experiment with an industrial robot, described in Sect. 2,
was done. For this two different setups, see Fig. 2, were chosen. The first setup,
labeled with Setup A, consists of a wooden board layered with a thin mat of
rubber to build a stiff environment. To analyze the behavior on a more compliant
environment a second setup, labeled with Setup B, was constructed that consists
of a thin sheet metal clamped between two aluminum profiles. In both setups
a plastic stick as a tool–dummy was mounted at the end–effector of the robot.
The arising forces were measured with a six–axis force/torque sensor mounted
between the robot and the tool. Thereby the robot starts in a distance of about
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Fig. 5. Measurement 2 Setup A: wooden board, fd = −150 N, controller parameters
kA,p = 7.64 kg and kV,p = 1200 Nsm−1, impact velocity vimpact = −125 mm s−1

0.1 m above the contact point of the current setup. In the experiments only the
force normal to the environment was controlled and the parameters of the force
controller were not especially tuned for one of both setups. Starting the force
control leads to a steady state movement with a constant velocity of the robot’s
end–effector, since no contact force is measured. This velocity vimpact can be
calculated from (2) with vimpact = k−1

V,p fd. At first the controller parameters
were chosen to kA,p = 6.37 kg and kV,p = 1000Ns m−1. Figures 3 and 4 show the
impact behavior of the tool for all three methods. In the setup with the wooden
board the pure force control method (FCTRL) oscillates very long (about 4 s)
before the desired force is reached and becomes even unstable on the sheet
metal setup. In the experiment with the sheet metal only a desired force of
−75 N was reached and due to safety reasons the force control was deactivated
after 1.75 s (indicated with the vertical black line). Additional feed–back torques
from the acceleration term (FCTRL+Qacc) or using the robot feed–forward
control in the control loop of the force control (FCTRL+QMff ) stabilizes both
setups under the same conditions. To compare both setups with the same impact
velocity the parameters of the force controller were slightly changed and the
measurements were repeated, see Figs. 5 and 6. For both setups the controller
parameters were set to kA,p = 7.64 kg and kV,p = 1200Ns m−1 and a desired
force of −150 N was claimed. This results in a impact velocity of 125mms−1 for
both setups. The measurements at the wooden board in Fig. 5 shows a stable
behavior of all three methods within 0.5 s after contact. The best result shows the
force control with the robot feed–forward control (FCTRL+QMff ). Adding the
acceleration term (FCTRL+Qacc) results here in a slightly longer oscillation
than the other methods, but with less overshoot than the pure force control
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Fig. 6. Measurement 2 Setup B: sheet metal, fd = −150 N, controller parameters
kA,p = 7.64 kg and kV,p = 1200 Nsm−1, impact velocity vimpact = −125 mms−1 (the
vertical black line indicates the deactivation of the force control due to safety reasons)

method. For the second setup with the sheet metal only the method with the
acceleration term (FCTRL+Qacc) leads to a stable behavior, while both other
experiments had to be aborted due to safety reasons (indicated with vertical
black line).

4 Conclusion

In this work two methods to increase the robustness of robot force control in
environments with varying or changing contact stiffness are compared. The first
method simply uses the feed–forward control of the robot in the feed–back loop
of the force controller and the second one uses an additional feed–back torque
calculated from the used force control law itself. Both methods are compared
to the pure force control method with the result, that non of both methods
destabilizes the system, as long as the pure force control method FCTRL is
stable. For robot systems where the parameters are well known or identified the
method FCTRL+QMff with the robot feed–forward control will improve the
stability. If the measured forces are very noisy or the derivatives of the minimal
coordinates are calculated with a numerical differentiation this method is not
useful. In this case the method FCTRL+Qacc, where the acceleration term of
the force control law is used, leads to promising results.

Further it has to be said, that for applications which requires very high
impact velocities or deals with extreme contact stiffness, force control is still
a challenging field. Continuing work has to focus on stability, like in [7], but
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with the extension of closing the contact between robot and environment. For
repetitive tasks also an iterative learning force control, briefly discussed in [8],
becomes more and more important.
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Abstract. In this paper we present a first prototype of a teleoperated telep-
resence system that uses a range of devices aimed at operating a mobile platform
situated in a remote location while offering the user the sensation of being at that
remote location. The objective of this first stage of the project is to achieve a
sensation of telepresence by simply giving the user the freedom of movement of
the platform and the freedom of movement of the camera system.

Keywords: Teleoperation � Telepresence � Robotics � Pioneer 3-AT

1 Introduction

Teleoperation is understood to be an extension of sensorial capacities and human
dexterity to a remote location. The term teleactuating is also used to refer to specific
aspects of generating orders for actuators and telespeakers to pick up and display
sensorial information. The term telepresence refers to a set of technologies and an ideal
situation that enable a person to feel that he or she is present in a location other than
their present physical location. The use of control mechanisms and visualisation sys-
tems that create the illusion of presence for the human operator in a remote location are
fundamental to telepresence. The most specific aspect of telepresence is harnessing the
interaction between sensorial and motor aspects. This interaction is achieved by inte-
grating effector technologies and sensors.

These two concepts were explored in this project. A study was conducted and a
system developed that uses a range of devices aimed at operating a mobile platform
situated in a remote location while offering the user the sensation of being at that
remote location. The objective of this first stage of the project is to achieve a sensation
of telepresence by simply giving the user the freedom of movement of the platform and
the freedom of movement of the camera system.

2 Objectives

The main objective of this work has been to develop a low-cost platform that enables a
user in another place to connect to the system and conduct a telepresence session.

© Springer International Publishing Switzerland 2015
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The system should be simple to turn on remotely and easy for users to control
remotely [1]. It is designed for users who have no experience in teleoperation and
informatics, and should therefore be as intuitive as possible and use common user
interfaces that are well known to most users.

3 Critical Design Decisions

The following requirements and restrictions were taken into account in the design and
prototype phases as, during the project, we detected new technical requirements for
achieving the feel of telepresence. Several prototypes were developed and discarded
during the testing phase, mainly because they were not easy to use:

• The system should be wireless and connect to a WiFi router where it is located.
• The system should be turned on with a couple of clicks, allowing inexperienced

users to activate the device from another location.
• The user should be able to use immersive devices to achieve the feeling of telep-

resence, or a PC-based teleoperation station.
• The system should use open-source software.
• The height of the camera should be similar to the eye level of a person of average

height.
• The main camera should move intuitively using head movements as input.

4 Architecture Overview

The system has a client-server architecture (see Fig. 1). The server is the mobile
platform with cameras and actuators. The client is the controlling software and
immersive devices for conducting the telepresence session, operated by the user. The
diagram below shows, on the server side, two mobile platforms on which the system
has been tested. The land mobile platform is the platform developed for this project and
the underwater platform was developed for the SAUC-E underwater robotics
competition.

4.1 Hardware Components

The server hardware is listed below:

• Mobile platform Pioneer 3-AT:
– Odometer: to count wheel rotations
– Compass: to indicate where north is
– Sonar: to detect obstacles
– Bumpers: to detect collisions
– Embedded computer: handles all system controls and contains the server

software

A Robotic Platform Prototype for Telepresence Sessions 707



• Camera system:
– Wide angle camera: the camera that gives the user the main view
– Pan/tilt system: to move the main camera
– Rear camera: to see the rear of the robot, for reversing manoeuvres
– 360° camera: gives a panoramic view and enables steering

The client hardware is listed below:

• User interface
– HMD 800-26 3D 5DT: virtual reality goggles that immerse the user in the

telepresence session.
– Inertiacube2+: inertial sensor that senses the user’s head movements
– Gamepad: used to teleoperate the robot.

• Control centre
• PC with Linux system: the operating system used for this project

4.2 Software System

For this project the Player/Stage programming framework used in the field of robotics
was chosen. This software allows us to develop robotic applications fairly quickly,
since it has a number of libraries with which to control the Pioneer3-AT platform, send
data to another Player/Stage system, etc.

Server Side. We chose to place the project server on the robot platform as this is what
the user will connect to. The platform is always listening for requests from users who
want to access the system. Once a user begins a session, the server connects the
platform and starts reading its sensors. This information is sent via TCP to the user.

A streaming client was also installed for each camera on the platform. When the
user activates the cameras from the user interface, the platform begins to send images to
the client software. These images are sent via UDP to avoid transmission delays as it is
intended to be a real-time system.

Fig. 1. System structure
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There are 3 types of camera mounted on the robotic platform. A motorised pan/tilt
camera [5], a rear camera and a 360° camera [2]. Each camera was selected after tests
during prototype development and this configuration enables the user to teleoperate the
platform while able to visualise its surroundings at all times.

Figure 2 shows 2 of the 3 camera types: 360° and pan/tilt.

The Player/Stage framework reads the platform sensors and the data are sent to any
Player/Stage client that requests them.

Client Side. The Player/Stage client system is located on the user’s PC. This client
connects to the platform and then sends movement commands generated by the user via
the teleoperation devices and also receives the necessary information from the platform
to display to the user.

In addition, a streaming server is mounted on the client side to receive the data sent
by the platform cameras. The user can enable or disable the images from the platform
via the user interface, and can activate or deactivate any of the cameras via a simple
button.

The software developed for the client side also shows the camera images to the
user. These images are displayed on the HMD-800-26 and the user interface [4]. As
mentioned above, there are 3 types of camera, one of which needs processing: the 360°
camera. The image that the user receives is a sphere showing everything that is hap-
pening around the platform. Figure 3 shows how the image is processed and stitched
into a panoramic picture of everything around the platform. This image is also used as
the overhead view and is used by the user to steer when there are obstacles close to the
platform, such as doors.

The user interface combines these three images in one single view that is displayed to
the user through the goggles [3]. Figure 4 shows the basic composition of the user view.
The main camera display is the pan/tilt camera and the overhead and rear cameras are
displayed as secondary cameras. Also in the user view are a series of indicators that show

Fig. 2. 360° and pan/tilt cameras
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the user graphic information that aids handling. The most important indicator is that which
shows the user the position of the pan/tilt camera. This is because during testing, the user
had no idea of the position of the pan/tilt camera, and therefore ended up looking towards
a place that was at the limit of the camera’s movement, which made steering uncom-
fortable and the user unable to figure out what was happening. By incorporating these
indicative lines the user now knows at all times the position of the camera.

4.3 Communication Interfaces

The user uses a computer with Linux system and teleoperation software to connect to
the robot. The user can use two operating modes: the PC screen or virtual reality
goggles for the feeling of immersion. The virtual reality goggles have a tracking system
which captures the movements of the user’s head to teleoperate the robot’s pan/tilt
camera. This operating mode enables the user to look anywhere by moving their head
as if they were in the robot’s location.

The robot’s movements are controlled with a PlayStation gamepad (Fig. 5).

Fig. 3. 360° photo to panoramic image

Fig. 4. Vision goggles user interface
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Different types of actions have been assigned to the gamepad buttons. The gamepad
has both digital and analog buttons. When the user controls the platform with the
digital buttons, it moves at a speed predetermined by the software. When the user
operates the analog buttons, he or she can smoothly and precisely alter the speed of the
robot. This is necessary when in close proximity to obstacles. The upper gamepad
buttons are used to change camera views and configure the speed of the system.

5 Results and Conclusions

During project development we experimented with different telepresence platform
prototypes. The final design was arrived at through a series of iterations and tests with
real users. Figure 6 shows one of the prototypes.

One of the minimum requirements for the user to be able to feel that they are in
another place is having good images of that place. For this reason a study was con-
ducted on the minimum image quality for the user to be able to use the system

Fig. 5. Gamepad controller

Fig. 6. Components of the second prototype
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comfortably. We concluded that a compression ratio of 20 was more than enough for
most users to be able to steer the robot and distinguish objects in its vicinity (Fig. 7).

By reducing the amount of data sent over the network, the system may be used in
networks with low bandwidth, over the internet for example.

As well as studying the minimum image quality acceptable to the user, another
study was carried out on the minimum frames per second with which a user could
operate the system. We concluded that 15 FPS were more than enough to handle the
robot.

Figure 8 shows the relationship between the camera FPS setting and the amount of
data sent, the data sent with the entire system in operation and how many data are being
sent by which components. Results show that the cameras consume 98 % of the total
data sent. It can thus be concluded that improving the image transmission system would
improve user experience and system performance.

One of the typical problems of telepresence is signal delay, i.e. the time between
data capture and it being displayed to the user. The longer this period, the less useful
the system, since the user does not have the feeling of instantaneous teleoperation since
he or she has to adapt to signal delays in the system.

Fig. 7. Tests of image compression acceptable to the user.

Fig. 8. Bandwidth used by camera and sensor transmission
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We studied the delay in data capture from the camera and calculated that the system
needed 0.066 s to capture an image, compress it, send it to the user, decompress it and
display it. The time it takes is almost negligible, but the study was necessary because any
increase in calculations for one of these steps means that the user will not see an image in
real time. This will make operation of the platform inefficient and unstable (Fig. 9).

In conclusion, a low-cost telepresence system has been created using open software
(Player/Stage) that has been tested on land and underwater platforms.

Although the project was developed with Player/Stage, it is relatively easy to port it
to other frameworks such as ROS (Robot Operative System) because the structure is
very similar.
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Abstract. While traditional glider path planning relies on constant
model forecasts with only a limited range, a new approach to glider
operation is based on automated topographical understanding incorpo-
rating feature detection and tracking techniques. Encapsulating the key
elements of ocean structure dynamics and focusing on their behaviour an
alternative prediction data model can be developed. This feature-based
characterization is then used to improve upon the glider path planning.
Additionally a structural comparison of ROMs and global models is con-
ducted as well as a forecast assessment within the model. This approach
is applied to the case of mesoscale eddies that form around the canary
islands and spin off describing various trajectories depending on origin,
type and time of the year.

Keywords: Ocean gliders · Feature detection ·Model assessment · Path
planning

1 Ocean Features in Path Planning

Ocean currents can be described either by its ocean current functions or by
its characteristic features, latter require a procedural understanding of those
features. Besides locally static features like upwelling zones, river plumes and
tidal currents, mesoscale eddies present an interesting feature that is not yet
fully understood but is considerably important in terms of water mass transport
but also vehicle navigation.

2 Eddy Detection

2.1 Techniques

In order to be able to track the movement of eddies a new automated eddy
detection algorithm is presented based on streamline characteristics on a 2-
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dimensional flow field. Streamline examination based on Curvature Center Den-
sity to detect centers was introduced by [1], whereas [2] relies on geometric
constraints. Eddy detection schemes based on different physical principles can
be seen in [3], where the ocean state representation is given by the sea surface
height. The detection is based on a logic that looks out for the relative sea surface
height change in cold-core or warm-core eddies, with effective threshold control.
Another detection scheme can be based on further physical ocean factors like
temperature or oxygen values, yet they are not directly captured by satellite.

2.2 Detection Algorithm

The proposed streamline algorithm is a multistep procedure which first focuses
on regions with sign changes in u and v component of currents in order to
determine the exact location of possible centers. In the following steps the eddies
are finally identified on streamline characteristics. The outline of the proposed
Eddy Detection can be described as follows:

– Find zero crossing of current components u and v
– Streamlines from grid around crossing points
– Calculate streamline properties based on derived angle
– Get 360 streamline center points, choose lowest velocity
– Recheck complete winding for n-neighborhood
– Detect type and further properties.

2.3 Comparison of Detection

Four different eddy detection algorithms are tested on a current field, with an
example seen in Fig. 1, which represents the Aviso data for a specific date. In
this case there exist panoptically the sea surface height as well as the derived
currents, therefore detection schemes based on 2 different physical principles can
be applied at once.

All four detection algorithm detect the same main eddies, whereas detecting
smaller ones depends on parametrization of the detection algorithm. An advan-
tage of the streamline algorithm is that the center points are more precise with
subgrid resolution in contrast to the Nencioli [2] and adapted Nencioli algo-
rithms. This especially plays an more important data with higher grid spacing
like in global ocean models.

3 Feature Tracking

Following the process of features over time permits to further analyze their
characteristical behaviour for certain regions and deduce probable outcomes for
prediction purposes. In this case as eddies are appearing and constantly moving
before they finally dissolve, a characterisation is made regarding is longevity and
movement pattern.
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Fig. 1. A typical current grid given as model output, where eddies are discovered by
the different detection schemes. Best seen in color (Color figure online).

3.1 Tracking Algorithm

In order to achieve trajectories over time, a robust tracking algorithm was devel-
oped, which takes into account short-term detection failures that might occur
due to weak current data. In order to achieve robust tracking the algorithm
gathers eddies in lists for every available timestep, quite often daily. Results for
following timesteps are matched to the previous combination of eddies, with an
allowed maximum displacement velocity for eddies per timestep. When an eddy
is not detected in the following timestep the object in the list is not yet deleted
but rather put into inactive mode, from where it can be reactivated at reappear-
ance of the eddy detection. The maximum inactive mode duration was set up to
be a maximum of 3 days, for when it is supposed to have been dissolved.

3.2 Statistical Examination

Eddy development during August and September 2014 in the Canary Islands
area is depicted in Fig. 2. The statistical examination shows us a clear channel
below the island of Gran Canaria with eddies moving southward as a result of
prevalent trade winds in this area during summer time. This was also observed
by [4].



Path Planning Based on Automatic Structure Detection 717

−19 −18 −17 −16 −15 −14 −13 −12
26

26.5

27

27.5

28

28.5

29

29.5

30

lon

la
t

eddy trajectories

positive
negative

Fig. 2. Appearance of eddies in August/September, 2014, distinguishing between pos-
itive (gray) and negative (black) rotation.

3.3 Multi-model Approach

As there are occasionally multiple models for specific regions available the eddy
detection results in incoherent feature positions, the question arises on how to
reach model consensus on the exact position? A possible way to resolve such
uncertainty is to match model data to in-situ or satellite measurements where
available and weight them in. A weighting can be undergone based on simple
feature mean positions as well as a more complex weighting scheme applying an
Bayes Model Averaging on different ROMS as was outlined in a previous work.

4 Path Planning

The path planning problem can now be approached by a behavioural understand-
ing of ocean dynamics as depicted in. Prevalent synoptic circulation structures
[5] can be detected and used for assessment of regional ocean models as a basis
for feature-based ensemble forecasts. Identifying and tracking these features can
have multiple use cases for path planning purposes, which can be classified by
its time horizon as instant, short, mid and long-term:

– Instantly knowing the relative position and the distance to a feature, especially
interesting for scenarios with multi-vehicle and multi-feature settings. Higher
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degree of automated mission planning can be generated with rules and setting-
based constraints.

– Short-term horizon comprises the movement prediction for features with veloc-
ity of displacement.

– Mid-term probable forecast models are generated based on feature knowledge
database.

– Finally, long-term case analyzes statistical distribution model and occurrence
maps relevant for deployment strategies. Besides ensemble generation, the
aim is to directly incorporate detected features into the the mission and path
planning algorithms in order to gain an even higher degree of autonomy in
ocean gliders (Fig. 3).
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Fig. 3. Example of detected eddies with an estimated proceeding direction and velocity
which can be fed to the planning algorithm

5 Conclusion

Realizing a detection scheme with tracking capabilities aides in targeting scien-
tific research by guiding vehicles into the center of regions of interest (ROI) where
more valuable data can be gathered. For vehicle operation this means there are
dynamic, relative waypoints to which a scientific mission can be planned, which
is highly interesting in terms of exploring the physical and biochemical processes
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of those moving ocean features. Without detection it would be rather difficult to
make an educated guess of the trajectory in the current field. In the next step the
mission objective can be optimized incorporating the needs and restrictions to a
planner. This is not part of this investigation but might be a future application.
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Abstract. Designing mobile applications for elderly users can be very
challenging. Their heterogeneous prior knowledge and abilities make
user-centered design processes difficult. For that reasons, some measures
are necessary to make the applications usable the majority of elderly
people and to get useful feedback during the evaluation. In this paper,
we summarize central challenges we faced during the user-centered devel-
opment of a mobile fitness application for seniors. We address differences
in interaction, trust issues, fears, functional complexity, and aspects of
motivation. Based on these experiences, we present suggestions that can
be useful for the future development and evaluation of mobile (fitness)
applications for elderly people.

1 Motivation and Setting

With more than 1.3 million mobile applications in Google’s Play store1 and about
the same number in Apple’s App Store2, there seems to be apps for everyone
and every purpose. The categories reach from communication, news, and business
over gaming, entertainment, and education, to physical fitness [7]. However, a
2014 report on app users revealed that there are actually only a few apps for
elderly people [8] that cater for impairments many seniors suffer from (such as
less acute vision or reduced tactile sense) or for missing prior knowledge (such
as special gestures or typing on a soft keyboard). For that reason, many elderly
people cannot benefit from the large amount of available mobile apps that could
support their activities of daily living or their personal health.
1 http://www.appbrain.com/stats/number-of-android-apps.
2 http://techcrunch.com/2014/09/09/itunes-app-store-reaches-1-3-million-mobile-

applications/.
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Developing mobile applications for elderly people is especially difficult as
their abilities and experiences are quite diverse. With increasing age, there are
changes that negatively influence sensory-perceptual processes, motor abilities,
response speed, and cognitive processes [1]. The severity of these age-related
functional limitations varies widely from person to person, which leads to differ-
ent requirements on the user interface. Another difficulty is the different amount
of prior knowledge on computer technology. Many of the current seniors have
never worked with computers and are unaware of possibilities and boundaries
of modern technology. Since both factors – the functional limitations and prior
knowledge – vary over a broad range, it is necessary to follow worst-case assump-
tions for the design of digital applications and to adapt the evaluation process
to the individual abilities of the subjects [6].

In order to give an overview of central challenges that may occur in the devel-
opment process of mobile applications for elderly people, we share our insights
from the development and evaluation of a mobile physical training app for seniors
who use a rollator as mobility aid [2]. In addition, we describe the measures we
applied to adapt to the elderly users’ abilities. The measures can be seen as rec-
ommendations for the development of future mobile (fitness) applications. The
physical fitness context was chosen as it is an important topic for most elderly
rollator users, which should avoid acceptance problems due to doubts on the
usefulness of the application.

The structure of the paper is as follows: We begin with presenting the con-
cept and the prototype of the training application. Subsequently, we describe
the evaluation setting of the application and present some results to show the
effectiveness of the application. We finally share challenges we faced during the
development and evaluation and summarize measures that helped us to coun-
teract the individual challenges.

2 Mobile Training App for Rollator Users

A regular physical training is necessary for rollator users to prevent falls and to
improve their ability to walk. The goal of the application is to provide an appro-
priate training program, which can be performed independently and integrated
into daily life [3].

The developed mobile application is an interactive physical training app,
where the rollator is used as training equipment (see Fig. 1). The app includes
exercises for coordination, strengthening, and flexibility with the aim to increase
strength and performance and to reduce the risk of falling. The set of exercises
was compiled by sports scientists. Instructional videos and photos of key posi-
tions along with written and spoken exercise descriptions were implemented to
support a correct exercise execution (see Fig. 1, right). The app reminds the
user to exercise regular (recommendation: three times per week) and addition-
ally visualizes the current training progress. A virtual trophy is used to enhance
and maintain the motivation if the training session is completed successfully
(see Fig. 1, left). The duration of a training session is between 15 and 20 min
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Fig. 1. The main menu of the mobile training app summarizes the current progress
and previews next exercises (left). Advanced functions are hidden in the app drawer.
The exercise instructions are presented via videos, textual or audio descriptions (right).

and includes initially ten exercises. The number of exercises and their intensity
increase with the training progress.

3 Evaluation of the App

The training app has been tested by elderly rollator users with limited walking
ability. Ten seniors (1 male, 9 female) aged 75 to 89 years (average: 82 years,
standard deviation: 5 years) used the app and trained independently for 12 weeks.
During the test period, 7-inch tablet PCs with universal mountings that could be
fixed at the rollator were provided to the participants. Since all participants had
no experience with smartphones or tablet PCs, three training sessions took place
prior to the independent training, where functions of the devices were explained
and a correct training technique was taught. For the evaluation, technical data as
well as data on physical performance were collected. The technical data consists
of application log data (e.g., frequency of use, duration per exercise and activated
functions) and subjective assessments of the training sessions. To detect changes
on physical performance, tests for strength, balance and walking ability were
performed at the beginning and at the end of the exercise period.

The analysis of the log data revealed that only one subject regularly met
the recommended exercising repetitions over the 12 weeks. Most other subjects
only used the application regularly in the first few weeks. In the after-study
interview, many of them stated that they knew many exercises by heart then
and performed them without the app. Almost all users exercised at the same
time of day. It could also be seen that some subjects regularly skipped exercises.
One subject once even skipped 9 out of 11 exercises in one training unit.
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For evaluating the physical effects, the functional strength of the lower
extremity was measured by the ‘Chair Stand Test’ (CST) [9]. The patients
were asked to complete five rapid chair rise cycles up from a standard chair.
Before training, six participants were able to complete the test successfully.
After the end of training seven participants were able to stand up five times. The
average improvement of the participants was from 29.5 ± 17.1 s to 17.7 ± 6.4 s.
The static balance measurement (modified Romberg, mRomberg [4]) was tested
with three measurements according to the ‘Short Physical Performance Battery’
(SPPB) [4]. The participants were instructed to stand with their feet side by
side, in semi-tandem, and full-tandem position. Each test position had to be
held for ten seconds. The summary of the total balance time in all three tests
was used for analytics (max. reachable 30 s). The balance performance in the
mRomberg increased on average from 19.4 ± 9.4 s to 28.8 ± 3.1 s.

4 Challenges and Recommendations

Based on the experiences during the development and evaluation of the mobile
training application, the following challenges have been identified. The summary
is not limited to usability aspects [5] but also includes factors that may influence
the acceptance of the application and the results of the evaluation.

4.1 Deviant Interaction

In order to evaluate whether users recognize the interactive interface elements
and whether the elements’ size is large enough, the app also recorded the touch
positions in the different screens. During the analysis of the recorded touch posi-
tion data, it was noticed that many users did not press at the center of the
elements. In particular, touch events were recorded in the right hand side of
the elements, which can be probably explained that most subjects operated the
application with their right hand. A temporal analysis of the recorded touch posi-
tions revealed also a position shift over time. In Fig. 2, a representative excerpt
of recorded touch positions for three buttons is visualized. In contrast to Fig. 1,
the labels are in German as the evaluation was performed with the German ver-
sion of the application. The figure shows touch positions of the first three app
uses as well as positions from the tenth to the thirteenth use. When comparing
the touch positions, it can be observed that inexperienced users avoided click-
ing on the text. However, as soon as the users are acquainted with the app the
touch positions are shifted towards the center of the element and are no longer
around the text. A possible explanation could be that users do not have to read
the labels in detail anymore as they know what happens when they click on the
color-coded buttons.

This behavior was not expected. A consequence of this observation was that
the central elements were enlarged to offer enough space to press next to the text.
Since elderly users may have a different mental model of mobile applications,
they can show different interaction patterns compared to younger users that are
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Touch positions from first to third use of application

Touch positions from tenth to thirteenth use of application

Fig. 2. During the evaluation, the touch positions were recorded in order to check
whether interactive elements could be detected. The analysis revealed that experienced
users (tenth to thirteenth use of app) more likely press at the center of the elements
whereas novice users (first to third use) avoid tapping on the text. In contrast to Fig. 1,
the texts are in German as they were during the evaluation.

familiar with modern technology [11]. For that reason, it is advisable to observe
or record interactions during the evaluation in detail. The temporal analysis can
be useful to reveal changing requirements with the level of experience.

4.2 Fears and Trust

Especially users with little or no previous knowledge on mobile device and PC
use had inhibitions to perform experiments without exact instructions. Besides
the fear of causing irreparable damage to the system, some subjects were also
afraid to embarrass themselves. Even though the experimenter emphasized that
only the applications are tested and not the subjects, many participants felt like
being in an exam situation.

As part of the iterative development, we performed short laboratory studies
with subjects from the target group. In order to create a relaxed situation,
we started the evaluation with semi-structured interviews while guiding users
through the app, which served at the same time as introduction to the app.
When performing task completion experiments, we defined a maximum duration
after which we helped to solve the task to keep the subject’s motivation. The
measures were well accepted by the subjects. However, it was also difficult to
perform valid task completion experiments.
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During the 12-week evaluation, the subjects were provided with a tablet
PC for free. However, the fear of causing damage to the device or losing it,
prevented some of them from regular exercising. Only after presenting a liability
exclusion, these users could be moved to use the application at home. The three
introduction sessions were also very important to many users and helped to dispel
their doubts whether they can use the application alone. Another important
support measure that many subjects made use of were printed manuals with the
most important functions and the regular availability of a contact person. By
offering these support possibilities, many small issues that prevented subjects
from using the applications could be solved. For example, we had equipped the
tablet PCs with adhesive labels indicating the position and orientation of the
power switch and the charging plug. In the beginning, lost labels led to situation
in which some subjects could not use their devices anymore. By calling the
support contact, these issues could be quickly fixed.

Trust was another important factor during the evaluation. Subjects that knew
the experimenter before and, thus, had already a certain mutual trust rated the
trustworthiness of the app and its exercise content higher than subjects without
prior contact did. At the same time, the subjects that had a better bond of trust
with the experimenter expressed their opinions more openly. When performing
an evaluation, this bias should be considered, but could be also exploited. When
choosing the participants, one could distinguish between a more open qualitative
and a low-biased quantitative evaluation.

4.3 Reduction of Complexity

An early prototype of the app required input of age and selection of preferred
training days. However, initial experiments revealed that the input of data (text,
selection of dates and times) was a major problem for many elderly novice users.
For that reason, this step was removed and default values were set. As a con-
sequence, the amount of data input should be kept to a minimum. In many
cases, default values can be used, which could be changed in the settings if it is
desired or necessary. Other supportive measures are auto-completion that is able
to compensate for minor typos or the possibility to create favorites to reduce
repeated data input.

A good approach to reduce the mobile application’s complexity is to ana-
lyze which functions are actually used. When a function is only rarely used, the
reason for not using it should be examined. Possible results could be that the
function is not necessary for the users or that it is currently very difficult to
find or use. In general, the main function should be at the center of attention
and stand out against auxiliary functions. For example, the main screen of the
rollator training app offers only a single visible element for starting or resuming
the current training unit. All other functions are accessible via the hidden app
drawer menu. The display of single exercises was initially divided into two steps.
In the first step, the users should watch the training video and read the instruc-
tions. By clicking on the start button, the exercise was started and a stopwatch
was displayed. However, observations of training sessions and the analysis of
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recorded log data have shown that many users started exercising already in the
introduction part. This caused situations where the stopwatch had to be started
after the exercise execution followed by an immediate click on the finish button
to jump to the next exercise. This led to combining the instruction and execu-
tion step which then only required a single click to get to the next exercise. The
stopwatch function can still be used, but is implemented as an auxiliary function
that can be started on demand.

4.4 Fidelity of Prototype

The evaluation of early prototypes was very difficult. Since most of the elderly
subjects had no experience with smartphones and tablet PCs, the mock-ups
without functionality or even paper prototypes were too abstract for them. Due
to the missing experiences, they could not imagine how the functional proto-
type would work. For that reason, low-fidelity prototypes were then evaluated
by experts. However, it is advisable to create a functional digital prototype as
early as possible in the process to gather results from the target group. In doing
so, it is important to match the prototype’s level of detail with the prior knowl-
edge and experiences of the potential users. We also noticed that an incomplete
or imperfect prototype could have a negative influence on the future acceptance
of an application. Another difficulty was the dissociation of the element under
evaluation. Most subjects did not understand the difference of software and hard-
ware during the evaluation. For example, subjects named the slippery surface
and the weight of the used tablet PC as negative points of the app. This needs
to be considered when questions on stability or similar areas that can refer to
hardware as well as software are part of the evaluation.

4.5 Training Motivation

A regular training is necessary to achieve a sustained health benefit. For this
reason, it is important that the application promotes long-term training. If the
participants themselves determine a success in training, such as improvements
in balance or strength, the training motivation will increase. An integration of
exercises, which have a fast and positive training effect, is therefore advisable.
In addition, the motivation can be reinforced by integrated virtual rewards. In
the training app, trophies were displayed when the participants reached the
predefined training goals, which was also named as an important motivational
factor in the after-study survey. Additionally, variety in training sessions can
trigger curiosity and, thus, further boost the participants’ motivation [10].

5 Conclusion

By sharing our insights on the development and evaluation of a mobile applica-
tion for elderly users, we try to contribute to closing the generation gap in mobile
app use. The summarized challenges and possible approaches for solving these
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can be used as basis for the future development of mobile (training) apps for
seniors. We are currently optimizing the presented application and its exercising
concept and plan to make it available to the public after a second long-term
evaluation phase.
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eral Ministry of Education and Research (BMBF, project PASSAge, funding num-
ber 16SV5748). Further information on the project can be found on https://www.
passage-projekt.de.

References

1. Czaja, S.J., Lee, C.C.: The impact of aging on access to technology. Univ. Access
Inf. Soc. 5(4), 341–349 (2007)

2. Diewald, S., Koelle, M., Stockinger, T., Lindemann, P., Kranz, M.: Mobile AgeCI:
insights from the development of a mobile training application for elderly users.
In: Proceedings of the 15th International Conference on Computer Aided Systems
Theory, Eurocast 2015, pp. 233–234. IUCTC Universidad de Las Palmas de Gran
Canaria, February 2015
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Abstract. Gait authentication using mobile phone based accelerometer
sensors offers an implicit way of authenticating users to their mobile
devices. This study explores gait authentication performance under a
realistic scenario if gait template and gait test data belongs to left and
right side front pocket of the trousers. To simulate this scenario, we
used two identical (model, build, and vendor) Android mobile phones to
record cross pocket biometric gait data from 35 participants (29 male and
6 female) in two different sessions. Both datasets (left and right pocket)
are processed and segmented using the same approach. Our results show
that biometric gait performance not only decreases over the time but it
is also highly influenced by the placement of the mobile device or the
sensor capturing gait data. High number of False Non Matches (FNMR)
in cross pocket scenario indicate a significant asymmetry in leg muscle
strength.

1 Introduction

Mobile phones have evolved to the stage where they are not only used for call-
ing and texting purposes but also offer a multitude of services such as mobile
banking, e-commerce, portable storage, social, and entertainment. Data stored
on mobile phones is typically protected with PIN/password based authentica-
tion mechanisms. Mobile phones are frequently accessed but for smaller periods
of time [3] when compared to desktop/laptop type systems. Therefore, mobile
phone users mostly avoid using PIN/password based authentication on their
phones as it consumes time and increases cognitive load. Physiological biomet-
rics on the other hand could solve issues related to the PIN/password based
authentication mechanism, however they also suffer from some challenges such
as; their deployment on mobile phones increases product cost and they consume
user time due high Failure to Acquire (FTA) errors (such as user has to swipe
his finger over the fingerprint sensor multiple times to authenticate or mobile
camera fails to capture face image under improper lightening conditions). There-
fore, we need to find a more intuitive way of authenticating individuals to their
mobile phones which is not only reliable and robust but also usable.

Gait is a behavioural biometric and has been proposed as an alternative
authentication mechanism for mobile phones. Gait is an individual’s walking
c© Springer International Publishing Switzerland 2015
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 731–738, 2015.
DOI: 10.1007/978-3-319-27340-2 90
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style and the process of identifying and verifying individuals by they way
they walk is called gait authentication. Gait authentication using mobile phone
based accelerometer sensor is an active research area since 2009. Various studies
[1,4,5,7] have reported promising results of gait authentication. However, these
studies were conducted on datasets recorded under ideal and controlled scenar-
ios, for example mobile phone was tightly attached to the participants body on a
fixed position or participants were asked to wear same clothing and shoes if gait
data was recorded on different days. Studies [2,7] have shown that biometric gait
alongside offering an implicit way of authenticating individuals also suffers from
various challenges such as; it changes over a period of time, it is also sensitive
to clothing, shoes, walking speeds, and sensor placement.

When we walk, our limbs exhibit the different pattern of movements for
instance our arms movement is different from our legs or hips or feet and so
on. Therefore, from gait authentication perspective there exists an interesting
question to what degree a realistic scenario can be designed without effecting
measurability and user friendliness while maintaining characteristics such as
uniqueness and universality. Considering this, most suitable phone placement
could be trousers pocket as users often place their mobile phones inside their
trousers front pocket. In a previous study [6] we have reported gait authentica-
tion performance under this realistic scenario such as placing the mobile phone
inside the trousers front pocket and participants walked at their normal pace.
However, mobile phone users often do not place their mobile phone in their
same pocket, therefore this study focuses on the question how gait authentica-
tion would be influenced under cross pocket scenario.

2 Data Collection

For data collection purpose, we developed an Android application which records
three-dimensional (X, Y, and Z axis) accelerometer data at a sampling rate of
100 Hz and writes it to a text file with time stamps. This study uses gait data
collected from 35 participants (6 female and 29 male) which is also used for [6].
However, for cross pocket analysis as the main focus in the present work, we
now use two identical (Samsung Google Nexus) Android phones. Each phone
was placed inside the participant’s left and right side front pocket as shown in
Fig. 1(a) and (b).

Participants were asked to wear a trouser with not-too-loose front pockets.
For capturing a distinctive walking style, the phone or sensor must be placed
close-to-the-body otherwise it might picks up to much random noise. Participants
were asked to walk at their normal pace in a 68 m long straight corridor (with no
stairs) as shown in Fig. 1(d). They were told to wait for 1 s at the end of walk,
then turn around, and wait for another second before starting their new walk.
In one session, every subject walked 4×68 = 272 m or in other words completed
two rounds of the corridor. For every subject, data recording was conducted in
two different sessions. An average gap between the sessions is about 25 days.
Eight walks were recorded for every subject in two different sessions.
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(a) Left pocket. (b) Right pocket. (c) Phone position
inside the pocket.

(d) Experimental
setup.

Fig. 1. Phone placement and its orientation at the start of the session for all
participants.

3 Data Description and Processing

Figure 2 shows various activities performed in one data recording session.
Approximately the first 10–20 s of data is when the phone was being placed
inside the pocket, and next 100 s are when person is standing still and listen-
ing to the instructions. Then the participant starts walking and reaches the end
point. This walking activity lasts around 50 s and varies from person to person
as it highly depends upon the walking pace of the person. At the end of the
walk participant waits for a second, turns around and waits for another second
before the new walk, and so on participant completes the session with four walks.
Data processing begins by separating session-wise recorded walks and computing
magnitude from tri-axes accelerometer data. This study utilizes similar steps of
data processing as mentioned in [6] except the noise removal step. In this study
we have used a Savitzky-Golay smoothing filter described in Sect. 3.4, due to its
shape preserving property.

3.1 Walk Separation

A simple variance threshold method is used to separate the walks. This is done
by monitoring the variance of the y-axis data (any other axis, or the magnitude
of accelerometer data can also be used) with a sliding window of one second. If
variance within this window rises above a certain threshold, this marks the start
of an active walk segment, and when the variance drops below that threshold
it marks the stop of that active walk segment. In this study, we use a vari-
ance threshold of 0.8m

s2 . Once all active walk regions are marked, we pick those
segments which are longer than 10 s.

3.2 Zero Normalization

In the steady state (lets say when phone is place on the table), acceleration mea-
sured along the axis influenced by gravity must be equal to the earth’s gravita-
tional force and acceleration along remaining two axes, which are not influenced
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Fig. 2. Acceleration recorded along the y-axis with detected four walk segments.

by the gravity must be zero. However, acceleration recorded by phone-based
accelerometer sensors is not stable in the steady state. Therefore, acceleration
along all three axes is zero normalized by subtracting their respective mean as
shown in Eq. 1, where A is acceleration over time and µ is mean acceleration.

Āi(t) = Ai(t) − µi, i ∈ {x, y, z} (1)

In this step, we simply compute the resultant vector as given in Eq. 2 from
individual axis data of each walk which undergoes further data processing steps
described in the following subsections. This is done to avoid the influence of
continuously changing orientation of the mobile device inside the pocket.

Rs =
√

A2
x + A2

y + A2
z (2)

3.3 Interpolation

Android phones accelerometer sensor only outputs data when the Android API’s
(onSensorChange) method is triggered. Therefore an accelerometer sensor does
not output acceleration data at equal time intervals. By applying linear inter-
polation as given in Eq. 3, data can be reshaped in equal intervals in order to
mitigate data loss of too many values.

a = a1 +
(a2 − a1)(t́ − t1)

(t2 − t1)
(3)

3.4 Noise Removal

A Savitzky-Golay smoothing filter (also called digital smoothing polynomial fil-
ter or least-square smoothing filter) is used to remove noise from the data. We
preferred a S-G filter over the typical average moving filters because least-square
smoothing not only reduces noise but also maintains the shape and hight of wave-
form peaks. The basic idea behind S-G filter is to find a least-square fit with a
polynomial of high degree for each data point, over an odd sized window centred
around that data point.



Cross Pocket Gait Authentication Using Mobile Phone 735

4 Segmentation

We have already reported segmentation process in detailed in [6] and for the
sake of completeness we briefly describe it here as well.

4.1 Cycle Length Estimation

Our cycle length estimation as given in [6] begins by extracting a small subset of
samples around the centre of the walk called reference-segment and compute its
distance with the other sub-segments of the same size extracted from that walk.
From this distance vector we find the indices of the minimum distance values
and store them to a minimum index vector. Later we compute a difference vector
which contains the difference of every two adjacent elements of the minimum
index vector. Finally, the cycle length is computed by taking the mode of the
difference vector. In case if mode does not exist (which means every step has
different length which could happen if an individual is intentionally changing
the walking pace) we compute cycle length by averaging the values of difference
vector.

4.2 Cycle Detection

Cycle detection as explained in [6] begins by extracting a small segment (2 ×
estimatedCycleLength) around the center of the walk as it is the most stable
section of the walk and we find minimum value in this section of the walk. From
this minimum point cycles are detected in forward and backward direction by
adding and subtracting the cycle length. From our experiments we found that
all minimas in the walk do not occur at equal intervals therefore, we select a
small an offset (0.2 × estimatedCycleLength) area around the found end point
and find minima in that region. Once all minimas in both direction are found
they are called gait cycle starts, which are used to segment walk to gait cycles.

4.3 Omitting Unusual Cycles

Detected cycles are cleaned by removing outlier cycles. This is done by computing
the pairwise distance using Dynamic Time Warping (DTW). Cycles which have
a distance of at-least half of the other cycles are removed [4]. After removing
unusual cycles we are left with remained-cycles as shown in Fig. 3. If less than
three cycles are remained threshold is raised and process of deleting unusual
cycles starts again until three cycles are remained. These remained cycles are
further separated to reference gait cycle and probe cycles. A cycle which has
minimum distance to all other cycles is called reference cycle and the rest of the
cycles are called probe cycles.
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Fig. 3. Remained gait cycles after removing outliers.

5 Results and Discussion

Once reference and probe cycles are generated they are compared against each
other to compute the intra-class (genuine) and inter-class (impostor) distances
by using the DTW distance metric. Computed distances are passed to a majority
voting module to decide if a walk is a genuine or an impostor attempt. If 50 %
cycles of a walk have distances lower than the threshold value then the walk is
considered a genuine walk.

For this study, we have recorded gait data in two different sessions with an
average gap of 25 days between the sessions by placing cell phones inside both
(left and right) pocket which gives us four different combinations. Same-Session
Same-Pocket (SS-SP) results are achieved when reference and probe cycles are
from the same pocket (either left or right side pocket) and same session walks.
Same-Session Cross-Pocket (SS-CP) indicates that same session walks are used
for reference and probe cycles but reference and probe data is from different
pockets. If reference data is from left side pocket then probe data is from right
side pocket and vice versa. Cross-Session Same-Pocket (CS-SP) means reference
and probe data is from different sessions but belongs to the same pocket. For
Cross-Session Cross Pocket (CS-CP), reference and probe data is from different
sessions but if reference data is from left pocket then probe data of right pocket
is used. Table 1 shows the results of this study under global threshold settings
when the single best gait cycle from first walk of first session is used as reference
data and Table 2 shows results when thefour best cycles from four walks of
first session are used. As False Match Rate (FMR) and False Non Match Rate
(FNMR) are highly sensitive to the global threshold value, therefore we have run
various tests (such as selecting a range of thresholds and computing FMR and
FNMR at every threshold) to find a threshold value which gives good FMR and
FNMR for cross day performance. For this study we set a global threshold to 60
DTW distance units for all experiments. If we compare SS-SP and SS-CP results
we can see that FMR stays unaffected but on the same time FNMR significantly
increases which is also true for CS-SP and CS-CP comparisons.
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Table 1. Gait authentication results under same/cross sessions and pockets settings
when 1 gait cycle from first walk of first session is used as reference data, and global
threshold is set to 60 DTW distance units.

Reference data Subjects SS-SP SS-CP CS-SP CS-CP

FMR FNMR FMR FNMR FMR FNMR FMR FNMR

Left pocket 35 0,1064 0,0236 0,0936 0,4753 0,1031 0,3693 0,0985 0,6193

Right pocket 35 0,1168 0,0179 0,1071 0,4668 0,1169 0,3200 0,1041 0,5785

Table 2. Gait authentication results under same/cross sessions and pockets settings
when 4 best gait cycles from 4 walks of first session are used as reference data, and
global threshold is set to 60 DTW distance units.

Reference data Subjects SS-SP SS-CP CS-SP CS-CP

FMR FNMR FMR FNMR FMR FNMR FMR FNMR

Left pocket 35 0,0923 0,0000 0.0862 0.4697 0,0630 0,3561 0.0643 0.6969

Right pocket 35 0.1245 0.0076 0.1084 0.4773 0,0829 0,3106 0.0677 0.5833

Table 3. Gait authentication results under same/cross sessions results after combining
4 gait templates from left pocket and 4 gait templates from right pocket, and increasing
global threshold to 70 DTW distance units.

Reference data Subjects SS CS

FMR FNMR FMR FNMR

Left and right pocket 35 0.14252 0,04545 0.10464 0.3560

Apparently our legs movement looks similar but our results indicate that
both legs movement is different at least from an authentication point of view.
To further confirm on this we computed DTW distance between the best gait
cycles obtained from left and right leg same session recording, and we found that
DTW distance is high enough to mark it as an impostor, given the same global
threshold.

From Tables 1 and 2 we can see that increasing numbers of templates do
reduce FMR and FNMR for SP results however for CP scenario there is no
improvement at all. These results indicate we need to combine left and right
side gait templates to achieve better results and rethink global threshold not
only from cross day performance perspective but also from cross leg performance
point of view as shown in Table 3.

6 Conclusion and Future Outlook

We explore gait authentication using mobile phone based accelerometer sensor
under a realistic scenario. Previous work [6] has shown that it is possible to
authenticate individuals by placing cell phones inside the trousers front pocket
and in this paper we extend that work by posing a question if it is possible
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to authenticate an individual if we use gait template and test data from two
different front (left and right) pockets of the trousers. With our approach we
have achieved False Match Rate (FMR = 0.0862) and False Non Match Rate
(FNMR = 0.4697) under same session cross pocket scenario at a global threshold.
Under cross session cross pocket scenario a FMR is 0.0643 and FNMR is 0.6969.
By combining gait templates from left and right pocket cross session FNMR is
dropped to 0.3560. Our novel results indicate that under cross pocket scenario,
gait is not similar enough to identify an individual. Therefore, we can say that it
points out that combining both left and right side templates is necessary. In our
future work, we will test run our gait authentication prototype and explore some
other features that might help us to improve cross pocket gait authentication
performance.
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Abstract. Feature points detection and description play very impor-
tant role in many of computer vision applications. Specifically in robot
visual navigation systems (i.e. visual odometry or visual simultaneous
localization and mapping), which need reliable high speed processing
algorithms with low memory load. This paper presents a performance
evaluation of the two robust feature detection/description algorithms
(SIFT and SURF) with the effect of combining the FREAK descriptor.
The performance of these algorithms was compared for the changes in
noise, scale and rotation.

Keywords: Feature points · SIFT · SURF · FREAK · Detectors ·
Descriptors · Visual odometry

1 Introduction

Features detection, description and matching are considered as important parts
in the visual navigation systems, especially for aerial vehicles, such as visual
odometry [1,2] or visual simultaneous localization and mapping [3]. During the
last decade, a variety of feature detectors (SIFT [4], SURF [5], FAST [6], STAR
[7], BRISK [8]) and descriptors (SIFT [4], SURF [5], BRIEF [9], ORB [10],
FREAK [11]) are proposed and applied to visual navigation purposes. For real
time navigation applications, the performance and the robustness of detection/
description process are required; therefore many surveys and comparisons of
different feature point detectors and descriptors are presented. In [12], a survey
with a comparison of many detectors and descriptors was reported and as a
conclusion the SIFT and SURF have the same accuracy and robustness however
the SURF is more efficient. Another comparison of affine region detectors was
presented in [13], at which the authors concluded that the SIFT has the best
results, excluding SURF from the comparison. A comparison of FREAK and
SURF descriptors in the context of pedestrian detection was reported in [14],
c© Springer International Publishing Switzerland 2015
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at which the author concluded that SURF is more robust than FREAK for
pedestrian detection issued. In [15], an experimental study using indoor mobile
robot was reported and the authors concluded that the FAST-BRIEF pair is a
good choice when processing speed is a concern, however SIFT was excluded.

The motivation of this work is focusing on SIFT and SURF, due to that
both provide an invariant method. In other words, the ability to identify and
localize accurately the points, even under different image conditions, such as
scale, rotation, illumination or image noise. Additionally, they present results
with high level of robustness.

This paper presents a performance evaluation between robust and reli-
able algorithms of feature point detection/description (SIFT and SURF) using
datasets of several images under typical image transformations (noise, scale and
rotation). In addition to the effect of pairing FREAK descriptor with SIFT and
SURF detectors to be used for real-time visual navigation purposes in aerial
vehicles.

2 Methods

In computer vision, the term of feature detection refers to the process of iden-
tifying an image point (keypoint), which differs from its nearest neighbors in
term of texture, color or intensity. Whilst, feature description is the process of
extracting a local patch around the detected keypoint to be compared with other
features.

This section briefly introduces the three methods of feature detection/
description that are used in the performance evaluation study.

SIFT: Scale Invariant Feature Transform [4] was presented as an algorithm for
extracting the feature points from images. These features can be invariant in
orientation and scale. SIFT is based on four major steps of computation: Scale-
space extrema detection (which uses the Difference of Gaussian (DoG) to iden-
tify the Keypoints from a pyramid of scales), Keypoint localization, Orientation
assignment and Keypoint descriptor.

SURF: Speed-Up Robust Features [5] is an orientation and scale invariant
detector/descriptor inspired by SIFT detector/descriptor. This method takes
the advantage of the integral images to gain the speed in the processing. Unlike
SIFT, SURF method is based on two major steps: Keypoint detection (which
uses a Laplacian of Gaussian (LoG) on the images, then the determinants of the
Hessian matrix are used to identify the Keypoints) and Keypoint description.

FREAK: Fast Retina Keypoint [11] descriptor concept is adapted from the
biological human visual system (retina), at which the system computes a cascade
of binary strings by comparing the intensities of the given image by using a
circular retinal sampling grid.
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3 Experiments

3.1 Datasets

In the experiments, all detectors and descriptors have been evaluated for image
matching using datasets of 27500 high-resolution images. The images are cap-
tured by ARDrone 2.0 quadcopter [16] of size 1270× 720 in indoor and outdoor
environments under various illumination conditions. These datasets are divided
into three groups:

– 1st Group: 8000 images form outdoor flight with total distance of 61.1 m
– 2nd Group: 8500 images from outdoor flight with total distance of 63.7 m
– 3rd Group: 11000 images from indoor flight with total distance of 148.6 m.

3.2 Image Transformations

The performance and robustness of each method in this study is evaluated
against different image transformations.

Noise Invariance: to test noise invariance, three types of noises are applied on
the images: Gaussian white noise with σ2 = 0.1, Salt and Pepper with density
of 20% and Multiplicative white (Speckle) noise with zero mean and σ2 = 0.04.

Rotation Invariance: to test rotation invariance, the test images are rotated
at different angles (15◦ and 30◦) in anti-clockwise direction.

Scale Invariance: scale test images to 50% of the reference images size

3.3 Evaluation

Using the original images as reference, the performance of the detectors/ descrip-
tors is evaluated by the matching process. The keypoints are detected and the
descriptors of each keypoint are extracted in both images (reference and trans-
formed). Applying Brute-Force algorithm to each descriptor in the transformed
image, afterwards matching them with all features in the reference image using
a distance threshold. If the distance is less than or equal the threshold, the
correspondent feature is returned. Generally, the evaluation is focused on three
criteria; Repeatability: the percentage of the features detected on the scene
in both images, Accuracy: the localization of the detected features and Effi-
ciency: the detection/description should be a time-critical process

To study these criteria, the following points are considered:

– Speed per frame: absolute total time required to the feature detection/
description of a single frame

– Speed per feature: detection/description time for single feature

tf =
T

N
(1)

where T is the total time divided and N number of features.
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– Percentage of matched features: ratio of the successfully matched features
of the transformed image to the reference

– Average detection error: the average distance of the feature position in
the reference and transformed image. Large values indicate large number of
false positives and less accuracy in the detector

– Features count deviation: to estimate how slight exposure changes affect
feature detection

τ =
1
N

N∑
i=0

xoi − xti

xoi

(2)

where, xoi and xti are the number of features from reference and frame trans-
formed respectively.

On the other hand, the matched features by the four methods are used in
a homography-based visual odometry algorithm to estimate the drone position.
The four generated trajectories area compared to a predefined ground truth to
estimate the accuracy and processing time of each one.

4 Results

To evaluate the performance of the proposed methods, the features are extracted
from the reference images and then calculate the time of each method, see
Table 1. From the reference image, we found the SIFT detector/ descriptor
has the best number of feature points, but it is the slowest in processing time,
while SIFT-FREAK can extract large number of feature points as SIFT with
significant less computational time, approx. 50 % of SIFT. A comparison of the
number of feature points and computational time from the transformed image
to the reference image of the second dataset, see (Figs. 1 and 2) respectively.

For the noise/rotation invariance property, Tables 2 and 3 show that both
SIFT and SURF have a significant drop in the number of matched features. SIFT
has accuracy less than 66% in rotation and 60% in noise for SIFT, where SURF
has accuracy less than 38% and 14% in the rotation and noise effect respectively.
Moreover, by studying the effect of FREAK descriptor with SIFT and SURF,
the number of matched features extracted by SIFT-FREAK is almost equal as
extracted from reference images with accuracy more than 91% in both noise and
rotation. While combining FREAK with SURF reduces the accuracy to less than
11% because of the detection of a large number of false positives see (Fig. 3).

Table 1. Reference images

SIFT SURF SIFT-FREAK SURF-FREAK
G1 1877 1047 1695 885

Number of features G2 6743 5840 6269 433
G3 1359 1000 1200 635
G1 738.4 184.4 392.2 126.8

Time (ms) G2 3262.1 853.8 1083.9 432.4
G3 606.6 192.0 440.8 121.6
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(a) (b)

(c) (d)

Fig. 1. Number detected feature points from the 2nd dataset; a: Reference images, b:
Gaussian Noise images, c: 30o Rotated images, d: Scaled images

(a) (b)

(c) (d)

Fig. 2. Processing Time (ms) from the 2nd dataset; a: Reference images, b: Gaussian
Noise images, c: 30o Rotated images, d: Scaled images

Whereas, by comparing the methods in term of time, the SIFT is the slowest
in processing time, while SURF-FREAK has the minimum processing time see
Tables 2 and 3. However (Fig. 4) shows that the SIFT-FREAK combination has
invariance computation time per feature approx. 0.23 ms. For scale invariance
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Table 2. Noise effect

SIFT SURF SIFT-FREAK SURF-FREAK
Gaus. 251 519 1631 868

G1 S&P 481 1000 1043 884
S 247 463 1358 627

Gaus. 577 1433 6563 1067
Number of featuers G2 S&P 119 2919 6371 4731

S 568 1272 6832 4820
Gaus. 253 551 1276 627

G3 S&P 103 300 1327 573
S 243 447 1142 515

Gaus. 757.5 790.8 319.7 118.4
G1 S&P 1048.9 278.4 345.5 175.2

S 766.9 180.5 319.0 121.2
Gaus. 2908.7 846.6 1067 395.2

Time (ms) G2 S&P 3626.4 1186.7 1127.8 580.4
S 2744.8 880.7 1029.7 421.1

Gaus. 599.3 168.1 280.8 125.3
G3 S&P 614.5 180.4 282.5 112.7

S 604.9 171.0 275.9 105.1

Table 3. Rotation effect

SIFT SURF SIFT-FREAK SURF-FREAK
G1 15o 735 833 1682 1337

30o 796 754 1679 1282
G2 15o 1890 3293 6267 6793

Number of features 30o 1933 3372 6017 5973

G3 15o 579 645 1128 1041
30o 619 578 1141 1046

G1 15o 757.5 790.8 319.7 118.4
30o 1048.9 278.4 345.5 175.2

G2 15o 2908.7 846.6 1067 359.2
Time (ms) 30o 3626.3 1186.7 1127.8 580.4

15o 599.3 168.1 280.8 125.3
G3 30o 614.5 180.4 282.5 112.7

Fig. 3. Accuracy of feature point extraction
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Table 4. Scale effect

SIFT SURF SIFT-FREAK SURF-FREAK
G1 164 131 484 171

Number of features G2 1854 375 1662 1033
G3 165 139 418 133
G1 447.7 107.5 199.9 83.9

Time (ms) G2 324.9 455.4 147.1 232.7
G3 391.9 95.0 177.7 73.7

Fig. 4. Time per feature of proposed methods according to image change

Fig. 5. Deviation of each method against image changes

property, Table 4 and (Fig. 3) show that the four methods have very low accuracy
in matching, however SIFT-FREAK combination has the best results.

Finally, (Fig. 5) shows the deviation of each method, at which the SIFT-
FREAK has a deviation ratio of 0.0 that means the invariance against image
transformation (Noise, Rotation and Scale), while SURF-FREAK is very sensi-
tive of any small change in the image.
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Fig. 6. Trajectory estimation of outdoor flight (2nd dataset)

Moreover, each detector/descriptor is tested on the frames gathered from
each dataset using a hompgraphy-based navigation algorithm and compared to
the ground truth. The drone trajectory of an outdoor flight (2nd dataset) is
presented in (Fig. 6), where it shows that the results of SIFT-FREAK are more
accurate compared to the ground truth and the DGPS, where high error rates
are generated by the SURF-FREAK.

5 Conclusion

This study was conducted to evaluate the performance of a reliable detec-
tion/description algorithms (SIFT and SURF) and the effect of combining with
FREAK descriptor for visual navigation system of unmanned aerial vehicles. The
experiments conclude that the SIFT-FREAK combination is the best choice for
real-time navigation systems in term of time and accuracy.
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C.H. Rodŕıguez-Garavito1,2(B), J. Carmona-Fernández1, A. de la Escalera1,
and J.M. Armingol1

1 Intelligent Systems Laboratory, Universidad Carlos III de Madrid, Madrid, Spain
cesarhernan.rodriguez@alumnos.uc3m.es, jucarmon@ing.ucm3.es,

{escalera,armingol}@ing.ucm3.es
2 Automation Engineering Department, Universidad de La Salle, Bogotá, Colombia
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Abstract. This paper presents a robust road perception algorithm
aimed to detect multiple lanes with temporal integration, one of the
most important tasks in Advanced Driver Assistance Systems (ADAS).
A new vision-based system is proposed, consisting on three parts: a line
marker detection algorithm, a road line classification and a lane tracking
integration. The goal is to detect the position, type and number of road
lanes. The developed approach is characterized by the use of the bird’s
eye view, road marks filtering based on gradient space algorithms, robust
features descriptor for line classification, and road tracking based on time
of life for each detected lane. The road detection is done according to
the Spanish standard IC 8.2. The system was tested on the test platform
IvvI 2.0.

Keywords: Road line detection · Bird eye view

1 Introduction

Since development of computer science and artificial intelligence, one of the most
expected steps to the future has been the autonomous driving. Some of these
researches in this field are the Advanced Driver Assistance Systems, ADAS.
Among sensors used in ADAS, ones based on computer vision are most spread
given their low cost and due to the fact that all vehicle infrastructure is built
according to human visual perception. The first proposals systems were designed
in 1990s, [1,3], for favourable lighting conditions and simple context scenes such
as highways. They showed similar architecture based on road marks extraction,
normally in Inverse Perspective Mapping or Bird View Perspective, [7], later
a lane detection module is used, which depends on the lane model selected:
linear, parabolic, clothoid, spline or 3D. and tracking lane, [4]. An example of
linear model tracking of road is found in [5], where lanes are detected by Statistic
Hought transform, SHT as usually, and a particle filter algorithm is implemented
for tracking process. Nowadays the researches in this field are focus on includ-
ing concepts such as learning, adaptation and self-tuning algorithms to deal with
challenging conditions in a wide range of traffic scenarios. This paper presents the
c© Springer International Publishing Switzerland 2015
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 748–755, 2015.
DOI: 10.1007/978-3-319-27340-2 92
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Road Lane Classification module of the IvvI 2.0 project (Intelligent Vehicle based
on Visual Information) inside of the Intelligent System Lab at Carlos III Univer-
sity. [6]. Its goal is to automatically detect the position, type, and number of road
lanes with a stereo on-board camera. The article is divided into the following
sections: Sect. 2 give the change perspective grounding to IMP implementation,
Sect. 3 explains how lane and boundary lines are segmented. Section 4 focuses
on the algorithms for line description and classification. Section 5 describes the
temporal consistency algorithm, and Sect. 6 presents some conclusions for the
work.

2 Change Perspective to Bird View

The process begins with the generation of a set of 3D points called point cloud,
PC, relatively positioned to a reference system on the camera {C}. The 3D
representation is built using a stereo image pair to create a disparity map, then
the pixel disparity along the whole image could be associated to a 3D coordinate
by triangulation, see Fig. 1, left frame.

2.1 Automatic Extrinsic Extraction from Road Plane

Afterwards, using the MSAC [9] algorithm for plane spatial estimation. The
parametric plane, π(X) : −→n · −→p = h, is obtained as the most populated in the
point cloud scene, this plane is coincident with the road plane, where −→n is a
normal vector to the plane, −→p is a generic point which belongs to the plane
and h is the perpendicular distance from the plane to the camera. Extrinsic
camera parameters, pitch (α), roll (σ) and height (h), are extracted from plane
representation using the algorithm reported in [8], as shown in Fig. 1, right frame.

Fig. 1. Left frame: Point Cloud of scene, Right frame: Plane definition.
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2.2 Homographic Transform

Now, images could be projected to a more useful perspective, called “Top view”
or “Bird view”, where the lines that define a standard road lane on the highway
look parallel. This perpective change is made through an homography transfor-
mation.

scP = cPs = cHbv
bvP (1)

where, bvP is the pixel’s position in bird view perspective image and cPs is the
scaled pixel’s position in original camera perspective image. The homography
matrix has three component.

cHbv = KcTm
mTbvK

−1 (2)

where, K and K−1 are the intrinsic matrix and its inverse, cTm is a homogeneous
transformation matrix from 3D world to camera pose and mTbv is a homogeneous
transformation matrix from bird view camera pose to world reference system.

cTm =

⎡
⎣Rotx

(π

2
− α

)
Roty′ (−σ) |

⎡
⎣ 0

0
h

⎤
⎦

⎤
⎦ ,m Tbv =

⎡
⎣Rotx (π) |

⎡
⎣xbv

ybv
zbv

⎤
⎦

⎤
⎦ (3)

The bird view camera pose’s position [xbv, ybv, zbv] allows to change the region
of interest where the image in top view is projected in, see Fig. 2.

Fig. 2. Homography transformation from road image into bird view, right frame:
ROIbv (xbv, ybv, zbv).

3 Road Segmentation

Subsequent steps are performed on image in top view. The process continues
with road markings detection in accordance with standard IC 8.2 [2]. In order
to avoid distortion induced by wrong transformed points, which do not belong to
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the road plane, a free space mask is defined, restricting pixels whose 3D position
lies within a distance threshold from the road plane.

3.1 Road Markings Mask

The road lines and lanes will be detected over a road marks mask. This mask is
the result of applying a filter base on gradient space. Set of points, pk (i, j) , k =
0, 1, . . . , n whose head and end point gradient match the template approach given
in (4), are identified as candidates for belonging to road lines, as shown in Fig. 3.

|‖∇p0‖ − ‖∇pn‖| < εm, |∠∇p0 + ∠∇pn| < εa, |‖p0 − pn‖ − wrm| < εw (4)

where the parameter road mark width, wrm, is set according to the virtual
camera height, zbv, previously used in perspective change. εm, εa and εw, are
chosen small enough because process noise.

Fig. 3. Left frame: gradient template approach. Right frame: road line mask in bird
view perspective, RM .

3.2 Road Lines and Lanes Detection

Once the region of interest, where road marks are, has been defined, line detection
based on Hough transformation is performed.

3.3 Identification of Lanes on the Road in Adjacent Fashion

The set of lines extracted does not provide information of the road until it is
properly interpreted. To do so, an histogram of line angles is created, where the
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highest rate identifies the predominant direction of the lanes on the road (φR).
In order to build a road structure, all pairs of lines, l (hereinafter lane), are
constrained to be parallel, have an orientation equal to φR and have a normal
distance in the range of tolerance, wl. The set of fitting lanes is then stored
according to an adjacency and no redundancy rule. See Fig. 4.

Fig. 4. Lines detected with Hough transform and non-consecutive lanes segmented.

4 Line Classification

Line classification is one of the most important task in road understanding. This
information allows driver assistant system detect and warn in case of dangerous
manoeuvres. Further, processes such as tracking of road lanes or visual odometry
could be simplified with this knowledge.

For this application, the input classifier is a binary line profile, Pi, that is
extracted from the set of n lines detected previously.

Pi (t) = RM (li (t)) (5)

li (t) = (lenght (linei) − t) P0i + tP1i (6)

where i = 1, 2, . . . ,# detected lines, and t ∈ R , t = 1, 2, . . . , lenght(linei), P0i
and P1i are the head and end points of line ith.

4.1 Descriptor

The descriptor chosen in this case is based on a mix of features in both spatial
and frequency domain. The two first features are the mean value, Pi, of the
ith line profile, and its length measured in meters, ‖Pi‖. The other features
correspond to the frequencies of the three first power peaks, in descendent order
Peaksj (F (Pi)), j = 1, 2, 3. See Fig. 5.
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Fig. 5. Space and frequency descriptor line.

4.2 Classifier

The decision rules are obtained by analysing a collection of eight thousand of
sample lines, manually labelled as Solid, dashed, merge and unknown lines, along
with their corresponding space and frequency spectrum.

ω1 :
∑3

j=1Peaksj(F (Pi)) − 0.5 < 0.05
ω2 : Pi > 0.4 ∧ Pi < 0.8
ω3 : ‖Pi‖ > 3‖dls‖
ω4 : Pi > 0.52
ω5 : ‖Pi‖ > ‖dls‖
ω6 : Pi > 0.2 ∧ Pi < 0.52
ω7 : ‖Pi‖ > 2‖dls‖ ∧ ‖Pi‖ < 3.3‖dls‖

C1 : ω1 ∧ ω2 ∧ ω3 ⇒ then merge line
C2 : ¬C1 ∧ ω4 ⇒ then solid line
C3 : ¬C2 ∧ (ω5 ∧ ω6) ∨ (ω7 ∧ ¬ω5) ⇒ then dashed line

Where
∑

mean OR logic operator, and dls is the lenght of dashed line
segment.

5 Temporal Consistency

Finally, a temporary lane filtering is done based on updating two lane road
structures: Roadmem, Roadnew. The current structure road detection, Roadnow,
allows the lanes to be added or deleted according to the detections history, thus,
the algorithm increase its reliability against occlusions and spurious noise gener-
ated by other vehicle’s movement on the field of view and deformation induced
by objects that do not belong to the road plane, upon which the algorithm is
based.
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Algorithm 5.1. Temporal consistency(Roadnow, Roadmem, Roadnew)

Roadnow ← Capture()
if Is empty (Roadmem)
then

{
Roadmem ← Roadnow

else

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

for each i ∈ Roadmem

do

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

for each j ∈ Roadnow

do

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

if Roadmem (i) � Roadnow (j)

then

⎧⎪⎪⎨
⎪⎪⎩

Roadmem (i) ← Roadnow (j)
Inc (Roadmem(i).LifeT ime)
Set true (Roadmem(i).change)
Inc (cnt match mem(j))

if Is true(Roadmem (i) .change)

then
{

Set false(Roadmem (i) .change)
Inc (Roadmem (i) .LifeT ime)

else Predict (Roadmem (i))
Dec(Roadmem(i).LifeT ime)

if Is zero (First (Roadmem) .LifeT ime)
then Remove (First (Roadmem) .LifeT ime)

if Is zero (Last (Roadmem) .LifeT ime)
then Remove (Last (Roadmem) .LifeT ime)

for each i ∈ Roadnow

do

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

for each j ∈ Roadnew

do

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

if
{

Roadnow (i) � Roadnew (j) ∧
Is zero (cnt match mem(i))

then

⎧⎪⎪⎨
⎪⎪⎩

Set true(Roadnow(i).change)
Roadnew(j) ← Roadnow(i)
Inc(Roadnew(j).LifeT ime)
Inc (cnt match new(i))

if
{

Is zero (cnt match new(i)) ∧
Is zero (cnt match mem(i))

then
{

Set true(Roadnow(i).change)
Insert(Roadnew, Road now(i))

Empty(cnt match new)
Empty(cnt match mem)
for each i ∈ Roadnew

do

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

if Is true(Roadnew(i).change)
then Set false(Roadnew(i).change)
else Dec(Roadnew(i).LifeT ime)

if

⎧⎨
⎩

Is max(Roadnew(i).LifeT ime)∧
(Is join(Roadnew(i), F irst(Roadmem))∨
Is join(Roadnew(i), Last(Roadmem)))

then
{

Flood(Roadnew(i).LifeT ime)
Insert(Roadmem, Roadnew(i))

else Remove(Roadnew(i))
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Rodŕıguez, C., Al-Kaff, A., De La Escalera, A., et al.: Ivvi 2.0: an intelligent vehicle
based on computational perception. Expert Syst. Appl. 41(17), 7927–7944 (2014)

7. Muad, A.M., Hussain, A., Samad, S.A., Mustaffa, M.M., Majlis, B.Y.: Implementa-
tion of inverse perspective mapping algorithm for the development of an automatic
lane tracking system. In: 2004 IEEE Region 10 Conference TENCON 2004, pp.
207–210. IEEE (2004)
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Abstract. In this paper, performance of fuzzy c-means clustering method in
specifying flow patterns, which are reconstructed by a macroscopic flow model,
is sought using microwave radar data on fundamental variables of traffic flow.
Traffic flow is simulated by the cell transmission model adopting a two-phase
triangular fundamental diagram. Flow dynamics specific to the selected freeway
test stretch are used to determine prevailing traffic conditions. The performance
of fuzzy c-means clustering is evaluated in two cases, with two assumptions.
The procedure fuzzy clustering method follows is systematically dynamic that
enables the clustering, and hence partitions, over the fundamental diagram
specific to selected temporal resolution. It is seen that clustering simulation with
dynamic pattern boundary assumption performs better for almost all the steps of
data expansion when considered to simulation with the corresponding static
case.

Keywords: Vehicular traffic flow � Flow pattern � Clustering � Fuzzy C-Means

1 Introduction

In this paper, performance of fuzzy c-means (FCM) clustering method in specifying
flow patterns, which are reconstructed by a macroscopic flow model, is sought using
microwave radar data on fundamental variables of traffic flow.

The literature on the effort to quantify flow conditions, as either a service level or
by a macroscopic fundamental diagram, and input to local and/or global traffic
network-wide management implementations (see for example [1–4]) has been our
motivation to classify dynamically the flow patterns in the form of a fundamental
diagram scatter and to signify the consequent temporal changes on flow in order to
capture flow pattern variations, especially in cases of non-recurrent effects on traffic.

Pattern, or alternatively state, specification is generally described as to estimate flow
variables along a road stretch with an adequate spatial resolution at each time instant
based on a limited amount of available measurements, for example by detectors, where
pattern variables are the flows, space-mean speeds and densities [5]. Volume or flow as a
single variable is insufficient to exactly specify any pattern since a certain value of
volume or flow corresponds to two distinct density and speed pairs in two completely
different flow conditions, i.e., congested and un-congested, when the existence of a linear
dependency between speed and flow is assumed. In the present study, we have utilized
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the variables of traffic flow in order to obtain the fundamental diagrams and considered
density as the pattern indicator. These variables are reconstructed as the resultants from a
macroscopic traffic simulation that adopts the cell transmission theory [6] for flow
modeling. Though the ultimate aim in our research is to capture the time to time con-
siderable changes on flow states within an overall frame composed of flow modeling,
pattern classifying and pattern variation analysis as in [7, 8], the present study concen-
trates on the classification performance of fuzzy c-means clustering method applied
directly to simulated data.

In the following, the traffic pattern classification problem and the relevant literature
are summarized. The fuzzy c-means method employed to obtain clustering is explained
in the third section. The fourth section presents results of the analyses conducted and
consequent discussions. The final section concludes the paper with possible future
research directions.

2 Relevant Literature

The terms classification and clustering are used disconcertedly in the relevant literature.
By definition, clustering analysis is the organization of a collection of patterns, usually
represented as a vector of measurements, or a point in a multidimensional space, into
clusters based on similarity [9]. Clustering has been employed within a wide range of
analysis including pattern analysis, grouping, decision-making, data mining, image
segmentation, and pattern classification. In case there is little prior information avail-
able on data and there has to be made a number of assumptions about the data, a
clustering method is appropriate in part for the exploration of relationships among the
data points to figure out their structure. A typical pattern clustering involves: i- pattern
representation (optionally including feature extraction and/or selection); ii- definition of
a pattern proximity measure appropriate to the data domain; and iii- clustering or
grouping [10].

Since a careful investigation of the available features and any available transfor-
mations can yield significantly improved clustering results, we’ve analyzed flow pat-
terns by coupling variables of traffic as in the representation of the fundamental
diagrams of traffic flow in a number of our previous works [7, 8, 11]. Previously, we’ve
proposed a dynamic flow pattern classification procedure [7] for the traffic simulated by
the original cell transmission model (CTM) adopting a two-phase fundamental diagram
that is further extended to analyze in details the wave propagation employing a discrete
approximation to the CTM for making use of the multiple mode of flow conditions and
transitions within them [8]. We’ve further employed a non-hierarchical multivariate
clustering method to classify traffic flow patterns simulated in [7]. Considering both the
dynamic approach proposed [7, 8] and the multivariate clustering [11] that is dynamic
due to its structure, we’ve comparatively evaluated the relative performance of these
methods by re-simulating the overall modeling and classification process with trans-
ferring the level of service measures in [12].
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3 Flow Pattern Specification Process

The flow pattern classification procedure is adopted by simplifying the approach in [7].
The overall procedure involves two sub-processes succeeding the pre-process of noisy
traffic flow measurements. The flow modeling follows the noise removal and incor-
porates a discrete approximation to a simple continuum model of macroscopic
approach that adopts a two-phase triangular fundamental diagram under stationary and
spatially homogeneous equilibrium conditions.

Since the ultimate aim of the present study is to evaluate the classification per-
formance of fuzzy clustering method on flow patterns in a dynamic fashion, the
time-dependent densities of freeway test stretch are matched on the partitioned fun-
damental diagram. Filtered and simulated flow data is clustered alternating the temporal
resolution through 2 min to 24 h. In order to comparatively evaluate the performance of
fuzzy clustering approach, an example by re-simulating the overall process with
transferring the level of service measures [12] is provided.

3.1 Traffic Flow Simulation Process

For modeling, we follow the fluid dynamics approach to theory of continuous vehicular
traffic flow, defined upon the variables of flow-rate, q, density, ρ, and speed, u, and
referred to as the LWR theory [13, 14]. This theory assumes that flow is strictly a
function of density, q = Q(ρ), and consequently speed is strictly a function of density,
u = U(ρ). The LWR model can be described by a single partial differential equation in
conservation form as given by Eq. 1 or alternatively as given by Eq. 2,

@q
@t

þ @ q � Uqð Þ
@x

¼ 0 ð1Þ

@q
@t

þ C qð Þ � @q
@x

� �
¼ 0 ð2Þ

where; C(ρ) = (∂Q(ρ))/∂ρ. The LWR theory expresses that slight fluctuations in flow
are propagated upstream along kinematic waves, where the speed is given by c = C(ρ),
such as the slope of flow-density curve. Given the appropriate boundary conditions,
solution to this model can be obtained by determining the function ρ(x, t), where x and
t represent space and time respectively. Different variations of the macroscopic model
given by Eq. 2 can be characterized by the speed-density relationship u = U(ρ) and,
consequently, by the adopted fundamental diagram.

In order to obtain a convergent approximation to the continuous LWR model, we
utilize the discrete cell transmission approach of Daganzo [11] that adopts a two-phase
simplified fundamental diagram, in which uff is the free-flow speed, ucong is the
backward wave propagation speed in congestion, ρjam is the jamming density, ρopt is
the optimum density and qmax is the capacity. The CTM divides the freeway into
sections called ‘cells’ where traffic flow entering a cell bounded by points s and s + 1, is
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considered to be constant between two successive times t and t + Δt and is determined
by Eq. 3 [11].

qs; sþ 1 tð Þ ¼ min us�1; s
ff � qs�1; s tð Þ

� �
; us; sþ 1

cong � qs; sþ 1
jam � qs; sþ 1 tð Þ

� �� �
; qs; sþ 1

max

� �n o

ð3Þ

Here; qs; sþ 1 tð Þ is the average density of cell s, s + 1 between times t and t + Δt,
qs; sþ 1
jam is the jamming density of cell s, s + 1, us�1; s

ff is the free flow speed in cell s − 1,

s, us; sþ 1
cong is the congestion wave speed in cell s, s + 1, and qs; sþ 1

max is the capacity of cell
s, s + 1. Considering the prevailing phase speeds and densities, Eq. 3 determines the
flow on each section for each time interval Δt.

The flow modeling component uses the procedure explained above for the real-time
simulation of actual traffic dynamics and the consequent reconstruction of section
performances. The real-time reconstruction of flow variables are sequentially used to
update and partition the fundamental diagrams of speed-flow and flow-density at each
computation time interval, as explained in the following.

3.2 Flow Pattern Classification by Fuzzy C-Means Clustering

The dynamic classification approach in [7] is analogous to the level of service concept
with a pre-defined pattern class number but differing in terms of bounding density
measures all of which change temporally throughout the simulation. In order to obtain a
consistent comparative evaluation with the static case, transferring level of service
boundaries in [12], we set the user-defined class number to six, as presented in the
comparative evaluations in [7, 8]. In each time step, dynamic segmentation on the
fundamental diagram is updated by the fuzzy clustering considering the critical values
of flow and density and partitioning the current density range into classes upon
user-defined rules.

3.2.1 Fuzzy C-Means Clustering Method
A large family of fuzzy clustering algorithms is based on minimization of the fuzzy
c-means functional that is formulated as given by Eq. (4) [13–15]:

J Z;U;Vð Þ ¼
Xc

i¼1

XN
k¼1

likð Þm k zk � vi k2A ð4Þ

where;

U ¼ lik½ � 2 Mfc ð5Þ

is a fuzzy partition matrix of Z,
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V ¼ v1; v2; . . .; vc½ �; vi 2 R
n ð6Þ

is a vector of cluster prototypes, which have to be determined,

D2
ikA ¼k zk � vi k2A ¼ zk � við ÞTA zk � við Þ ð7Þ

is a squared inner-product distance norm, and

m 2 ½1;1Þ ð8Þ

is a parameter which determines the fuzziness of the resulting clusters.

3.2.2 Fuzzy C-Means Algorithm
The basic version of fuzzy c-means clustering can be arranged in four steps following
[15]. Given the data set Z, choose the number of clusters 1 < c < N, the weighting
exponent m > 1, the termination tolerance ε > 0 and the norm-inducing matrix A.
Initialize the partition matrix randomly, such that Uð0Þ 2 Mfc.

(1) Compute the cluster prototypes (means):

vðlÞi ¼
PN

k¼1ðlðl�1Þ
ik ÞmzkPN

k¼1ðlðl�1Þ
ik Þm

; 1� i� c: ð9Þ

(2) Compute the distances:

D2
ikA ¼ zk � v lð Þ

i

� �T
A zk � v lð Þ

i

� �
;

1� i� c; 1� k�N:
ð10Þ

(3) Update the partition matrix:

For 1� k�N;

if DikA [ 0 for all i ¼ 1; 2; . . .; c

lðlÞik ¼ 1Pc
j¼1ðDikA=DjkAÞ2=ðm�1Þ

ð11Þ

Otherwise;

lðlÞik ¼ 0 if DikA [ 0; and lðlÞik 2 0; 1½ �with
Xc

i¼1

l lð Þ
ik ¼ 1 ð12Þ

(4) Repeat until
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k UðlÞ � Uðl�1Þ k \e ð13Þ

The parameters, i.e., the number of clusters, “c”, the ‘fuzziness’ exponent, “m”, the
termination tolerance “ε”, and the norm-inducing matrix “A”, the fuzzy partition matrix
“U” have to be initialized prior to employing the FCM algorithm [15]. The FCM
algorithm stops iterating when the norm of the difference between U in two successive
iterations is smaller than the termination parameter ε and the shape of a cluster is
determined by the choice of the matrix A in the distance measure, given by Eq. (7) [15].
A common choice is A = I, that is the standard Euclidean norms given by Eq. (14) [15];

D2
ikA ¼ ðzk � viÞTðzk � viÞ ð14Þ

4 Numerical Implementations Using Fuzzy C-Means
Clustering

In order to obtain a consistent comparative evaluation with the static case, the
user-defined class number is set to six. Fuzziness parameter, termination tolerance and
norm- induce matrix are relatively selected as 2, 0.00001 and A = I considering [16].

In order to comparatively evaluate the clustering performances of fuzzy method on
lane-based densities relative to deterministic clustering, a number of statistical criteria,
including the root mean squared error (RMSE), the mean square error (MSE), the mean
absolute error (MAE), and the mean absolute percentage error (MAPE), [17] is cal-
culated using the fuzzy centroid displacement information with the corresponding static
centroid figures.

The performances of fuzzy c- means clustering are evaluated in two cases, with two
assumptions. First is the case that static centroids for deterministic HCM method is
assumed, and referred to SHCM, where: i- Each level of service is accepted as a cluster;
ii- Centroids are calculated by subtracting the boundary values of the LOS; and iii- the
result is divided into two [18]. Second case assumes dynamic centroids for deter-
ministic HCM method and, is referred to DHCM, where: i- Each level of service is
accepted as a cluster; ii- Mean for each level of service is calculated; and iii- the
previous step is repeated for each loading [18]. In the light of the information given on
computing centroids for level of service, the boundaries are defined in Highway
Capacity Manual – 2010 [12].

The RMSE measure is provided figure out the difference between values obtained
by the FCM and the values actually resulted from the clustering that is being modelled.
Figure 1 shows the variation of RMSE measure for fuzzy c-means clustering with the
corresponding DHMC and SHMC respectively.

Figure 2 shows the variations of MAE and MSE measures for fuzzy c-means
clustering with the corresponding DHMC and SHMC respectively.

Figure 3 shows the variation of MAPE measure for fuzzy c-means clustering with
the corresponding DHMC and SHMC respectively.
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5 Conclusions

The aim of the current study has been to employ and comparatively evaluate the
performance of fuzzy c-means clustering in helping to capture flow state variations over
the fundamental diagram of traffic flow. On this purpose the dynamic classification

Fig. 1. Variations of RMSE on Fuzzy C- Means clustering

Fig. 2. Variations of MAE on Fuzzy C- Means clustering

Fig. 3. Variations of MAPE on Fuzzy C- Means clustering
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performance of fuzzy clustering method is investigated using outputs of a traffic sim-
ulation model run with the point measurement data over a freeway segment.

Fuzzy c-means clustering which is dynamic due to its processing nature, is sepa-
rately applied to cluster flow conditions that are simulated by a macroscopic traffic flow
model. The comparative evaluation is presented considering the static level of service
classification approach in Highway Capacity Manual.

It is straight to conclude from the comparative evaluations provided that the FCM
clustering when compared to DHCM performs better than when compared to SHCM
throughout the simulation where each clustering simulation step stands as a step of data
set’s expansion. Investigating the classification performance of FCM on traffic flow
patterns reproduced by an elaborated CTM extension, as in [8], and in comparison to
existing multivariate clustering techniques are the possible future research directions
that the present preliminary study motivates.

Acknowledgments. The authors would like to thank Onur Deniz for contributions in coding.
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1 Introduction

Mobility is a crucial element for this century’s societies. We are at a crossroad
where the two most important and challenging goals are:

– Safety
– Sustainability:

According to the European Commission, in 2011, more than 30000 people
died on the roads. Even worse, “For every death on Europe’s roads there are
an estimated 4 permanently disabling injuries such as damage to the brain or
spinal cord, 8 serious injuries and 50 minor injuries”.

These are terrible numbers that we must fight as researchers.
Regarding Sustainability, we must rush to drastically cut down the environ-

mental impact of mobility, probably through brave investments in Clean Ener-
gies. This may be also linked to a progressive but firm global move towards
transportation electrification.

The United Nations includes “Ensure environmental sustainability” in the
Eight Goals for 2015, within the Millenium Development Goals ([1]). Back in
1992 the European Commission in its “Green Paper on the impact of trans-
port on the environment - A Community strategy for sustainable mobility” ([2])
recommends:

“Traffic management schemes in areas most vulnerable congestion and
the introduction of advanced telematics to improve efficiency of transport
operations”

In a tight relationship to these two goals, in the last 20 years many research
groups all around the world have carried out extensive research on platoon
driving or Platooning. To many, that will be an essential part of future driving,
where automated driving will play a central role.

In a few words, automated vehicles will hooked in raws to circulate at high
speeds through highways. Their occupants will delegate the driving tasks to a
fully automated system that will use Vehicle to Vehicle (V2V) and Vehicle to
Infrastructure (V2I) systems to keep a small distance between cars and a high
speed in a very efficient way.

This approach to high-speed driving will bring lots of benefits. The energy
consumption and the consequent environmental impact will be lower, mainly
c© Springer International Publishing Switzerland 2015
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because of a highly efficient management of the platoon speed and the reduction
of air drag that circulating close behind another vehicle yields.

Human factors will not play any role regarding safety because human will
not need to operate any controls during the platooning stage.

Finally, while circulating in a so tight platoon, with a very reduced distance
between cars, a huge saving of space is obtained. In other words, it will mean
a much more efficient use of the current highways, probably alleviating traffic
jams and congestion. Plus, the resulting contention on construction pace of new
traffic infrastructures will be also beneficial.

The general philosophy of such systems can be summarized as follows: The
leader car, the first car in the platoon, will be driven by a professional driver, at
least until this task can be done automatically. Each vehicle will be equipped with
sensors and intelligence to measure the distance with its predecessor, speed, and
heading. There will be safe procedures for vehicles to join or leave the platoon.
The platoon leader will manage speed, and it will be able to take decisions that
will affect to the rest of vehicles.

To ensure a very small vehicle to vehicle gap it is necessary a good communi-
cation between the vehicles in the platoon. So the information flow efficiency is of
utmost importance, sharing data as position, speed, acceleration, and heading.
We can read about the importance of this variables at [3,4].

Another important factor that must be taken into account is the braking,
acceleration and stirring control systems. They must be extremely fast, precise
and safe. They must be specially regarding collision avoidance intelligence. We
can read a good research about it at ([5]). Any failure in this sense may be
disastrous. between vehicles of the platoon, or with other external vehicles trying
to control the formation like a set.

Thus, extremely sophisticated algorithms, that take into account a wide range
of scenarios, number of lanes, weather, intersections, etc., has to be employed
(We can read more about this sophisticated methods in [6]).

In the rest of this paper we will discuss the intelligence of such algorithms,
classifying a number of works regarding how research groups deal with Inter-
sections, Communications, Platooning Control and Safety, to end with some
comments on Future Directions of this research area.

This paper has been divided in these four sections because they are four
basic areas in platoon driving researches, where the improvement of one of them
makes better to the others. A fluid Communication is fundamental to keep a
good formation, sharing information while the section Platooning Control try to
keep the formation and apply math algorithms to face up to Special Situations
like overtaking or intersections where the platoon has to take a crucial decision
in a few time, putting the formation at risk. Finally, in these situations must
exist Safety Systems that should act whether things don’t occur how they had
been planned.



Platoon Driving Intelligence. A Survey 767

2 Intersections

Intersections are one of the most complex driving scenarios for autonomous
vehicles. Nowadays, many of the black points in our streets are our intersec-
tions. When a platoon of autonomous vehicles follow a leader approaches the
intersection, the convoy has to take a decision quickly to cross the intersection
safely. Some of these decisions could be to stop at the intersection, to cross the
intersection keeping the convoy or to split the convoy to avoid a collision (Fig. 1).

Fig. 1. Intersection

There are two kinds of intersections; Signalized and unsignalized intersec-
tions.

A signalized intersection is controlled by traffic lights. Whereas the second
type does not include signalizing lights and is called unsignalized Intersection.

At unsignalized intersection, the safety demands a system which alert to
convoy about, positions, speed, accelerations of other vehicles or convoys that
come to the same place, to take a good decision in real time. It is possible to
find information about communications in real time at [7]. On the other hand
if a convoy try to cross a signalized intersection, the convoy should have some
information to know if it can pass in time, stop, or split the convoy in two sets.

Today, there are some solutions to these problems. One of them is to imple-
ment a system at the intersection which gives information to the convoy leader.
Reducing queues at intersections are being researched through math algorithms
(we can find some of them at [6]) that help platoon crossing these intersections
reducing the waiting time at the stop.

The gradient of a line (it is quoted in this paper [8]) is another problem to
resolve, where researchers try to investigate how to keep the formation in these
situations because vehicles could separate each other whether they don’t have
similar characteristics like the engine, weight or even the size.
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To implement algorithms that can resolve the problem of the intersections it
is necessary to have a good infrastructure at intersections which help to share
relevance data between the different platoons or vehicles that approach to the
intersection.

For it, each vehicle should have hardware (ultrasonic sensors, cameras, and
microcontrollers) to measure the position, velocity, heading, and acceleration of
each vehicle and mainly of the leader, which indicates the face of the platoon.
That information will be sending to hardware of the intersection which will have
other information about other platoons or vehicles approaching to the intersec-
tion and will control whether platoons can pass, must wait at stop line or can
split in sets to cross safely the intersection.

Fig. 2. Platoon at intersection

For example, in the Fig. 2 it is shown have a platoon formed by trucks, and
other vehicle which try to cross the intersection. We can see the intersection has
special hardware like Wi-Fi module (share information between microcontrollers
of the intersection and trucks), vehicle detectors and semaphores that help us to
control the traffic at intersection. Each truck is able to measure interconexion
distance using sensors and cameras, the speed and the acceleration. The variable
x indicates the position of each truck (i is the position of each truck in the
platoon, and l means that is the position of the leader.) With these data it is
possible to implement an array where the dynamics of whole platoon is given by
(it is possible to find a research about it at [4]):

.
x= Ap + Xp + BpAL

Xp

is the array of truck’s positions, AL is the leading vehicle’s acceleration, (A, B
are the system matrices.)
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In the image, Pov means position of other vehicle.
With these data it is possible to take a decision, calculating whether the

platoon or the other vehicle can cross without causing an accident.
The most important information for algorithms is the position of platoons

and other vehicles. Other proposal considers a infrastructure at intersection com-
posed by four vehicles detectors(satellites) with known positions.

Given the distances of at least three satellites, the position of the vehicle can
be calculated by a trilateration algorithm which computes the intersection points
of three circles around the satellites (it is possible to find a research about it
at [3]). Using it we will get the position of platoon to able to take a good decision
about to cross or not the intersection.

3 Communications

Keeping close the vehicles of the platoon is one of the most important objectives
in platoon driving. If we get to reduce the distance between a vehicle and its
preceding vehicle we will get to reduce fuel (it is quoted at [9]), CO2 and to
increase the traffic fluidity.

On the other hand, in applications like cooperative driving it is crucial that
a vehicle has exact knowledge of the location of its neighbors. Today it’s being
researched about communications using LAN, WIFFI, GPS, laser and other
spread spectrum techniques.

Communications between vehicles is called V2V ( we can find more about it
at [10,11]). Communications between a vehicle and the infrastructure is known
as V2I (see [10]).

We could say that platoon driving must have a good communication because
everything; reaction time, special situations, security and control depend of infor-
mation about the vehicles to apply the best solution to the real problem.

To share information between vehicles is possible to use a dedicated short-
range communication DSRC (A good research can be found in [7]). Many
researchers have concluded that DSRC cover a good range and it is cheaper
than other infrastructures because it is much extended around the world. But
this technology has a disadvantage. This technology has been implemented for
local area networks with no or low mobility. However, in IVC systems the mobil-
ity can be very high. Other disadvantage can be that not exist access point and
all features available in infrastructure mode are unavailable in an IVC context.

Other alternative is the Bluetooth (A good research can be found in [7]
because is inexpensive and easy to use, but this technology has a drawback that
imposes a piconet structure difficult to maintain in IVC systems, and has delays
that make difficult the platoon communication. Other solution when vehicles
are outside major cities is cellular networks (it is possible to find more about
it at [7]) which have a large cover. The main arguments for using a mobile
telephony standard for IVR systems is that the infrastructure is already there,
and in the future vehicles will have access to these networks. Cellular system
were not designed and provided for simultaneous utilization by a large numbers
of users for long periods of time.
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4 Formations (Platooning Control)

Keeping the convoy is the principal idea to get all benefits we read before. But
keeping the platoon requires algorithms to control the speed between vehicles,
split and join of vehicle formations doing obstacle avoidance (we can read more
about these algorithms at [12]) where vehicles join and leave formations, coop-
erative autonomous platoon maneuvers on highways, performance limitations in
vehicle platoon control, etc.

Many algorithms to keep a good formation need information to have a lon-
gitudinal and latitudinal control (for further explanation [11,13,14]). The Lati-
tudinal control governs the vehicle steering and impairs the ability for a vehicle
to stay in a lane and follow a specified path. On the other hand the longitudinal
control governs the speed of the vehicle and impairs the ability for a vehicle to
maintain the correct velocity or spacing from a preceding vehicle.

The desired speed and acceleration for a specific vehicle can vary based on
enforce highway speed limits and the temporal gap to the preceding vehicle. The
efforts in this kind of research are to try that each vehicle has the same behavior
than the leader and just in the same place. For example in a bidimensional model
street if the leader heading five degrees to left at (x,y) position, the others vehicles
should have the same behavior at the same position to able in this case that the
platoon turn left . It results very difficult because the leader’s’ behavior change
constantly (accelerating, turning and braking).

5 Security

The convoys vehicles have to go to a little distance each other to ensure the
environmental impacts reducing, fuel consumption, and traffic fluid [14,15]. But
if we reduce the distance between vehicles, we should have a security system to
avoid conflicts and collisions between the vehicles of the convoy. Many researches
are based on brake systems which allow decelerating the convoy or avoiding
collisions in the face of unusual situations.

The behavior of the convoy depend of traffic, highways, weather, and others
vehicles that interact with the convoy. There are other systems that control the
security like algorithms, and manual braking systems(there is a good research
about it at [5]). The driver could break the vehicle if he detects that the brakes
fail. The experimental results indicated that emergency braking is an effective
method for avoiding a rear-end collision when there is a system failure in the
automatic platooning, resulting in the mean maximum deceleration for the fol-
lowing vehicle being higher than that for the preceding vehicle.

6 Future Directions

It is very possible that we will see platoon driving in Highways very soon. It will
probably be platoons of trucks the first application of platoon driving to be put
in service.
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Considering the huge benefits that may be obtained from such systems,
including a considerable impact on safety and sustainability of transportation,
more and more transportation modes are expected to be joining in.

In our group we are working on possible new coordination intelligent algo-
rithms to make this possible. For example, in [16] we published the first results
of a brand new coordination system, based on the detection, transmission and
mimicing of the leader’s acceleration signal by the rest of the cars in the pla-
toon. Results were promising. We believe that approach to be full of potential
mainly because most of the current platoon driving coordination systems are
based on the car following paradigm, where each car try to keep a distance just
the front car, and that is system where small errors accumulate as we go back
in the platoon.

We also propose and are working on a new idea to facilitate long trips with-
out overusing the distracting and error proning GPS based navigators. We are
exploring algorithms to use platoon driving to help people driving to unknown
places, in a way resembling a subway system. When you travel by subway, there
are a number of lines and you switch from one to another until you reach your
desired station. We propose the implementation of a system where a user inputs
his/her destination and then he/she gets information on what platoon he must
join in, when he must leave it to transfer to another one, and so on until he/she
reaches a virtual destination station to finally drive manually to his actual des-
tination.

Finally, there is also a very open and wide front on platoon overtakings. It
may happen that two different platoons are circulating in the same lane but with
different speeds. Therefore, a safe and robust automatic overtaking system must
be designed to cope to that situations. We are also laborating on that and will
be producing some results soon.
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In this paper we want to give a quick introduction about how to install and use
SUMO to build a first simulation in a few steps. SUMO, (Simulation of Urban
Mobility”) ([1–4]) is a free an open traffic simulation suite which is available
since 2001 allows modeling of intermodal traffic.

SUMO is very important to researchers who work in modeling traffic because
allows to watch the behavior of the vehicles, the traffic in general and our
infrastructures, and being able to correct mistakes or improve behaviors before
implementing them in real life. For example in platoon driving we can model
behaviors, distances between vehicles or improve algorithms solutions for special
situations like intersections before seeing it in the real life where a mistake can
cost very expensive.

The first step to run SUMO is choosing which platform we want to install
it. For a quick install in Windows, you only have to extract the zip file you have
downloaded in a simple path and execute the executable file sumo-gui.

If your platform is Linux or MacOS, you have to follow four steps to be
able to run SUMO; Install all of the required tools and libraries, get the source
code, build the SUMO binaries and install the SUMO binaries to another path
(optional).

Once executed SUMO we will open a simulation file with the extension cfg
which is formed by a link of at least other two files (Fig. 1).

<configuration>

<input>

<net-file value="highwaynet.xml"/>

<route-files value="ruta.rou.xml"/>

</input>

</configuration>

Fig. 1. Configuration file

In our paper the file highwaynet.xml (Fig. 1) determines the map of street
over we want to do the simulation. This file has a special structure. We can get a
map from several ways; Google, Openstreetmap, Mapbox, or even a map drawn
by ourselves. For that we must know that a street, via, motorway or highway is
formed by a set of nodes. The union of a set of nodes form the via. JOSM can be
c© Springer International Publishing Switzerland 2015
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 773–778, 2015.
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a tool to draw or get a real map from a determined place. This map will be saved
with the extension osm and achieve with the requisites written before. So, we
have to convert the osm file in a xml file [1,4]. For that, SUMO has a tool called
netconvert which does this work. We must write in our console an instruction like
this: netconvert highway.osm -o highwaynet.xml. This instruction converts the
input file highway.osm (map from Josm) in an output file called highwaynet.xml.

Now, the map is a net of edges, where an edge has the following characteris-
tics. Each description of an edge ([3] should include information about the name
of the edge, the number of lanes, the maximum speed allowed (m/s) on this edge,
etc. An edge starts in a node and finishes in other one. We can define it with the
properties “from” and “to”. To define the vehicles ([1,3] and the route that our
vehicles have to take in the map it is necessary to built other file. In our case, this
file is called ruta.rou.xml (Fig. 1).This file defines the type of vehicles we want
to have in our simulation. So, we have to declare the special word vtype followed
of a set of properties like id (indicates the name of the vehicle type), accel (the
acceleration ability of vehicle of this type in m/s), decel (the deceleration ability
of vehicle of this type in m/s too), sigma (the driver imperfection in a range from
0 to 1), length (the length of the vehicle), color (the color of the vehicle defined
in RGB), depart (the time step at which the vehicle shall enter the network),
departlane (the lane on which the vehicle shall be inserted), and much more like
vclass (an abstract vehicle class that SUMO has defined with several properties
to simulate busses, public transport, public emergency etc.). Not it is necessary
to write all the properties. We only have to declare the properties we need. On
the other hand, we need to define the route ([1,3] of this class of vehicle using the
special word “route”. Routes must have an edges (indicates which edges form
the route. These edges must be connected.).

<routes>

<vType id="type1" accel="0.8" decel="4.5" sigma="0.5" length="7"

maxSpeed="60" vClass="emergency"/>

<vehicle id="0" type="type1" depart="0" color="1,0,0" departLane="2">

<route edges="180171905#0 180171905#1 180171905#2" color="0,0,1"/>

</vehicle>

</routes>

Fig. 2. “ruta.rou.xml”. Definition of vehicles and their routes

In our file we have declared a red ambulance which departs in lane 2 (our
highway has three lanes). This ambulance [Fig. 3] is seven meters width, has
an acceleration of 8 m/s, a deceleration of 4,5 m/s and the maximum speed it
can take is 60 m/s.The driver of the ambulance will have an imperfection in his
decisions of 0, 5 (Fig. 2).

Now we have the map, vehicles and the route that these vehicles must take
on the map. We have to open the cfg file and watch our simulation pressing the
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Fig. 3. Special vehicle in SUMO (Color figure online)

button play situated in the main menu. If we want to decelerate the simulation
to watch better what happen we must write a value in the box delay. Otherwise
we can stop the simulation pressing the button stop in the main menu.

On the other hand, one of the most important ideas in SUMO is to simulate
traffic jams or to see how a set of vehicles can take different behaviors in several
situations. For that, researchers have two options to introduce vehicles. The first
one is to declare each vehicle, one by one in the file which declares the route. (In
our case ruta.rou.xml). It isn’t very efficient because if we need a busy highway
to simulate a traffic jam, we will have to copy a declaration for each vehicle
(vehicles and their routes) we want in our highway.

The second one is to build an automatic file which declares a set of vehicles
and their routes automatically. So, we can build a battery of vehicles in a few
steps. For that, It is possible to define repeated vehicle emissions (“flows”),
which have the same parameters except for the departure time. The following
additional parameters are known:

To build a battery of vehicles in an automatic way, we need two files.

– car.flow.xml
– highwaynet.xml

The first one indicates the characteristics and routes for our set of vehicles, and
the second one is the map we have used before.

In this new file, we have declared five hundred vehicles, which will be dis-
tributed uniformity, where the first one will depart in 0 s and the last one in 10 s
(Table 1).

To build our new route-file, where will have our battery of vehicles and their
routes, we will have to use a tool called duarouter (Fig. 4). Duarouter mixes the
flow file and our net file to get our final route file (output-file). For that, we have
to write in our console the following commands:

duarouter-flows=cars.flow.xml-net=highwaynet.xml-output-file=newrou.rou.xml.
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Table 1. Additional parameters for flows

Atrtibute name Value type Description

Begin Float(s) First vehicle departure time

End Float(s) End of departure interval

VehsPerHour Float(n/h) Number of vehicles per hour, equally spaced
(not together with period or probability)

Period Float(s) Insert equally spaced vehicles at that period
(not together with vehsPerHour or
probability)

Probability Float([0,1]) Probability for emitting a vehicle each
second (not together with vehsPerHour
or period)

Number Int(n) Total number of vehicles, equally spaced

<routes>

<vType id="0" type="type1" />

<flows>

<flow id="type1" from="180171905#0" to="180171905#2" begin="0" end="10" number="500" />

</flows>

</routes>

Fig. 4. Flow file

Now, we have to change our configuration file to replace our old file route for
the new one. We will get something like [Fig. 5].

Finally, researchers usually want to take the control of his simulation, (for
example to take the control of an specific car, or to try to extract interesting
data like the speed of a particular vehicle, the fuel consumption, the position of
a vehicle in the highway or the position of a particular car in a platoon) (Fig. 6).
For that, SUMO allows us to interact with it through TraCI. In a few words we
can define TraCI like the short term for “Traffic Control Interface” which gives
the access to a running road traffic simulation, it allows to retrieve values of
simulated objects and to manipulate their behaviour “on-line”. TraCI allows to
connect SUMO with an script (preferably written in Python) and do what we
want in a real time inside of our simulation. To carry out this process, we have
to do some changes in our cfg file. We have to put the port where we are going
to link our SUMO with the script. This port will be the number 8813 [Fig. 7].

Tutorials of SUMO say about to use python like language script to take the
total control of our simulation online, although we can use the script we want.
We have to be sure we have installed our script (for example Python in our
computer). If you choose Linux like your Operating System, you will have to:

– (a) Install the python devel package files.
– (b) Call configure using the –with-python option.
– (c) Make and make install as usual.
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Fig. 5. Flow: “Set of vehicles put into the simulator in a range of tim”

<configuration>

<input>

<net-file value="highwaynet.xml"/>

<route-files value="newrou.rou.xml"/>

</input>

</configuration>

Fig. 6. New configuration file with flows

<configuration>

<input>

<net-file value="highwaynet.xml"/>

<route-files value="ruta.rou.xml"/>

<remote-port value="8813"/>

</input>

</configuration>

Fig. 7. Configuration file with TraCi

If your Operating System is Windows:

– (a) Make sure python is installed and is in your PATH.
– (b) Call tools/build/pythonPropsMSVC.py to generate a python.props file.
– (c) Enable the inclusion of python.props by uncommenting the relevant line

in build/msvc10/Win32.props.
– d) Build the Win32 Release version as usual.

Once, you have installed Python in your operating System, you have to write
some lines in your script to connect your script with Sumo. The first step is
to import TraCi in your script. It s very easy. To use the library, the SUMO
HOME/tools directory must be on the python load path [Fig. 8].
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import os, sys

if ’SUMO_HOME’ in os.environ:

tools = os.path.join(os.environ[’SUMO_HOME’], ’tools’)

sys.path.append(tools)

else:

sys.exit("please declare environment variable ’SUMO_HOME’")

Fig. 8. Importing TraCi in a script

import traci

import traci.constants as tc

PORT = 8813

traci.init(PORT)

step = 0

while step < 1000:

"Here we take the control"

step += 1

traci.close()

Fig. 9. Interfacing TraCi with SUMO

The second step is to interface with SUMO from Python. You have to insert
some lines in your script [Fig. 9]. After opening the connection to the port which
was given to SUMO as the remote port Option in your configuration file, you
can emit various commands and execute simulation steps until you close your
connection. The commands you can emit are based in variables which can be
found (them and their descriptions) in the file “traci/constants.py”. There are
variables which allow us to move a car, get all data we want about it, for exam-
ple its speed, acceleration, CO2 emission, fuel consumption, give a heading, a
direction, etc. Definitely, to do what we want in our simulation in a real time.
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Abstract. In this work Business Intelligence and Data Mining tech-
niques have been used to extract useful knowledge for the main corpora-
tion of intercity public transportation on Gran Canaria island. The aim
has been to find a pattern to predict the number of passengers who want
to travel from one point to another. To achieve it, events files generated
in the vehicles of the company and additional data have been used as
information source: temporal (time of the trip, type of the day,month and
season) and geographic and demographic (departure and destination bus
stop, type of bus stop and zip codes of the origin and destination bus
stop.

Keywords: Data mining · Intelligent transport systems · Public
transport management

1 Introduction

Data mining can be defined as the non-trivial extraction of implicit, previously
unknown, yet potentially useful information from data [1], this field is an impor-
tant research frontier for machine learning, database technology and many other
related areas. Fundamentally, Data Mining is an applied science: it studies a
problem, how to find useful knowledge in data, interested in all the relevant
methods that can be used. The process consists of several steps: data cleaning,
feature construction/extraction, algorithm and parameter selection, and inter-
pretation and validation.

This paper describes the use of Data Mining process in order to provide a
tool for the Global Salcai-Utinsa, the main corporation of intercity public trans-
portation of Gran Canaria. The main goal was to predict passengers demand to
adjust its resources and its use planning, using records generated in its vehicles
fleet during one year.

This document is organized as follows: first we introduce related works, the
third section describes the methods and tools used, the fourth describes the data
mining project made and, the last one, presents the conclusions.
c© Springer International Publishing Switzerland 2015
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2 Related Works

In the bibliography there are multiple related works with a common goal: to
promote the use of public transport over private transport. Some of these, such
as Arentze [2], Levner [3], Lathia y Capra [4–6], use the data provided by the
automatic payment systems and tracking systems installed in the vehicles of the
fleet, developing algorithms that produce rules used for modeling travel demand
in transportation networks.

We note the work of Du [7] using data from payment systems and location
of urban buildings to anticipate demand in areas of sprawl. This work explains
a new framework to use the data through Automated Fare Collection Systems
(AFCS) to discovering regions with high passenger gathering intensity and it also
classifies points in these regions with similar passenger gathering feature varying
with time in dynamic way, which is called spark region. Furthermore, the novel
definition group mobility pattern (GMP) is proposed to mine the regular group
behavior among these spark regions. A series of analysis is employed by using
large-scale and real-world data, which consists of nearly 17 million people daily
public transit records, bus intervals generated by over 14,854 buses organizations
in Beijing at 20 s interval. The application indicates that group mobility pattern
is helpful for diagnosis and understanding residence of each region with their
demand for public transportation in a significant way.

3 Methodology and Tools

The standard and more frequently data mining methodology, named CRISP-
DM (Cross-Industry Stan- dard Process for Data Mining) [8], has been applied
in this work. The tool used for preprocessing and analysis of data has been
Pentaho Community Edition [9], and Weka framework [10] for data modeling.
A brief description of each tool is outlined below.

3.1 CRISP-DM

This is an industry-proven way to guide the data mining efforts [11]. This
methodology includes descriptions of the typical phases of a data mining project,
the tasks involved with each phase, and the explanation of the relationships
between these tasks. From the point of view of the process model, CRISP-DM
provides an overview of the data mining life cycle. The particular phases of the
CRISP-DM methodology are:

– Business understanding and process planning: Gather information about the
company, assess your situation and know their priorities.

– Data understanding. Collect, describe and explore the available data using
tables and graphics and determine its quality.

– Data preparation. Merge and classify data, deriving new attributes and define
training and test sets.
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– Modeling. Use data modeling tools and determine the checking and evaluation
methods of the patterns.

– Evaluation. Verify that the results meet the needs presented.
– Deployment. Implement new knowledge into the organization to participate

in the planning and decision making.

3.2 Pentaho Community Edition

This is the open source version of Pentaho Data Integration and Pentaho Busi-
ness Analytics Platform, two of the main applications of the Pentaho Business
Intelligence platform, designed for decision making [12]. Data Integration (DI or
Kettle) delivers powerful Extraction, Transformation, and Loading (ETL) capa-
bilities, using a groundbreaking, metadata-driven approach, with an intuitive,
graphical, drag and drop design environment and a proven, scalable, standard-
based architecture. Pentaho Business Analytics Platform (BA) provided ad-hoc
tools to analyze and visualize data, using pre-created contents with different
types for analyzing, reporting, dashboarding and data mining. Plugins created
by users community can be seamlessly connected.

3.3 Weka

Weka (Waikato Environment for Knowledge Analysis) is a popular suite of
machine learning software written in Java, developed at the University of
Waikato, New Zealand [13]. Weka contains a collection of visualization tools
and algorithms for data analysis and predictive modeling together with graphi-
cal user interfaces for easy access to this functionality.

4 The Data Mining Project

The development of the project was carried out using the methodology CRISP-
DM previously explained. So the application of the different phases to the project
is presented in this section.

4.1 Business Understanding

Global Salcai-Utinsa Company installed in 2005 in each vehicle of its fleet an
intelligent system to control the transport operations. This system records all the
relevant events produced in the vehicles that can affect the operations planning.
Examples of this events are:

– The beginning and end of a service from a driver.
– The beginning and end of an expedition vehicle.
– Each change of fare stop.
– Each cash payment made in the vehicles.
– Each card payment made.
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From the events generated by these systems, we decided to find a pattern to
predict the number of passengers who want to travel from one point to another in
a given moment of the day, in this way the company can streamline its resources
and benefit their users. We consider the following types of information:

– Temporal.
• Time of the trip.
• Type of the day (working day or holiday day).
• Month.
• Season.

– Geographic and demographic.
• Departure and destination bus stops.
• Type of bus stop: urban, residential, rural, high school or campus area.
• Zip code origin and destination bus stop.

4.2 Data Understanding

In this phase the Pentaho tools were used to explore the data, obtaining the
following information:

– The data of all network lines during one year are available.
– The most frequent errors arise in the date, number of passengers and destina-

tion bus stop. Because of the number of these errors is low, then the disposal
of the erroneous registers is decided.

– The 30 % of travelers are concentrated in just five lines.

4.3 Data Preparation

With the conclusions reached in the previous phase several decisions are taken
that will determine the data to be modeled finally:

– Lines studied. Three of the five lines with more travelers correspond to a
very limited area of the island close to the capital, Las Palmas de Gran
Canaria. These lines and their bus stops constituting a corridor who was
called “Capital-Centre Corridor”.

– Zero traveller register. During the first attempts at modeling it became appar-
ent the lack of an important fact: “no one at the bus stop”. To include this
data in the original file we included an additional control process over the stop
sequence, increasing the robustness of data.

– Temporal grain. Since in intercity routes the fare stops are formed by several
physical stops, after analyzing the data it is observed that the temporal grain
of 5 min is significant.

We decide to use classification algorithms to predict demand, then at this
stage, we build new fields to discretize those involved in modeling:

– for the number of passengers going to the same stop from the same stop at
the same interval of five minutes in an hour, three new fields were created:

– for time intervals:

And depending on the location of the stop we define various types that also
incorporated in the file data:
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Field Meaning

np1 class 0 = no passenger, 1 = 1 or more

np2 class 0 = no passenger, 1 = 1, 2 = 2 or more

np3 class 0 = no passenger, 1 = 1 or 2, 2 = 3 or more

Field Meaning

timetable 1 0 = 21 h-7 h, 1 = 7 h-21 h

timetable 2 0 = 21 h-7 h, 1 = 07 h-12 h, 2 = 12 h-16 h, 3 = 16 h-21 h

Type Description

1 Urban stop (Las Palmas de G.C.)

2 Residential stop

3 Village stop

4 Rural stop

9 High school/Campus stop

4.4 Modeling

In data preprocessing phase, fields were incorporated with some redundancy (for
example on the number of passengers), for this reason the first step done in this
phase was to eliminate the less significant attributes in order to improve the
effectiveness of the methods.

The dataset to which the modeling algorithms were applied consists of the
following fields:

– From the original file:
• Month
• Origin bus stop.
• Destination bus stop.

– Created or incorporated into the preprocessing phase:
• Season.
• np1 class
• np2 class
• Weekday indicator.
• timetable 2
• For the departure stop: type and zip code.
• For the destination stop: type and zip code.

As discussed above, we decided to use classifier algorithms because they are
the most common methods and generate good results, specifically:

– Naive Bayes [14], probabilistic classifier based on applying Bayes theorem with
strong (naive) independence assumptions between the features.
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– C4.5 [15], an algorithm used to generate a decision tree which is usually inter-
pretable.

– Random Forest [16], one of the most accurate algorithms, it is an ensemble
learning method for classification that operate by constructing a multitude of
decision trees at training time.

To model two of the fields created with the number of passengers, np1 class
and np2 class, each of these algorithms were executed twice with each lines in
the corridor and with the complete set of lines. The complete set of lines also
was modeled in two ways: based on departure and destination stop (designated
as P in figures) and based on departure and destination stop type (designated as
Tp in figures). In total 80 models were created. In all cases was used as training
set 66 % of the instances and the remaining as test set.

4.5 Evaluation

The results have been evaluated using three measures: the accuracy, the precision
and the recall values. Means of precision and recall values obtained for each line
studied and for the complete sets of lines are shown in the Table 1.

Table 1. Means of precision and recall values.

Lines J48 Random Forest

Precision Recall Precision Recall

214 0,98 1,00 0,88 1,00

301 0,99 1,00 0,99 1,00

302 1,00 1,00 1,00 1,00

303 1,00 1,00 1,00 1,00

305 0,81 0,90 0,81 0,90

306 0,90 0,99 0,93 0,95

307 0,90 0,97 0,90 0,97

311 1,00 1,00 1,00 1,00

318 0,84 0,66 0,85 0,65

326 1,00 1,00 1,00 1,00

327 1,00 1,00 1,00 1,00

328 0,90 0,81 0,90 0,81

330 0,98 1,00 0,98 1,00

331 1,00 1,00 1,00 1,00

P 1,00 1,00 1,00 1,00

Tp 0,88 1,00 0,88 1,00

From the obtained results the following conclusions arise:



Using Data Mining to Improve the Public Transport in Gran Canaria Island 787

– Of the three methods chosen, Naive Bayes is the one that yields worst result
with np1 class, so it was not used to estimate the np2 class.

– When the field is np1 class, it is “take the bus any passenger on the stop
or none”, close to 100 % correct clasified instances in the lines with more
passengers is achieved with the other methods.

– When the field is np2 class, it is “take the bus one passenger, more than one
or none”, the average percentage of well classified instances is around 75 %
and the values of precision and recall of both methods are also very high in
lines with more number of passengers.

– In lines with more passengers, modeling algorithms have used the variables
considered the start of work: month, origin and destination bus stop, weekday
indicator and times.

– If bus stop type is used in the prediction a simple decision tree is generated,
therefore it is understandable, as show in Table 2 with the results with the
complete set of lines for np2 class.

Table 2. Decision matrix obtained by J48 for bus stop’s types (Tp).

Destination
1 2 3 4 9

Departure

1 0 1 1/2* 1 1
2 1 0 1 1 1
3 1/2** 1 0 1 1
4 1 1 1 0 1
9 1/2** 1 1 1 0

* depending on day and season
** depending on day

5 Conclusions

This paper is a practical application of how to use Data Mining techniques with
a basic set of travel data, consisting of journeys made by anonymous users in a
fleet of vehicles equipped with an onboard computer, regardless of the payment
method used (cash or card). It is also an example of using free software tools that
allow you to apply statistical techniques, analysis and data cleaning, modeling
algorithms in an immediate way, allowing to develop projects at low cost and in
a short time.

The results obtained have been limited by the nature of the Data Mining
data: it corresponds to transport services realized, stops recorded in the file
are fare stops (no physical stops), and like public service some lines has few
passengers, but nevertheless has been able to model the trunk lines and get some
knowledge and, as demand is modeled using data directly related to the offer,
this knowledge can be applied to adjust the planning of routes and schedules.
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Abstract. In this paper a New Large Neighborhood Search Based
Matheuristic Framework for Rich Vehicle Routing Problems is presented.
The innovative aspect of the proposed approach concern the possibil-
ity to address large neighborhoods in reasonably small computational
time exploiting the search directly by the mathematical model. In this
way it is possible to obtain the local minimum respect to the addressed
neighborhood, which make the intensification phase of the algorithm
more powerful and precise. The method is extremely flexible and can be
adapted to many rich vehicle routing problems. This procedure can be
used as a stand alone heuristic or can be embedded in a more complex
metaheuristic framework such as Variable Neighborhood Search (VNS)
and Adaptive Large Neighborhood Search (ALNS). The proposed algo-
rithm has been tested on a new rich Vehicle Routing Problem arising in
real life context, the Multi Depot Multi Period Vehicle Routing Problem
with Heterogeneous Fleet. Computational results on realistic instances,
showing the effectiveness of the proposed method, are provided.

1 Introduction

The Large Neighborhood search heuristic, (LNS), belongs to the class of heuris-
tics known as Very Large Scale Neighborhood search (VLSN) algorithms as
stated in [1]. All VLSN algorithms are based on the observation that searching
a large neighborhood results in finding local optima of high quality, and hence
overall a VLSN algorithm may return better solutions. However, searching a large
neighborhood is strongly time consuming, hence various filtering techniques are
used to limit the search. In VLSN algorithms, the search is typically restricted to
a subset of the solutions belonging to the neighborhood which can be searched
efficiently. Differently from what happens in other VLSN, in LNS the neighbor-
hood is implicitly defined by the moves used to destroy and repair an incumbent
solution. For a detailed survey on LNS applications to routing problems the
reader may refer to [2]. The destroy operators may be defined in different ways.
For routing problems, for instance, a destroy operator could consist into break
k routes letting the others unvaried, or to remove a fixed percentage of the arcs
in the current solution. A random (or randomized) component is used to select

c© Springer International Publishing Switzerland 2015
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the arcs to be removed. The repair method rebuild a feasible solution starting
from the partially destroyed one. Generally a greedy construction heuristic is
used to rebuild the solution, which is very fast but not always very accurate,
since only a sample solution is analyzed in the neighborhood. The innovative
aspect of the LNS proposed in this paper concern the possibility of address the
whole neighborhood in reasonably small computational time. In fact, the large
neighborhood search is exploited directly by the model. In this way it is possible
to obtain the local minimum respect to the addressed neighborhood, which make
the intensification phase of the algorithm more powerful and precise.

2 The Multi Depot Multi Period Vehicle Routing
Problem with Heterogeneous Fleet

This problem deal with the weekly planning of delivery operations for a company
which dispose of several depots where the good is stored and/or produced, a
known fleet of vehicles, located at the depots. Each customer must be served in
one of the time slots in which he/she is available. Differently from what happens
in classical Multi-Depot vehicle routing problems (MDVRP), [3] in which routes
must end at the same depot from which it started, we allow routes ending on a
different depot. This version of MDVRP, which did not receive a greatest interest
by the academic community, is very common in practical applications. In fact,
it could be more convenient to end a route in a different depot with respect to
the starting one, avoiding long trip back to the depot. An heterogeneous fleet is
considered, composed by vehicles characterized by capacity and cost per Km, as
occurs in most of the VRPs with heterogeneous fleet in literature ([4–6]) in which
a fixed usage cost, different for each vehicles classes, is considered. Furthermore,
vehicles may have different characteristics (for instance, refrigerated vehicles)
which can be required by some customers and must be avoided for other ones.
The location of each vehicle at the beginning of the time-horizon analyzed is
supposed to be known in advance. Not every customer may be served by all the
vehicles and from all the depots. Restrictions on the maximum route duration
coming out from drivers working hours limitations are considered too. The goal
is to minimize the global travel time.

2.1 Problem Definition

In this subsection we formally define the MDMPVRPHF. The problem consist of
serving a set of customers, I, at the minimum cost. Each customer i requires a
quantity of goods qi which can be delivered from one of more depots d belonging
to the set of depots D, depending on the availability of the requested products
at the depots. Delivery may be carried out by vehicles which are compatible with
customers request, during a time-slot (day) in which the customer is available.
Further temporal constraint may be given by strictly deadlines imposing that cus-
tomer i must receive his order before day s or by goods availability (in some cases
goods may be available only after day s′). For each couple of nodes is known the
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distance rij . The average speed is fixed equal to a constant ν known in advance.
A set of vehicles V is located at the depots. For each vehicle v is known the capac-
ity Cv, the cost per min of usage μv, and the depot d where the vehicle is located.
We define as α the maximum duration of a route. A set of possible routes K is
given, where for each route k is known the vehicle v to which it is associated and
the day s in which it is scheduled. A customer may be assigned to a route only if it
is performed. A vehicle v is supposed to be located at depot d on day s (for s > 1)
if d is the arrival depot of the routes performed by v on day s − 1 or v. If v has not
been used in day s − 1 he is supposed to be located at the arrival depot of its last
performed route, or if it has not been used yet, at the depot where it was located at
the beginning of the time-horizon. To help the reader, the definitions of variables
and constants are summarized in the following:

2.2 Definitions and Notations

To help the reader, the definitions of variables and constants are summarized in
the following:

Input data:
I = {1 . . . Imax}: set of customers
D = {Imax + 1 . . . Dmax}: set of depots
N = {1 . . . Imax + Dmax}: set of nodes (N = I ∪ D)
K = {1 . . . Kmax}: set of routes
V = {1 . . . V max}: set of vehicles
S = {1 . . . Smax}: set of days
M : very large constant
ε: very small constant
α: maximum route duration
ν: average speed (expressed in Km/h)
qi: demand of customer i
rij : distance between node i and node j
vk: vehicle associated to route k
tk: day on which route k is scheduled
Ck: capacity of route k (i.e. capacity of vehicle v performing route k)
Fid: equal to 1 if customer i can be served by depot d
Eiv: equal to 1 if customer i can be served by vehicle v
Gis: equal to 1 if customer i can be served on day s
lkd: equal to 1 if vehicle v associated to route k is initially located at the depot d
μv: cost per minute of usage for vehicle v

Variables:
Xijk: boolean variable equal to 1 if arc ij is used by route k
Yik: boolean variable equal to 1 if customer i is served by route k
Zk: boolean variable equal to 1 if route k belongs to the solution
Ti: time at which node i is visited
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Lkd: boolean variable equal to 1 if route k can start from the depot d
Wk: duration of route k

3 A Mixed Integer Programming Model
for theMDMPVRPHF

Using the notation above introduced a MIP model to minimize the total cost for
delivery operations over a fixed time-horizon, can be formulated as follows:

min
∑
i∈N

∑
j∈N

∑
k∈N

ν

60
rijμvk

Xijk (1)

s.t.

∑
j∈N |j �=i

Xijk = Yik ∀i ∈ I,∀k ∈ K (2)

∑
j∈N |j �=i

Xjik = Yik ∀i ∈ I,∀k ∈ K (3)

∑
k∈K

Yik = 1 ∀i ∈ I (4)

∑
j∈N |j �=i

Xdjk ≤ Lkd ∀k ∈ K,∀d ∈ D (5)

∑
j∈N |j �=i

∑
d∈D

Xdjk = Zk ∀k ∈ K (6)

∑
j∈N |j �=i

∑
d∈D

Xjdk = Zk ∀k ∈ K (7)

∑
i∈I

Yik ≤ M · Zk ∀k ∈ K (8)

Xiik = 0 ∀i ∈ I∀k ∈ K (9)

Ti ≥ Tj +
ν

60
rijXjik − M(1 − Xjik) ∀i ∈ I,∀j ∈ N, ∀k ∈ K (10)

Td = 0 ∀d ∈ D (11)

∑
i∈I

qiYik ≤ Ck ∀k ∈ K (12)
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Wk ≤ α ∀k ∈ K (13)

Wk =
∑
i∈N

∑
j∈N

ν

60
rijXijk ∀k ∈ K (14)

Lkd = lkd ∀k ∈ K|tk = 1 ∀d ∈ D (15)

∑
d∈D

Lkd ≤ 1 ∀k ∈ K (16)

Lkd = lkd(1 − Zk−Vmax) +
∑
j∈N

∑
w∈K|
vw=vk

tw=tk−1

Xjdw ∀k ∈ K|t(k) ≥ 1,∀d ∈ D (17)

Lkd ≤
∑
j∈N

∑
w∈K|
vw=vk

tw=tk−1

Xjdw + lkd ∀k ∈ K|t(k) ≥ 1,∀d ∈ D (18)

Lkd ≥
∑
j∈N

∑
w∈K|
vw=vk

tw=tk−1

Xjdw ∀k ∈ K|t(k) ≥ 1,∀d ∈ D (19)

Yik ≤
∑
d∈D

FidLkd ∀i ∈ I,∀k ∈ K (20)

Yik ≤ Eivk
∀i ∈ I,∀k ∈ K (21)

Yik ≤ Gitk ∀i ∈ I,∀k ∈ K (22)

The objective function which minimize the total cost is reported in (1). Con-
straints (2) and (3) ensure that a customer is visited by a route only if it has been
assigned to it, while constraint (4) implies that each customer must be assigned to
one and only one route. A customer i can be served by a route k only if he can be
served by the depot d from which k starts, as stated in constraint (5). Constraints
(6) and (7) imply that if a route k is performed, it must start from and end to a
depot, and, on the other hand, if it is not performed, it can not exit or enter any
depot. Constraint (8) state that a customer can be assigned to a route only if that
route is performed. Subtours elimination is guaranteed by constraints (9)–(11).
Limits on the duration of the routes are imposed by (13) and (14), while vehicle
capacity satisfaction is ensured by constraint (12). Constraints (15)–(19) allow to
determine the starting depot for each routes, depending on the initial location of
the vehicle and the routes performed by it on the previous days. Constraints (20)–
(22) check customer-route compatibility. Variables related to arrival time at nodes,
Ti may take real non-negative values, while all the other variables are binary.
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4 AlgorithmDescription

The proposed matheuristic, from now on called MH, works on the customers-to-
route assignment variables Yik. More precisely at each iteration of the algorithm,
p customers are randomly selected; all the others |I| − p customers are assigned
to the same route to which they are assigned in the current solution, while the p
selected ones are let free to be assigned to any route. More in details, being P the
set of selected customers, and being Y ∗i k the value of the assignment variables
in the current solution, we impose the following additional constraints:

Yik = Y ∗
ik ∀i ∈ I − P (23)

The parameter p can be arbitrary chosen keeping in mind that small val-
ues of p allow a limited perturbation with the risk to remain trapped into local
minima, while very big values generate such a large neighborhood search which
cannot be easily exhaustively explored in a short computational time. Prelimi-
nary tests indicate that p = 10 represent a good compromise between diversi-
fication and neighborhood evaluation speed. The new obtained solution, which
is the local minimum in the neighborhood, is chosen as current solution for the
next iteration. The procedure terminates after a maximum number of iteration,
MAXITER, or after a maximum number of iterations without any improvement,
MAXNOIMPROV E, which are given parameters of the algorithm. This proce-
dure need an initial feasible solution form which to start, that could be computed
in different ways, both with a simple greedy constructive heuristic and with more
complex meta-heuristic or directly with the model. The initial solution quality is
not a crucial issue, because, due to the strong diversification inserted in the algo-
rithm, the matheuristic is capable to explore regions potentially far, in the solu-
tions space, from the starting point and to converge to a very good solution even
starting from a poor quality one. This is a strong good point of the method. In
this case it has been chosen to take as initial solution the best feasible solution
obtained by the model within a given short time limit, TIMELIMIT. The value of
this parameter should be short but, at the same time must allow to find at least
one feasible solution.

5 Computational Results

In this section computational results obtained on instances with different char-
acteristics are reported. Three depots and six vehicles are available. Thirty cus-
tomers must be served within a time-horizon of five days. The maximum route
duration is imposed to be equal to eleven hours.

Three different levels of customers-vehicles compatibility and of customer
availability have been defined (high, medium and low). One instance for each com-
bination of these two parameters have been generated.

These levels have been constructed in order to represent realistic cases which
may arise in practical applications. In fact, availability and compatibility level may
sensibly very depending on the analyzed context. For instance, in food delivery to
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the supermarkets, vehicles compatibility is generally low; in fact, frozen or perish-
able items require specific vehicles, like freezer or refrigerated ones, which generally
are a very small subset of the global fleet. Customers availability, instead, is very
high because supermarket do not have strictly deadlines, and may be served each
day of the week. In other contexts, like electronic products home delivery (car-
ried out by amazon or other online shopping website), strictly delivery deadline
are imposed, but vehicles compatibility is around 100 %, because products do not
have any specific requirement. Since the goal of this project was to create a tool
which can be applied on several contexts, we decided to test the model on instances
having different characteristics, in order to recreate realistic situations.

The perturbation size p has been taken equal to 10, the time limit for the initial
solution search is imposed equal to 10 seconds. While the maximum number of
iterations, MAXITER, is equal to 100, while the maximum number of iterations
without any improvements, MAXNOIMPROVE, is equal to 10.

Matheuristic results are compared with the results obtained running the model
on XPRESS 7.3. with a time limit of 3600 seconds. Detailed results are reported
in Table 1, which is organized as follows. First column contains the name of
the instance, while customer-vehicle compatibility and customers availability are
reported in columns 2 and 3, respectively. In columns 4 and 5 we show the best
solution obtained by the model within the time limit (UB) and the initial solution
(IS). Column 6 reports the averaged objective function obtained by MH over 10
runs, while in columns 7 and 8 are reported the averaged percentage improvement
with respect to the model solution and to the initial solution, respectively. Column
9 reports the best objective function obtained over 10 runs and columns 10 and 11
the related percentage improvements. Averaged computational time for the MH
is around 200 seconds.

Table 1. Computational results

As shown in Table 1, MH provide a remarkable percentage improvement with
respect to the model within much quicker computational time. The improvement
with respect to the initial solution is above 25 % on average, which means that
the algorithm is capable to converge to a good solution even starting from a poor
one. Improvements are smaller on highly constrained instances (I8 and I9), which
are the less common in practice. This behavior can be explained by the fact that
the model perform better on more constrained problem, and therefore, solutions
obtained by the model on I8 and I9 are already high quality ones. Averaged results
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on 10 runs are quite similar to best results which is another good point of the algo-
rithm because shows its robustness respect to the random component.

6 Conclusions

In this paper a new A New Large Neighborhood Search Based Matheuristic Frame-
work for Rich Vehicle Routing Problems is proposed and tested on the Multi Depot
Multi Period Vehicle Routing Problem with Heterogeneous Fleet, a complex rout-
ing problem arising in real contexts. The most innovative aspect of the proposed
approach is the capability of exhaustively exploring a large (or very-large) neigh-
borhood in very small computational time, which make the LNS framework much
more effective than to traditional implementation of LNS in which only a subset of
the solutions in the considered neighborhood are analyzed. Another good point of
this approach is that it is extremely portable, i.e. it can be easily adapted to other
vehicle routing problems dealing with assignment variables, such as the 2E-VRP
in which customers are assigned to intermediate facilities, or as standard Multi-
Depot and Location-Routing problems. Furthermore, this neighborhood search
technique may be used in the local search phase in more complex metaheuris-
tics such as Variable Neighborhood Search (VNS), Adaptive Large Neighborhood
Search (ALNS) and others.
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Abstract. This work describes a flexible cloud computing architecture
intended to be used in collaborative groups where each group member
develops image analysis processes that are made available to the rest
of the group in a flexible, robust and easy-to-use way. The cloud com-
puting approximation makes the whole system elastically scalable and
reliable to failures. Computing resources are provisioned when needed,
used for a specific task and finally relinquished after the job is done.
In the proposed architecture each individual process takes its input data
from a queue, carries out the task and leaves the output in another queue.
Building a complex task starting from individual ones is performed by
chaining processes, just matching output and input queues of subsequent
processes.

Keywords: Cloud computing architectures · Collaborative environ-
ments · Image analysis · Amazon web services

1 Collaborative Environments and Cloud Architectures

In a collaborative environment, like for example a scientific laboratory of image
analysis, group members develop different software processes for a common pool.
The aim is that these different processes are available for the whole group, to
be easily used and integrated in any general task. Traditionally, these individual
pieces of code are packed up in software libraries that are included whenever
needed. However, this scenario entails several sources of problems. First of all,
compiling the whole code can become a challenge. Group members must deal
with compiling considerations of other’s code which makes it a burden to get a
running version of the whole application. Second, a good planning and coordina-
tion must be done so that each funcionality is only developed once (applying the
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“Don’t Repeat Yourself” principle). Third, each group member must know in
every moment what is the version of the different pieces of code that he is using
where are located. All these considerations make sharing, reusing and integrating
code a challenging situation that can be difficult to successfully solve [1].

These drawbacks can be overcome by using a cloud computing architecture
design for the whole application and for each individual process. In that case we
could see other’s routines as a service, running somewhere in the cloud. To use
them we just connect to them, send parameters and receive results. This scenario
abstracts us from developing details of other’s code, we could have a running
version serving to many users, while assuring a reasonable response time.

1.1 Cloud Architectures

Cloud computing architectures are design patterns of software applications that
use Internet-accesible on-demand services [2,3]. Applications developed based
on cloud architectures run on a service model so that they are used only when
needed, and can scale up and down according to the instant workload [4]. More-
over, cloud applications run in the cloud (in our case Amazon Web Services, AWS
[5]), using a provider’s infrastructure whose location is transparent to the user.
They provide reliable, scalable resources in a pay-per-use service model. Follow-
ing these patterns means provisioning resources only when needed, using them to
carry out a task, and releasing them as soon as they are not needed any more.
Moreover, resources are elastically provisioned, which means dinamically increas-
ing or decreasing the ammount of provisioned resources to meet the applications
demands in every moment. On the other hand, using the cloud services of pub-
lic providers allows a quick resources provision with a simple API-based connec-
tion through the Internet. It also allows deploying applications without any initial
investment, as the cloud economic model is pay-per-use based. In this way, cloud
developments can be done with a modest budget, as we only pay for what we really
use, during the amount of time that we have provisioned the resources.

All in all, developing and deploying applications using the cloud architecture
patterns allows a considerable cost reduction and a better service to users, even
in high workload situations.

1.2 Background

We have identified several public solutions that deal with similar problems,
although none of them solve exactly the same situation. Among the different
options we have found Cloudinary [6], 6px [7], Blitline [8], Imgix [9] and the
IPOL journal [10]. Some of them provide with a Graphical User Interface, oth-
ers allow interaction through an API, and a few of them allow both. Except for
the IPOL journal, none of these services permit including your own new image
transformations, so they are not suitable for a collaborative environment where
members develop new code. In the case of the IPOL journal, although you can
upload new transformations, it is restricted to those that implement new meth-
ods that have been previously publised in the journal. And even in this case, the
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execution time is limited to one minute. Therefore, we haven’t found an imple-
mentation of a collaborative environment based on cloud architecture patterns
like the one that we describe in this work.

2 Our Proposal: A Collaborative Cloud Computing
Architecture

Our proposal is based on hiding the implementation details and the integration
procedures. In this way, only the developer of the process knows how a process
works internally, how is implemented, the environment for running the process,
which libraries are needed, the dependencies with other processed, etc. The rest
of the group members just uses it. This is acomplished by executing the process
in the cloud, as a service. The process accepts requests of use that are carried
out, and the resulting outputs are sent back to the users.

2.1 Architecture of a Basic Process

In our architecture each single process executes in the cloud (in our case EC2 of
AWS) following a service model. It takes its input data from an input queue and
leaves the results in an output queue, as seen in Fig. 1(a), and it is not conscious
about the complex task it is working for in every moment. In fact, parameters
and results are really stored in the cloud (Simple Storage Service, or S3, of AWS
[5]), so the messages only have the information of where data are located in the
S3. The use of queues allow decoupling one process from the others, isolating
processes from each other and buffering requests (which means that the difference
of speeds between processes is balanced). It also provides with an asynchronous
execution of processes, sharing processes between different users, and it is a fault
tolerant solution because if the process fails it can be automatically launched
again and it continues processing the pending incoming messages.

Moreover, the architecture is also scalable so that if a process has too many
pending requests in its input queue, more processes of the same type are launched

Fig. 1. Cloud architecture of (a) a single Zoom process and (b) a complex task made
up of two single processes (Sharpen and Zoom).
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to deal with this workload. Similarly, as the input queue empties, the extra
processes are disposed. When the input queue is completely empty, all the
processes are removed, so the computational resources are relinquished.

Cloud Implementation in AWS. We have chosen AWS as the public cloud
provider for the implementation due to several reasons: it’s a leader among the
cloud providers, it’s mature and consolidated, it includes all the services that we
need in just one provider, and it has a free layer (and a grant program). Among
the more then thirty different services provided by AWS we have used Elastic
Compute Cloud (EC2), AutoScaling, Simple Storage Service (S3), Simple Queue
Service (SQS), CloudWatch, Simple Notification Service (SNS) and Identity and
Access Management (IAM).

In Fig. 2 we can see the basic implementation. On the right there is a Sharpen
process that is being used by only one user, and on the left there is a Zoom
process that is being used by two different users. In the later case, both users
send their requests to the same input queue. To execute a process the user logges
in AWS with its secure credentials through the IAM. It builds the input message
and sends it to the in queue of the process in SQS. The structure of the input
message includes the process identification, the params that the process need
to execute (e.g. input image, specific params for the image process and output
image), and some optional information like the destination for the output image
(the S3 bucket name) and whether we want a notification upon termination
of the process. Then, the running EC2 instance reads the message from the
input queue, does its job and stores the result in S3. After that, it builds the

Fig. 2. Cloud architecture implementation for single processes Zoom and Sharpen.
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Fig. 3. The steps that the InitCloud() and EndCloud() utilities execute.

output message and sends it to the output queue. The output message structure
includes the idenfication of the process, a status code of the finished process
and the place in the S3 where the output image has been stored. Optionally, the
EC2 instance sends a notification through SNS (if needed). In the mean time, the
CloudWatch service provides the measures for the alarms. If the alarm triggers,
the AutoScaling service increases or decreases the number of running instances
for that process.

Adapting to the Cloud: Adding and Using a New Process. From the
programmer’s point of view the adoption of the new architecture is quite simple.
He has to include the appropriate libraries to work with the cloud services and
start the new process code with a reading of the input queue. Once the queue has
a message to be delivered, the process downloads the input image from the cloud
storage and it does exactly the same as in the non-cloud programming model.
Finally, at the end of the process a new step to be done is to build the output
message and send it to the ouput queue. All this process can be automated,
which is the key for the sucess of the implementation. A new process just makes
a call to an InitCloud() function at the beginning, and EndCloud() at the end.
These functions execute the steps in Fig. 3. Once the process is developed it must
be launched to the cloud. A new EC2 instance must be created, which includes
the code with its execution environment. This can also be automated with a
call to a Register() utility, with the information about the proccess, that is,
its name and params. This Register() utility doesn’t launch the instance to
prevent having idle instances running (which would unnecesarily increase costs).
The instance will automatically be launched when some process needs to use it.
At that time the process asks for a running instance, and if there isn’t any, it
will be launched.

From the user’s point of view, instead of doing a traditional function call,
now the user must build the message with the params for the process and send
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Fig. 4. The steps that the CloudExec() and SetUpCloud() utilities execute.

it to the input queue. However, before sending the message it must ask for the
existence of a running instance for that process. If there isn’t any, it must launch
the EC2 instance, create the input and output queues, create a set of alarms in
CloudWatch and create the AutoScaling group with the appropriate rules that
allow launching more instances if needed. All these steps can be automated in a
SetUpCloud() utility. After building the message and send it to the input queue,
it must wait for a valid message in the output queue, analyze the message to check
if the status is successfull and download the output image from the S3 bucket.
Again, all these steps can be automated with a CloudExec() utility with the
definition of the process and the needed parameters. All these execution steps
are shown in Fig. 4.

2.2 Complex Tasks: Chaining Processes

Going one step further, we define a complex task by chaining simple processes.
In that case we match the output queue of a process with the input queue of
the following one, so the output queue of every single process will be no longer
needed as the result will be directly sent to the input queue of the next process,
as shown in Fig. 1(b).

Now, the structure of the initial message is more complex as it must define
the full task. It must include the different processes involved and their params,
as well as the destination of the resulting images, whether we want the interme-
diate images to be stored or not, and whether a notification must be sent after
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Fig. 5. Cloud architecture implementation for a complex task out of chained processes.

the complex task is finished. As the message moves from one process queue to
another, it also includes the different processes that have been finished, their
status code, and their output images.

Cloud Implementation in AWS. In Fig. 5 we can see the implementation
of a complex task with three simple processes: Sharpen, Zoom and Sobel. The
user sends the initial message to the Sharpen In queue. Sharpen reads from
that queue and before finishing it sends a message to the Zoom In queue. In the
same way, Zoom and Sobel read from their input queues and before finishing they
send output messages to the appropriate queues. The last process sends the final
output message to the Out queue. As in the previous case, CloudWatch alarms
are set for the different AutoScaling groups of the instances so that if there are
many pending requests in the input queues, additional instances are launched.

Complex Tasks: Adding and Using a New Process. The only difference
with the previous case is that at the end of every single process it must be
checked if there is a running instance for the following process. If that is the
case, the output message must be sent to its input queue. But if there isn’t, then
an instance for the following process must be launched. This can be achieved
with a call to the SetUpCloud() utility already described.

Regarding the use of a new process, all we have to do is to build a complex
initial message that includes the definition of the whole task. This can be auto-
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Fig. 6. The steps that the CloudExec and SetUpCloud utilities execute.

mated with a call to the CloudExec() utility already discussed, but modified to
accept a chain of processes instead of just one process, as shown in Fig. 6.

3 Conclusions

We have proposed a cloud architecture for collaborative environments in the field
of image analysis applications. It provides with characteristics that improve the
efficiency of collaboration: isolation of the processes, decoupling of the differ-
ent tasks and buffering of the requests. These characteristics rely on the fact
that every process takes its input data from an input queue and leaves the
results in an output queue. Building a complex task starting from individual
ones is performed by chaining processes, matching output and input queues of
subsequent processes. Our proposed architecture is easy to use and elastically
scalable. Furthermore, the architecture is robust, reliable to failures and flexible.
This is acomplished by provisioning resources only when needed, carrying out
the process and relinquishing them when they are no longer needed.
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Abstract. Cloud computing is a category of computing solutions in
which a technology and service lets users access computing resources
on demand, as needed, whether the resources are physical or virtual,
dedicated, or shared, and no matter how they are accessed. In any case
a Virtual Machine (VM) is putted into the motion. The mathematical
model of the deployment process varies of the detailed properties of the
particular hosts putted into the work in the considered cloud. We will
present these properties in the full paper and show the road that leads
to appropriate optimization model.

Keywords: Cloud computing · Deployment process · Optimization ·
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1 Cloud Computing

Cloud computing’s importance rests in the cloud’s potential to save investment
costs in infrastructure, to save time in application development and deployment,
and to save resource allocation overhead. Typical benefits of managing in the
cloud are: reduced cost, increased storage and flexibility. Cloud platform facili-
tates deployment of applications without the cost and complexity of buying and
managing the underlying hardware and software layers.

2 Virtual Machine

A virtual machine is a software implementation of a machine (i.e. a computer)
that executes programs like a physical machine. An essential characteristic of a
virtual machine is that the software running inside is limited to the resources and
abstractions provided by the virtual machine - it cannot break out of its virtual
environment. At the moment, there exists hundreds of application that support
cooperation between server and user PC, which are being installed by user.
Among them, we can distinguish such as: VMware, VM from IBM, etc. A virtual
machine is a “completely isolated guest operating system installation within a
normal host operating system”. Modern virtual machines are implemented with
either software emulation or hardware virtualization. In most cases, both are
implemented together [1].
c© Springer International Publishing Switzerland 2015
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3 Deployment Model – Problem Description

Cloud platform services often consuming cloud infrastructure and sustaining
cloud applications. It facilitates deployment of applications without the cost
and complexity of buying and managing the underlying hardware and software
layers [3,4]. The problem itself may be, in general, formulated as follows:

Given: The number of virtual machines. Each of them is described by needed
resources (CPU performance, memory). Required working hours are also known.
These requirements may be different for each machine. There is a cloud comput-
ing system consisting of multiprocessor computers (host machines) with defined
parameters.

Assumptions: Each virtual machine must be deployed on a single host. The
hardware resources of at least one host machines are larger than those required by
the virtual machine. Working hours for each VM are known. The most important
parameter for the VM is its performance. The minimal feasible performance is
known as like as its advisable value.

Task: Deploy virtual machines on the particular host.

4 Optimization Problem

Problem presented above may be transformed to the Strip Packing (Cutting)
Problem. This problem is formulated as follows: to pack (or cut) a set of small
rectangles (pieces) into a bin (strip) of fixed width but unlimited length. The
aim is to minimize the length to which the bin is filled.

In this paper the most imported idea is to put into the motion properties of
the host memory operating system. The most popular systems now are FAT and
NTFS. FAT (File Allocation Table) is a table that the operating system uses to
allocate files on the disk. The FAT system allows for defragmentation of files into
the small pieces. NTFS (New Technology File System) has features to improve
reliability, such as transaction logs to help recover from disk failures. To control
access to files, you can set permissions for directories and/or individual files.
For large applications, NTFS supports spanning volumes, which means files and
directories can be spread out across several physical disks. The memory operating
system has a crucial influence on the shape of the optimization problem [3,5,6].

5 Orchestrator

Orchestrator is a workflow management solution for the data center. Orches-
trator lets to automate the creation, monitoring, and deployment of resources.
Cloud orchestration solutions from IBM are designed to reduce the IT manage-
ment complexities introduced by virtual and cloud environments and accelerate
cloud service delivery, allowing enterprises to quickly respond to changing busi-
ness needs. IT administrators perform many tasks and procedures to keep the
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health of their computing environment up-to-date and their business running.
Tasks might include the diverse activities. Individual tasks and subtasks are
automated, but typically, not for the whole process [2].

By using Orchestrator, we can carry out the following tasks:

– Automate processes in the data center,
– regardless of hardware or platform,
– automate IT operations and standardize best practices to improve operational

efficiency and
– connect different systems from different vendors without having to know how

to use scripting and programming languages.

Orchestrator provides tools to build, test, debug, deploy, and manage automation
in environment. The standard activities defined in every installation of Orches-
trator provide a variety of monitors and tasks with which it is possible to inte-
grate a wide range of system processes.

Any IT organization can use Orchestrator to improve efficiency and reduce
operational costs to support cross-departmental objectives. Orchestrator pro-
vides an environment with shared access to common data. By using Orchestrator,
an enterprise can evolve and automate key processes between groups and consol-
idate repetitive manual tasks. It can automate cross-functional team processes
and enforce best practices for incident, change, and service management.

5.1 Smarter Cloud Orchestrator at Wroclaw University
of Technology

Future education will be not only widely available, but also much smarter than
today. Due to a rapid growth of technologies, among which cloud computing
plays a key role, the education supporting systems will use all available informa-
tion in order to personalize the process of teaching. It is already happening and
predicts a fast development of such technologies within 5 years. The revolution
of process of teaching will affect all levels of education, not only academia. The
adoption of new mentality as well as the development of necessary systems will
obviously take some time, however it is particularly academia’s role to lead the
process.

All the changes in education will not be possible without a flexible system
that would support cooperation between all types of schools and interactions
with businesses. Smarter Cloud Orchestrator (SCO) at Wroclaw University of
Technology (WrUT) is a base on which such systems for the entire region of
Lower Silesia will be built. The first phase of the project consists of implemen-
tation of an IT Cloud for education at the University with the architecture and
technology already prepared to support future extension.

5.2 Lower Silesia Educational Cloud

Following chapter presents the concept developed by Wroclaw University of Tech-
nology on the execution and implementation of pilot of the services called “Lower
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Silesia Educational Cloud” – hereon called . The proposed concept assumes
to adapt processing solutions in the cloud computing to the specifications and
requirements of the educational sector. On the basis of the infrastructure virtu-
alization layer (software layer) we will build, both hardware resources, to ensure
access to computing power, and resources to ensure access to space.

Workstations operating in schools are affected by hypertrophy, inconsisten-
cies, bad management and maintenance of IT infrastructure. Most schools build
their teaching facilities based on incremental purchases that are not correlated
with any unified concept. The life cycle of a workstation is a disadvantage eco-
nomically, and affects any justification of the continued functioning of schools
in the currently adopted model. Another problem is the lack of interoperabil-
ity between different schools. Lack of this interoperability leads to the creation
of specific barriers preventing the free transfer of knowledge and good practice
between schools/learning centers - schools.

5.3 Target LSEC Model

Model realization of Lower Silesia Educational Cloud should be considered at
three levels:

– Infrastructure; Content and services; Maintenance and operation.

When considering an appriate model of LSEC one may recognise the seven char-
acteristics of cloud computing:

– Scalability; Accessibility; Measurability; Ease of deployment; Performance;
Security; Savings.

5.4 Functional Assumptions of LSEC

For the purposes of the organization of Lower Silesia Educational Cloud the
following functional assumptions were adopted:

– Educational Portal providing science subjects materials; Team work;
– Virtual computer labs; The ability to use resources outside the timetable;
– Elements of “personalized education” for each student;
– The possibility of introducing an examination platform;
– Possibility to use the Cloud for the scientific research tasks;
– Availability of materials usage statistics;
– Creating a single repository of information about participants of the educa-

tional system; Remote administration of IT resources; Opening the portal in
several languages.

The proposed solution involves the use of blade environment, external storage,
backup system, and an extensive section of proactive monitoring of all areas at
many levels. The use of blade solutions will enable a dramatic reduction in the
requirements for the space (physical space in server racks, server rooms).
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The concept involves the construction of Lower Silesia Educational Cloud in
the following phases:

– Phase 1 - Needs Analysis;
– Phase 2A - Implementation of a pilot;
– Phase 2B - Implementation of basic services (selected geographical area sub-

jective);
– Phase 3 - Implementation of basic services (the rollout of basic services in the

area of the Lower Silesia Province);
– Phase 4 - Implementation of the target model for multiservice (along with the

model of self-provisioning);

6 Reflections Concerning Cloud Computing

Seven years ago, we saw the emergence of a Smarter Planet —a world becoming
instrumented, interconnected and intelligent.

Big Data is the planet’s new natural resource. Hundreds of billions of
connected sensors and devices have created massive, invisible flow of digital “1s”
and “0s” - a global gusher of information.

Advanced analytics enable us to mine it. Enterprises and institutions are
analyzing this flow of streaming, unstructured data and acting upon those insights
in real time.

Cloud computing is coming of age. The model of computing known as “the
cloud” delivers on-demand computing over the internet. It brings new scale and
efficiency to service delivery and enables more agile ways of doing business.

Social and mobile create a new platform for work. With devices in hand,
individuals now expect to interact with the world around them - as consumers,
as students, as citizens.

The concepts of building a Smarter Planet, through Smarter Educa-
tion and Research, are enabled by a business infrastructure that is
instrumented, interconnected, and intelligent.

– Access to learning resources from a variety of mobile devices
– Sensors that allow to manage the campus and buildings facilities (e.g. Energy

Grids, Digital video surveillance to protect students)
– Sensors to collect data for large scale research projects

Anywhere anytime learning access for students and teachers Access
to leading reference databases anywhere in the world Collaborative
cross-institution research on major projects.

– Effective measurement and analysis of individual student and overall school
system performance.



810 J. Kotowski et al.

– Assessment of individual student needs and predictive interventions to prevent
failures.

– Extensive data analysis to support large research projects.

In a rapidly changing world, education and government leaders have
the opportunity to ensure successful outcomes for students, the econ-
omy and society.

Smarter Classroom. Bring together deep analytics with advanced technology,
learning resources and research to create new insights and guide decisions.

Smarter Research. Collaborate with researchers and industry to create knowl-
edge, innovation, intellectual assets to contribute to education and the economy.

Smarter Administration. Create an intelligent infrastructure with open appli-
cations and flexible processes that drive down cost, dynamically respond to new
requirements and provides security and safety.

Students are at the center with a focus on enhancing academic success
and career/college readiness. Smarter Education ensures the student is on
the right track for success:

– Mobility plays a key role in Smarter Education. Student centered personalized
approach to learning and teaching.

– Digital instructional resources uses the data and analytics.
– Tools to enhance learning by increasing learner engagement delivering an

exceptional student experience and outstanding outcomes.

Delivering smarter education means:

– Quality education is delivered effectively, efficiently and at lower costs.
– The future needs of students are anticipated and planned.
– Programs and resources are matched to the learning styles of students.
– Technology builds compelling engagement across the student life-cycle.
– Curriculum is built for the needs of students and the requirements of employ-

ers. More, Services and learning opportunities are delivered to students flexibly
and easily.

Data and Analytics - Enabling personalized education at scale

– Identifying students at risk; Predicting best interventions per student;
– Integrating outcomes across an institution or geography;
– Management reporting and dash boarding; Better recruitment and retention.

Mobile and Social - Enabling any where, any time, any device learning

– Personalized information and experience; Rationalizing challenging applica-
tion estate.
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Learning is a social enterprise

– Student engagement across full life-cycle; Expertise location, mentoring and
coaching.

Cloud - Flexible, scalable IT infrastructure across operational, aad-
ministrative and teaching realms

– Faster to deploy; Simpler to operate and alter;
– Reliable, Secure, Privacy protecting;
– Improving Back Office Operations is key to sustainability, and to enable invest-

ment in Front Office Transformation.

Managing resources effectively and efficiently means:

– Budgets are prepared and executed against program goals;
– Tuition and other revenue is collected;
– Institutional advancement strategies are long-term versus short-term;
– Top performers are retained and salaries and benefits competitive and aligned;
– Outages in key services are prevented; Operational costs are lowered;
– Physical assets are maintained and aligned to teaching goals.

Data and Analytics

– Enrollment systems; Alumni information systems; Budget & finance systems;
– Program data systems; HR systems; Operational data of physical systems.

Business Process Improvement

– ERP modernization; Facilities and asset management;
– Energy, traffic, water management; Compliance and risk management;
– Score carding & Dash boarding; Predictive Analytics.

Infrastructure and Operations

– IT operations; Campus and IT security; Converged networks;
– Shared services within and across institutions;
– Accelerate research discovery and innovation capabilities.

6.1 Roadmap for Education Transformation and Sustainability

Create a personalized learning environment built on a 21st century digital cur-
riculum and tools, and individualized intervention plans for student achievement.
Enable mobility and pervasive access via an agile infrastructure that supports
institutionally and personally owned devices.

Provide secure, authenticated access to collaboration and productivity tools
for learners, teaching faculty, researchers and administrators. Leverage data and
analytics as a cornerstone of decision-making and insights for teaching faculty
and administrators Support students and employers succeed with workforce skills
and post-secondary readiness that align with economic development goals.
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6.2 Personalized Education Through Analytics on Learning Systems

Teacher uses a dashboard to identify students at risk. Predictive analytics capa-
bility identifies at-risk students and their skill gaps. Prescriptive and content
analytics capabilities recommend behavior and curriculum interventions for the
student.

Teacher selects appropriate interventions and creates an intervention plan for
the student. Student consumes the recommended content from the intervention
plan using web-based or mobile app. Teacher monitors the progress of the student
and adjusts the plan.

7 Summary

As we stated at the beginning in any case at cloud computing a Virtual Machine
(VM) is putted into the motion. The mathematical model of the deployment
process varies of the detailed properties of the particular hosts putted into the
work in the considered cloud. We presented these properties in the paper and
showed the road that leads to appropriate optimization model.
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Abstract. This model reflects the situation of floodwaters of the river Danube
in Upper Austria. The main idea is to use statistical data in this model, so that it
will come very close to the real behavior of an inundating Danube in this area.
Important input parameters are the water throughput at some crucial locations
along the river and the amount of precipitation in the influencing region. This
model shows how significant damages on areas nearby the river can be avoided
after the installation of flood preventing constructions (e.g. flood polder). It will
be adaptable for other territories by changing parameter values.

1 Introduction

In the years 2002 and 2013, during the period of summer, the nearby region of the river
Danube was flooded. In Linz on June 4th, 2013 the maximum water level was at 9.3
meters, whereas the normal gauge height is about 3.5 m.

The two pictures below give an impression of this situation: Fig. 1.
The most important goal of this work is to be able to take efficient measures to

minimize the damage of an inundating Danube that could go up to millions of Euros in
particular when enterprises like voestalpine in Linz are affected. See also the docu-
mentation of the above mentioned floodwater: Hochwasser Juni 2013, Donau,
Ereignisdokumentation, Verbund AG [3].

2 Brief Description of the Model

The most important input data are the values of the amount of the flowing water at the
power stations. Some important parameters enable the computation of the amount of
water of an inundated area depending on the actual water throughputs in that area. The
output is a measure of the damage in a given situation.

With the help of this model I make suggestions for an intelligent control of the
water power stations in such situations. Some more flood preventing actions like
eliminating sediments in the river and their impact will be investigated.

Here is a map of the affected area: Fig. 2.
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3 Mathematical Notation of the Model

This notation is made up of a DEVS (Discrete EVent System) and its functions. The
most important one is the state transition function that transforms a given state s of the
inundation model at some elapsed discrete time e to the next state s’ that will be valid at
the time e + 1. The time slot will be one hour. This system will start at time e = 1 and
stop after a given number n of hours. So we consider a certain interesting time interval
within a few days.

Here is the DEVS formalism of the flooding model:

DEVS ¼ \X;Y; S; d; k[

with

X is the input set: a table (e, q) where e is a number between 1 and n and q is the
amount of outflowing water in m3 at time e. This amount of water depends on the

Fig. 1. Left: right riverbank, Ars Electronica Center and Nibelungen Bridge of Linz [1]. Right:
deliberately flooded municipality area of Ottensheim [2].

Fig. 2. The area of the Eferdinger Becken. The yellow depicted part was seriously affected,
whereas the lila zone was less afflicted [5] (Colour figure online).
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throughputs of water from the above power station and the one beneath after the
saturation delay d.
Y is the output set: it represents the caused damage in euros.
S is the set of all possible states including the elapsed time: formed by a table (e,
s) where s is the sum of already outflowed water at time e.
δ: S → S is the state transition function: it simply sums up the q values:

(e’, s’): = (e + 1, s + q) for (e, q) of X and (e, s) of S.
For (e <= d) the value of q is 0. For e = 1 the value of s starts with 0.

λ: S → Y is the output function: it takes the maximum value s, compares it with
values in the damage table and takes the corresponding cost value from that table.

More details are stated in the next paragraph. The specific input table in this model
mainly depends on the actual flowing water at the small village of Brandstatt (river km
2157). And this water flow depends on the operation mode and throughput of the
power stations in Aschach and Ottensheim.

The difference QAschach – QOttensheim (Q is measured in m3 per second) is the
approximate amount of outflowing water to the region called “Eferdinger Becken”
which is about 50 km2 large. About half of this region is severely affected. The input
function table takes values on the basis of the real situation of June 2013. It reflects the
observed amount of outflowed water and with the help of the damage table one can
estimate the damage that adds up to about 100 million euros.

4 The Computational Model

All the data and parameter values are stored in tables. The input table is generated by a
PLSQL stored procedure. Here is a description of the most important parts:

4.1 The Tables and Their Values

There is a table that holds the data of the two power stations of interest. The next figure
is a graphical representation of the input table during 27 h. At both power stations the
peak of water throughput was reached about 20 h after the model starting time which is
Monday 3rd of June 2013 at 5:15 am Fig. 3.

This diagram describes the outflowing water q in m3 per hour at time e: Fig. 4.
The next figure shows the actual amount of outflowed water at the elapsed hour e:

Fig. 5.
The following diagram shows that the overall damage is about 100 million euros

Fig. 6.
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Fig. 3. The throughput data of Aschach and Ottensheim and the outflow.

Fig. 4. The amount of outflowing water during 27 h in m3 per hour.

Fig. 5. The accumulated amount of outflowing water in m3.
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4.2 The Parameters, Variables and Their Values

The following table lists the relevant characteristics with their names and values.

Characteristic Variable names Value

Name of the area region_name “Eferdinger Becken”
Size of this area total_size *50 000 000 m2

Size of the most affected area (yellow) size_yellow *25 000 000 m2

Size of the less affected area (lila) size_lila *25 000 000 m2

Stowage space of power station Aschach stowage_A *114 000 000 m3

Sediments increase during one year sed_incr *2 000 000 m3

Size of future flood polder polder_size *12 500 000 m2

Stowage space of future flood polder stowage_P *30 000 000 m3

Peak water throughput KW Aschach max_Q_A *9 700 m3/sec
Peak water throughput KW Ottensheim max_Q_O *7 500 m3/sec
Maximum water outflow June 2013 max_out *2 200 m3/sec
Monitoring starting time start_time 3rd June 2013, 5:15 am.
Time to fill stowage space KW Ottensheim saturation_delay 10 h
Monitoring period from start time duration 27 h
Tailback water amount tailback_water *5 000 000 m3

Sum of water outflow + tailback water sum_out *92 500 000 m3

Percentage of ground water percent_gw *50 %
Sum of water above ground sum_over *46 250 000 m3

Average water hight in yellow area avg_yellow 1,6 m
Average water hight in lila area avg_lila 0,25 m

Fig. 6. The growth of the damage in euros relative to the increase of outflowing water.
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4.3 Dependencies Between the Variables

The following equations must be satisfied:

4.4 The Definition of a Typical View Written in SQL

Here is one typical view, used to get the results above:

4.5 The Input Data Generator

For this purpose I wrote a PLSQL procedure to generate a plausible curve of
throughputs at the power stations Aschach and Ottensheim. If available, this code can
be replaced with statistical input data to store into the table “flow_rates_m3_sec”.

5 Case Studies

Now it is possible to consider some typical flood water situations. The first one
describes an inundation of type “June 2013”, the second one assumes the elimination of
sediments before this event and the third one includes a yet not existing flood polder of
a plausible size.

5.1 The June 2013 Inundation

Taking the results of the model described above, this inundation caused an amount of
outflowed water of approximately 92.5 million m3 in this region and a damage that
rounds up to 100 million euros. It is a fact that the sediments above the power station
of Aschach were constantly increasing and no flood preventing constructions were
installed.

total_size = size_yellow + size_lila
max_out = max_Q_A - max_Q_O
sum_out = sum_over + sum_out * percent_gw/100
sum_over = size_yellow * avg_yellow + size_lila * avg_lila
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5.2 Same Inundation After Eliminating Sediments

Let us consider the constant elimination of the sediments. According to the above
parameter of sediments increase, after 30 years about half of the stowage space of the
power station Aschach was filled with stones, gravel and sludge. So it is not surprising
that the company Via Donau, that manages the power stations, wanted to increase the
water level upstream of (not only) this hydropower station. Because of the increase of
the sediments the water amount in the stowage space decreases and therefore the
performance of this power station also reduces to a certain extent.

After the elimination of the sediments we would have had 60 million m3 more
stowage space upstream this power station, and then the amount of outflowed water
could obviously have been 60 million m3 less which would have reduced the amount of
the inundation to approximately 32.5 million m3 in this region. So the damage could
have been reduced from about 100 million euros to only about 28 million euros
according to the damage table.

5.3 Same Inundation Having Flood Preventing Constructions

Additionally after the construction of a flood polder almost all the remaining 32.5
million m3 of water can be hold in it and the flow off can be controlled so that the
downriver areas are protected to that dimension. As a result, there is no need to
deliberately flood the Eferdinger Becken and there will be no damage at all.

All the assumed parameter values are realistic and based on official documents and
a discussion on this subject in a conference of the Landtag Oö held by Landesrat
Rudolf Anschober [3, 4].

6 Recommendations

So far I have not mentioned the possibility of reducing the water amount in all stowage
spaces before an obvious flooding event. This will also help a lot to minimize the
devastating consequences of a natural catastrophe of this kind. The below stated rec-
ommendations are a summary of what I have learned by studying this subject.

6.1 Define Appropriate Rules of Operation

The reduction of the amount of water in all stowage spaces should begin more than 2
days before a critical rainy weather situation in the affecting areas. In such a situation
rain probably will continue and therefore the flowing speed of the river is to accelerate
to make sure that a maximum amount of water flows downstream, still without causing
serious damage. A weather forecast with high quality prediction will facilitate decisions
of this kind. These rules should operate in two modes:

(A) pre-emptying all stowage spaces upriver at least 54 h before and
(B) holding back as much water as possible when the wave arrives.
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Last time the prediction was based on a 24 h time window, but during 30 h it is
possible to transport approximately 1 000 000 000 m3 (one cubic kilometer) of water
downriver, so it is recommendable to extend this period to about 54 h.

6.2 Eliminate Sediments

The elimination of sediments along the whole river Danube in Bavaria and Austria and
its tributary streams will contribute a lot to prevent floodwaters. There will be more
space to temporarily store water and the throughput of water will be significantly higher
as in the actual situation. There is one disadvantage, namely, during the period of
pre-emptying the stowage spaces the power stations are almost out of service. In his
speech on the 12th of June 2014, Landesrat Rudolf Anschober [4] made clear that flood
prevention had a much higher priority than electricity generation.

6.3 Build Flood Polders

The existence of appropriate flood polders allows that a high amount of water can be
stored temporarily and after a certain time it can be released without causing any
damage. These constructions will make it possible to cope with extreme floodwaters
caused by heavy precipitations.

6.4 Develop an App for Smart Phones

This “Flood Warner” application should alert the users and display important data
such as water throughputs and water levels at all power stations and important places of
residences. Moreover, it should also give a prognosis of the expected maximum
water level and when it will be reached at a given user location.

7 Conclusion

Applying the above written recommendations will result in an intelligent treatment of
floodwaters. I hope that in the near future we always will be able to say: “We have been
lucky, not even that heavy rainfall has caused any serious damage!”
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Abstract. The method for forecasting successive values of time series with the
application of Artificial Neural Networks and Moving Window Fourier takes
into account additional parameters. Such parameters are determined by an
external observer based on an analysis of the accuracy of forecasts obtained. For
the purpose of automating the above method, a parameter selection module
based on decision trees has been proposed. In this way the Hybrid Method for
Forecasting (HMF) successive values of time series has been created.

Keywords: Artificial neuron networks � FFT � Forecasting � Successive values
of a time series � Moving Window Fourier � Environmental measurements in an
intelligent building

1 The Need for Forecasting Measurement Data
in an Intelligent Building

The field of intelligent building management, combined with optimized control of
comfort and energy, is an important part of automation and information technology.
Measurements of environmental parameters in particular, are an important part of data
acquisition systems in the intelligent building. Outdoor temperature, external light
intensity, wind speed, solar radiation, etc. are specific examples of the parameters that
influence control algorithms in building automation [1]. Their values are independent
of operation of these algorithms, and at the same time have a significant impact on the
functioning of the entire building automation system. For example, the taking into
account of outside temperature is essential for controlling room temperature.

Owing to the impossibility of impacting on objective environmental (weather)
parameters, it is necessary to take into account the current values of parameters in a
control process. These values vary with time very often, and their dynamics cannot be
determined by an explicit algebraic equation. For this reason, a prediction of the very
measurement values of environmental parameters based on historical data [2] is a good
and effective solution. Owing to that, the control parameters that determine a final result
can be taken into consideration well in advance.
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2 The Neural Model and Forecast Behavior of an Object

The methodology for ensuring a satisfactory accuracy of forecasts consists in the use of
artificial neural networks (ANNs) [2]. The unavailability of a mathematical model of an
object is the rationale for the construction of a neural model. This is typical of objects
that generate independent measurement data, such as outdoor temperature, CO2 con-
centration, wind speed and other environmental parameters. These are important
quantities and parameters, which must be considered while algorithms for building
automation are created. Moreover, objects of this type prevent the application of
conventional methods for determining mathematical models due to the impossibility of
influencing model inputs. Only the states at outputs can be observed (Fig. 1).

The neural model reflecting the behavior of the object over time is constructed based
on an analysis of the data generated at its output. This data is presented as a sequence of
values at regular time intervals – and it forms a time series. The time series creates a
vector of data that is present at the inputs and at the output of a neural network during
training. Historical data is presented at the inputs, whereas forecast data is presented at
the output. This adopts the internal structure of artificial neural networks to changes that
occur over time in the object that generates measurement data. An initial classification of
time series takes into account the dynamics of each of the values (the classification by
Hurst exponent value [3]). Therefore it can be assumed that a time series of a given type

Fig. 1. Example of an object that generates independent measurement data - CO2 concentration.
A premise for the construction of the neural model.
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subjected to classification varies in a stable way. Owing to that, the adaptation of the
internal structure of a neural network, based on historical data coming from a time series,
reflects the same dynamics at moments to come in the future with a high accuracy. This
means that successive values of a time series can be forecast based on historical data
through the application of the neural model constructed in that way.

3 Time Series Smoothing and Forecast Accuracy

The research conducted [4] showed a significant impact of the initial classification of
time series on forecast accuracies. The classification helps determine time series
variability. The variability is expressed by means of the Hurst exponent (H). Time
series are pre-classified into one out of three groups:

– Time series of high variability (H < 0.5) – ANN generates large errors in
forecasting,

– Chaotic time series (H = 0.5) – ANN generates a forecast as the historical value that
precedes the forecast value,

– Time series of low variability (H > 0.5) – ANN generates a forecast of a highest
accuracy.

The above classification determines the use of ANN for forecasting of time series of
a given type. A highest accuracy of forecasting may be obtained if the H values are
close to one. Unfortunately, this eliminates an extensive group of time series (for which
an accurate forecast should be determined), including chaotically varying time series,
most often occurring in Intelligent Building measurement data. An algorithm has been
developed to ensure accurate forecasting of the time series that are classified by the
unfavorable factor H; this algorithm is designed for reclassification of a time series by
modifying the series values. The Moving Window Fourier (MWF) algorithm [4]
(Fig. 2) uses series-smoothing qualities and maintains the series variation dynamics.

Fig. 2. Forecasting based on data from MWF-smoothed time series.
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The following three parameters need determining:

k – the width of a Fast Fourier Transform window,
e – a number of eliminated harmonics,
se – the number of a selected item to be assigned to the smoothed time series.

The parameters are selected experimentally.

4 Classification of Training Vectors by Means of Decision
Trees

Automated operation of the algorithm for generating forecasts with the application of
ANN and for smoothing time series with the MWF method requires that k, e, se be
determined. These parameters are selected experimentally for a specific period of a
given time series. The selection of a specific parameter value determines the accuracy
of the forecast obtained for a given series value (Table 1).

An analysis of the accuracy of forecasts in the MWF method shows a significant
influence of the selection of the item number (se) from the resulting time window
because the number is transferred to the target, smoothed time series.

The se parameter is very irregular. It is selected for a given time series based on
observations of the forecast accuracy. A change in se values significantly affects the
accuracy of the forecast. For a given time series, the se parameter also needs modifying
at short intervals. The objective of this modification is to adjust the algorithm to the
nature of changes of individual values of the time series. Moreover, the se parameter
significantly affects the delays generated by the MWF-based smoothing method.
Owing to the above issues, se values need adjusting while a forecast is being
calculated.

In order to make the time series smoothing algorithm independent of the observer,
we have proposed a method for linking the MWF method with the decision tree-based

Table 1. Parameters of MWF transformation and their impact on the forecast.
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classification algorithm [5]. The automatic decisiveness of the selection of the best se
value in a given period, automates a forecast calculation process. The se factor is
selected by creating as many time series (based on an original time series) as is the
number of potential se parameters (Fig. 3). Thereby a feature vector V consisting of all
possible time series is created. Every time series corresponds to the position of a
consecutively selected se item (Fig. 4).

Fig. 4. Constructions a feature vector transferred to the decision-tree module.

Fig. 3. The idea of creating an se-based time series vector.
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The vectors created in this way reflect a time series. Then, these vectors are collated
with the vector that defines an increase (True) or a decrease (False) of the following
time series value relative to the previous value. This collation creates a global data
vector whose elements are composed of time series based on various MWF location
items (various se values) in combination with an incremental forecast vector (Fig. 4).

The collation made in this way, i.e. a time series vector - attributes and incremental
forecasts as a feature - are subject to classification to create a decision tree. This
decision tree defines the extent of links between each of the time series with the
incremental forecast. This procedure results in the decision tree whose trunk defines the
time series mostly associated with the incremental forecast. This series was originally
constructed from a given se factor, which was therefore considered the best in a given
period. In order to ensure possibly good matching between the resulting time series and
the original series - by selecting the right se factor - it is necessary to cyclically repeat
the classification/selection of the time series that is mostly associated with the incre-
mental forecast. A combination of MWF supported by decision tree algorithms allowed
us to develop and test a new forecasting approach described as the Hybrid Method for
Forecasting (HMF).

5 Forecast Generation Algorithm - Hybrid Method
for Forecasting

The combination of the MWF-based method for smoothing a time series and the
classification with the application of a decision tree resulted in the development of an
HMF algorithm that is the tool for forecasting successive values of a time series
(Fig. 5). This algorithm consists in the following:

Fig. 5. Block diagram of the HMF algorithm for the hybrid (MWF and decision tree) method.
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(a) Preparation of input data.
(b) Determination of the window width for FFT.
(c) Calculation of Fast Fourier Transform.
(d) Determination of a quantity of MWF components eliminated.
(e) Elimination of high harmonics.
(f) The inverse FFT.
(g) Using the MWF to create a set of time series.
(h) Selection of time series by means of decision trees.
(i) Selection of the time series of highest importance to the selection.
(j) Construction of input vectors for artificial neural networks.
(k) Determination of original time series forecasts.

6 Example of Forecasts

In order to illustrate the differences in the accuracies of the forecasts obtained, please
consider an example of time series forecasting for CO2 concentration that may occur in
a laboratory (Fig. 6).

All the forecasts used ANN as the primary mechanism for generating the forecast.
The accuracy of the forecast that is based on the data from the original time series is
shown in white. The forecast obtained with an se time series rejected by a decision tree
is shown in gray. The accuracy of the forecast determined on the basis of the se factor
selected by the decision tree as most adjusted to incremental vector forecast (best value)
is shown in black.

Fig. 6. The accuracy of forecasting of successive values of a CO2 concentration time series.

828 A. Stachno and A. Jablonski



7 Summary

The decision tree method has been proposed for implementing a k, e and se parameter
selection process in the Moving Window Fourier (MWF) algorithm. The implemen-
tation of this method and the selection of best results of a forecast results in prediction
of the parameters for which the forecast gives best results. A classification with the
application of the decision tree method is an auto adaptation of the general forecasting
algorithm. Such a procedure adjusts the basic parameters of the MWF algorithm to
forecasting needs. The combination of the selection (decision tree) and forecasting
(neural networks) methods makes it possible to adopt the prediction algorithm to a
given time series. For this reason the term (concept) Hybrid Method for Forecasting
(HMF) has been introduced. The research conducted shows that predicting by means of
a neural network, complemented by the decision trees-based selection method gives
comparable results for the entire time series that is analyzed based on historical
measurement data. Potential changes (tuning) of the k, e and se parameters shall be
made in time intervals significantly distant one from another, in the series under
analysis [4]. For time series diversely classified by the Hurst exponent [2], it is nec-
essary to select new MWF parameters. Summing up, it should be confirmed that the
original forecasting method called the Hybrid Method for Forecasting, brings a new
and better quality to comfort (environment) control in intelligent buildings.
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Abstract. In the field of marine robotics it is particularly important
to endow the robot with a safe and highly reliable Navigation Guidance
and Control (NGC) system which enables the Unmanned Surface Vehi-
cles (USVs) to safely navigate even in presence of human activities such
as commercial and recreational traffic, swimmers, rowers, etc. . . A key
aspect to achieve a safe autonomous navigation is the ability of the robot
to recognize well in advance the presence of an unexpected, potentially
moving, obstacle. This function represents the base brick for the develop-
ment of a collision avoidance systems smart enough to reactively detect
unexpected obstacles and perform the necessary avoidance maneuvers to
prevent collisions. The present article describes the design of an a innova-
tive obstacle detection sensor, combining both passive and active optical
devices and based on a new concept of optronic system. It is specifically
conceived for collision avoidance tasks in marine environments and it is
designed to be easily mounted on small-medium sized USVs.

Keywords: Marine robotics · Obstacle detection · Optronic system

1 Introduction and Related Works

The employment of highly autonomous Unmanned Surface Vehicles (USVs) and,
following the trend on the recent years, the exploitation of cooperative multi-
vehicle teams requires to face and find a very reliable solution to the problem of
collision detection and avoidance.

Safe and autonomous navigation of USVs in restricted and controlled area,
free of obstacles and obstructions, is already a reality (as reported in [1–3]),
however the utilization of autonomous robotic technologies in complex scenarios
where the interaction with human activities is a needed (i.e. recreational and
commercial traffic, swimmers, buoys and other fixed installations) still represents
an open issue for safety reasons.

The patrolling of a harbor or the sampling of an area subject to commercial
traffic are common scenarios that highlight the need for robust sensing capabili-
ties in order to ensure the execution of safe autonomous operations. Thus, robots
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R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 833–840, 2015.
DOI: 10.1007/978-3-319-27340-2 102
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have to be endowed with very robust NGC (Navigation Guidance and Control)
systems in order to be able to navigate autonomously and safely in such kind
of environments. One of the main aspects of the safe navigation consists in the
capability to reactively detect unexpected obstacles with suitable advance in
terms of time and distance, in such a way to perform the necessary avoidance
maneuvers to safely prevent collisions.

For this reason, the obstacle detection sensor should have a field of view of
at least 180 degrees and, in order to give time to the vehicle to safely perform
the necessary avoidance maneuvers, a field of action of about 100 m. In this way
the vehicle will be able to identify and avoid moving objects that are found not
only in front of it, but also laterally and that can potentially cross its path.

To achieve this performance, in general, unmanned surface vehicles have a
large sensoristic endowment such as a high number of fixed cameras (to cover
the 180 degrees), X-band radar and multi-beam laser like in [4]. However, this
approach often results in a poorly integrated solution and in a rather expensive
and bulky system which is not suitable for a small-medium sized vehicle. Another
interesting approach exploits radar imagery techniques for small vessels as for
instance in [5] where the employment of commercial radar systems on USVs is
discussed, drawing the conclusion that such systems are designed for manned
operation and need interpretation by the human pilot.

Beside being reliable and effective, a collision avoidance system for USVs
should be also ‘low-cost’ and ‘plug-and-play’ (meaning highly integrated and
compact). Since efficient and robust sensing is still an open issue, the robotic
community would greatly benefit from the availability of such a reliable low-cost
and compact sensor.

2 Functional Architecture

The present work aims to design and develop an integrated active and passive
optical sensor, based on a new concept of optronics system, specifically con-
ceived for collision avoidance tasks in marine environments. The system has
been designed in such a way to be able to detect small surfacing obstacles in a
range of 100 m and 180◦ ahead the vehicle in order to effectively early detect
mobile traversing obstacles. It employs low-cost off-the-shelf devices and consists
of two subsystems: the first one equipped with a LWIR (Long Wave Infra-Red)
uncooled camera and a DLTV (Day Light Television) camera, and the second
endowed with a LRF (Laser Range Finder) with its related scanning system.
The two cameras (representing the passive subsystem) are devoted to determine
two of the coordinates that characterize the position of the obstacles (azimuth
and elevation), while the LRF (representing the active subsystem) is in charge
of computing the distance component of the obstacle position.

The innovation of the proposed architecture, with respect to commercial
optronic systems, consists in the way the different sensors work together. The
basic idea consists in acquiring, as quickly as possible, a panoramic view of the
180 degree ahead the vehicle with the passive sensors and, in a second phase,
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using the LRF to inspect the possible obstacles identified in such a view. To
minimize the recognition time, it is convenient to run the two phases in parallel
as described below:

– the passive subsystem, with the two cameras, is posed in permanent alter-
native motion spanning the 180 degree and creating a panoramic view. For
each acquired frame, a list of candidate obstacles is built through appropriate
vision and data fusion algorithms. Any identified obstacle is now localized
only by the azimuth and elevation coordinates;

– the list built by the passive subsystem is continuously reviewed by the active
subsystem which directs the laser beam towards each obstacle in the list.
The laser creates a point cloud in the neighborhood of each obstacle thus
determining the third coordinate of the position.

To implement the above described strategy it is clear that the passive and
active subsystems must be mechanically decoupled and free to independently
move from one another: while the panoramic view acquired by the two cameras
is continuously built in order to be able to detect traversing obstacles, the laser
can momentarily stop on each obstacle just for the time needed to build the
point cloud. The proposed sensor is thus composed by two independent actuated
heads that are integrated in a single pedestal in order to maintain a good level of
compactness. The pedestal will be in turn installed on a gyro-stabilized platform
in order to compensate for the sea motion. The design of such a platform does
not represent a key aspect of the proposed system hence it will not be discussed
in this paper. The overall architecture concept is represented in Fig. 1.

Fig. 1. Architecture concept
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2.1 Passive Subsystem

The time employed by the Passive Subsystem to capture a full view is a key
parameter to determine the performance of the whole collision avoidance system.
The subsystem is actuated by a single motor performing a sinusoidal azimuthal
motion. It was estimated that, to obtain a good situation awareness, the scan
time of the surrounding 180 degrees must not exceed 1.5 s. In this way, consid-
ering the average speed of the obstacles on the image plane, it is still possible
to spatially correlate the obstacle positions in two successive scans with a good
level of confidence. Moreover, a low scan time considerably increases the ability
to distinguish a real obstacle footprint, which lasts between successive scans,
from the background noise mainly given by the sea glitter, which instead will
change significantly from scan to scan.

However, with a high rotation speed, the images captured by the cameras
suffer from a noticeable motion blur. This phenomenon is even more pronounced
using low cost cameras not allowing high frame rates and requiring relatively high
exposure times. In addition, it has to be considered that the blurring phenom-
enon on a microbolometer detector, which is often employed in uncooled thermal
cameras, is even more evident than in CCD- or CMOS-based cameras. To pre-
vent this problem the azimuthal motion of the passive subsystem is not executed
in a smooth continuous way but rather in an intermittent fashion, following a
“train of trapezoids” speed profile. The frame acquisition is synchronized with
the pedestal motion so that each frame is captured while the cameras are stand-
ing still. The acquired frames are then processed in order to identify the obstacles
circumscribing the analysis only on the portion of the image with the sea; this
can be done thanks to an Inertial Measurement Unit providing information on
the vehicle attitude, useful to detect the horizon line in the image plane.

2.2 Active Subsystem

The Active Subsystem is equipped with a pulsed time-of-flight LRF which is
in charge of providing the distance component of the position vector of the
obstacles identified by the passive part. Many of the lasers commonly used in
mobile robotics, although equipped with a system of linear scanning, have a
maximum range of about 30 m on non reflective targets; hence they cannot be
employed in this case.

In order to obtain reliable measurements even beyond the 100 m, without
using high power, it is necessary to employ a very narrow laser beam which
doesn’t spread the pulse energy in the air. However, a beam so narrow requires
an extremely high precision in the line of sight of the laser. A small error in
the identification of the obstacle by the passive subsystem or an error in the
positioning of the pedestal can lead to a wrong, or even to a missing, distance
measurement.

To overcome this problem a laser scanning mechanism has been introduced
with the task of creating a point cloud in the neighborhood of each potential
obstacle identified. In this way the space region covered by the laser is increased,



Optical Sensing Technology for USVs’ Collision Avoidance 837

together with the detection probability. It has been decided to employ Risley-
prism scanner, a mechanism for optical beam steering based on a couple of
rotating wedge-shaped prisms. This kind of device is very compact if compared
with the largely diffused Palmer scanners which are based on mirrors.

The Active Subsystem head is endowed with an elevation degree of freedom,
in addition to the azimuthal one, in order to be able to point the laser toward
any point framed by the cameras of the passive subsystem.

3 Mechanical Design

In this section the mechanical design of the obstacle detection sensor will be
described. The first prototype is currently under construction. As stated before,
the sensor is composed by two mechanically decoupled actuated heads and
the resulting conceptual device is shown in Fig. 2. The design is very compact
(450 mm (H) × 250 mm (W) × 250 mm (L) × 6 Kg) in order to be easily employed
on medium-small USV. The used materials are low-cost yet resistant in marine
environment (marine aluminum, Derlin, Nylon, Inox Steel) and all the standard
elements come from mechanics market. The machined elements can be easily
realized with a lathe and a milling machine in few hours. Also the employed
main sensors (DLTV, LWIR, LRF) are low-cost components commercial-off-the-
shelf that can be found for a total amount of less than 8 Ke.

3.1 Passive Subsystem

This subsystem (lower head in Fig. 2) is characterized by 1 degree of freedom
(azimuthal rotation) necessary for the TV and IR to build the panoramic view.
The selected motor (Maxon EC 90 flat) permits the realization of a trapezoidal
intermittent movement in an angular range of 180◦ in about 1.1 s. The azimuth

Fig. 2. Object detection sensor
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mechanism is quite simple: it is constituted by a watertight box containing the
two cameras. The box is mounted on a shaft rotating on two angular contact ball
bearings that guarantee a good stability and angular precision. The movement
of the box is directly driven by the brushless motor, hence since there are no
gears the mechanical backlash is zeroed, lowering significantly the position error.

3.2 Active Subsystem

The Active Subsystem (higher head in Fig. 2) is a 2 degrees of freedom mecha-
nism (azimuth and elevation).

The azimuth mechanism is very similar to the one used for the Passive Sub-
system: brushless motor, shaft without gearbox and angular contact ball bear-
ings. In this case the shaft is connected to a fork on which the tilt mechanism
is mounted. This last employs a second brushless motor for realizing the −15◦

to 15◦ movement from the horizontal position. Also in this case, no gearboxes
have been employed in order to increase the precision of the LRF line of sight.
The motor is enclosed in a weathertight box that contains the LRF device and
an ad-hoc developed the Risley-prism scanner.

The design has been aimed to develop a new, light and ultra-compact scanner
that can be used with most of the commercial LRF. The solution adopted (shown
in Fig. 3) consists in two twin mechanisms driven by two brushless motors. Each
mechanism is realized by enclosing a prism between the two extremities of a
double flanged bush. The flange is indeed inserted inside the inner ring of a thin
ball bearing. One of the flanges of the bush is connected to a ring gear driven
by a cogwheel directly connected to a small diameter brushless motor.

The two elements are closed inside a watertight cylinder comprising the two
scanner motors, the laser and the elevation motor. A small counterweight placed

Driven
Ring Gear

Driven Ring Gear

Laser

First Prism

Ball Bearing

Driving Cogwheel Brushless Motor

Second Prism

Fig. 3. Section of laser scanner (only one motor visible)
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Fig. 4. Path following task with crossing obstacle

on the back of the cylinder is used in order to reduce the torque required to the
elevation motor.

4 Simulative Results

In order to verify the effectiveness of the proposed methodology, a simulation
campaign for a path-following task has been conducted. The simulations use a
geometric and statistic approach rather than replicate the characteristics of the
actual physical detectors employed in the design (not yet available at the time
of the campaign). The obstacle detection sensor has been simulated associating
a detection probability to the obstacles that are inside the field of view of the
passive sensors. Such probability increases as the estimated distance decreases
and increases with the number of times the obstacle is seen by the sensor. The
estimated distance measurement accuracy increases as the obstacle become closer
to the vehicle and with the time the obstacle remains in sight. The position of
each recognized obstacle is forwarded to the guidance system of the vehicle which
is in charge to perform the proper avoidance maneuvers. The Charlie USV (refer
to [6] for details) guidance algorithm and dynamic model has been used for the
test. In Fig. 4, as representative of the most challenging situation, the reaction
of the vehicle in the case of a mobile obstacle crossing its path is reported.
The dashed line represents the path to be followed while the triangle represents
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the instantaneous field of view of the vehicle; the field of action is supposed
to be 80 m. The total field of view (not displayed in the figures) consists, as
already mentioned, of the panoramic view obtained placing side by side all the
instantaneous fields of view. As it can be noted, thanks to the movement of
the cameras, the vehicle is able to detect the presence of an obstacle from the
earliest stages of the motion (Fig. 4a). Once in the obstacle proximity (Fig. 4b),
the avoidance maneuver begins and ends as soon as the obstacle comes out
of sight (Fig. 4c). After this, the vehicle resumes the given path-following task
(Fig. 4d).

The simulative test campaign showed that the vehicle guidance system is
capable to take the right decision and perform the correct maneuver whenever
warned in advance by the obstacle detection sensor both in case of stationary
and crossing obstacle.
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Abstract. In this paper, the effects of sealing materials on the per-
formance of an optoelectronic Force/Torque (F/T) sensor designed for
underwater robotic applications are investigated. The design of the sen-
sor has been conceived to exhibit a considerable compliance if compared
to commercial F/T sensors, such as the ones for industrial applications.
Moreover, optoelectronic components have been used as sensible ele-
ments for the sensor development, allowing a relatively simple and quite
reliable implementation. In particular, these properties are introduced to
deal with uncertain environments and to ease the sensor integration in
complex robotic systems, such as in the fingers of robotic a gripper for
underwater applications.

After a brief introduction of the robotic gripper this sensor is designed
for, the paper presents the basic working principle and the design of the
proposed F/T sensor, and its main features are illustrate and discussed
by means of experimental data. Finally, the evaluation of the sensor as
an intrinsic tactile sensor is investigated and experimentally validated,
and the sensor performance are compared considering different materials
for the sealing, with particular attention on dynamic application like slip
detection.

1 Introduction

The autonomous interaction with dynamic environments and the cooperation
with humans is actually one of the most challenging goal in robotics. In order
to achieve a suitable level of flexibility and to operate in a safe and autonomous
way, a robot must be able to sense and recognize what surrounds it, no matter
if it is operating in a domestic, industrial, underwater or space environment. In
this scenario, Force/Torque (F/T) sensors play a fundamental role since they
allow to perceive the interaction with the environment, paving the way toward
the implementation of robotic systems designed for manipulating and, more
in general, modifying the environment in an autonomous manner, eventually
collaborating with humans. In particular, F/T sensors are also useful for the
manipulation of uncertain objects, allowing the online adaptability of the robot
to the real object characteristics and to different working conditions.

c© Springer International Publishing Switzerland 2015
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In most of the cases, commercial F/T sensors are based on strain-gauges.
The reliability of this solution, the wide literature about the optimization of
this sensing principle [4,13], the relatively simple numerical methods for the
estimation of strain in multi-axis F/T sensors [16] and the large stiffness of the
sensor that does not introduce destabilizing effects when applied on conventional
industrial manipulators are among the main motivations behind this fact. This
type of sensors has been used in a wide number of different robotic applications,
e.g. a 6-axis F/T sensor has been embedded in an intelligent robotic foot in
[14] or a 4-axis strain-gauge sensor has been developed for measuring interaction
forces in haptic devices in [25].

Taking into account grasping and manipulation tasks, the sense of touch
plays an essential role for manipulating objects properly. A complete review
on tactile sensor technologies and features can be found in [6]. Due, on one
hand, to the high manufacturing complexity and cost and, on the other hand,
to the lack of knowledge about the interpretation and the exploitation of tactile
sensors data and despite the relevance of the application, a limited number of
commercial tactile sensors are available on the market. In spite of the many
different design solutions that have been proposed in literature and the several
physical transduction principles that have been exploited for their design, reliable
and accurate tactile sensors are still very complex and expensive devices, then
the use of simpler F/T sensors as intrinsic tactile sensors has been proposed in
literature [3].

Conventional strain-gauge based F/T sensors measure the strain induced on
the mechanical structure by the an external force/torque. On the other hand,
an alternative solution based on optoelectronic components may introduce sev-
eral advantages, as already shown by many different implementations of F/T
sensors based on this concept that have been proposed in literature. This kind
of sensors exploit the scattering or the reflection of a light beam emitted by
a source and received by suitable detectors to directly measure the deforma-
tion of a compliant structure or the relative displacement between elastically
coupled elements caused by the external force/torque. Optoelectronic F/T sen-
sors range from conventional mono-axial sensors, like the one described in [20]
where discrete optoelectronic components are used to measure the forces in a
tendon based transmission system, to 6-axis F/T sensors, like the one reported
in [15] where the authors adopt optoelectronic devices mounted on a compli-
ant structure to measure human-robot interaction forces, or the one reported in
[11] where Hirose and Yoneda implemented an optical 6-axis F/T sensor adopt-
ing a 2-axis photosensor for measuring the deformation caused by the external
load on a compliant structure. In the field of tactile sensors, a quite common
optoelectronic technology makes use of Fibre Bragg Gratings (FBG), exploiting
the relationship between the variations of the FBG wavelength and the external
force applied to the FBG [10]. Alternative implementations of optoelectronic
tactile sensors are based on CCD or CMOS camera to acquire the deformation
of a surface caused by external force [12]. In [8,9,26] the light beam of a Light
Emitting Diode (LED) scattered by a silicon dome and a urethane foam cavity
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is exploited. An optical tactile sensor based on a matrix of LED/PD couples
covered by a deformable elastic layer is described in [7].

(a) Power grasp. (b) Parallel grasp on a
thin object.

(c) Pen tripod grasp. (d) Parallel grasp on a
plastic bottle.

(e) The gripper grasping a
340mm width box.

Fig. 1. The gripper executing grasps on various objects.

The development activity reported in this paper has been started during the
TRIDENT FP7 project (www.irs.uji.es/trident/) [23] where we were in charge
of developing the gripper of an autonomous robot for search and rescue opera-
tions [1,2]. According to the project requirements, the gripper should be equipped
with force or tactile sensors for the online regulation of the grasping force and the
adaptation to objects of unknown shape and dimension. In Fig. 1 several grasps
executed by the gripper are shown. The gripper is able to perform power grasps,
see Fig. 1(a), to grasp different objects both in tripod configuration, as shown
in Fig. 1(c), and in parallel configuration, see Fig. 1(b) and (d). In particular,
Fig. 1(e) shows the ability of the gripper of grasping objects up to 340 mm width,
whereas Fig. 1(b) shows the ability of grasping very thin objects. The whole inte-
grated system composed by the gripper, the arm and the Girona 500 AUV [21,22]
has been then tested in real undersea operations in the harbor at Port de Soller,
Spain, operating at a working depth of about 25 m, according to the goals of
the TRIDENT project. Autonomous operations of the overall system have been
successfully executed, as shown in Fig. 2. A video showing the final experiments
of the TRIDENT project is also available at http://www.irs.uji.es/2nd-i-auv/
videos/E3-Autonomous-Intervention/TRIDENT-Final-Exp.mp4. In particular,
after getting the seafloor mosaic (generated on the survey phase), the AUV per-
formed autonomous detection of the dummy black box to be recovered, and the
grasp was specified by the human operator using a purposely designed user inter-
face. Then, with the aid of the AUV vision system, the black box recovery stage
was autonomously initiated by the system, as detailed in Fig. 2(d). For that pur-
pose, a robust vision system has been implemented on the AUV by using both a
2D camera and a 3D vision system. Once the black box has been autonomously
grasped by the gripper, the AUV brought it to the surface. The success of the
experiment was observed thanks to the images provided by the onboard cameras
of the AUV, and with the help of divers that recorded the experiment from out-
side, as shown in Fig. 2(b) and (c).

In this paper, the attention is focused on the development of the 6-axis F/T
sensor that equips the above described gripper. The sensor is based on opto-
electronic components and its working principle is based on the reflection of the

www.irs.uji.es/trident/
http://www.irs.uji.es/2nd-i-auv/videos/E3-Autonomous-Intervention/TRIDENT-Final-Exp.mp4
http://www.irs.uji.es/2nd-i-auv/videos/E3-Autonomous-Intervention/TRIDENT-Final-Exp.mp4
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(a) AUV deployment.

Black
Box

Gripper

(b) AUV approaching the black
box.

(c) The black box is approached. (d) Grasp execution seen from the AUV
camera.

Fig. 2. The AUV with integrated arm and gripper during the experimental tests at
Port de Soller, Spain.

(a) A prototype of the optoelectronic 6-axis
Force/Torque sensor.

RS

contact

body

o−rings

PCB

closur

cable

(b) Conceptual design of the sensor prototype.

Fig. 3. A prototype of the optoelectronic 6-axis Force/Torque sensor and internal
design of the sensor.

light emitted by a Light Emitting Diode (LED) over a moving Reflecting Sur-
face (RS) and the consequent change in the intensity of the light received by an
array of 4 PhotoDetectors (PDs). The work here reported is based on a previous
investigation of the basic concepts and implementation tests for an optical 6-axis
F/T sensor [18,19]. Due to the advantages of optoelectronic-based solutions, an
easily scalable and low-cost F/T sensor is obtained, suitable to be used as an
intrinsic tactile sensor. Moreover, the proposed sensor requires an extremely sim-
ple conditioning electronics. Additionally, since the proposed sensor is designed
to work in the underwater environment, this paper takes into account the prob-
lem of sealing of the internal components. Finally, the sensor design has been
conceived in such a way that all the electronic components are allocated in a
single Printed Circuit Board (PCB), making it easier the sensor integration into
complex mechanical structures such as grippers for underwater robots.

2 Sensor Prototype

The basic element for building up the proposed 6-axis F/T sensor is a PCB with
a LED and four PDs symmetrically arranged around it on a circle of radius 3 mm.
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The PCB is a 10×10 mm electronic board (1 cm2). According to what described
in [19], this basic element allows to detect the distance of the RS from the
PCB together with its orientation with respect to two rotational axes parallel to
the PCB plane. Therefore, with the aim of measuring forces and torques along
the three axes with a proper redundancy, 3 of these basic elements have been
placed on three faces of a cube. Even thought different arrangements can be
also used for the same purpose, this configuration allows an easy manufacturing
and assembly of the sensor. In Fig. 3(a) a prototype of the sensor is shown. It
is worth noticing that the geometry of the sensor and the arrangement of the
PCB may change according to the specific application the sensor is designed for.
The internal frame of the sensor (where the PCBs are fixed) is connected to the
external contact surface, i.e. the cover (where the RSs are attached), by means of
a compliant frame that allows the relative motion of the RS with respect to the
PCBs. By a suitable design of the compliant frame, the sensor working range
can be freely adjusted according to the application requirements. The simple
electronics adopted for the proposed sensor signal conditioning is shown in Fig. 4.
Due to its simplicity, the whole circuit in Fig. 4 can be implemented in the same
PCB where the LED and the PDs are hosted, and the three PCB shown in Fig. 3
can be then connected to a microcontroller board located into the sensor base
through the SPI digital bus. The microcontroller is in charge of elaborating the
PDs output signals to perform noise filtering and providing the force estimation
on the base of the calibration data, see Sect. 3. The microcontroller is also used to
transmit the estimated forces and torques via digital bus using different protocol
and bus types: in the specific case of the application described in this paper, the
CAN bus and CanOpen protocol have been adopted for compatibility reasons
with the other components of the robots. Since the sensor is placed on the
fingertips of a underwater three-fingered robot gripper [1], the external surface
of the sensor prototype is a spherical cap with radius R = 44 mm.

3 Calibration and Characterization

As a reference sensor for the calibration of the sensor prototype, a commercial
sensor, the ATI Gamma SI-130-10 F/T sensor, has been adopted. The proposed
sensors prototype is connected to the reference sensor in such a way that, by
means of a suitable changes of the coordinate reference frame, the measurement
of the two sensors can be directly compared. The calibration procedure consists
in applying a variable load in terms of both forces and torques to the two sensors,
while and the data from both sensors are collected. Assuming that the compli-
ant frame is working within the elastic regime, a linear relationship between
the applied force/torque vector w = [fT , mT ]T and RS displacement can be
assumed. Then, a polynomial mapping between the PD output voltages and the
applied force/torque can be established

w = C v (1)

where
v =

[
vn
1 · · · vn

12 · · · v1 · · · v12 1 · · · 1
]T
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Fig. 4. Simplified measuring circuit of the PCB with one LED and four PDs.
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(a) Force Reconstruction.
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(b) Torque Reconstruction.

Fig. 5. Performance of the optoelectronic F/T sensor: Force and Torque reconstruction.

is the vector of the 12 sensor output voltages, and the corresponding powers
up to the order n. Note that the 12 ones at the end of the vector are used to
remove the output voltage offset. The calibration matrix C can be derived from
experiments as

C = ΩΣ+ (2)

where Σ+ denotes the pseudoinverse of the matrix Σ and

Ω =
[
w1 w2 · · · wi · · · wm

]
Σ =

[
v1 v2 · · · vi · · · vm

]
are the matrices of the m experimental measures of the external forces/torques
applied to the optoelectronic sensor and of the PD output voltages respectively.
A 3rd-order interpolation polynomial has been adopted for deriving the external
force/torque vector from the sensor output signals since this represents a good
trade-off between precision in the force/torque reconstruction and computational
complexity.

According to the project requirements, the operating range of the sensor
prototype has been selected as [−50 ÷ 50] N along the linear axes, while torques
are limited to [−1 ÷ 1] Nm. In Fig. 5 the comparison between the force and
torque measured by the reference sensor and by the proposed optoelectronic
sensor as well as the estimation errors are reported. From the plots, it can be
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(a) Response to a sinusoidal force signal with increasing ampli-
tude at 0.1 Hz.
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(b) Response to a sinusoidal force signal (20 N) at increasing fre-
quencies.

Fig. 6. Response of the sensor to a sinusoidal force signal with increasing amplitude
and frequency.

noted that, while the sensor allows a good estimation is quasi-static condition
(i.e. if the force/torque is constant), the estimation error increases during the
force and torque variations. In order to fully characterize the sensor not only
in static conditions but also to evaluate its dynamic behavior, the response of
the sensor to a sinusoidal force with increasing amplitude and frequency along
the z-axis as been verified. Figure 6(a) shows a test in which a sinusoidal force
with constant frequency (0.1 Hz) and increasing amplitude is applied to the
sensor. From these plots it is possible to see that the estimation error increases
as the force gradient becomes larger and larger. As a matter of fact, because of
the visco-elastic properties of the rubber used to seal the optical sensor, this is
‘slower’ than the reference sensor in recovering the unloaded position. This effect
is more evident in Fig. 6(b) where a 20 N sinusoidal force is applied at increasing
frequencies, from 0.01 to 3 Hz. In this experiment, the error increases with the
frequency of the input signal.

It is important to remark that this effect is not due to some intrinsic limita-
tions of the sensor, and in particular of its working principle, but rather to its
mechanical design and, more specifically, to the need of employing rubber sealing
for the isolation of the electronic parts from water. As a verification of this fact,
the force/displacement response of the sensor without and with o-ring sealing has
been experimentally measured, and the results reported in Fig. 7(a) show that a
significant frequency dependent hysteresis is introduced in the sensor response
by the o-rings. Additional experiments have been also executed to measure the
frequency response of the sensor. Figure 7(b) shows how the introduction of the
sealing elements reduce the frequency range of the sensor, limiting in this way
also the possibility of the using the sensor information for dynamic applications,
such as slip detection, as further investigated in the following. Then, the effect of
the sealing material needs to be considered during the calibration of the system
for a proper identification of the slip events, in particular in case frequency based
detection techniques are used. As a first tentative toward the limitation of this
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Fig. 7. Force/displacement and frequency response of the sensor with and without
o-ring sealing.

problem, a couple of different materials, silicon and rubber o-rings, have been
also evaluated for the sensor sealing: as can be seen in Fig. 7(b), no significant
difference exists in the sensor response in case of rubber or silicon sealing.

4 Characterization as Intrinsic Tactile Sensor

The use F/T sensors as intrinsic tactile sensors, i.e. for the computation of the
contact point between e.g. the fingers of a robot hand and the grasped object,
has been reported in literature by several authors, see [3,5,17,24]. With the aim
of providing additional information about the contact between the gripper and
the grasped object, the use of the proposed device as an intrinsic tactile sensor
has been investigated considering the hard finger contact hypothesis, i.e. only
forces and not torques can be applied at the contact point. In case of a sensor
with spherical surface (with radius r) the position pc of the contact point can
be obtained from the force f and torque m measured by the F/T sensor as [3]

λ = − 1
‖f‖

√
r2 − ‖f × m‖2

‖f‖4 , r0 =
f × m

‖f‖2 , pc = r0 + λf (3)

Due to the geometry of the system, these equations admit up to two solutions
representing the intersection of a line with a spherical surface. The solution rep-
resenting the effective contact point can be selected assuming that the contact
force acts on the sensor external surface, while the other solution will be out of
the fingertip surface. The experimental tests reported in Fig. 8 show the mea-
sured forces and the corresponding contact point position on the sensor surface
represented by blue lines and red dots respectively. For the sake of comparison,
in Fig. 8 also the forces measured by the ATI reference sensor and the corre-
sponding contact point positions are reported with green lines and black dots
respectively. The comparison of these results allow to state that the proposed
optoelectronic device can be successfully used as intrinsic tactile sensor.
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Fig. 9. Experimental setup for the evaluation of the slip detection algorithms.

5 Slip Detection

As a possible dynamic application, the use of the sensor information for the
implementation of a slip detection algorithm has been investigated by means of
the experimental setup shown in Fig. 9(a). The setup is composed by two linear
motors LinMot-37x160: the first motor (Motor 1) is mounted with its motion
axis aligned with the sensor z-axis and is used to hold an object against the
optoelectronic sensor by means of a rounded tip (to simulate the contact between
the object and a second fingertip); the second motor (Motor 2) is positioned
perpendicularly to Motor 1 in order to apply a tangential force to the object
and is equipped with a precision load cell. Motor 2 is used both to apply to the
object a tangential force and to measure the object displacement during slip by
means of the integrated encoder. Motor 2 is controlled using the force signal of
the load cell mounted on its slider.

The typical response of the sensor with sealing o-rings obtained during the
slipping of the object is reported in Fig. 9(b): the top plot reports the increasing
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force applied by Motor 2 to the object, while the middle plot reports the object
position and the amplitude of the first three FFT harmonics computed from the
force signal of the F/T sensor is reported in the bottom plot. From these plots,
it possible to note that the fundamental harmonic shows a first peak when the
object starts moving at time t = 2 s, when the tangential force overcome the
friction between the object and the sensor, but in this phase the motion is not
still continuous but is characterized by a stick-slip behavior. Later, an higher
peak can be seen at time t = 14 s when the continuous motion of the object is
achieved due to the high level of the tangential force. This experiment allows to
see how it is also possible to discriminate between this two slipping regimes.

6 Conclusions

In this paper, an F/T sensor for underwater robotic applications has been pre-
sented. In particular, the proposed device has been developed for equipping the
fingertips of a three-fingered gripper. With the aim of reducing the complexity
and the cost of the device, discrete optoelectronic components have been adopted
for the sensor development. Moreover, the proposed sensor is based on a com-
pact and customizable electronics, fact that easy the mechanical and electronic
integration into relatively complex systems like the gripper of an autonomous
underwater robot. The experiments that have been performed to evaluate the
sensor characteristics show satisfactory performance of the proposed device in
the estimation the applied force and torque. The usage of the proposed sensor as
an intrinsic tactile sensor for detecting the contact point location on the sensor
surface has also been experimentally evaluated. Moreover, since this aspect is
crucial for all the application where the detection of the gripping force change
rate is more important than the absolute value of the force itself, i.e. for detect-
ing the object slipping, particular attention has been given to the verification of
the o-ring sealing effects on the frequency response of the sensor. To this end,
the sensor information has been exploited for the implementation of a frequency
based slip detection algorithm, enabling the detection of incipient object slip
from the sensor signals. Further activities are in progress for the experimental
validation of the sensor in grasping and manipulation task on a robotic grip-
per, to develop more compact sensors and to customize the design for different
applications.
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Abstract. This paper presents an approach to underwater glider path
planning (UGPP), where the population size reduction mechanism is
introduced into the differential evolution (DE) meta-heuristic and two
types of DE strategies (DE/best and DE/rand) are applied interchange-
ably. The newly proposed DE instance algorithms using population size
reduction on the best and rand DE strategies are assessed and compared
on 12 test scenarios using the proposed approach. A Bonferroni-Dunns
statistical hypothesis testing is conducted to confirm out-performance
of the favoured DE/best strategy over the DE/rand strategy for the 12
UGGP scenarios utilized. The analysis suggests that the approach can
benefit from gradually reducing the population size and also tuning the
DE parameters. Thereby, this contributes to extend the operational capa-
bilities of the glider vehicle and to improve its value as a marine sensor,
facilitating the implementation of flexible sampling schemes.

Keywords: Differential evolution · Population size reduction · Glider
path planning · Underwater robotics · Autonomous underwater vehicle

1 Introduction

This paper fosters the meta-heuristics research on Underwater Glider Path Plan-
ning (UGPP) [13] and Differential Evolution (DE) [24], as initially proposed in
the first study on DE and UGPP [26]. Compared to this first study [26], two
additional mechanism are included now into the DE metaheuristic and used for
the UGPP, (1) the population size reduction from [5,24] and (2) interchangeable
use of two types of DE strategies (DE/best and DE/rand) from [24]. The extended
abstract of this paper was published in [25]. The proposed improvement aims in
contributing to extend the operational capabilities of the glider vehicle and to
improve its value as a marine sensor, facilitating the implementation of flexible
sampling schemes.
c© Springer International Publishing Switzerland 2015
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 853–860, 2015.
DOI: 10.1007/978-3-319-27340-2 104
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2 Related Work

In this section, related work on optimization with differential evolution and the
underwater glider path planning challenge are presented, defined in [5,26].

2.1 Differential Evolution and Optimization

Differential Evolution (DE) was introduced by Storn and Price [22] with a
floating-point encoding evolutionary algorithm [10] for global optimization over
continuous spaces. Its main performance advantages over other evolutionary
algorithms [3,4] lie in floating-point encoding and a good combination of evolu-
tionary operators, the mutation step size adaptation, and elitist selection. The
DE has a main evolution loop in which a population of vectors is computed for
each generation of the evolution loop. During one generation g, for each vec-
tor xi, ∀i ∈ {1, 2, ...,NP} in the current population, DE employs evolutionary
operators, namely mutation, crossover, and selection, to produce a trial vector
(offspring) and to select one of the vectors with the best fitness value. NP denotes
population size and g ∈ {1, 2, ..., G}, the current generation number [26].

Mutation creates a mutant vector vi,g+1 for each corresponding population
vector. Among many proposed, one of the most popular DE mutation strate-
gies [19,22] are the ‘rand/1’:

vi,g+1 = xr1,g + F (xr2,g − xr3,g)

and the ‘best/1’:
vi,g+1 = xbest,g + F (xr1,g − xr2,g),

where the indexes r1, r2, and r3 represent the random and mutually different inte-
gers generated within the range {1, 2, ...,NP} and also different from index i. The
xbest,g denotes the currently best vector. F is an amplification factor of the dif-
ference vector within the range [0, 2], but usually less than 1. The first term in
the mutation operators defined above is a base vector. Following, the difference of
two chosen vectors denotes a difference vector which after multiplication with F ,
is known as amplified difference vector. The simple DE mutation ‘rand/1’ is by far
most widely used [8], however, a form of ‘best/1’ mutation has also been signified
beneficial, especially in more restrictive evaluation scenarios [2,15,24,26].

After mutation the mutant vector vi,g+1 is taken into recombination
process with the target vector xi,g to create a trial vector ui,g+1 = {ui,1,g+1,
ui,2,g+1,..., ui,D,g+1}. The binary crossover operates as follows:

ui,j,g+1 =

{
vi,j,g+1 if rand(0, 1) ≤ CR or j = jrand

xi,j,g otherwise
,

where j ∈ {1, 2, ...,D} denotes the j-th search parameter of D-dimensional
search space, rand(0, 1) ∈ [0, 1] denotes a uniformly distributed random num-
ber, and jrand denotes a uniform randomly chosen index of the search parameter,
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which is always exchanged to prevent cloning of target vectors. CR denotes the
crossover rate [23].

Finally, the selection operator propagates the fittest individual [7] in the new
generation (for minimization problem):

xi,g+1 =

{
ui,g+1 if f(ui,g+1) < f(xi,g)
xi,g otherwise

.

In [5], population size reduction was introduced, where population size is
reduced by half, when number of generations exceeds ratio between the number
of function evaluations allowed and the population size:

Gp >
Nmax Feval

pmaxNPp
.

2.2 Underwater Glider Path Planning

An ocean glider is an autonomous vehicle that propels itself changing its buoy-
ancy. The resultant vertical velocity is transformed into an effective horizontal
displacement by means of the active modification of the pitch angle and the effect
of the control surfaces. The glider motion pattern is constituted by a series of
“v” descending/ascending profiles between two target maximum and minimum
depths, after which the vehicle returns to surface to transmit data and update
its target way-points [26].

Ocean gliders constitute an important advance in the highly demanding ocean
monitoring scenario. Their efficiency, endurance, and increasing robustness make
these vehicles an ideal observing platform for many long-term oceanographic
applications [20]. Nevertheless, they have proved to be useful as well in the
opportunistic short-term characterization of dynamic structures. Among these,
mesoscale eddies are of particular interest due to the relevance they have in many
oceanographic processes [13]. The characterization of pollution and harmful algal
bloom episodes have been also included as part of recent glider missions. Having
the potential of fully autonomous operation, usual control scheme of ocean gliders
does not exploit this capacities too much and relies mainly in a human-in-the-
loop approach.

Path planning plays a main role in glider navigation [9] as a consequence of
the special motion characteristics these vehicles present. Indeed, ocean current
velocities are comparable to or even exceed low speed of a glider, typically around
1 km/h (0.28 m/s). In such situations a feasible path must be prescribed to make
the glider reach the desired destination. This can be accomplished by analyzing
the evolution of the ocean currents predicted by a numerical model. The problem
is not trivial, as the planner must take into account a 4D, spatio-temporally
varying field over which to optimize. Also, since increasing the number of function
evaluations (FES) degrades the optimization execution time and jeopardizes
mission planning time (limiting the optimization time to minutes), it is inevitable
to put a restriction on FES, e.g. limit to roughly 2000 FES which may compute
in a few minutes.
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Different solutions to the glider path planning problem can be found in the
literature. Inanc et al. [14] propose a method that applies Nonlinear Trajectory
Generation (NTG) on a Lagrangian Coherent Structures (LCS) model to gener-
ate near-optimal routes for gliders on dynamic environments. Alvarez et al. [1]
use Genetic Algorithms (GA) to produce suitable paths in presence of strong
currents while trying to minimize energy consumption. Other authors have put
the focus on the coordination of glider fleets to define optimal sampling strate-
gies [17]. A multi-objective GA was also applied to autonomous underwater
vehicles for sewage outfall plume dispersion observations [18], which considered
two objectives, i.e. the maximum number of water samples besides total travel
distance minimization.

In the particular case of eddies, the complexity of the path planning sce-
nario is aggravated by the high spatio-temporal variability of these structures
and their specific sampling requirements [12]. Garau et al. [11] use an A* search
algorithm to find optimal paths over a set of eddies with variable scale and
dynamics. Smith et al. [21] propose an iterative optimization method based on
the Regional Ocean Modeling System (ROMS) predictions to generate optimal
tracking and sampling trajectories for evolving ocean processes. Their scheme
includes near real-time data assimilation and has been tested both in simulation
and real field experiments. The current state-of-the-art for glider path planning
uses optimization based on a Nelder-Mead algorithm [6] (the fmisearch Mat-
lab implementation [16]) or genetic algorithms (GA) [13]. In [26], UGPP was
addressed using DE and other evolutionary algorithms, where it was suggested
that the use of DE is beneficial on the 12 test scenarios, and a real mission was
carried out to confirm the viability of the approach.

3 Approach Extension

The population size reduction [5] is used inside DE in this study. Two mechanism
are included now into the DE metaheuristic and used for the UGPP, extending
the initial approach [26]:

1. the population size reduction from [5,24]
2. interchangeable use of two types of DE strategies (DE/best and DE/rand)

from [24].

All other parameter are kept same as in [26]. In the following section, we present
the performance differing with the parameterization of the population size reduc-
tion mechanism for different NP , pmax, and NPmin parameter values. Also, the
difference among using DE/best and DE/rand with different parameter sets, is
studied.
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Fig. 1. Phenotype paths obtained using DE/best (Color figure online).

4 Results

In Fig. 1, phenotype paths obtained using DE/best are shown. Trajectory sim-
ulations for the 12 bearings computed with best taking population size (NP )
as the study factor. For DE/best and NP values are 8 (blue), 32 (purple), 128
(yellow), and 512 (green). Shown are the 120 runs subsampled with step 10 (one
run drawn per NP , resulting in 12 trajectories shown).

In Fig. 2, different population sizing settings impact on mean final fitness
value for different minimal NP (NPmin) and number of reductions (pmax) are
shown for DE/best, aggregated on 10 independent runs. Also, standard deviation
values of the means values are drawn.

In Fig. 3, Bonferroni-Dunn’s statistical test of DE/best and DE/rand with
some selected different parameter sets are presented. The control algorithm is
DE/best setting #47, i.e. DE/best with NP=64, pmax=5, NPmin=20), this
is a setting #47 out of 84. The control algorithm (we propose this one as
favorable) outperforms some DE/best and all DE/rand variants. The sample
index identifiers are denoted using the Sample number, listing NPmin values and
then repeating these for different values of pmax (as indicated in Fig. 2). The
value Sample No equals the zero-based index number in the NPmin = {40, 20, 10}
array, added the zero-based index in the pmax = {20, 15, 10, 5} array multiplied
by 3 and added the zero-based index in the initial NP = {512, 256, 128, 64}
array multiplied by 12, e.g. for the setting #47 this is 47 = 1 + 0 ∗ 3 + 3 ∗ 12:
these indices are 1, 0, and 3, respectively, i.e. NPmin = 20, pmax = 20, and
NP = 64.
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5 Conclusion

In this paper, we presented an extension of our meta-heuristics research on
Underwater Glider Path Planning (UGPP) [13] and Differential Evolution
(DE) [24], as initially proposed in the first study on DE and UGPP [26]. Com-
pared to this first study [26], two additional mechanism are included now into
the DE metaheuristic and used for the UGPP, (1) the population size reduction
from [5,24] and (2) interchangeable use of two types of DE strategies (DE/best
and DE/rand) from [24]. The extended abstract of this paper was published
in [25].

All other parameter are kept same as in [26]. We presented experimental
results for the performance differing with the parameterization of the population
size reduction mechanism for different NP , pmax, and NPmin parameter values.
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Also, the difference among using DE/best and DE/rand with different parameter
sets, was presented and the DE/best proposed as a better candidate in the test
framework. Thereby, the proposed confirmed improvement contributes to extend
the operational capabilities of the glider vehicle and to improve its value as a
marine sensor, facilitating the implementation of flexible sampling schemes.

In the future work, the approach could be extended using even more aspects
of evolutionary algorithm features, including multi-objective optimization and
constraint handling.

Acknowledgments. This work was partially funded by the Slovenian Research
Agency under project P2-0041 and the Canary Island government and FEDER funds
under project 2010/62. The codes in Matlab for extending the optimization algorithms
utilized are provided by Qingfu Zhang at http://dces.essex.ac.uk/staff/qzhang/code/.

References

1. Alvarez, A., Caiti, A., Onken, R.: Evolutionary path planning for autonomous
underwater vehicles in a variable ocean. IEEE J. Oceanic Eng. 29(2), 418–429
(2004)
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Abstract. In the paper we consider a problem of underwater vehicle
routing (also called path planning) which can be described as follows:
Given positions under water have to be inspected by the mobile robot
taking under consideration water currents, minimizing the total time
of the inspection. Two elements of such an approach are described here:
vehicle positioning method and routing algorithm. We proposed to apply
tabu search and dynasearch metaheuristics as routing alogrithms. As
efficient metaheuristics, proposed algorithms allows us to determine good
solutions (paths) in a very short time.

1 Introduction

Underwater mobile robot which is considered in this paper is small and its dimen-
sions are in the range of the cube 50 × 50 × 70 cm. The device has a low positive
buoyancy close to zero and it is equipped with three electric drive motors with
the rotors. The two drive motors are used to change the direction of movement of
the robot in the horizontal plane, whereas the third motor is used to immerse the
robot and to change its vertical position. A permanent connection via a power
cable is used to supply energy to electric motors. This means that the maximum
range of the robot is associated with the position of the floating base station and
the length of the connecting cable. Hence it is assumed that the maximum range
of the robot is about 300 m from the base station. The base station is located
on the surface of the water. Therefore, determination of its position is not a
big problem using e.g. measurements by GPS (Global Positioning System) or
GNSS (Global Navigation Satellite Systems). However, the satellite navigation
is impossible under water.

Recognizing the problem as a vehicle routing one can observe, that mostly
metaheuristics are used for its solving nowadays. Tabu Search (TS) metaheurit-
ics was introduced by Glover [6] as an extension of classical local search methods.
It explores the solution space by local search procedure with the use of neighbor-
hoods. Most of TS efficient implementations are based on the multi-start model,
a neighborhood decomposition [3] or move acceleration [4]. Congram et al. pro-
posed so-called dynasearch neighborhood [5] based on the idea of exploration of
the exponential-size neighborhood in the polynomial time. In the paper we pro-
pose to applyt the tabu search metaheuristics and tabu search with backtracking-
jump as well as dynasearch to determine underwater vehicle routing path.
c© Springer International Publishing Switzerland 2015
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 861–868, 2015.
DOI: 10.1007/978-3-319-27340-2 105
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2 Positioning System

Due to the limited technical capabilities to determine the position of the object
underwater a dead reckoning navigation, assisted with the inertial navigation
system (INS) and the inertial measurement units (IMU), are often used [8]. Due
to the fact that our task refers to an object moving in a short distance and in
regular contact with the base station the most preferred method is the short
baseline acoustic positioning system (SBL) [7,10]. The measurement of the posi-
tion of the mobile robot is performed with respect to the position of the base
station which position is determined from satellite navigation. It is assumed that
the mobile robot moves under water at a speed up to 1 m/s. The measurement
of the position of the object in the real aquatic environment must take the char-
acteristics of the environment into account. It turns out that the most effective
measuring medium in these conditions are ultrasounds. With the use of ultra-
sound one can determine the distance in the water, which is proportional to the
distance travelled, what is more, one can also determine the speed of the object
moving away, which is possible with the use of Doppler effect. The sound prop-
agates in the water at a speed of 1490 m/s which is four times faster than in the
air. Thus, the distance measurement by means of ultrasounds at the section of
300 m can be performed in 0.2 s. Assuming a maximum speed of movement of
the robot at 1 m/s, it is possible to obtain the position update every 20 cm.

When making distance measurement on the basis of the average of the ultra-
sonic wave movement in two directions (both: from object to the reference point
and from the reference point to the object) it is possible to eliminate data errors
resulting from the water movement in which the measurements are taken.

2.1 Underwater Position Determination

Determination of underwater location of object in 3D space by measuring the
distance from the points of reference requires designation of appropriate location
of the points [2,7,10]. In determination of the robot location under water only
by distance measuring, at least three such sensors are necessary. Distribution of
reference points has a significant impact on the accuracy of the designated posi-
tion of the underwater object. The line connecting two basis points is called the
baseline (BL). Most preferred is an arrangement in which the lines from the ref-
erence points to the position of the underwater object intersect at a right angle.
This means that the spacing between the reference points (BL length) should be
close to twice the distance between the positioned object and the BL line. On one
hand, a practical relationship can be observed here: the greater the immersion
of the positioned object or the robot’s work area, the greater the BL spacing
between reference points. On the other hand, the specificity of the activities car-
ried out by underwater robot determines the required measurement accuracy.
Thus, the measurement system used is a compromise between technical capabil-
ities and required expectations regarding the accuracy of the measurement. For
large depths exceeding 100 m and for objects working in a large measure space
there are such systems as (LBL) Long BaseLine type. In such systems BL has a
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length of more than 100 m, sometimes reaching several kilometres. For distances
of up to several kilometres there is a problem with the enlargement of absolute
error of ultrasonic distance measurement. To increase the absolute accuracy of
position measuring of the entire work space in LBL system there are often more
than three points of reference fixed. In some publications, e.g. [2], LBL system is
further narrowed as a measurement system based on the reference points located
on the bottom of the tank. If the reference points are located on the surface of
the water and their position is corrected with GPS bearing, then this type of
system is called GPS intelligent buoys (GIB) system. If the required BL length
does not exceed 100 m, measuring systems of this type are called Short baseline
(SBL) acoustic positioning systems. The measurement principle is the same as
in LBL systems. In SBL systems reference points are often placed on the hull
of a ship (vessel) leading or supervising underwater research. Such placement
of reference points provides a stable measurement results relative to the vessel.
Rigid arrangement between the reference points is preserved, while the position
of the vessel can be determined on the basis of GPS data.

Due to the fact that the measurements of the position of the underwater
object are often monitored involving small vessels with limited technical possi-
bilities related to the spacing of reference points there are (USBL) Ultra Short
BaseLine type measuring systems used. In such solutions BL is small, no more
than several meters and, at the same time, many times smaller than the mea-
sured distance. In such systems, there is a problem with accurate position mea-
sure based only on the distance to the reference points. Such a situation can
be seen for instance when working depth of underwater robot is several times
greater than the possibility of BL spacing. Therefore, the type of USBL solution
is combined with other measurement systems. Location coordinates are com-
bined with dead reckoning navigation, e.g. on the basis of determining the speed
and direction of the robot movement from IMU module, based on water pressure
there is the depth of immersion defined. By setting the propagation direction of
the sound wave it is possible to reduce such system to one reference point located
on the vessel which supervisors measurements.

2.2 Design of Measurement System

The task refers to an object that is in constant contact with the base station
with the use of a cable connection. The measured object moves approximately
150 m from the vessel which supervises measurements. In the large water area
such as in the sea the supervising vessel may have a length of a several dozen
meters, which means that in this case the system can be classified as SBL. When
using data collected from small vessels - measuring system can be categorized
as USBL [2,7,10].

On the object, that is on the underwater robot there is placed a transponder
emitting ultrasonic signal, while in reference points there are receivers of this
signal. The underwater mobile robot will be equipped with sensors of INS and
IMU type, e.g. namely in a magnetometer and a pressure sensor. On the basis of
pressure measurement the depth of immersion can be determined. If the object
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and reference points are in motion, direction of the object movement is known
and we have an influence on the position of basis points, then, not only on the
basis of the depth of immersion but also two measurements of the distance from
the base station the location of an underwater object can be determined. If
the base station is a vessel of a length of several meters, then ultrasonic signal
receivers (reference points for measuring distances) can be placed on the bow
and stern of the ship. Ultrasonic transponder is placed on the mobile robot. If
on a small object reference points are located on the stern and on the bow of
the vessel, a satisfactory accuracy of the measurements can be obtained when
the work distance of the object is not more than twice the length of the vessel.

3 Routing Algorithm

The problem considered can be modelled as a variation of Traveling Sales-
man Problem (TSP) in which topology positions are modelled as a graph with
weighted arcs. Weights of arcs are connected with times of travel between posi-
tions (vertexes of the graph), which are combinations of distances and influences
of water currents. For the considered problem a tabu search and dynasearch
metaheuristics are proposed.

Table 1. Percentage relative deviation for time of calculations 0.01 [s].

ffid%ffid%ffid%
problem TS TSAB DS problem TS TSAB DS problem TS TSAB DS
gr202 16.7 16.2 12.9 berlin52 14.9 14.9 11.1 gr137 39.3 39.3 30.8
a280 22.4 22.4 21.2 eil101 16.1 16.4 15.7 pr124 15.1 14.2 13.2
pr299 24.3 24.3 21.8 eil51 12.0 12.0 10.6 att48 13.5 13.5 5.7
bier127 6.5 6.5 5.7 pr136 23.8 24.3 23.8 ali535 29.4 29.4 25.0
pr1002 27.8 27.8 26.9 burma14 8.3 3.9 9.4 gr229 25.4 25.4 21.0
pr107 4.6 3.8 1.7 ch130 21.3 21.3 21.1 pr439 22.4 22.4 19.7
eil76 13.8 13.8 13.8 lin105 37.5 37.5 36.5 pr264 17.8 17.8 14.4
att532 28.3 28.3 26.4 ch150 24.6 24.6 24.2 gr431 29.2 29.2 24.8
gil262 30.6 30.6 19.5 gr96 12.0 16.4 10.7 gr666 23.6 23.6 21.8

%diff
problem TS TSAB DS
Average 20.8 20.7 18.1

3.1 Tabu Search

Tabu search algorithm was proposed by Fred Glover in 1986 [6]. The idea lies
in metaheuristics designed in a way so as to take local optimization methods
beyond local optima. Initially, there is a move defined, which is an operation
that transforms the solution S into the new solution S′. The set of all elements
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Table 2. Percentage relative deviation for time of calculations 0.1 [s].

ffid%ffid%ffid%
problem TS TSAB DS problem TS TSAB DS problem TS TSAB DS
gr202 13.0 12.9 12.9 berlin52 14.9 13.5 6.6 gr137 38.8 38.8 20.4
a280 21.2 21.2 21.2 eil101 14.6 14.3 10.0 pr124 13.2 13.2 9.8
pr299 22.6 22.5 21.8 eil51 12.0 11.7 3.8 att48 13.5 13.5 3.5
bier127 5.6 5.6 5.7 pr136 20.8 20.8 23.8 ali535 27.2 27.2 23.7
pr1002 27.8 27.8 24.8 burma14 8.3 3.9 9.4 gr229 22.1 21.8 21.0
pr107 1.7 1.7 1.7 ch130 21.1 21.1 21.1 pr439 22.1 21.8 19.7
eil76 13.8 13.8 11.0 lin105 35.9 35.9 26.0 pr264 15.1 15.5 14.4
att532 28.1 28.1 25.0 ch150 24.2 24.2 24.2 gr431 28.2 28.2 24.3
gil262 23.5 23.2 19.5 gr96 10.7 10.3 10.7 gr666 23.6 23.6 21.2

%diff
problem TS TSAB DS
Average 19.4 19.1 16.2

that can be generated from a given solution S by means of a defined move is
called the neighborhood N(S) of the given solution.

The primary TS mechanism consists of iterative search of neighborhood
N(S). The element from neighbourhood S′ ∈ N(S), for which the value of the
cost function Θ[S′] is the best (usually the smallest) becomes the new solution.
In order to avoid getting stuck in a local optima there is an additional structure
called tabu list T introduced in the algorithm, which in its simplest form con-
tains prohibited solutions or moves. Elements from the list cannot be selected by
a static (pre-set) or dynamic (variable during operations) number of iterations.
The length of the list directly affects the speed of the method and its ability to
exit local minima. Too short list will quickly cause ‘getting stuck’, whereas too
long will adversely affect the speed of the algorithm. In addition, the use of too
long list does not guarantee a route out of the current minimum [1].

Typically, the algorithm stops after having executed a preset number of iter-
ations, exceeded maximum runtime, finding a solution that is sufficiently close to
the lower estimate or failure to improve after the specified number of iterations
or specific time. It should be noted that each TS algorithm implementation is
dependent on a given problem.

3.2 Swap-Type Neighborhood

Checking the neighborhood N(S) of swap-type consists of generating of all solu-
tions S′, which can be obtained by changing the values of the two positions p1
and p2 of solution S and designating for them values of the function Θ[S′]. The
size of the neighborhood without repetitions (a number of possible generated
solutions is)

|N | =
|S|2 − |S|

2
, (1)



866 W. Bożejko et al.

Table 3. Percentage relative deviation for time of calculations 1 [s].

ffid%ffid%ffid%
problem TS TSAB DS problem TS TSAB DS problem TS TSAB DS
gr202 12.9 12.9 12.9 berlin52 14.9 13.5 4.9 gr137 38.8 35.3 20.9
a280 20.8 20.8 21.2 eil101 14.6 14.3 14.6 pr124 13.2 13.2 13.2
pr299 21.8 21.8 21.8 eil51 12.0 11.7 1.4 att48 13.5 13.5 1.6
bier127 5.6 5.6 5.7 pr136 20.8 16.1 21.1 ali535 25.3 25.3 23.7
pr1002 27.5 27.5 23.9 burma14 8.3 3.9 9.4 gr229 21.0 20.6 21.0
pr107 1.7 1.7 1.7 ch130 21.1 21.1 20.5 pr439 19.8 19.8 19.7
eil76 13.8 13.8 9.7 lin105 35.9 34.8 17.9 pr264 13.7 13.7 14.4
att532 26.8 26.8 25.0 ch150 24.2 24.2 24.2 gr431 25.1 25.1 24.3
gil262 18.4 18.4 19.5 gr96 10.7 9.2 10.7 gr666 22.3 22.3 21.2

%diff
problem TS TSAB DS
Average 18.7 18.0 15.8

thus, the computational complexity of generating of all the solutions S′ without
designation the values of given functions is O(n2).

3.3 Tabu Search Algorithm with Back Jump Tacking

Use of the best solutions from the given neighbourhood as the start solutions
results in the loss of history of previous searches. In case of ‘being stuck’ in the
local minimum, the only thing left is to choose a new solution starting with an
empty tabu list. In 1996, E. Nowicki and C. Smutnicki proposed a modification
to the basic version, which enables the multiple use of neighborhoods of the
selected solutions [9].

During its operation, the proposed method uses an additional tabu list L.
Each time when the algorithm encounters a solution better than the previous
one, it saves the current solution and T list on L list. The solution chosen in the
next iteration is added to the saved T list. The elements on L list are sorted by
cost function value Θ[S] [12].

In case of ‘being stuck’ in the local minimum, the algorithm returns to the
best solution from L list. The return concerns also T list [9]. This approach
ensures that the next chosen solution will be different than previously selected.
In addition, in such an implementation the new solution is added to the stored
T list, what allows for multiple returns, whereas the number of possible returns
is equal to the length of T list minus one. After having used this limit, the
solution is removed from L list. It is possible to compare the basic TS algorithm
to exploration of the segment of the solution space, whereas TSAB - to the
procedure of its exploration.
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3.4 Dynasearch

Descent and iterative improvement algorithms are a simple and fast optimiza-
tion method. The algorithm searches a better solution in the neighbourhood
N(S) of a given solution S. If it exists it becomes the current solution and the
procedure is repeated. If there is no better solution then the algorithm termi-
nates. An effective approach is to create a new starting solution by performing
a permutation procedure on the final one and restarting the algorithm.

The quality of the obtained result depends heavily on the neighbourhood. A
small one will be checked faster but will cause to terminate quickly. A big one
will give better results but the computational effort will be higher. The main idea
of the DS algorithm is to provide an efficient way of checking neighbourhoods
which are obtained by performing series of moves instead a single one and which
size is exponential [5]. The neighbourhood is explored in polynomial time by
using dynamic programming techniques.

The dynasearch algorithm finds the best solution which can be obtained by
using a combination of independent moves. The size of such neighbourhood for
the swap move is 2n−1 − 1 but the result can be obtained in O(n2) time.

4 Computational Experiments

In order to verify the proposed algorithms there were tests carried out on selected
instances taken from TSPLIB [11]. The study was performed on a machine
equipped with Inter i7 X980 processor, the operating system with the kernel
3.2.0.70-generic or gcc 4.6.3 compiler. During its work, the device may encounter
unforeseen obstacles that prevent it to visit all the required points on the pre-
planned route. Such situation will require designation of a new route, which
takes into account the above problem. All the computations will have to be
made in very limited time, so the emphasis is placed on the quality of the solu-
tions obtained in specific units of time: 0.01[s], 0.1[s], 1[s]. Percentage deviation
between the obtained result and the best known result for each problem and
average percentage deviation was calculated. The obtained results are shown in
Tables 1, 2, 3.

The environment in which the device is working is diverse and vulnerable
to unpredicted changes. In this situation we can not use an algorithm which
gives even the optimal solution for a single problem but fails at other instances.
Therefore the current research stage was focused on selecting the most universal
method. The proposed procedures were tested by using 27 problem instances.
The results confirmed the superiority of the TSAB method over the TS method.
A very fast exploration of a large neighbourhood caused that the DS algorithm
turned out to be the best choice. In this situation it will be used in further
development of the project.

5 Conclusions

The paper presents tabu search and dynasearch algorithms for the underwa-
ter vehicle routing problem. Tests were carried out on literature test data taken
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from the TSPLIB [11]. Computational experiments shows, that dynasearch algo-
rithm outperforms other approaches in the matter of solutions quality as well
as running time, in all time ranges (0.01, 0.1, 1 s) which makes it a very good
algorithmic solution for vehicle route determination.

References

1. Abdullah, S., Ahmadi, S., Burke, E.K., Dror, M., McCollum, B.: A tabu based large
neighbourhood search methodology for the capacitated examination timetabling
problem. J. Oper. Res. 58(11), 1494–1502 (2006)

2. Alcocer A., Oliveira P., Pascoal, A.: Underwater acoustic positioning systems based
on buoys with GPS. In: Proceedings of the Eighth European Conference on Under-
water Acoustics, 8th ECUA, Carvoeiro, 12–15 June 2006
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Abstract. Control of robots for underwater intervention and manipula-
tion in real world applications is very challenging due high environmen-
tal uncertainties. Techniques based on Belief Space Planning (BSP) are
very promising in order to achieve robust robot behaviors in the pres-
ence of uncertainties within complex and unstructured scenarios. Here a
BSP strategy is developed to control an underwater robotic manipulator.
Experiments proved the method effectiveness and reliability.

Keywords: Belief space planning · Stochastic control · Underwater
manipulation

1 Introduction

The control of manipulators within real-world applications poses great chal-
lenges: non-linear dynamics, quickly changing environmental factors and limited
information gathering strongly affect its effectiveness. More specifically, in sub-
sea scenarios, robotic researchers have to cope with huge uncertainties, affecting
the state estimation and the measurement accuracy. Additional noise is further
introduced on underwater measurements by the usually employed video/acoustic
systems and by the sea condition that can cause low predictability.

The present work deals with stochastic mobile manipulation problems, focus-
ing on the control of a robotic arm mounted on-board a (possibly unmanned)
stochastic floating platform (i.e. an AUV - Autonomous Unmmanned Vehicle or
a ROV - Remotely Operated Vehicle). The desired task consists in grasping an
object whose absolute position is unknown; its relative position (with respect to
the end-effector) can be measured by a proper sensor (e.g. a simple camera or a
sonar), providing inaccurate measurements due to dirty water and turbolences.

The selected strategy is the Belief Space Planning (BSP) approach, which
is able to plan a finite horizon trajectory in the belief state, i.e. the set of all
possible distributions of the system states. Thus, two concurrent control goals
can be fulfilled: (i) reduction of the distance between the end-effector and the
c© Springer International Publishing Switzerland 2015
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target object; (ii) decrease of the uncertainty on the system state. Manipulation
planning via the BSP approach (based on the assumption of maximum likelihood
observation) has already been proposed in [9], where only simulative results have
been reported in a highly simplified scenario. The main contributions of the
present work with respect to [9] are:

– the integration of the BSP to drive the arm inverse kinematics
– the generalization from 2D to 3D
– the discussion of the role of the LQR optimization in the overall control loop
– the application on a real world arm

As already suggested, the great benefit of such BSP technique is the ability
to explicitly take into account and handle measurement uncertainties that often
impair task execution. At the same time, there are also many open issues such
as the required computational effort and time constraint to be satisfied in order
to plan a trajectory in a real-time fashion.

The remainder of this paper is organized as follows: Sect. 2 provides a brief
state-of-the-art, while Sect. 3 describes the employed methodology. Finally,
Sect. 4 depicts the robotic setup and reports the experimental results. Final
remarks, future work and conclusion are drawn in Sect. 5.

2 Related Works

The problem of manipulating in an underwater environment can be modeled as
a POMDP (Partially Observable Markov Decision Process); since work in [8]
showed the impossibility to find an exact solution, several approaches have been
developed to find an approximate solution to the problem. In [6] non spherical
robots are handled by exploiting the ‘sigma hulls’ associated to their geometry
through the Unscented Kalman Filters. In [1,2] the viability of BSP methods
is shown for real time application in mobile robotics by using a multi-query
POMDP method.

Many works can be found in literature, simulating algorithms for motion
planning able to take into account robot uncertainties. Simulation of a new point-
based POMDP algorithm that improves computational efficiency is reported in
[5]. Other solutions to the robot path planning problem are detailed in [7,11].
The computational cost of such approaches is discussed in [10], which show that
planning in belief space can be performed efficiently for linear Gaussian systems.

3 Proposed Methodology

In the present work, the BSP method has been extended and applied to a real
ECA ARM 5E MICRO manipulator, refer to [4], that has to be mounted on
a AUV. The developed system integrates a belief space planning on top of a
classical inverse kinematics-control. The arm kinematics is assumed to be deter-
ministic, with high repeatabilty and accuracy. Up to now, the vehicle and arm
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control systems are assumed to be separate; note that the motion of the float-
ing platform is stochastically independent from the motion of the object to be
grasped. In the considered problem, the measures are affected by significant
errors but can anyhow be modeled as linear Gaussian (the platform controller
ensures that this assumpion holds); the reduction of uncertainty (optimized by
BSP) together with the probability of reaching the goal position is very desir-
able. Assuming maximum likelihood observations, as demonstrated by [9], it is
possible to effectively use techniques of non linear optimization, such as Direct
Transcription and Linear Quadratic Programming, see [3], in the belief space.
A belief space trajectory for the end-effector of the robot moves it from its current
position to a goal (with mean value in the desired position and lower variance),
both expressed as Gaussian PDFs (Probability Density Functions). For example
the belief space for a material point moving along a single dimension is given
by the cartesian product of all the possible real values of the mean and variance
that can represent, by a Gaussian, its position. In general this trajectory will be
non linear for a manipulation system like the employed one.

First, the trajectory is approximated by a series of segments in the belief
space, optimized by Direct Transcription. Then a Linear Quadratic Regulator
is applied to move from a segment to the following one. An iteration on the
segments of the linearized trajectory is performed until the desired end point
is reached in the belief space. The actions in the belief space actually weigh
the objectives to move the end-effector in the desired position and to reduce
the variance of the observations. As a consequence, they can be regarded as
information gathering actions. In general, even in the case of a coarse-grained
approximation of the belief space, the planning has to be performed in an higher
dimensional state than the state space; moreover the belief state dynamics is
non linear, stochastic and inherently and significantly under actuated (as the
number of control input is lower than the dimensions of the belief space). With
the assumption of maximum likelihood observations, the problem is simplified.
In other terms, it is assumed that the state of the system is the most likely
state according to the past observations and the performed action, i.e. that the
actions achieve their intended purpose. In [9] it is demonstrated that this kind of
linearization is optimal under linear Gaussian process assumptions and generates
reasonable behaviors in a neighbourhood of the linearization points. Experiments
so far seem to confirm this, although more extensive test campaigns are needed
and will be performed in the near future.

The controller moves the end-effector on the basis of the information gathered
by the sensors and the estimation of the state of the system. A deterministic
function f links the new state to the old one under the control action ut and the
observations z performed by the system are a stochastic function g of the state
of the system and of a zero mean Gaussian noise ω as in:

xt+1 = f(xt, ut) (1)
zt = g(xt) + ω



872 E. Zereik et al.

The controller is assumed to know the state through a probabilistic density
function P (x). The parameters of this distribution are the “belief state”. Assum-
ing linear Gaussian belief state dynamics, the belief state can be updated by the
following rules:

xt+1 = At (xt − mt) + f (mt, ut) (2)
zt = Ct (xt − mt) + g (f (mt, ut)) + ω

where mt is the mean of the belief state and At and Ct are the Jacobian matrices
At = δf

δx (mt, ut), Ct = δg
δx (mt). The Gaussian distribution is given by:

Σt : P (x) = N (x/mt,Σt) (3)

In these hypotheses, by assuming maximum likelihood of the observations,
it is possible to derive by iteration a series of segments with an associated set of
control actions by minimizing the cost function J ,

J (bτ :T , uτ :T ) =
k∑

i=1

wi

(
n̂T

i ΣT n̂i

)2
+

T−1∑
t=τ

m̃T
t Qm̂t+ũT

t Rũt (4)

where bτ :T is the subset the state space, uτ :T are the corresponding actions, for
a given state space trajectory, Q and R are weight matrices, ni, are the belief
space versors along which the optimization is performed; ΣT is the covariance
matrix at the end of the segment, mT

t the value of the mean of the Gaussian of
the measures. The cost function J is minimized by a standard SQP (Sequential
Quadratic Programming) algorithm. The interested reader can refer to [3,9] for
details.

4 Experiments

The previously defined strategy, based on a trajectory planning in the belief
space, has been simulated and then implemented on the ECA robotic arm
described below. Results are here reported.

4.1 Robotic Setup

The 5E MICRO ARM by ECA Robotics is designed to work in an underwa-
ter environment at a maximum depth of 3000 m. It has 5 Degrees of Freedom
(DoFs) with 5 brushless 24 V DC electric motors, that control four rotational
links plus a simple gripper at the end-effector. It can be modelled as a pla-
nar arm constituted by a shoulder (θ2) and an elbow (θ3); the work plane can
be modified through the elevator joint (θ1). The wrist joint (θ4) is responsi-
ble only for the orientation of the end-effector and will be not considered in
the following discussion. The electronics of the robotic arm is constituted by a
surface control unit and a subsea housing. These two units communicate with
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(a) Front view (b) Side view

Fig. 1. Scheme of ECA arm 5E Micro: geometrical parameters and joint rotation axes
are illustrated.

the manipulator through serial port (RS232) and CAN (Controlled Area Net-
work) bus. The manipulator has been geometrically characterized by evaluating
its direct and inverse kinematics functions; it is depicted in Fig. 1(a) and (b),
highlighting all its geometric parameters. Controls on geometrical constraints
and joint velocities of the manipulator are applied to prevent any damage to the
structure.

4.2 Results

Many experiments were conducted, up to now on the arm in air, demonstrating
the effectiveness of the approach. In fact, the trajectory planner was able to find
a path for the manipulator that allowed it to reach the object detected by the
sensor. During the test campaign, without loss of validity for the control strategy,
such sensor has been simulated. Because of the complexity of the underwater
environment, the simulation scenario was modeled to be as more realistic as
possible. Therefore, the target is modeled as a sphere of given radius: outside this
radius the measurement function gradient is defined to be zero, hence the sensor
is not able to detect the target. Furthermore, state-dependent noise is defined
to be directly proportional to the distance between the end-effector and the
target: the measurements become more precise while the end-effector approaches
the target. The dynamics of the system and the observations are modeled as
f(xt, ut) = xt + ut and zt = xt + ω, respectively.

The object was placed in xgoal = [4.3 23.7 − 0.05] m and the end-effector
started from x0 = [2.2 8.8 6.85] m. The covariance matrix was initialized as
V = diag(1, 1, 1) while the acceptance threshold for the final position was set to
ξ = 0.5 m. Note that this threshold assesses the accepted error on the final end-
effector position and represents a trade-off between the final grasping precision
and the time required to execute the task (the more accuracy required, the more
time needed). In Fig. 2(a) the 3D end-effector trajectory found by BSP algorithm
is shown. The arm end-effector converges to the object location, indicated by the
red circle, in a defined number of steps (in this case n = 20) reaching the final
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(a) 3D end-effector trajectory found by BSP
algorithm

(b) Covariance time evolution along the
trajectory depicted in Fig. 2(a)

Fig. 2. Planned trajectory and related covariance (Color figure online)

belief mean [mx, my, mz] = [4.16 23.7 0.13] m, which correctly falls within the
imposed threshold. The evolution of the 3 × 3 covariance matrix is reported in
Fig. 2(b) where the quadratic sum of the covariance matrix elements is reported
as a function of the time steps. Covariance begins to decrease when the system
detects the object, i.e. when the end-effector enters the region of space where
the measurement function gradient is not zero; before that, the covariance of the
system does not change.

The efficiency of BSP planning is improved by the adoption of LQR (Linear
Quadratic Regulation) standard control: the evaluation of the optimal control
action for the system leads to the stabilization of the trajectory in spite of
the non linear dynamics. LQR control, allowing to handle small divergences
from the planned motion, minimizes the number of needed replanning steps,
improving the algorithm computational efficiency. Figure 3 shows a comparison
between trajectories evaluated by using the LQR optimal control technique or
not. In the reported example the necessary replanning steps are 12 and 80,
respectively; it has been observed that the statistical LQR calculation produces
a decrease of computing time of about 70%, leading also to smoother and more
efficient motion of the end-effector. The planned trajectory had to be scaled
before being sent and executed by the real robot, in order to comply with the
manipulator workspace limitations. In particular, the object was placed in x̂f =
[0.11 0.75 − 0.04] m and the end-effector started from x0 = [0.04 0.26 0.195] m,
reaching the final position xf = [0.1041 0.7415 − 0.0288] m. Note that the
workspace is really very limited. However, this neither affects the correctness of
the experiment, nor represents a problem: in the planned perspective of applying
the algorithm to an arm mounted on-board an AUV, the vehicle can support
the manipulation system with its own motion, bringing the robot close to the
object to be grasped. Figure 4 shows the time evolution of both the manipulator
cartesian position [x y z] and the end-effector cartesian error. Note that, apart
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Fig. 3. BSP trajectories evaluated with and without LQR stabilization.

(a) End-effector cartesian position (b) End-effector cartesian error

Fig. 4. Time evolution of the end-effector cartesian postion and error during the exe-
cution of BSP algorithm applied on ECA manipulator (number of steps n = 10). A
classical Jacobian-based control system is used to drive the robot in each step of the
trajectory

from the gripper, only 3 of the 4 arm DoFs are involved in the motion (the
end-effector orientation is up to now disregarded).

5 Conclusion and Future Work

One of the main challenges of underwater robotic manipulation and grasping
consists in facing and managing the uncertainty introduced by both the harsh-
ness of the working environment by and the employed sensors. BSP techniques
are a powerful tool in order to obtain motion planning and control, as well as to
increase the manipulator grasping effectiveness.

Further development steps are foreseen. First of all, the experimental setup
will be refined by substituting the simulated distance sensor with a real sensor.
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An additional experimental campaign will be conducted, by executing a statis-
tical significant number of tests, first in a pool and then at sea. Furthermore,
BSP techniques can be improved by implementing a high level functional repre-
sentation of the belief space based on underlying Lie group structures, in order
to develop a robust and computationally efficient model for mobile underwa-
ter manipulation and its application in real world scenarios. Indeed, it is firm
belief of this paper authors that the presented approach might be extended to
lighter soft robotics arms, characterized by uncertain kinematics and dynamics.
In that case, the explict consideration of the underlying Lie group structure of
the motion in the belief space propagation method will be remarkably useful.
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Abstract. This paper presents an intervention payload for an AUV
working in a valve turning operation in free-floating control mode. The
payload consists of a stereo camera for panel detection, a 4 degrees of
freedom electrical manipulator and a specifically designed end-effector,
which contains a force and torque sensor, an in-hand camera and a pas-
sive effector for valve operation. This payload was designed to be inte-
grated in Girona 500 AUV in the context of an oil application, in which
a valve panel must be operated by turning some of the T-bar handles.
The paper describes the design of the payload and its interaction with
AUV. It also describes the perception systems that have been developed
to detect and operate the valves. Experiments in a water tank show the
performance of the AUV and the suitability of the payload.

Keywords: Autonomous underwater vehicle · Intervention AUV

1 Introduction

Intervention-AUVs (I-AUVs) will substitute in the future some of the repetitive
tasks that nowadays are being done by ROVs in Oil & Gas infrastructures and
other domains. Simple touching applications, such as galvanic measurement at
different junction points of long pipes, will be automated by using I-AUVs. Also,
intervention applications such as valve turning in a ROV panel, will be done by
I-AUVs, which will be in charge of operating underwater infrastructures.

In order to achieve these extended capabilities, several research projects have
already done the first steps towards this future technology. ALIVE project [2]
developed an I-AUV which was able to dock using an hydraulic gripper to an
underwater panel and perform a simple manipulation. The SAUVIM project [5]
performed the manipulation of an underwater object using an I-AUV in free-
floating mode. TRIDENT project [7] developed a system to search and recover
known objects from the seabed using an I-AUV. TRITON project [6] demon-
strated the manipulation of valves and connectors while being docked in a sub-sea
station. Finally, Pandora [4] project worked in the operation of valves in free-
floating control mode. This paper presents the intervention payload that was
c© Springer International Publishing Switzerland 2015
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2015, LNCS 9520, pp. 877–884, 2015.
DOI: 10.1007/978-3-319-27340-2 107
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Fig. 1. Girona 500 AUV in the water tank, equipped with a stereo camera, a manipu-
lator and a customized end-effector. At the background there is a mock-up of a valve
panel.

developed in the Pandora project [4] for valve turning (see Fig. 1). The pay-
load consist of: (1) a stereo camera with lighting for accurate panel detection
and positioning with respect to it; (2) a 4 Degrees Of Freedom (DOF) electri-
cal manipulator with position feedback from each joint; and (3) a specifically
designed end-effector mounted at the end of the manipulator, which also con-
tains a passive V-shape for T-bar handle turning, a video camera in the middle of
the V-shape for handle detection and a Force/Torque (F/T) sensor for detecting
the contact between the end-effector and the panel.

The paper describes how the payload was designed and integrated in Girona
500 AUV. It describes the video processing system done for panel and valve
detection, and the F/T sensor processing for contact estimation. The paper
is structured as follows. After the introduction in Sect. 1, Sect. 2 will present
the design of the payload and the integration of all systems: manipulator, end-
effector and stereo camera. Section 3 will detail all perception systems required
for the valve turning application: manipulator-AUV calibration, panel and valve
detection and F/T contact detection. Section 4 will show some results, pointing
out the suitability of the intervention payload for I-AUV applications, and it will
also conclude the paper.

2 Payload Design

2.1 Manipulator

Girona 500 can operate as an I-AUV when a manipulator is integrated in the
payload area. For the panel intervention task, a 4 rotational DOFs commer-
cial manipulator (ECA ARM 5E Micro) has been used, shown in Fig. 2a. The
manipulator can control the Cartesian position (X,Y ,Z) and the roll (Φ) of the
end-effector. Since the manipulator is under-actuated, pitch and yaw depend on
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(a) (b)

Fig. 2. (a) Girona 500 AUV with the 4 DOFs ECA manipulator equipped with a
custom end-effector. (b) 3D model of the disassembled customized end-effector, in
which three blocks can be distinguished: (1) passive gripper, (2) camera in-hand and
(3) F/T sensor.

the reached Cartesian position. The manipulator is rated for 300 meters and
is one of the few commercial electrical manipulators available today. It main-
tains the typical mechanical configuration of ROV manipulators, which is useful
when tele-operating with visual feedback. However, for autonomous interven-
tion, the manipulator has a reduced workspace and low speed, which requires
the control of the AUV in combination with the manipulator to compensate pre-
vious drawbacks. Also, internal joint sensors do not provide absolute orientation,
and forward kinematics must be done with an accurate calibration. Improved
manipulators in the future will allow more advanced underwater intervention
applications.

2.2 Custom End-Effector

In order to correctly detect and operate T-bar handles of panel valves with the
4 DOFs manipulator, a custom end-effector was designed and built, as shown in
Fig. 2b. The main goal of the end-effector is to compensate the small misalign-
ments in pitch and yaw that cannot be compensated from the manipulator side,
due to the reduced DOFs commented in the previous section. These misalign-
ments depend on the position and orientation of the AUV, which sustains the
manipulator, and cannot be corrected at a centimeter scale, unlike the manipula-
tor. Also, there are always some detection and calibration errors which generate
some inherent error in the position of the end-effector. Therefore, the external
part of the end-effector is a flexible V-shape part which passively corrects the
end-effector position and orientation errors, driving the handle of the T-bar valve
to its center. The shape of this passive gripper allows the connection of the end-
effector and the T-bar handle for rotating the valve, when the manipulator roll
DOF is actuated.
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The second goal of the end-effector is to integrate some sensors to perceive
at the intervention point. A first module contains a small analog camera, in the
center of the passive gripper, to provide visual feedback during the manipulation.
The camera is fixed with respect to the V-shape part and, therefore, it is used
to directly measure the orientation error between the end-effector and the valve.
After the camera module, a F/T sensor measures the contact forces and torques
between the manipulator and the valve. This sensor is used to detect that the
contact with the valve handle has been established, by measuring an axial force,
and to measure the torque done when rotating the valve. The forces measured by
the sensor must take into account the depth of the end-effector, to discount the
force generated by the water pressure in the F/T housing. Finally, the complete
custom end-effector is mounted in the 4 DOFs manipulator, and will rotate
according to the manipulator roll DOF.

2.3 Stereo Camera

In order to detect the panel and valve handles, a stereo camera (Point Grey
Bumblebee 2) was integrated in the front top side of the vehicle (see Fig. 2a),
with a specifically designed underwater aluminium housing for a maximum depth
of 500 meters (see Fig. 3a).

3 Perception Systems

3.1 Manipulator-AUV Calibration

The manipulator needs an accurate calibration procedure, since it has no absolute
encoders to determine an exact position. The authors have proposed a complete
procedure to find the state of all joints.

A visual and mechanical calibration method has been designed. To do so,
a visual landmark has been integrated at the last joint (wrist), which connects
the end-effector with the manipulator. Then, the manipulator is moved to a
predefined position where, if the manipulator is approximately calibrated, the
marker will be visible by the stereo camera of the vehicle. The wrist will start
rotating slowly the end-effector, first 180◦ and then −360◦. During this process,
if the marker is detected in a suitable position and orientation (to avoid false
positive detections), the inverse kinematic is computed and the arm is calibrated
with the values obtained by the visual feedback. Otherwise, the manipulator is
moved to the limit of all joints and calibrated using these known positions. The
visual landmark provides a more accurate calibration, and it can be regularly
applied whenever the user wants a precise calibration.

The algorithm used to compute the position of the landmark with respect
the AUV camera relies on the ARToolkit software library [3] to identify, detect
and track marks using a monocular camera (see Fig. 3b).
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(b)(a)

Fig. 3. (a) Stereo camera with housing. (b) ARToolkit algorithm detecting landmark
mounted on the wrist of the manipulator.

3.2 Panel and Valve Detection

To compute the position of a known landmark, without having to add extra
markers, the images gathered by the on-board camera can be compared against
an a priori known template. In order to extract key-points in the current camera
image we use the oriented FAST and rotated BRIEF (ORB) feature extractor
that relies on features from accelerated segment test (FAST) corner detection
and a binary descriptor vector based on binary robust independent elementary
features (BRIEF). These kind of features are present on man-made structures
like a valve panel and can be quickly detected.

With these markers, differences between descriptors can be calculated rapidly,
allowing real-time matching of key-points at high image frame-rates when com-
pared to other commonly used feature extractors such as scale invariant feature
transform (SIFT) and speeded-up robust features (SURF).

Figure 4 illustrates the matching procedure between the a priori known tem-
plate and an image received by the camera. A minimum number of key-points
(i.e., 25–40) must be matched between the template and the camera image to
satisfy the landmark detection requirement. The detected correspondences are
used to compute the transform that relates the template image to the detected
landmark. Then, using the camera parameters and the known dimensions of the
landmark (i.e., the panel), the landmark’s pose can be determined in the camera
frame and therefore also in the vehicle frame.

Additionally, since the geometry of the panel is known, the centres of valves
on the panel is known in relation to the panel centre. Taking advantage of this,
we search a small bounded region of the image for the orientation of the valve.
The Hough line transform provides a straightforward method for detecting the
orientation of the valves. Outliers are limited by constraining the length of lines
and permissible orientations. For more information, please refer to [6].
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Fig. 4. Steps of the landmark detection: (1) Matching of keypoints between the tem-
plate and camera image. (2) Estimation of the panel corners in the camera image. (3)
Estimation of the template’s position and rotation in the image by using the cam-
era parameters and the known geometry of the landmark. (4) Extraction of regions of
interest and edges. (5) Estimation of valve orientation using Hough transform to detect
lines from the edges.

3.3 F/T Contact Detection

The F/T sensor is used to detect the contact between the end-effector and
the valve handle. In order to correctly use this sensor, several corrections must
be done:

Depth compensation: The F/T sensor measures the forces and torques that
pass through the underwater housing containing the sensor, which resists
the water pressure. Therefore, the sensor must discount the force that the
water pressure is exerting. In order to do this, the vehicle depth and arm
kinematics are used to compute the depth of the end-effector. The pressure of
the water generates a force according to the housing area that is compressed,
and this force is sustained by the F/T sensor. This force is computed and
subtracted from the axial F/T reading.

Drift compensation: F/T sensors use strain gauges to determine applied forces
and torques. The output signal of strain gauges drift over time even if there is
no applied stimulus. Drift compensation is commonly used in industrial and
academic applications of strain gauge based sensors. We use the force/torque
data just before a contact to calculate a bias point. The bias point is sub-
tracted from the force/torque output.

Filtering: F/T data are sampled at 250 Hz. The signals are oversampled to avoid
aliasing. The F/T data is filtered using a digital filter with a 3 dB point of
2 Hz. After application of the digital filters, the data is down sampled by a
factor of 25.
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Fig. 5. Tele-operated trajectories (black) for the valve turning task, the upper and
lower limit is depicted in dashed-blue and an autonomous trajectory is depicted in red.
All trajectories are represented in the frame of the target valve. Each plot shows a
single DoF for the AUV and the end-effector (Color figure online).

−20

−15

−10

−5

0

5

10

15

20

Time(s)

F
or

ce
 (

N
)

78 79 80 81 82 83 84
−0.4

−0.2

0

0.2

0.4

T
or

qu
e 

(N
 m

)

Fig. 6. Force and torque in Z axis measured in the end-effector during grasping and
turning. It can be appreciated how a negative force was detected when touching the
valve, and how the torque increased when operating the roll DOF (at second 81).

4 Results and Conclusions

The intervention payload has been extensively used in the context of the Pan-
dora EU project, in a valve turning scenario, in which Girona 500 AUV per-
forms autonomous valve turning operations. Figure 5 shows several trajectories
in which the 4 DOFs from the AUV and the 4 DOFs from the manipulator were
controlled to approach the valve panel and move the end-effector to the valve
handle. The coordinates of the trajectories are relative to the valve handle, so
it can be appreciated how the trajectories converged to the correct distance for
performing the intervention. From these trajectories, 4 of them (in black) were
done in teleoperation mode, and one of them (in red) was done in autonomous
mode after a learning process, based on Learning by Demontration [1]. Figure 6
shows the force and the torque applied during the action of turning the valve
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90 degrees. It can be appreciated how a contact is sensed with the axial force
and how the torque increases when turning the valve. From 24 valve turning
attempts, a success of 87.5 % was obtained. The error can be attributed either
to a bad detection of the target’s pose (i.e. valve pose), that displaces the whole
trajectory causing the vehicle to miss the valve, or to a problem in the manipula-
tor’s calibration. To diminish the problems caused by the later, a re-calibration
procedure was scheduled every two valve turning attempts.

Experiments with water currents perturbations were also performed, being
able to succeed with small currents. For better success rates in more challenging
and real conditions it will be necessary to integrate better manipulators, with
more DOFs, bigger ranges and faster movements. This paper has pointed out
the suitability of an intervention payload for an I-AUV in preliminary research
experiments. Future developments will continue this work making, step by step,
I-AUVs a reality.
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