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Preface

This revised selected paper series Springer Proceedings in Physics Springer volume
contains the papers of the 2nd International Conference on Photonics, Optics and
Laser Technology (PHOTOPTICS) held in Lisbon, Portugal, sponsored by the
Institute for Systems and Technologies of Information, Control and Communication
(INSTICC). PHOTOPTICS 2014 was held in cooperation with the Sociedade
Portuguesa de Física (SPF), Sociedade Portuguesa Interdisciplinar do Laser Medico
(SPILM), Sociedade Portuguesa de Materiais (SPM), European Materials Research
Society (E-MRS), Sociedade Anatómica Portuguesa (SAP), European Optical
Society (EOS), European Physical Society (EPS), and Fundação para a Ciência e
Tecnologia (FCT). It was held in collaboration with the Center of Physics and
Technological Research (CEFITEC) and Faculdade de Ciências e Tecnologia-
Universidade Nova de Lisboa (FCT-UNL) and technically sponsored by the
Photonics21 platform. The Sociedad Española de Láser Médico Quirúrgico was an
institutional partner, and the Science and Technology Events (SCITEVENTS) was
the logistics partner. PHOTOPTICS 2014 featured five prominent keynote speakers
which addressed cutting-edge topics worth to be emphasized. These were “Photon
Wave Fronts—Frontiers in Photonics,” by David Andrews, University of East
Anglia, UK; “Multifunctional Nanoscale Oxide Conductors and Semiconductors,”
by Elvira Fortunato, CENIMAT/I3N/FCT/UNL, Portugal; “Circumventing the
Diffraction Limit—Fluorescence Optical Microscopy at the Nanoscale,” by Alberto
Diaspro, Istituto Italiano di Tecnologia, Italy; “Dielectric Waveguide Amplifiers
and Lasers,” by Markus Pollnau, University of Twente, The Netherlands; and
“Biomedical Cells as Bits—Diagnostics Inspired by Data Communication
Techniques,” by Bahram Jalali, UCLA, USA. High-quality presentations also took
place in all main conference fields which covered theoretical, applied, and exper-
imental issues. These include new materials for optics and photonics; optical fibers
spontaneous emission and optical fiber nanoprobes; new optical devices, systems,
and procedures; nonlinearity and distortion studies in data transmission; optical
signal optimization; filtering and precise phase measurements; interferometry
applied to holographic encryption; high power lasers and quantum dot lasers; and
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theoretical models such as universal polariton modeling of damage induced by
laser, Monte Carlo inverse modeling toward optical tissue properties evaluation,
charge carries dynamics in diamond, propagation and amplification of short and
intense pulses in plasma channels, direct capture in quantum dot lasers under optical
feedback, and performance evaluation of amplified spontaneous emission
noise-impaired direct detection in optical systems. The conference and the papers in
this Springer Proceedings in Physics volume reflect a growing effort to increase the
dissemination of new results among researchers and professionals related to
Photonics, Optics and Laser Technology. The PHOTOPTICS 2014 has built on
successes of the previous conference that took place at Barcelona, Spain.

PHOTOPTICS 2014 received 82 submissions, of which 11 % were presented as
full papers. Additionally, 16 % were short oral presentations and 16 % presented as
posters. To evaluate each submission, a double-blind paper evaluation method was
used: each paper was reviewed by at least two experts from the International
Program Committee in a double-blind review process, and most papers had three
reviews or more.

The best papers of the conference were invited, after corrections and extensions,
to appear in this post-conference Springer Proceedings in Physics book.

Paulo A. Ribeiro
Maria Raposo
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Part I
Optics



Chapter 1
Distortions and Their Effect
on Signal Transmission
in Coherent-OFDM Systems

Gábor Fekete and Tibor Berceli

Abstract The next generation optical systems will use OFDM modulation. It
requires highly linear transmitter or the signal will be distorted. However, the
commonly used optical Mach-Zehnder Modulator characteristic is not linear. In this
paper we examined the modulator caused signal distortions and its possible driving
methods to minimize the signal degradation. We will show that the distortions can
be eliminated with proper driving technique and it is not necessary to use a dedicate
hardware to compensate the effect of nonlinearity. The dispersions and the non-
linearities of the optical fibers (e.g. polarization mode dispersion, four wave mix-
ing) are investigated too. A simple method is presented which can reduce the
polarization mode dispersion. The transmitter and the channel caused distortions are
compared to each other. The results show that some distortions from the transmitter
and some from the channel are not only in the same range, but their effect to the
signal is also similar.

1.1 Introduction

The demand for faster and larger amount data transmission is continuously increasing,
therefore the same highermodulation formats have been started to use in optics as ones
are used in the electrical domain. The next generation optical systems will use the
Orthogonal Frequency DivisionMultiplexing (OFDM)modulation [1–3], because of
its flexibility. The main benefit of the OFDM is the easy distortions compensation
methods.Many compensation techniques use post-compensation techniques,which is

G. Fekete (&) � T. Berceli
Department of Broadband Infocommunications and Electromagnetic Theory, Budapest
University of Technology and Economics, Egry József utca 18, Budapest 1111, Hungary
e-mail: gfekete@hvt.bme.hu; gabor.fekete@omt-lab.hu

T. Berceli
e-mail: berceli@mht.bme.hu

© Springer International Publishing Switzerland 2016
P.A. Ribeiro and M. Raposo (eds.), Photoptics 2014,
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done by DSP (Digital Signal Processing). It is a more compact methode than using a
long dispersion compensation fiber. OFDM is a big success in the electrical domain
because it is a spectrally efficientmodulation form. This spectral efficiencywill be also
important in the future optical networks. However OFDM has drawbacks such as
complex detection method, high sensitivity to nonlinearity and high PAPR (Peak to
Average Power Ratio). OFDM transmitter has to be linear to avoid signal distortion,
however, the commonly used optical Mach-Zehnder Modulator (MZM) is highly
nonlinear [2]. Therefore, it is important to know theMZMcaused distortion, then it can
be compensated without a DSP. At the transmitter side not only the modulator but the
laser noise also degrades the quality of transmission. In this paper these two distortion
effects are examined in Sects. 1.3.1 and 1.3.2.

The distortions can come from the transmission channel too. The chromatic dis-
persion (CD) and the polarization mode dispersion (PMD) are the major limiting
factors in the channel. CD is compensated traditionally by Dispersion Compensation
Fiber (DCF) but it is not the same for each wavelength and always remains a small CD
on the signal. OFDM modulation provides the facility to use DSP for CD compen-
sation, if its effects are well known. The PMD comes from the different propagation
speed of the two polarization planes in a fiber [4–6]. PMD is the mean value of the
differential group delay of the polarization planes. To develop a PMD compensation
method is not easy, because of the statistical nature of the PMD. For a long time its
effectwas neglected because other nonlinearities (e.g. chromatic dispersion) hadmuch
stronger distortion. The older optical fibers have 2 ps/km1/2 PMD coefficient while the
new fibers PMD coefficient is only 0.1 ps/km1/2 [4]. That is due to the new manu-
facturing technologieswhich reduce the value of the PMDcoefficient. PMDdistortion
could be decreased by replacing the old fibers having a higher PMD coefficient.
However, that method cannot be applied, because it would cost thousand millions of
US dollars. Another methodwould be the selection of themodulation format, which is
less sensitive for the PMD or provides easy post-compensation method. OFDM
modulation has this benefit because the DSP, which is used for CD compensation, can
be used to eliminate the effect of PMD too. CDandPMDeffects to the transmission are
investigated in Sect. 1.3.3. The fiber nonlinearity caused signal distortion has to be
taken into account, if the power density in the fiber is higher than 1W.High PAPR can
cause this kindofdistortion.However, theMZMalsowill distort the signal if thePAPR
is too high. VPI TransmissionMaker (VPI) software was used for our simulation
examination.We investigatewhether themodulator or thefiber causeddistortion effect
has stronger influence on the transmitted signal or they are in the same range.

1.2 Principle of OFDM

OFDM is a special class of multi carrier modulation. Using more than one carrier
frequency for data transmission was the idea [7], [3]. The carrier frequencies are
orthogonal to each other because it guarantees the smallest bandwidth for the
modulated signal. The mathematical form of the OFDM signal is the following [1]:
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sðtÞ ¼
X1

i¼�1

XNsc

k¼1

ckiskðt � iTsÞ; skðtÞ ¼ expðj2pfktÞ if 0� t� Ts ð1:1Þ

Nsc is the number of the subcarriers, cki is the ith information symbol at the kth
subcarrier, sk is the waveform of the kth subcarrier, Ts is the symbol period, fk is the
frequency of the subcarrier. The optimum detector can be a matched filter or a
correlator. The subchannels are orthogonal to each other if:

fk � fi ¼ m
1
Ts

; m ¼2 1; 2; 3; . . . ð1:2Þ

In any other cases, there will be interference between the subchannels, which
decreases the quality of the transmission. The theoretical OFDM modulator and
demodulator contain a lot of oscillators and filters. Each subcarrier has its own
oscillator which transpose the signal to the proper frequency for transmission then a
pass band filter is used to minimize the disturbance. At the end the modulated
subcarriers are add together and the OFDM signal is ready. In practice it cannot
work because of the frequency faults of the oscillators. Precise oscillators have to be
used to minimize the interference, but these oscillators are extremely expensive.
Therefore Inverse Discrete Fourier Transformation (IDFT) is used to create the
OFDM signal in practice and Discrete Fourier Transformation (DFT) is used for
OFDM demodulation. Figure 1.1 shows a typical OFDM transmitter. Data stream is
split up Nsc parts by a serial-to-parallel converter, and the next block creates the
transmitted symbols of the subcarrier from the bit sequence. OFDM modulation is
made by the IDFT block. If the subcarriers are not orthogonal to each other (e.g.
there is synchronization failure), ISI (Inter Symbol Interference) and ICI (Inter
Carrier Interference) will appear in the demodulated signal. This can be avoided if
Guard Interval (GI) is applied. It is also called as Cyclic Prefix (CP). A small time
period from the end of symbol is copied down. This is the CP and it is placed at the
beginning of the symbol. Until the time difference between the subcarriers is
smaller than the GI there will not be ISI and ICI in the demodulated signal. After GI
is added to the signal, its digital samples are converted into an analogue signal. The
optical carrier is modulated by it. After the IDFT block the complex digital signal is
separated into two parts: a real (or In phase) and an imaginary (or Quadrature
phase) part. These are the I and Q arms of the QAM modulator. The structure of an
OFDM demodulator is similar to Fig. 1.1 but the signal flow is reversed so there is a

Fig. 1.1 Baseband OFDM transmitter. OFDM modulation is created by IDFT
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DFT block instead of the IDFT and it is extended with a clock restore or syn-
chronization block.

Transmitters and receivers have to have huge dynamic range if the PAPR is
high. It is not possible to create a device which has large and linear dynamic range.
Therefore the value of PAPR must be decreased by coding technique or clipping.
The clipping method is usually used, which cuts off the level of the signal above a
given value. However, this increases the noise level outside of the signal spectrum.

1.3 Simulation

Block diagram of our transmission is shown in Fig. 1.2 which is based on the
proposed system in [8]. Pseudo random bit sequence with 80 Gbps data rate is
used in the simulations. OFDM coder use 16-QAM modulation and creates sep-
arately the real (I) and imaginary (Q) parts of the OFDM signal. Here is no 90°
phase shift between I and Q. The laser signal is modulated separately by I and Q
signals. Mach-Zehnder Modulators (MZM) are applied which have sinusoidal
transfer characteristic. They are biased at the quadrature point, where the transfer
characteristic is linear. I and Q arms are summarized by an optical coupler. Its
behaviour is similar to an electrical one. The input signal intensity from both input
ports is halved at the output and it creates 90° phase shift between the input ports
signals. It means that the necessary 90° phase shift is done by the coupler. So the
optical I-Q modulator is built up by two MZMs and an optical coupler. After the
coupler a standard Single Mode Fiber (SMF) is placed, when its distortion is
examined. In the other cases it is left out from the network. Signal detection is
based on the heterodyne detection method. There is a small frequency difference
(f) between the laser on the transmitter side and the laser on the receiver side. It
causes that the detected signal (at the output of photo diodes) is converted down at
f frequency. This signal is demodulated by the OFDM decoder. The analyzer
shows the constellation diagram of the detected signal. We supposed that the other
elements in the system are ideal or do not make distortion.

Fig. 1.2 Block scheme of the
simulated CO-OFDM system
in VPI
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1.3.1 Distortion of Mach-Zehnder Modulator

Two arms of the MZMs can be driven independently from each other in VPI. The
relation between the arms can be positive or negative. If it is positive then the sign
of phase change is the same in both arms. In the other case the sign of the phase
change is opposite. Figure 1.3 shows those cases when MZMs upper arm are
driven. MZMs are biased with 0.5 V, which causes 90° phase shift (optimum point)
in the controlled arm. Both MZM bias points are similarly changed. If the phase
delay is less than 90°, the constellation is rotated clockwise (Fig. 1.3b). It is rotated
the opposite way (Fig. 1.3a), when the phase shift is more than 90°. This rotation
can be compensated by DSP after detection. Another way to eliminate this rotation
is the differential driving of MZMs. In this case only the distance between con-
stellation points will decrease when the bias changes (Fig. 1.4a). However, the
standard deviation of constellation points is growing linearly (Table 1.1).

There is another MZM driving method when one MZM is driven in the upper
arm and the other is driven in the lower arm with negative sign of phase changes. It
does not cause any difference in the output light intensity but the electrical field is
different. Between the electrical fields there is a 90° phase difference. The optical
coupler which summarizes the I and Q signals (Fig. 1.2) also makes 90° phase shift
between them. Its result is that if MZMs are biased at the optimum point, there will
be no carrier in the transmitted spectrum. In this case we need an outside clock
signal to demodulate the received signal which highly complicates the receiver. It
can be avoided, if MZMs are not driven in the optimum point. Slightly shifted from
the optimum the carrier will appear in the spectrum but the symbols will be closer to
each other as Fig. 1.3 shows it. Figure 1.4b shows the received constellation when
MZMs are driven asymmetrically (same bias point but the sign of the bias change is
the opposite). This driving method minimizes the rotation of the constellation. The
standard deviation of symbols does not increase outside from the optimum point of
operation.

Fig. 1.3 a Constellation turns right, if the bias error is positive and it turns left, b when the bias
changes negatively
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Larger drive amplitude increases the distance between the symbols of the con-
stellation (Fig. 1.5a) but it does not grow linearly. It has saturation because of the
MZM sinusoidal characteristic. Large drive amplitude causes bigger standard

Fig. 1.4 Asymmetrically biased MZMs. a Both MZMs are biased at the same arm. b MZMs are
biased at different arms and the phase change has opposite sign

Table 1.1 Rotation of the constellation

MZM’s driving method Bias (V) Angle (°) Deviation

At the same Optimum 0 0.024

+0.01 25 0.024

+0.05 −26 0.024

−0.01 −25 0.023

−0.05 26 0.024

Differential 0.01 0.2 0.028

0.05 1 0.048

Differential, phase change in the MZM’s arm is opposite 0.01 0 0.037

0.02 0.9 0.029

0.05 3.6 0.025

Fig. 1.5 a Larger drive amplitude increases the distance between symbols but, b outside of the
OFDM spectrum the noise level also increases
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deviation of the symbols too. The 0.05 and 0.1 V driving amplitudes are near to the
saturation point because the distance between the symbols changed minimally but
the standard deviation of the symbols is twice as big. Between the two constella-
tions there is a 3.8° angle. The noise level also increases outside of the signal
spectrum (Fig. 1.5b). It comes from the clipping and nonlinearities. This growing
noise is harmful in WDM systems, because the channels have to be placed far from
each other.

1.3.2 Phase Noise of the Lasers

The linewidth of the lasers is another important factor in the signal quality of optical
OFDM systems. To examine the phase noise caused signal distortion the fiber is left
out so the transmitter and the receiver are connected directly like in the MZM
distortion examination. Linewidth of the lasers changes between 10 kHz and
0.1 GHz. Table 1.2 contains the calculated standard deviations of the constellation
diagram. Data in the table have a special symmetry. The standard deviation is not
depending on the side where a laser with large linewidth is used. The constellation
has the same standard deviation if the transmitter laser linewidth is 10 kHz and the
linewidth of the receiver side laser is 100 kHz or the laser linewidths are inter-
changed. This similarity is shown by Fig. 1.6. The benefit of this symmetry should
be utilized. At the transmitter side it is beneficial to use a narrow linewidth laser
while a cheaper laser with wider linewidth can be used in the receiver.This method
offers a reduction in the price of the system which is good enough to tolerate the
signal degradation level using this method. The linewidth of the lasers cannot be
larger than 1 MHz if the goal is to reach the best signal transmission quality and the
lowest system price. Although the standard deviation of the constellation does not
change significantly, the larger laser linewidth increases the noise level. The noise
increases with 7 dB when the laser linewidth is changed from 10 kHz to 1 MHz.
This noise increase results in a larger standard deviation of the constellation.

If the linewidth of the lasers are larger than 10 MHz the points of the constel-
lation cannot be separated. They will compose one point with huge deviation as

Table 1.2 Laser phase noise caused standard deviation of the constellation diagram

Tx laser linewidth Rx laser linewidth

10 kHz 100 kHz 1 MHz 10 MHz 100 MHz

10 kHz 0.0367 0.039 0.0574 0.1444 0.3247

100 kHz 0.0391 0.0413 0.0589 0.1451 0.3232

1 MHz 0.0573 0.0589 0.0724 0.1513 0.3245

10 MHz 0.1442 0.1449 0.151 0.1993 0.3294

100 MHz 0.3207 0.3213 0.3192 0.329 0.3608
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Fig. 1.7a shows. The critical laser linewidth is 10 MHz. It highly increases the
deviation as it can be observed in Fig. 1.7b. The transmitter laser linewidth is only
10 kHz, but the large (10 MHz) linewidth of the down converting laser spreads the
constellation points. If both lasers have 10 MHz linewidth the detected constellation
is similar to the Fig. 1.10b. The simulation results show that the laser phase noise
spreads the points of the constellation.

1.3.3 Dispersions of the Fiber

Signal shape mainly degrades by the fiber dispersion. Chromatic dispersion is the
significant effect in SMF. It rotates the constellation and spreads the symbols
(Fig. 1.8a). Constellation of the received signal will be a circle because of the

Fig. 1.6 Received constellations if a the transmitter laser linewidth is 10 kHz and the receiver side
laser linewidth is 100 kHz. b The transmitter laser linewidth is 100 kHz and the receiver side laser
linewidth is 10 kHz

Fig. 1.7 a Received constellations if the lasers have larger linewidth than 10 MHz. b The
constellation diagram if the transmitter laser linewidth is 10 kHz and the receiver side laser
linewidth is 10 MHz
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dispersion (Fig. 1.8b). CD has much stronger effect on the transmitted signal than
the MZM. 6 km fiber rotates the constellation with angle of 8°. It is twice larger
than the rotation caused by differential driving of the MZM. Chromatic dispersion
can be compensated by DSP or DCF. Doing it by DSP is much more comfortable
because it can be done electronically besides doing other signal processing steps.
Using of pilot tones this rotation can be calculated and the correction also can be
done.

Polarization mode dispersion becomes critical at high speed. To show its effect
the CD has to be negligible because CD has much stronger effect than PMD.
Therefore in the simulation any other fiber nonlinearity was turn out except the
PMD. Polarization mode dispersion comes from the different propagation time
between the two polarization states. Because of it, we examined the PMD effect as
the function of the polarization of the laser beams (transmitter and receiver). The
usual lasers emit unpolarized beams so the emitted light contains both polarization
components. In the simulations the unpolarized laser beams contained the same
energy in the two polarization states. If the laser is polarized e.g. at 0° then only the
X polarization plane contains energy in the laser beam. The unpolarized laser beam
is the worst case in the aspect of the PMD. To simulate this case the degree of the
laser polarization was set to 45°. Different fiber lengths (from 1 to 10,000 km) are
investigated in the simulations. The PMD coefficient of the fiber is set to 2 and
0.1 ps/km1/2 because these are the typical coefficient value for an old and a new
fiber, respectively. The received constellation does not change significantly for
500 km as Fig. 1.9a shows. The size of the constellation does not change, however
its standard deviation is increased (Table 1.3). The points of the constellation go to
the centre and they rotate inverse clockwise as the fiber length was increased up to
10,000 km. Therefore some decision ranges overlap each other (Fig. 1.9).

PMD caused distortion should be smaller if polarized lasers are used, because in
that case there is only one polarization in the fiber. However, the polarization state of
the fiber changes randomly, so at the end of the fiber both polarizations will contain
some signal components. The PMD caused polarization changes can result in 90°

Fig. 1.8 a Dispersion spreads the symbols and rotates the constellation. b Constellation diagram
after 50 km fiber, if dispersion is not compensated
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polarization differences between the transmitter and the receiver signals. In that case
the two signals are orthogonal to each other and the receiver cannot demodulate the
received signal. Figure 1.10 shows the PMD caused signal distortion if the lasers are
polarized at 0°. The detected constellation does not have any significant distortion

Fig. 1.9 Received constellations if the PMD coefficient is 0.1 ps/km1/2. The lasers are unpolarized
and the fiber length is a 500 km, and b 10,000 km

Table 1.3 Standard
deviation of the constellation
if the fiber PMD coefficient is
0.1 ps/km1/2

Fiber length (km) Transmitter/receiver laser
polarization (°)

45/45 0/0 0/45 45/0

1 0.068 0.065 0.0521 0.1166

5 0.0566 0.0611 0.0539 0.1356

10 0.0671 0.2229 0.0765 0.0679

50 0.0551 0.0674 0.0542 0.716

100 0.0641 0.1085 0.1177 0.0778

500 0.0696 0.0782 0.1987 0.165

1000 0.1191 0.1059 0.3999 0.0708

5000 0.0951 0.1099 0.0793 0.0757

Fig. 1.10 Received constellations if the PMD coefficient is 0.1 ps/km1/2. The lasers are polarized
(0°) and the fiber length is a 5 km and b 10 km
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(Fig. 1.10a) if the fiber length is 5 km or 50 km. But the points spread largely if the
distance is 10 km (Fig. 1.10b), because the polarization state of the received signal
and the receiver laser is near to 90°. At this length the uncertainty of the decision is
very high. The centre of the constellation points can be determined but the large
spread increases the probability of wrong decision. The standard deviation of the
constellations is not better than the deviation of the unpolarized system (Table 1.3).
It is due to the polarization sensitivity of the detection method. At the receiver
another laser is used to demodulate the signal which converted it down it to a lower
frequency. If the polarization of the signals is orthogonal to each other only noise is
detected by the analyzer. This polarization sensitivity is higher than in the case when
the PMD caused smaller distortion on a polarized light.

In the previous simulations the PMD coefficient was set to 0.1 ps/km1/2, which is
close to the coefficient of the new fibers. However, most telecommunication fibers
are older than 10 years, so their PMD coefficient is about 2 ps/km1/2. Because of that,
the simulations are repeated and this higher PMD value is set in the fiber parameters.
Distortion can be observed on the constellation in case of a 5 km fiber length.
Figure 1.11 shows the distorted constellation at 50 km fiber length. The points are
spread and it looks like they are on a circle. This behavior is similar to the chromatic
dispersion caused distortion. However, most of the constellation points split into two
distinct parts. Chromatic dispersion caused distortion does not make this separation.
It spreads the points into a circle (Fig. 1.8b). PMD caused distortion for longer fibers
are similar to the case of the low PMD coefficient fiber. The points of the constel-
lation move to the centre and are rotated. Using polarized (0°) light the effect of the
PMD is similar to the case of the lower PMD coefficient. The polarization mismatch
at the receiver increases the deviation of the constellation (Table 1.4).

PMD has smaller effect on the signal if the light is polarized, but our detection
method cannot profit from this benefit if both lasers have the same polarization.
There is a chance to improve the PMD insensitivity if polarization requirement of
the fiber and the receiver is used at the same time. Therefore, the transmitter laser
was polarized at 0° because PMD has smaller effect to a polarized light. To avoid
the signal degradation from the polarization mismatch an unpolarized laser is used
in the receiver. In the simulation the lower PMD coefficient is applied. This mixed
polarization offers a better signal quality for short (less than 10 km) fiber length

Fig. 1.11 Received
constellations if the PMD
coefficient is 2 ps/km1/2, the
lasers are unpolarized and the
fiber length is 50 km
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than the unpolarized lasers (Table 1.3). Between 10 and 100 km the constellation is
quite similar to the results of the unpolarized lasers (Fig. 1.12). However, the
standard deviation of the constellation is increased significantly if the fiber length is
longer than 500 km. The mixed polarization can reduce the PMD effect at short
ranges. The laser polarization can be reversed but it will result in a worse signal
transmission. Because the transmitter is unpolarized the PMD has higher effect on
the signal which results in a larger standard deviation (Table 1.3). The unpolarized
signal transmission provides better signal transmission at all examined fiber lengths
than the mixed polarization. Although the standard deviation of the constellation is
increased but moving of the constellation is eliminated. Similar results can be
observed if the higher PMD coefficient fiber is used in the simulations. Only the
length of the transmission is shortened. The maximum fiber length is 50 km then
the points of the constellation are overlapped.

1.3.4 Fiber Nonlinearity

Four wave mixing (FWM) and self-phase modulation (SPM) make smaller signal
degradation than CD or PMD. They appear, if the power density in the fiber is

Table 1.4 Standard
deviation of the constellation
if the fiber PMD coefficient is
2 ps/km1/2

Fiber length (km) Transmitter/receiver laser polarization
(°)

45/45 0/0 0/45 45/0

1 0.0771 0.0822 0.0652 0.1573

5 0.1046 0.15 0.0665 0.231

10 0.1362 0.3212 0.1675 0.1463

50 0.1289 0.1649 0.0603 0.1663

100 0.1829 0.2627 0.2837 0.209

500 0.2556 0.2544 0.4753 0.4274

Fig. 1.12 Received constellations if the PMD coefficient is 0.1 ps/km1/2, and the fiber length is
50 km. a Transmitter laser is polarized and the laser at the receiver side is unpolarized. b Both
lasers are unpolarized
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above 1 W. The dispersion of the fiber is set to zero to examine only the effect of
nonlinearity. Laser power is 20 W and fiber length is 50 km. Increasing the laser
power will not improve the quality of transmission. Noise level increases outside of
the OFDM spectrum because of FWM. Constellation symbols highly spread and it
seems they contain the full constellation diagram in small size (Fig. 1.13a). This
kind of modulation mainly comes from the SPM and in smaller extent from the
FWM. Decreasing the laser power the SPM effect will be negligible and FWM will
be dominant. FWM causes ICI and it spreads the symbols along both axes
(Fig. 1.13b). It is similar to the effect of white noise. Standard deviation is 0.0472
which is twice as much as that one caused by the MZM.

1.4 Conclusions

In this paper we showed the major distortion effect on the transmitted signal.
Chromatic dispersion has the strongest signal degradation effect among the inves-
tigated distortions. However, it can be compensated, the easiest way is using DCF.
A more compact CD compensation solution is made by DSP. CD caused distortion
will not play an important role in optical OFDM systems because its value can be
fully controlled.

Distortion of the MZM is similar to the CD caused one. It rotates the constel-
lation and the symbol distances depend on the bias point of the MZM. The rotation
caused by MZM can be easily eliminated by differential driving. It minimizes the
rotation but the standard deviation of symbols is increased slightly. If the electrical
field of MZM provides opposite rotation this effect does not exist and the rotation
stays small. The nonlinearity of the modulator also can be compensated by DSP,
but this solution requires plus equipment, which increases the price. Laser phase
noise increases the standard deviation of the constellation diagram. In our system
two lasers are applied and they show symmetry in the phase noise investigation.

Fig. 1.13 a Symbol deviation caused by SPM and FWM. b Only FWM caused symbol spread at
one point of the constellation
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The standard deviation of the constellation diagram is independent from the place
of the narrow linewidth laser. It is the same if the narrow linewidth laser is put into
the transmitter or it is placed at the receiver side. Using a narrow linewidth laser at
either side of the system the phase noise caused distortion can be significantly
decreased.

PMD not only spreads the constellation points but it rotates them and in some
cases it splits the points into two pieces. The use of low PMD coefficient fiber is the
most efficient way to decrease the PMD effect. However, to replace all fibers with a
new low PMD coefficient one is extremely expensive. Using polarized light smaller
PMD caused signal distortion can be achieved, but the applied detection method is
sensitive for the polarization state. It is pointed out that using polarized light a
higher distortion is obtained because of the polarization sensitivity of the detecting
method. The golden way between the polarization sensitivity and the PMD effect is
the mixed polarization. Transmitter laser is polarized to decrease the PMD effect
while at the receiver side an unpolarized laser is used to minimize the polarization
sensitivity of the receiver. This gives better results compared to the case when both
lasers are unpolarized. However, using only polarized lasers a major drawback is
encountered. If the polarization of the transmitter laser is orthogonal to the laser
polarization at the receiver, no signal detection will occur. Only the noise will be
detected. The chance of this orthogonality is small but we showed it can cause high
signal degradation independently of the fiber length. As both polarizations are used
to decrease the PMD it will make difficulties in the future when the signal trans-
mission is multiplexed in polarization too.

Other nonlinearities of SMF (e.g. four wave mixing, self phase modulation)
cause smaller distortion and they are covered by the distortion effect of MZM
nonlinearity, CD or PMD. We usually use low laser power so only FWM will
influence the transmission.

Most of the examined distortion can be compensated without any plus equip-
ment. CD is one of the exceptions which needs plus hardware to eliminate its
distortion. It is beneficial to do post CD compensation by DSP, because then DSP
can be used to compensate the other distortions effect. There is a question; is it
worth to do everything with a DSP or it is better to apply proper MZM driving
technique (e.g. differential driving) or using small linewidth lasers.
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Chapter 2
DQPSK Optical Networks Impaired
by Multi Line Rates and Mixed
Modulation Formats Interferers

João L. Rebola, Luís G.C. Cancela and João J.O. Pires

Abstract Future metropolitan optical networks face the challenge of having sig-
nals with different modulation formats and different bit rates coexisting in the
network. The interference between those signals, and mainly from signals at the
same wavelength, named in-band crosstalk, may lead to severe network perfor-
mance degradation. In this work, the performance of 40 Gb/s DQPSK optical
receivers impaired by in-band crosstalk due to mixed modulation formats and
multiple line rates is assessed. It is shown that the most severe performance
degradation due to in-band crosstalk is caused by 10 Gb/s interferers, being the
OOK interferer the most detrimental to the network performance. We show also
that the reduction of the duty-cycle of the interferers increases the DQPSK optical
receiver tolerance to in-band crosstalk.

2.1 Introduction

Nowadays, optical networks have the capability of transporting signals with mul-
tiple modulation formats and a multitude of bit rates, in order to support the
growing traffic capacity demands. The actual trend is to further increase the number
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of different formats and bit rates that coexist in the network [9, 15]. The main
reason for this increase is the widespread use of coherent technology and the
flexibilisation of the 50 GHz optical grid—the so called flexgrid [11]. Nevertheless,
this technology, that allows the use of advanced modulation formats with greater
spectral efficiency and increased signal bit rate, is mostly used in long-haul net-
works [14]. On the other hand, optical metropolitan area networks (MANs) are still
based in intensity modulation direct detection systems, because of their simplicity
and low power consumption characteristics. The typical signals coexisting in these
metro networks are the 10 Gb/s OOK (On-Off Keying) and DPSK (Differential
Phase-Shift Keying) signals, and the 40 Gb/s DPSK and DQPSK (Differential
Quadrature Phase-Shift Keying) signals.

The physical constraints of optical MANs are an important issue in network
planning and performance evaluation. In particular, in-band crosstalk is considered
an important physical limitation [8]. The impact of this phenomenon has been
intensively studied in direct detection systems. In the majority of these studies, it is
assumed that the crosstalk signals have the same bit rate and modulation format
than the selected signal. Examples of these studies for OOK, DPSK and DQPSK
signals are, respectively, given in [1, 2, 10]. There are also a few studies which
consider that the selected signal has a different bit rate and modulation format than
the crosstalk signals [3, 5]. In [3], an analytical formalism is used to evaluate the
impact of a single OOK interferer in a DPSK system, and in [5] the impact of a
single OOK/DPSK/DQPSK interferer in a DPSK system is evaluated in an
experimental and simulation setup.

In this work, we extend these studies and evaluate the impact of in-band
crosstalk due to 10/40 Gb/s OOK/DPSK/DQPSK multiple interferers on the per-
formance of 40 Gb/s DQPSK optical receivers. The crosstalk impact is evaluated by
Monte Carlo (MC) simulation, and an analytical formalism based on the moment
generating function [2] is used to validate the MC simulation for the single inter-
ferer scenario. The impact of the extinction ratio of OOK signals and the impact of
the crosstalk signal duty cycle on the receiver performance are also assessed.

This paper is structured as follows. Section 2.2 describes the simulation model to
assess the impact of multi-format interferers in a DQPSK receiver. Numerical
results are discussed in Sect. 2.3 and conclusions are presented in Sect. 2.4.

2.2 System Description

In this section, the model used to characterise the DQPSK optical receiver is
described. The implementation of the MC simulator used to assess the performance
of the optical receiver when impaired by in-band crosstalk is also presented.
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2.2.1 Optical DQPSK Receiver

The structure of a typical differential direct detection DQPSK receiver is depicted in
Fig. 2.1, [6]. It consists of an optical pre-amplifier with a constant power gain
G over the amplifier bandwidth; an optical filter with −3 dB bandwidth Bo; and a
−3 dB coupler to split the signal between the two branches of the optical receiver.
Each branch of the optical receiver consists of a delay line interferometer with a
differential delay equal to the symbol period Ts; a balanced photodetector; and a
post-detection electrical filter with −3 dB bandwidth Be: In the lower branch (Q),
the arms of the interferometer have a phase difference of π/4, while in the upper
branch (I), the interferometers arms phase difference is −π/4 [6]. Throughout this
work, the possible imperfections of the optical DQPSK receiver are neglected.

The electrical field at the optical filter output, ~EðtÞ; can be expressed as [2]

~EðtÞ ¼
ffiffiffiffi
G

p
�~EsðtÞþ

ffiffiffiffi
G

p
�
XM
i¼1

~Ec;iðtÞþ~EASEðtÞ
" #

� ho tð Þ ð2:1Þ

where * stands for convolution and hoðtÞ is the impulse response of the optical
filter. The first term of (2.1), ~EsðtÞ; corresponds to the electrical field of the
incoming DQPSK signal, named selected signal and is described as ~EsðtÞ ¼ffiffiffiffiffi
Ps

p
exp jhsðtÞ½ �~es; where Ps is the average signal power at the optical pre-amplifier

input; hsðtÞ is the signal phase that carries the DQPSK symbol information, with
possible values p=4; 3p=4;�3p=4;�p=4f g; and ~es is the signal polarization unit
vector.

The second term of (2.1),
PM

i¼1
~Ec;iðtÞ; corresponds to the electrical field of the

in-band crosstalk, with M possible interferers. The complex envelope of the ith
crosstalk signal field can be represented as

~Ec;iðtÞ ¼
ffiffiffiffiffiffiffi
Pc;i

p
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Fig. 2.1 Block diagram of the DQPSK optical receiver
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where Pc,i is the crosstalk power. The crosstalk level of the ith interferer is defined
as the ratio between the crosstalk power, Pc,i, and the signal power, Ps. The total
crosstalk level is the sum of the crosstalk levels of theM interferers. In (2.2), Dsc;i is
a random time shift within one symbol period, which is modelled considering a
uniform distribution over that period [13]; D/c;i is a random phase difference with
respect to the selected signal, which is modelled considering a uniform distribution
over the interval [0, 2π[ [13]; ~ec is the crosstalk signal polarisation unit vector,
which as a worst-case assumption is assumed co-polarised with the selected signal,
~es ¼~ec; Ac;iðtÞ and hc;iðtÞ are, respectively, the envelope and the phase of the
crosstalk signal, which define the modulation format of the ith interferer. The
modulation formats and bit rates of the crosstalk signal considered in this work are
10 Gb/s OOK, 10 Gb/s DPSK, 40 Gb/s OOK, 40 Gb/s DPSK and 40 Gb/s DQPSK.
The extinction ratio of the OOK crosstalk signals is defined as r ¼ P1=P0, with P1

defining the average power of the bits ‘1’ and P0 the average power of the bits ‘0’.
The duty-cycle of RZ (Return-to-Zero) pulses, D, is defined as the fraction of time
that a rectangular pulse lasts within a symbol period, before it returns to zero.

The third term of (2.1), ~EASEðtÞ; corresponds to the complex envelope of the
electrical field of the amplified spontaneous emission (ASE) noise originated at the
optical pre-amplifier. The ASE noise is assumed as a zero mean white stationary
Gaussian noise with single-sided power spectral density in each polarisation
described by No ¼ hvsGF=2; where hvs is the photon energy at the signal wave-
length, and F is the pre-amplifier noise figure.

The −3 dB couplers and delay interferometers are modelled as in [12]. For the I
branch, the electrical fields ~EþðtÞ and ~E�ðtÞ are described by

~EþðtÞ
~E�ðtÞ

� �
¼ 1

2
ffiffiffi
2

p j~EðtÞþ j~Eðt � TsÞ � exp �jp=4ð Þ
�~EðtÞþ~Eðt � TsÞ � exp �jp=4ð Þ

� �
ð2:3Þ

Using the same model described in [12], the electrical fields after the delay line
interferometer of the Q-branch of the optical receiver can be readily calculated. The
photodetectors are modelled as ideal square-law detectors.

2.2.2 Monte Carlo Simulation

In the MC simulation, a sequence of bits of length Nb corresponding to the
information carried by the DQPSK selected signal is generated using deBruijn
sequences [7]. The differential encoding and conversion to quaternary symbols with
Gray coding follows [4, 6]. Then, the sequence of symbols is discretized in Na

samples per symbol, which allows considering the signal waveform within a
symbol period [for example, non-RZ (NRZ) or RZ pulses]. Hence, the effect of
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intersymbol interference on the performance of the DQPSK optical receiver can be
rigorously evaluated on the MC simulation.

In the simulator, the ASE noise is generated using a random number generator,
which follows a Gaussian distribution with zero mean and variance of No · Bsim,
where Bsim is the bandwidth used in the MC simulation. In each iteration of the
simulation, a sample function of the ASE noise is generated [7].

At that same iteration, a sample function of the crosstalk signal is also con-
structed. Each ith crosstalk signal is generated considering a random sequence of
bits, which are, then modulated. The same modulation format is considered for all
ith crosstalk signals.

After the generation of selected signal, crosstalk signal and ASE noise sample
functions, the electrical field given in (2.1) is obtained and is propagated through
the DQPSK optical receiver depicted in Fig. 2.1. The current at the output of the I
branch and Q branch is, then, determined and sampled at the time instants corre-
sponding to the maximum eye-opening obtained without noise and crosstalk. After
sampling, each received bit in its respective branch, which is corrupted by noise and
crosstalk, is compared to the corresponding transmitted bit to find out if an error has
occurred. The bit error probability (BEP) is, then, calculated from [4]

BEP ¼ BEPI þBEPQ

2
ð2:4Þ

where BEPI and BEPQ are the bit error probabilities, respectively, of the I and Q
branches, which are estimated through direct error counting using

BEPI ¼ NE;I

Nit � Nb=2
ð2:5Þ

BEPQ ¼ NE;Q

Nit � Nb=2
ð2:6Þ

where Nit is the number of iterations of the MC simulation, which is equivalent to
the number of simulated sample functions and NE,I and NE,Q are the number of
counted errors, respectively, in the I and Q branches of the receiver. A specific
number of counted errors is set as a stopping criterion of the MC simulation.

2.3 Numerical Results

In this section, the impact of multi-format and multi-rate crosstalk signals on the
performance of 40 Gb/s DQPSK pre-amplified optical receivers is evaluated using
MC simulation. The duty-cycle variation of the crosstalk signals, the extinction
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ratio variation of OOK crosstalk signals and single and multiple interference are
considered in these studies.

Throughout this section, the amplifier noise figure, F, is 5 dB, the pre-amplifier
gain, G, is 30 dB, and both ASE noise polarisations are considered. The optical
filter is a Gaussian filter with normalized −3 dB bandwidth given by BoTs ¼ 5. The
electrical filter is a Gaussian filter with normalized −3 dB bandwidth given by
BeTs ¼ 0:7. The optical signal-to-noise ratio (OSNR) is measured in the reference
bandwidth of 0.1 nm at λs = 1550 nm. The total crosstalk level considered for the
interferers is −13 dB, for all data rates and modulation formats. This means that the
power corresponding to the sum of powers of each individual interferer is −13 dB
below the original DQPSK signal power. We also assume that the power is equally
distributed by the interferers. The modulation formats of the crosstalk signal con-
sidered are 10 Gb/s OOK, 10 Gb/s DPSK, 40 Gb/s OOK, 40 Gb/s DPSK and
40 Gb/s DQPSK. The bit rate of the selected DQPSK signal is 40 Gb/s. The number
of simulated bits is Nb = 27, Na = 128 samples per symbol and Bsim = 5.1 THz are
used. The BEP is estimated using MC simulation considering at least NE,I = 1000 or
NE,Q = 1000 counted errors. This high number of counted errors, in comparison
with the typical 100 errors used in MC simulation [7], has been set to obtain BEP
curves with a very smooth behavior.

2.3.1 Single and Multiple Interference in Multi-rate
and Multi-format Scenarios

In this subsection, the impact of multi-rate and multi-format crosstalk signals on the
selected DQPSK signal is evaluated. The pulse shape of all modulation formats is
NRZ and the extinction ratio of the OOK interferers is ideal, r ¼ 1. The influence
of the random time shift Dsc;i is neglected, since it has been verified that its
influence on the receiver performance is minor, when considering NRZ pulse
shapes.

Figure 2.2 shows the BEP as a function of the OSNR, for a single interferer,
M = 1, with different modulation formats and bit rates on the crosstalk signal.
The BEP obtained without crosstalk is also depicted in Fig. 2.2 for comparison
purposes. To check the MC simulation results, the BEP is also computed using the
analytical formalism (A) proposed in [2], considering the absence of crosstalk and a
40 Gb/s DQPSK crosstalk signal. This analytical formalism is capable of assessing
in a rigorous way the impact of in-band crosstalk in DQPSK receivers indepen-
dently of the optical and electrical filter shapes, considering the isolated DQPSK
symbol scenario. This formulation was first developed in [10] for analysing the
impact of in-band crosstalk in DPSK receivers and uses an eigenfunction expansion
technique to decompose signal, crosstalk, and ASE noise, at the optical filter input,
in a series of orthogonal functions and relies on the moment generating function to
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describe the decision variable statistics. From Fig. 2.2, a good agreement between
simulation and analytical results is observed.

Figure 2.2 shows that the 10 Gb/s OOK crosstalk signal leads to the most severe
interference on the 40 Gb/s DQPSK optical receiver. For very high OSNR, the BEP
is reaching a floor. The 40 Gb/s OOK interferer leads to the second worst BEP
degradation, especially for OSNRs above 17 dB, where the signal-crosstalk beating
power is becoming significant. The 40 Gbs DQPSK and 10 Gb/s DPSK crosstalk
signals provide similar performances, while the less harmful interferer is the
40 Gb/s DPSK. As a main conclusion, the interference of amplitude modulated
signals leads to higher BEP degradation than phase-modulated signals interference.
This conclusion is in agreement with the results presented in [5] for a single
interferer and considering a 40 Gb/s DPSK signal as the selected signal. This
conclusion is similar to the one found in the presence of cross-phase modulation
(XPM) [11]. Amplitude modulated signals at 10 Gb/s induce a higher XPM on
coexisting phase modulated signals at higher bit rates, and as a result, lead to higher
performance degradation.

It is still an open issue if this scenario is kept for M > 1. Figures 2.3 and 2.4
depict the BEP as a function of the OSNR for, respectively, M = 4 and M = 8
interferers, considering different modulation formats and bit rates on the crosstalk
signals. It should be pointed out that, we have considered that, allM interferers have
the same modulation format and bit rate.

Figure 2.3 shows that, for M = 4, the BEP reaches a floor for high OSNRs for all
crosstalk signals, except for the 40 Gb/s DPSK interferer case. For such high
OSNRs, the beating between signal and crosstalk is dominating the optical receiver
performance, and the power increase of the selected signal gives no longer any
performance improvement. The higher BEP degradation occurs also for the 10 Gb/s
interferer. However, in comparison with M = 1, the 10 Gb/s DPSK interferer leads

Fig. 2.2 BEP as a function of the OSNR for a single interferer, M = 1 and different modulation
formats and bit rates on the crosstalk signal
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to a higher BEP degradation than 40 Gb/s OOK and DQPSK signals, which exhibit
a similar performance.

Figure 2.4 shows the enhancement of the behaviours observed in Fig. 2.3, with
the increase of the interferers number. The 40 Gb/s OOK and 40 Gb/s DQPSK
crosstalk signals lead practically to the same receiver performance. The BEP with
the 10 Gb/s DPSK crosstalk signal is becoming similar with the 10 Gb/s OOK
crosstalk signal. Notice that between Figs. 2.3 and 2.4, the increase on the number
of interferers had no particular influence on the BEP, when considering the 10 Gb/s

Fig. 2.3 BEP as a function of the OSNR for M = 4 interferers and different modulation formats
and bit rates on the crosstalk signal

Fig. 2.4 BEP as a function of the OSNR for M = 8 interferers and different modulation formats
and bit rates on the crosstalk signal
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OOK signal. This means that the superposition of the symbol patterns of the
interferers is not contributing for further degradations of the receiver performance.
For the 40 Gb/s DPSK crosstalk signal, the increase of the number of interferers
practically does not influence the BEP.

As a main conclusion, we have seen that with the increase on the number of
interferers, the slower bit rate signals, 10 Gb/s, are the ones that lead to a higher
BEP degradation. As the bit rate is smaller, when there is a combination of symbols
on the crosstalk signals that impairs significantly the receiver performance, it affects
at least four times the same number of symbols on the selected 40 Gb/s DQPSK
signal.

2.3.2 Duty-Cycle Variation

In this subsection, the influence of the duty-cycle of the crosstalk signals on the
receiver performance is investigated. All results are obtained considering a 40 Gb/s
DQPSK NRZ signal and M = 4 interferers. In these studies, the influence of a
random time shift Dsc;i inside the symbol period is taken into account in the BEP
estimation. Although the main qualitative conclusions are not changed, the values
of the BEP may differ noticeably, when neglecting this random time shift for
interferers with RZ pulse shape.

Figures 2.5, 2.6 and 2.7 show the BEP as a function of the OSNR for, respec-
tively, 10 Gb/s OOK, 10 Gb/s DPSK and 40 Gb/s DQPSK crosstalk signals, for
several duty-cycles. The extinction ratio of the OOK interferers is assumed ideal,
r ¼ 1.

Fig. 2.5 BEP as a function of the OSNR for 10 Gb/s OOK crosstalk signal with M = 4 and
different duty-cycles
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Figures 2.5, 2.6 and 2.7 show that the reduction of the duty-cycle of the inter-
ferers reduces the crosstalk impact on the receiver performance. For very low
duty-cycles (below 20 %), the BEP estimated in the presence of crosstalk becomes
very close to the BEP estimated in its absence. With the duty-cycle reduction, the
fraction of time of the pulse that is interfering with one pulse of the selected signal
is becoming smaller, and the crosstalk impact on the receiver performance is
decreased, although the total crosstalk power is the same.

Similar conclusions to those taken from Figs. 2.5, 2.6 and 2.7 have been drawn
when considering 40 Gb/s OOK and 40 Gb/s DPSK crosstalk signals.

Fig. 2.6 BEP as a function of the OSNR for 10 Gb/s DPSK crosstalk signal with M = 4 and
different duty-cycles

Fig. 2.7 BEP as a function of the OSNR for 40 Gb/s DQPSK crosstalk signal with M = 4 and
different duty-cycles
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2.3.3 Extinction Ratio Variation

In this subsection, the influence of the extinction ratio of 10 and 40 Gb/s OOK
interferers on the 40 Gb/s DQPSK receiver performance is investigated.

Figure 2.8 depicts the BEP as a function of the OSNR for 10 Gb/s OOK NRZ
crosstalk signals, with the extinction ratio as a parameter. Figure 2.8 shows that
the 40 Gb/s DQPSK optical receiver performance is practically independent of the
extinction ratio of the interferer. The same conclusion has been found for the
40 Gb/s OOK interferer and is in agreement with the results presented in [3] for
DPSK optical receivers.

2.4 Conclusions

In this work, the impact of in-band crosstalk due to multi-rate and multi-format
interferers on the performance of 40 Gb/s DQPSK optical receivers has been
assessed using MC simulation.

It has been shown that the 10 Gb/s OOK interferer, which is the traditional
modulation format of optical communication systems, is the one that leads to the
highest performance degradation of the 40 Gb/s DQPSK receiver. For a high
number of interferers, slower bit rates, i.e., 10 Gb/s, on the crosstalk signals are the
most detrimental to the receiver performance. The crosstalk induced by 40 Gb/s
DPSK signals is the less harmful and is practically independent of the number of
interferers.

Fig. 2.8 BEP as a function of the OSNR for 10 Gb/s OOK NRZ crosstalk signal with M = 4 and
different extinction ratios
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It has been shown that the reduction of the duty-cycle of the interferers decreases
the crosstalk impact on the receiver performance and that the influence of the OOK
interferer extinction ratio on the DQPSK receiver performance is practically
negligible.
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Chapter 3
Insulation Quality Assessment
of Transformers Using Laser
Raman Spectroscopy

Toshihiro Somekawa, Makoto Kasaoka, Yoshitomo Nagano,
Masayuki Fujita and Yasukazu Izawa

Abstract Transformers are very important components in electricity transmission
and distribution networks. Its insulating oil sampling analysis, such as dissolved gas
analysis, is generally used as a maintenance tool for determining transformer
working condition, but requires time consuming preprocessing steps. Here, we
propose an in-situ transformer health diagnosis technique without the need for oil
sampling using laser Raman spectroscopy. In our method, degradation indicators
present in oils are detected by direct laser irradiation into the oil. As an oil-specific
degradation indicator, we demonstrated the Raman spectroscopic identification of
C2H2 gas dissolved in oil. This technique was also capable of successful identifi-
cation of CO and furfural—a paper-specific degradation indicator in oil samples.
The results show that laser Raman spectroscopy is a useful alternative method for
diagnoses of the transformer faults.

3.1 Introduction

Transformers are important components in any power system and their condition
monitoring is essential for ensuring reliable operation of the system. In general,
power transformer coils are insulated with a cellulose paper and immersed in mineral
oil. Under the normal operating conditions, insulating mineral oils in the trans-
formers include small amounts of gases, but failure of the transformer is known to be
preceded by significant evolution of hydrogen (H2), carbon monoxide (CO), carbon
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dioxide (CO2), methane (CH4), ethane (C2H6), ethylene (C2H4), and acetylene
(C2H2) gases caused by corona discharges, overheating, or arcing. Therefore, dis-
solved gas analysis (DGA) of the insulating oils has become the most widely used
method for investigating incipient faults in transformers [1]. Dissolved gases
extracted from oil aliquots due to pressure reduction or substitution by inert gases are
measured by gas chromatography. In addition, it is known that furfural in oil comes
only from the decomposition of insulation papers. So the furfural content in insu-
lation oil is an important indicator for assessing the degradation of the insulating
paper in transformer [2]. Furfural concentration in oil was generally extracted by
methanol and measured by high performance liquid chromatograpy. These con-
ventional methods usually offer sensitive detection limits at ppm levels that are
suitable for monitoring the transformer conditions, but require time consuming
preprocessing steps and include risks of sample contamination during sampling.

We recently reported detection of C2H2 dissolved in the insulation oil using laser
Raman spectroscopy technique [3]. The C2H2 is mainly produced at very high
temperatures that occur in presence of arcing. C2H2 is not detected in transformers
during normal operation, but concentrations as high as 1 % are detected in presence
of huge arcing [4]. Therefore, C2H2 is considered as an effective indicator. Our
approach does not require gas separation in oils. The gas content in the insulating
oil is directly measured by an irradiating laser. Based on this technique, on-line and
in-situ detection of dissolved gases and byproduct materials can be adapted for
diagnosis of transformer faults.

In this paper, we examined the applicability of our Raman spectroscopic tech-
nique as transformer health diagnosis tool for monitoring paper-specific indicators,
CO and furfural. We found that Raman signals of CO (*2138 cm−1) and furfural
(*1705 cm−1) can be detected with no interfering peaks from the insulating oil.
Hence, Raman spectroscopy could be a useful technique for in-situ transformer
health diagnosis without the need for oil sampling.

3.2 Experimental

3.2.1 Raman Spectroscopy

Figure 3.1 shows the schematic diagram of Raman spectroscopy. The laser was a
standard Q-switched Nd:YAG laser (Continuum, Surelite: 10 ns pulse-width with
100 mJ pulse energy at 10 Hz repetition rate) operating at its second harmonic
wavelength of 532 nm. A non-focused laser beam having about 8 mm diameter was
used to avoid laser induced damage of the oil sample. The Raman signals from
samples were collected using an achromatic lens at an angle of 25° from the
forward direction of the laser beam. This design provides a longer optical path
length than a conventional detection geometry at 90°, offering an order of magni-
tude increase in Raman scattering intensity. After passing through the edge and
notch filters at 532 nm, the Raman signal is coupled into an optical fiber bundle by
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using an achromatic lens. The collected Raman signal is dispersed by a spec-
trometer (Acton, SpectraPro-2300i) with an entrance slit width set to 15 μm and
detected with a liquid nitrogen-cooled charge-coupled device (CCD) camera
(Princeton Instruments, SPEC-10). The exposure time was set at 90 ms. The spectra
of C2H2, CO, and furfural were averaged over 3000 measurements. The spectral
resolution of this system was estimated to be about 5 cm−1.

3.2.2 Sample Preparation

The insulating oil used in this work was a mixture of naphthenic (41.6 %),
paraffinic (50.0 %), and aromatic (8.4 %) oils. The used insulating oil samples were
optically clear in the visible region. The insulating oils were stored in glass bottles
with diameters of 3 cm. We confirmed that the glass bottles had no effect on Raman
spectra. After complete degassing in vacuum for 4 h, the C2H2 and CO gases were
introduced via a gastight syringe. The C2H2 concentrations of the samples under the
investigation were measured by the gas chromatography and had 1.9, 5.7, and 10 %
concentrations, respectively. The concentration of CO gas was about 10 %.

Furfural is only slightly soluble in this oil. Therefore, toluene solvent is added to
oil. The concentration of toluene in oil was constant at approximately 9 % for
quantitative analysis. Furfural used in this experiment becomes yellow on exposure
to air and light, but the spectrum obtained using 532 nm excitation is not dominated
by fluorescence.

3.3 Results and Discussion

3.3.1 Raman Spectrum of Oil

Figure 3.2a shows the Raman spectra of oil. In short and long edges of the spec-
trum, it exhibits numerous features that are specific to complex oil structures [3],

Fig. 3.1 Schematic diagram
of the experimental setup
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however, it has no large Raman spectral features and relatively low background
baseline between 1700 and 2500 cm−1 range. The large peak centered at 1450 cm−1

corresponds to CH3–CH2 bending mode, and the set of peaks at 1302 and
1350 cm−1 corresponds to paraffin C–H twisting modes. The peak at 1610 cm−1 is
due to an aromatic C=C stretching mode. The band at 2725 cm−1 can be assigned to
the C–H stretching mode. In higher wavenumber side not shown here, the Raman
spectrum of oil shows only C–H stretching mode around 3000 cm−1, but no signals
in the region between 3100 and 4200 cm−1. Figures 3.2b and c show the Raman
spectra of furfural and toluene, respectively, as discussed below.
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3.3.2 Raman Spectra of C2H2 and CO Dissolved in Oil

Figure 3.3 shows the spectra of C2H2 gas at different concentrations and CO gas
(*10 %) dissolved in the insulation oil. These Raman spectra were normalized at
*2191 cm−1.

Weak Raman signals at *2191 cm−1 were assigned to the oil-derived Raman
signal since its peak intensity remained almost unchanged as the gas concentration
increased in the oil.

In C2H2 dissolved in oil, Raman peak intensity of relatively sharp line at
*1972 cm−1 increased linearly versus increasing C2H2 concentration. We assign
the peak around 1972 cm−1 to the CC stretching mode of C2H2 [5]. On the other
hand, the band at 2138 cm−1 corresponds to the CO stretching mode. There are no
large Raman bands from oil interfering with this signal. Thus, we found that CO gas
is a promising candidate as a paper-specific degradation indicator, but the CO
Raman signal is weak due to its small Raman scattering cross section [6].

Quantitative analysis in Raman spectroscopy was performed by using band
intensity ratio calculations. This is because the Raman scattering intensity is a weak
signal and the reproducibility of a Raman spectrum is degraded due to the variation
in the excitation laser intensity and changes in the sample matrix. The oil-derived
Raman signals at *2191 cm−1 were used for these analyses. Figure 3.4 shows
Raman peak intensity ratio, I1972 cm�1=I2191 cm�1 , as a function of C2H2 concentration.
The error bars were evaluated using the standard deviation of 10 consecutive spectra.
The slope of the linear fit was 0.0825. Therefore, the C2H2 concentration can be
determined by this slope and the Raman peak intensity ratio. Also, we estimated
the detection limit of the present system to be 3rC2H2*0.37 %, where rC2H2 is
the standard deviation of the Raman spectra from C2H2 free oil sample (0 %) in
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1952–1977 cm−1 spectral range. Thus, the high C2H2 concentrations (*1 %)
observed in actual insulating oils are detectable with current Raman system. On the
other hand, the detection limits could be improved by using longer path length oil
sample, higher average power CW laser, and more sensitive CCD detector.

3.3.3 Raman Spectrum of Furfural in Oil

Figure 3.2 shows the Raman spectra of (b) furfural and (c) toluene. The furfural
Raman spectrum shows a H–C–C/O bending mode at 1372 cm−1, C–C stretching
mode at 1398 cm−1, C=C stretching modes at 1478 and 1573 cm−1, C=O stretching
modes at 1675–1705 cm−1 [7]. As shown in Fig. 3.2c, the measured Raman
spectrum of toluene includes no spectral interferences caused by Raman band
overlap over *1600 cm−1. Detailed toluene mode assignments can be found
elsewhere [8].

The furfural spectrum clearly shows an additional C=O stretching mode at
1675–1705 cm−1, which is not found in oil. Thus, we can easily distinguish furfural
from oil using this Raman band. Figure 3.5 shows Raman spectra of furfural at
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different concentrations in oil, in the presence of toluene (*9 %) as a solvent.
Raman peak intensity at *1705 cm−1 increased linearly versus increasing furfural
concentration. The spectral shape differences between Figs. 3.2b and 3.5 can be
observed at 1675–1705 cm−1, which may be due to strong solvent interference [9].

Figure 3.6 shows Raman peak intensity ratios, ðI1705 cm�1=I1608 cm�1Þ, as a
function of furfural concentration. It shows a linear dependence on the furfural
concentration in contrast to the non-linear relationship between the Raman ratio
ðI1687 cm�1=I1608 cm�1Þ and furfural concentration. In this study, as a furfural-
concentration-invariant signal, we chose the Raman peak of oil and toluene mixture
at 1608 cm−1. The error bars were evaluated using the standard deviation of 5
consecutive spectra and were hidden in the plot symbols. These ratios can be
reasonably well fitted by a line with a slope of 0.643. We estimated also the
detection limit of the present system to be 3σF*65 ppm, where σF is the standard
deviation of the Raman spectra from 0.08 % furfural sample between 1720 and
1750 cm−1 range. However, the permissible concentrations of furfural in oil are 1.5
and 15 ppm at caution and danger levels, respectively [10]. Therefore, further
development of the measurement system is needed to improve sensitivity.

3.4 Conclusions

We demonstrated in-situ application of Raman spectroscopy for detection of C2H2

and furfural in the insulating oil to diagnose the transformer health condition. Our
method also has the advantage of simplicity, it is time saving and does not require
sample preprocessing steps. In addition, the Raman spectroscopy could simultane-
ously monitor multi-trace gases and byproduct materials to get relevant information
about the transformer condition. In future research, sensitivity improvements of our
Raman spectroscopy system will be performed. We believe that it can be generally
applied for assessing the transformer conditions.

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0 0.2 0.4 0.6 0.8 1
R

am
an

 p
ea

k 
in

te
ns

ity
 r

at
io

Furfural concentration (%)

Fig. 3.6 Raman peak
intensity ratio
ðI1705 cm�1=I1608 cm�1 Þ as a
function of furfural
concentration in oil

3 Insulation Quality Assessment of Transformers … 37



In this work, we used clear and colorless oil samples. However, in actual field
aged transformers, the oils are dark yellow or brown, which results in fluorescence
emission by laser irradiation at 532 nm. Thus, the Raman signals are buried in
fluorescence, and S/N ratio degrades. Therefore, to evaluate actual aging trans-
former working condition, we are taking two different approaches. First, in order to
avoid fluorescence, we will use the longer wavelength laser as an excitation light
source. And second, for obtaining Raman spectra from fluorescent samples, we plan
to do time-resolved Raman signal detection by ICCD camera.
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Chapter 4
High Performance in Random Laser Using
a Colloidal Suspension of TiO2@Silica
Nanoparticles

Ernesto Jimenez-Villar, Valdeci Mestre and Gilberto F. De Sá

Abstract A new scattering medium for random laser has been introduced. This
random laser is composed of TiO2@Silica nanoparticles suspended in an ethanol
solution of rhodamine 6G. TiO2 nanoparticles with average diameter of 0.41 μmwere
coated with a silica shell of*40 nm thickness. Random laser study comparing TiO2

and TiO2@Silica suspensions was performed. The study showed a higher perfor-
mance for TiO2@Silica system. This fact was attributed to an increase of the scat-
tering strength (TiO2@Silica) due to a better colloidal stability and light-coupling
enhancement with TiO2 scatter cores. Optical and chemical stability has been
combined by coating TiO2 nanoparticles with a silica shell of *40 nm thickness.

4.1 Introduction

The first evidence of random lasing (RLA) in solution was obtained by Lawandy
et al. [1] who suspended TiO2 nanoparticles (Np) in a conventional laser dye. RLA
have been observed in a variety of gain media including GaN nanocolumns [2],
dye-infiltrated opals [3], porous media infiltrated with liquid crystals with dyes [4],
porous network of air into a solid glass or semiconductor crystal [5], ZnO scattering
films and nanoclusters [6], on waveguided plasmonic [7] and many others. In the
works reported by Noginov [8], Cao [9] and Wiersma [10] detailed reviews on
random laser (RL) can be found.
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The strategy introduced by Lawandy, suspending highly scattering particles in
laser dye has been repeated by other authors [11, 12], in order to study the random
laser. However, the photodegradation effect and the inability to ensure complete
colloidal dispersion, have limited the development and applications of such sys-
tems. The complete colloidal dispersion is related to a linear increase of the scat-
tering surface with the suspended particles concentration. This is extremely difficult
to obtain in solution at high concentrations, because particles tend to agglomerate
[13]. The surface modification of TiO2 Np with a silane-coupling agent has been
used in order to reduce the agglomeration effect and improve the mechanical
properties and UV protection of urethane clear coatings in TiO2 composites [14].
Other authors have reported the replacement of the dispersive medium (TiO2 Np)
by silica Np [15], demonstrating random lasing. This kind of scattering medium
greatly decreases the photodegradation effect. However, the relatively small dif-
ference in refractive index between silica and the alcohol-dye solution in com-
parison to TiO2 causes a threshold increase and an efficiency decrease of the RL. In
this work, we propose RLA with reduced photodegradation effect in an RL com-
posed of TiO2@Silica nanoparticles suspended in ethanol solution of rhodamine 6G
(R6G). TiO2 particles were coated with a silica shell of*40 nm thickness. Particles
like TiO2@SiO2 have already been synthesized before (over ten years back) [16],
however, their application in RL has been done very recently [17, 18]. In this work,
we have studied RLA and photodegradation effect for an extended range of
pumping energy fluencies (between 0.12 and 264 mJ/cm2). Additionally, we have
studied the scattering strength of the TiO2@Silica scattering medium and its rela-
tionship with the silica shell.

The silica shell with thickness around 40 nm presents a steric effect, preventing
the “optical” junction of scattering TiO2 surfaces. Moreover, this silica shell
improves the light coupling with the TiO2 particles by light refraction at the
ethanol-silica interface. In addition, silica shell acts as a barrier to prevent the
charge transfer, which is the principal cause of the dye degradation [19]. These have
been practical difficulties for the development of RL and novel optical devices with
improved performance and functionality. In turn, the silica coating is particularly
advantageous due to its high dispersibility [20, 21], low density, and the inertness of
nanoparticles [22, 23] along with the numerous possibilities for their use [24–27].

4.2 Experimental Section

4.2.1 Chemical Synthesis and Characterization

R6G laser dye (C28H31N2O3Cl) with molecular weight 479.02 g/mol supplied by
Fluka: Ethanol alcohol (C2H5OH) with spectroscopic grade purity supplied by
Alphatec: Tetra-ethyl-ortho-silicate (TEOS) supplied by Sigma-Aldrich. Titanium
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dioxide (TiO2 Np; diameter 410 nm) of rutile crystal structure was acquired from
DuPont Inc (R900).

Two kinds of samples were prepared containing [1 × 10−4 M] of Rhodamine 6G
(R6G), one with TiO2 and another with TiO2@Silica scatters Np. The silica coating
of TiO2 Np was made via Stöber method [28, 29]. In the first stage 2 g of TiO2 Np
were dispersed in 250 ml of absolute ethanol by ultrasound bath for 20 min. Then,
the solution of TiO2 Np was divided into two equal portions of 125 ml. One of the
parts was placed in a bath at 5 °C and 1.1 ml of TEOS, previously diluted in 11 ml
of ethanol, was added. The 10 % diluted solution of TEOS was added in 110
portions of 100 μl during the course of 1 h. The solution was stirred during the
TEOS addition and after it was stored during 4 week at room temperature. The
other portion was stored and used as a reference in every experiment.

The silica coating on the TiO2 Np were examined by transmission electron
microscopy (TEM), performed on a 100 kV JEOL, model 1200EX, microscope.
The commercial carbon-coated Cu TEM grid was immersed in the solution of
TiO2@Silica Np previously diluted 50-fold lower and then left to dry before being
introduced into the microscope. The stoichiometric ratio (Ti/Si) of nanoparticles
(TiO2@Silica) was determined by Energy Dispersive X-ray fluorescence (ED-XRF)
using an X-ray spectrometer SIEMENS D5000. The sample was prepared in three
steps; precipitation, washing and drying. The nanoparticles powder (TiO2@Silica)
was pressed into a tablet form of a 12 mm diameter for analysis.

4.2.2 Experimental Setup of Random Laser

Figure 4.1c, d show the schematic diagrams of the RL experimental setup and
transmission experiment, respectively. The laser system was the second harmonic
of a Q-switched Nd: YAG Continuum Minilite II (25 mJ, λ = 532 nm, with a pulse
width of *4 ns, repetition rate up to 15 Hz, and spot size of 3 mm). The laser
power was regulated through neutral density filters (NDF), a polarizer and a half
wave plate. For RLA study, the samples were accommodated in a 2 mm pathlength
quartz cuvette. The pump laser beam was incident upon the sample at ∼15°. The
emission spectra were collected through a multimode optical fiber (200 μm) cou-
pled to a spectrometer HR4000 UV-VIS (Ocean Optics) with 0.36 nm spectral
resolution (FWHM). The collection angle (optical fiber) was *45° with respect to
the incident pumping beam, that is, 60° with respect to the cuvette surface. The
liquid samples were placed in an ultrasound bath for about 10 min before recording
the spectrum, in order to obtain the same dispersion of nanoparticles (initial con-
ditions) in all measurements. For transmission experiment, the transmitted coherent
intensity ITC was determined as a function of slab thickness: the same laser beam
(Q-switched Nd:YAG Continuum Minilite II, λ = 532 nm), attenuated 103 times by
neutral density filters 1 µJ, was passed through a positive lens L1 (200 mm focal
length) so as to obtain the focus with its waist near the pinhole PH1 (600 μm
diameter). The cell consisted of two optical flat F in wedge form, in this way; the
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slab thickness depends on the incidence point of the cell. Another pinhole, PH2

(1200 μm diameter), was positioned 80 mm away to PH1 in order to reduce the
diffuse light. Yet another lens, L2 (50 mm focal length), allowed for focalization on
the optical fiber (200 μm).

4.3 Results and Discussion

4.3.1 Silica Shell onto TiO2 Nanoparticles

In TEM images (Fig. 4.1a) we observe the silica coating on TiO2 Np, such as the
one indicated by the yellow arrows. This silica shell presents an irregular mor-
phology with a thickness ranging between 20 and 70 nm. Figure 4.1b shows the
surface of one TiO2 Np, before the coating with silica. As can be seen, the Np
surface is irregular; this fact should determine the morphology of the silica coating
subsequently. The mass percentage ratio (Ti/Si) determined by ED-XRF was Ti70/
Si30.

Fig. 4.1 TEM images of; a silica coating on the TiO2@Silica surface and b TiO2 nanoparticle
surface. The scale bars represent 200 nm.Yellow arrows (a) indicate the silica coating. c–dSchematic
diagrams for RL experimental setup and transmission experiment (ballistic), respectively
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The average thickness of silica coating, calculated from the typical silica density
obtained by the TEOS hydrolysis 2.1 g/cm3 [30], was *40 nm. In this way, the
silica shell represents a barrier that prevents the “optical” binding of TiO2 scattering
surfaces, with the additional advantage to present a chemically stable surface
(SiO2).

4.3.2 Random Laser Action

Figure 4.2a, b show the behavior of the emitted intensity and the spectral width
(FWHM), as a function of pumping energy fluencies for the two kind of scattering
medium (TiO2 and TiO2@Silica). The RL action for pumping energy fluencies
between 0.12 and 264 mJ/cm2 were performed. The calculated concentrations of
scatters Np and dye were 5.6 × 1010 Np/ml and 1 × 10−4 M, respectively. Each
value of emission intensity and bandwidth represented in the graphs (Fig. 4.2a, b)

Fig. 4.2 a The emitted peak intensity and b spectral FWHMemission of the RL, for the two kinds of
nanoparticles (TiO2 andTiO2@Silica). The solid lines represent thefits with experiments points; blue
and red lines correspond to the TiO2 and TiO2@Silica systems, respectively. c Influence of the pump
energy fluence on peak wavelength of emission spectrums for TiO2 and TiO2@Silica systems.
d Typical transmission curve for TiO2@Silica system. ls represents the scattering mean free path
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was taken by integrating 10 laser pulses, which allowed us to rule out any pho-
todegradation effects during the measurement. As observed, the RL action for
TiO2@Silica system is improved, i.e. presented higher slope efficiency, narrower
bandwidth and lower laser threshold. For the TiO2@Silica system, the RL effi-
ciency slope (RLeff) was *2.1 times greater than for TiO2.

The RL threshold values extracted from the fittings (inflection points, Fig. 4.2b)
for TiO2 and TiO2@Silica systems were 2.29 ± 0.04 and 1.79 ± 0.02 mJ/cm2,
respectively.

The peak position of the emission spectrum was measured as a function of the
pumping energy fluence (between 0.12 and 260 mJ/cm2). Figure 4.2c shows a
comparison of these peak positions with fluence for the TiO2@Silica and TiO2

systems. The emission spectrum shows a redshift for the TiO2 system, which
undergoes a large increase in fluencies between 0.12 and 12 mJ/cm2 (0–2.8 nm).
This redshift increases (between 3 and 3.9 nm) for fluencies >12 mJ/cm2. Instead,
the emission spectrum peak for TiO2@Silica system shows a blueshift for fluencies
≤12 mJ/cm2. For fluencies between 12 and 260 mJ/cm2, the redshift increases in the
same fashion, from 0 up to *1 nm. The shift was previously observed and
explained by a model considering absorption and emission at the transition between
the ground and the first excited singlet of the dye molecule [31]. In this way, the
redshift must be determined by the ratio between R6G molecules and R6G mole-
cules involved in the stimulated emission. Therefore, it can be inferred that the
percentage of R6G molecules involved in the stimulated emission is higher for the
TiO2@Silica system. The above results could be explained by the increase of
scattering strength due to the better “optical” colloidal stability (OCS) and
light-coupling enhancement (LCE) with TiO2 scattering cores provided by the silica
shell [17, 18]. For the TiO2@Silica and TiO2 systems, we have determined ls from
the transmission experiment [32]. The transmitted coherent intensity was measured
as a function of slab thickness. This must show an exponential decay (linear in log
scale). The ls values can be determined from slopes. Typical transmission curve for
TiO2@Silica system is showed in the Fig. 4.2d. The ls values measured from
transmission experiment were 21 and 52 μm for TiO2@Silica and TiO2 systems,
respectively. The ls value calculated by Mie theory for a TiO2 particles (0.41 μm
diameter) suspension (in ethanol) at [5.6 × 1010 NPs/ml] is*40 μm, which is lower
than TiO2 (52 μm) and higher than TiO2@Silica (21 μm). Therefore, the scattering
strength increase must be associated with both effects, OCS improving and LCE
(TiO cores) provided by the silica shell. A higher scattering strength means that the
pumping energy is confined in a lower volume (higher effective pumping fluence).
Moreover, the amount of R6G molecules inside this volume would be lower,
exciting a higher percent of molecules (higher population inversion). In turn, a
higher efficiency of the RL must be expected for TiO2@Silica system. Notice that,
the volume of emission laser should increase with pumping fluence (IP0). The
pumping fluence at a depth length l inside the scattering medium (IPl) could be
expressed as follows:

44 E. Jimenez-Villar et al.



IPl ¼ IP0e
�l=

ffiffiffiffiffiffiffiffi
ls�la

p
ð4:1Þ

la is the ballistic absorption length. The decay behavior of diffuse intensity has been
neglected.

Therefore, there would be a limit depth length (lTh) inside the scattering medium,
beyond which the pumping intensity (IPTh) is unable to provoke population
inversion. The lTh should depend on the pumping fluence IP0 as follows:

IPT ¼ IP0e
�lTh=

ffiffiffiffiffiffiffiffi
ls�la

p
! lTh ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
ls � la

p
� ln IP0 � ln IPThð Þ ð4:2Þ

IPTh would correspond with the RL threshold fluence. Therefore, for IP0 � IPTh
then lTh is directly proportional to (ls)

1/2. In turn, the effective pumping intensity
into the RL emission region is inversely proportional to (ls)

1/2, so, it is higher for
TiO2@Silica system.

Figure 4.3 shows a representative scheme of RL scattering medium consisting of
light interaction with a TiO2@Silica Nps suspension. The silica shell avoids the
contact between TiO2 scattering surfaces and improves the light coupling with TiO2

cores, which leads to a higher effective scattering surface and consequently to an
increase of scattering strength.

Fig. 4.3 Representative scheme of RL scattering medium, it consists of a TiO2@Silica Nps
suspension. The blue coating represents the silica shell on the TiO2 Nps and the red spheres
correspond to the TiO2 cores. The silica shell between two TiO2 cores avoids the contact between
those and also improves the light coupling, which leads to a increase of the scattering strength
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4.3.3 Photodegradation Study

Figure 4.4 shows the photodegradation process by the RL emission intensity as a
function of shots number for systems TiO2@Silica (a) and TiO2 (b). The laser beam
of 3 mm diameter and fluencies of 200 and 260 mJ/cm2, was used to pump the
samples, which volume was 200 μl accommodated in a 2 mm pathlength quartz
cuvette. Figure 4.3a, b show a decrease in emission intensity (RL) with the number
of shots for the pumping fluencies 200 mJ/cm2 (grey) and 260 mJ/cm2 (black). The
TiO2 system shows a rapid exponential decay. The number of shots for which the
emission intensity decreases to 50 % for the fluencies of 200 and 260 mJ/cm2 was
960 and 342, respectively. However, for the TiO2@Silica system the number of
shots required were much higher, 59077 (200 mJ/cm2) and 26010 (260 mJ/cm2),
respectively. These represent a decrease in the photodegradation rate more than 60
times (200 mJ/cm2) and 74 times (260 mJ/cm2), respectively.

The TiO2 photocatalytic properties are a well studied subject, which has been
used to remove or degrade dyes from the environment [33]. The photocatalytic
pathway involves a reaction on the TiO2 surface following several steps: (1) pho-
togeneration of electron–hole pairs by exciting the semiconductor with >3.2 eV
light; (2) separation of electrons and holes by traps existing on the TiO2 surface;
(3) a redox process induced by the separated electrons and holes with the adsorbates
present on the surface.

The exponential decrease of the RL intensity, for the system TiO2, indicates that
the photodegradation is proportional to its derivative, as to the photodegradation
rate. This means that the charge transfers [34] and therefore the redox reaction [35]
will cause a greater charge transfer in the next laser shot. Thus, one might think that
the high concentrations of charges created by the TiO2 nanoparticles at high
pumping fluencies must react with the proper surface of the nanoparticles, reducing
Ti4+ and oxidizing O2−. This process results in oxygen vacancies [36], which act as
traps for photoelectrons. These electrons, trapped near the surface, act as a source of
electron transfer coming from these superficial traps, increasing the efficiency of the

Fig. 4.4 Photodegradation process of Random laser action as a function of the number of shots for
the laser pumping fluencies of 200 mJ/cm2 (grey) and 260 mJ/cm2 (black): a TiO2@Silica Np
system; b TiO2 Np system
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redox process [37]. Additionally, the creation of oxygen vacancies in TiO2 causes a
progressive decreasing of gap on the nanoparticle surfaces (TiO2), which is
reflected in the progressive increase in the creation of electron–hole pairs. This
photo-darkening effect is observed in films of TiO2 exposed to successive irradi-
ation of laser pulses [38, 39].

The photodegradation process for the TiO2@Silica system presents a linear
behaviour. However, the modulus of the slope increases slightly after the emission
intensity decreases to ∼50 %. Subsequently, the photodegradation rate experiences
a slight increase, but remains constant. This phenomenon could be due to the
decreased absorption of R6G, provoking an increase of the effective pumping
fluence inside the scattering medium (TiO2@Silica), which should increase the
photodegradation rate of R6G.

The photodegradation process (RL) for the system TiO2@Silica could be
explained through the reaction of the ethanol radical CH3CHOH with R6G ground
state molecules [40]. The free radical CH3CHOH is produced by energy transfer
from the R6G molecules in a higher triplet state, which is produced by two
sequential single-photon absorptions [41]. This photodegradation process is much
less effective, since it does not involve charges transfer from the TiO2 nanoparticles,
which is known as an efficient photocatalyzers.

4.4 Conclusions

The RL action using a novel scattering media composed by titanium oxide Np
coated with *40 nm thickness of silica shell was studied. This scattering medium
(TiO2@Silica Np) combines the high refractive index of TiO2 with chemical
inertness, “optical” colloidal stability and light coupling enhancement (TiO2 cores)
provided by the silica shell. Random lasing with higher efficiency, lower threshold,
narrower bandwidth and very long photo-bleaching lifetime was obtained. The RL
efficiency was 2.1 times higher and the R6G photodegradation period was between
60 and 74 times higher than the conventional scattering medium (TiO2). The high
RL efficiency was ascribed to lower ls for TiO2@Silica system. This fact is asso-
ciated with the silica shell, which avoid the “optical” junction of TiO2 scattering
surface and improves the light coupling with TiO2 cores. In other words, the
core-shell scattering particles present a core with high refractive index (TiO2) and a
shell that combines high chemical stability, light coupling enhancement (TiO2

cores) and a steric “optical” effect. Therefore, a lower ls provokes higher effective
pumping fluence, leading to higher population inversion and stimulated emission
rate. In this way, it has been remarked the colloidal stability of the scattering
medium, which is an important parameter and is not insignificant for the treatment
of RL.

The lower photodegradation period was associated to the higher chemical sta-
bility provided by the silica shell, which must establish a potential barrier for the
charge transfer.
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Chapter 5
Gamma-Ray Dose-Rate Dependence
on Radiation Resistance of Specialty
Optical Fiber with Inner Cladding Layers

Seongmin Ju, Youngwoong Kim, Seongmook Jeong, Jong-Yeol Kim,
Nam-Ho Lee, Hyun-Kyu Jung and Won-Taek Han

Abstract A germano-silicate glass optical fiber with inner cladding layers of pure
silica buffer and boron-doped silica was fabricated to enhance photosensitivity of
fiber Bragg grating (FBG) maintaining the radiation resistance for sensing appli-
cations. The gamma-ray dose-rate dependence on the radiation-induced attenuation
(RIA) and the peak shift of the FBG inscribed in the core of the fiber was inves-
tigated. As the γ-ray irradiation on the fiber with the FBG increased to 22.86 kGy/h,
the reflected peak power increased together with small temperature increase but the
transmitted power at 1550 nm decreased. While the Bragg reflection wavelengths
were shifted toward longer wavelengths during the γ-ray irradiation, the FWHM
bandwidth remained unchanged. The Bragg peak shift of the FBG was found to
saturate at a 78 pm level and the RIA of 1.345 dB/m at 1550 nm was obtained with
the accumulated dose-rate of 22.86 kGy/h.

5.1 Introduction

A real-time monitoring sensor system for stable usage of nuclear power based on a
fiber-optic technology have drawn renewed attention because the leaking radiation
from nuclear power plants caused by accident is emerging as a serious social
problem [1]. The optical fiber Bragg grating (FBG) sensor is seeking applications in
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the fields of the nuclear reactor and nuclear power plant in harsh nuclear envi-
ronments, mainly due to the advantages of remote metering, intrinsic safety, high
sensitivity, fast response, electromagnetic interferences (EMI) immunity, light-
weight, multiplexing capabilities, and durability. However, the effect of radiation on
the FBG written in the optical fiber is well-known to be an increase of the trans-
mission loss and the shift of the Bragg peak wavelength [2–6]. Regarding the
radiation effect on transmission, the signal transmission loss increased due to the
formation of radiation-induced defects and color centers [4, 5, 7, 8]. The
radiation-resistant optical fibers including pure silica core fiber, fluorine doped
silica core fiber, and OH doped silica core fiber have been reported [5, 7–13]. The
radiation resistance of optical fibers is dependent on the glass composition, espe-
cially with dopants, by reducing the non-bridging oxygen hole center (NBOHC)
and blocking the formation of E′ center in SiO2 glass [7, 8, 12]. Also, by decreasing
the residual stress in the fiber core or defects at the interface of the core and the
cladding, the radiation resistance can be increased due to the small number of defect
centers such as NBOHC or E′ center [11].

As for the Bragg peak wavelength shift of the FBG under radiation, the reported
shift values varied from tens to several hundreds of pico-meters for a dose in the
100 kGy range [2, 3, 6]. The direction of the Bragg peak shift depended on dopants
in the optical fiber core region due to its effect on refractive index change [5, 6] and
thus it is probably not linked to the inscription of the FBG but is a property of the
fiber. Thus the FBG based sensor is insensitive to radiation-induced loss because
the information on the measured parameters such as temperature, bend, or strain is
wavelength-encoded [14]. However, when the fiber is exposed under high dose
irradiation, the Bragg resonance or the transmission is highly attenuated and the
resonance wavelength is hard to define. Therefore, the radiation resistant optical
fiber is a key component for the optical fiber temperature sensors based on the FBG
under gamma-ray radiation. However, the reported radiation-resistant optical fiber
based on pure silica core glass, which does not incorporate Ge in the fiber core for
enhancing the radiation resistance, has limitation to use as an optical fiber sensor
probe based on the FBG because of its low photosensitivity [11].

In this paper, therefore, we fabricated the germano-silicate glass optical fiber
employing two inner cladding layers of a pure silica buffer and boron-doped silica
to enhance photosensitivity for fiber Bragg grating (FBG) maintaining the radiation
resistance for sensing applications. The gamma-ray dose-rate dependence on the
radiation-induced attenuation (RIA) and the peak shift of the FBG inscribed in the
core of the fiber was investigated.

5.2 Experimental Procedure

The germano-silicate glass optical fiber preform with two inner cladding layers of a
pure silica buffer and boron-doped silica was fabricated by using the modified
chemical vapor deposition (MCVD) process. BCl3 gas was added with SiCl4 during
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the MCVD process to incorporate boron oxide in the inner cladding region in order
to make a depressed-index layer. Then the silica glass tube with depressed-index
inner cladding layer was collapsed and jacketed with the germano-silicate glass core
rod with pure silica buffer cladding layer. To decrease possible residual stress in the
fiber core or defects at the interface of the core and the cladding due to their
different volume expansions, a buffer layer of a pure silica glass was made between
the core and the inner cladding. The index profile of the fiber preform is shown in
Fig. 5.1. Finally, the preform was drawn into a fiber with outer diameter of 125 µm
using the draw tower at 2150 °C. The core diameter and the cut-off wavelength of
the fiber with pure silica buffer cladding layer and boron-doped depressed-index
inner cladding layer (fiber 1) were 8.30 μm and 1208 nm, respectively. The length
of the buffer layer between the core and the depressed-index inner cladding layer
was 11.16 μm and the width of the depressed-index layer was 8.93 μm. The
refractive index differences between the core and the buffer layer (Δncore)
and between the buffer layer and the depressed-index inner cladding layer
(Δndepressed-index) were 0.0050 and −0.0035, respectively, as shown in Fig. 5.1. For
a comparison, a commercial single-mode fiber without any inner cladding layers
(fiber 2) was also used as a reference. The core diameter and the cut-off wavelength
of the fiber 2 were 9.5 μm and 1190 nm, respectively. The transmission losses of the
fiber 1 and the fiber 2 at 1550 nm were 4.8 and 2.7 dB/km, respectively, as shown
in Fig. 5.2. The optical attenuation was measured by a cut-back method using the
optical spectrum analyzer (OSA, Ando AQ6317B) with the white light source
(Ando AQ4303B) for launching the input broadband light. The absorption peaks
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appeared at around 1100 nm were from cut-off wavelength of both fibers. The extra
absorption peaks shown at 740 and 1380 nm in fibers were due to the presence of
OH ion impurities [15].

Using the fabricated optical fiber (fiber 1), the optical fiber sensor probe based on
FBG was made. To facilitate the FBG formation by increasing photosensitivity of
the fibers, the hydrogen loading process was carried for the fibers 1 and 2 under the
pressure of 100 bars at room temperature for 96 h. Note that the fibers 1 and 2 were
pre-irradiated under γ-ray @ 7.20 kGy before FBG inscription. FBGs were written
on the stripped portion of the fibers by using a phase mask (Pitch No. 1071.2, QPS
Photronics Inc.) with a KrF excimer laser (248 nm) near 1550 nm. The fibers were
then annealed at 80 °C for 10 h to release weak photo-induced changes from
hydrogen molecules penetrated in the optical fiber core during the hydrogen loading
process [16, 17]. Then the fibers were recoated with acrylate polymer and cured
with UV light. The dose-rate dependent characteristics of the fibers with the FBG
on RIA and FBG properties under gamma-ray radiation was measured by using the
optical spectrum analyzer (OSA, Ando AQ6317B) together with the amplified
spontaneous emission source (ASE source, Optoware-B200) operating around
1550 nm as an input light source. The fibers with the FBG were irradiated by 60Co
γ-ray (MSD Nordion, pencil type/C-198 sealed) at a dose-rate of 1.20 kGy/h and
60Co γ-ray (MSD Nordion, pencil type/C-188 sealed) at dose-rate of 22.86 kGy/h
for low dose-rate (20 Gy/min) and high dose-rate (381 Gy/min), respectively, at
room temperature in air. The RIA and the shift of the Bragg peak wavelength were
measured during the γ-ray irradiation of the fibers for 1 h with annealing of the
fibers for 40 min after the γ-ray irradiation where the total length of the fiber
including the FBG was 200 mm. The measurement set-up for the dose-rate effect of
radiation on the FBG written in the fibers is shown in Fig. 5.3, where the length of
the FBG and the recoated region were about 10 and 20 mm, respectively.
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5.3 Results and Discussion

The transmission spectra of the FBG written in the fiber 1 and the fiber 2 during and
after γ-ray irradiation to 1.20 and 22.86 kGy/h are shown in Figs. 5.4 and 5.5,
respectively. Detailed specifications of the fiber 1 and the fiber 2 with the FBG
during and after γ-ray irradiation are listed in Table 5.1. As shown in Fig. 5.4a, the
temperature change, the Bragg reflection wavelength, the reflected peak power, and
the transmission power at 1550 nm of the fiber 1 with FBG were 0.6 °C, −10 pm,
−0.070, and −0.056 dB with the increase of γ-ray irradiation to 1.20 kGy/h,
respectively. In the case of the fiber 2 with the FBG, the temperature change, the
Bragg reflection wavelength, the reflected peak power, and the transmission power
at 1550 nm were 0.1 °C, 5 pm, −0.057, and −0.072 dB with increase of γ-ray
irradiation to 1.20 kGy/h as shown in Fig. 5.4b, respectively. From the results of
Fig. 5.4, the RIA of the fibers 1 and 2 at 1550 nm were 0.280 and 0.360 dB/m,
respectively. As γ-ray irradiation on the fiber 1 with the FBG increased, the tem-
perature was found to increase and the Bragg reflection wavelength and the
reflected peak power were shifted toward shorter wavelengths and decreased,
respectively. However, in the case of the fiber 2 with the FBG, the Bragg reflection
wavelength was shifted toward longer wavelengths with the increase of γ-ray
irradiation. The FWHM bandwidth of fibers 1 and 2 remained unchanged during
and after γ-ray irradiation to 1.20 kGy/h. The change in temperature, the Bragg
reflection wavelength, and the RIA at 1550 nm during and after γ-ray irradiation to
1.20 kGy/h are shown in Figs. 5.6 and 5.7. While the temperature, the Bragg peak
shift, and the RIA at 1550 nm have clearly shown the dose-rate dependence, no
influence on the FWHM bandwidth and on the reflected power was observed,
within the accuracy of our measurements.

It is interesting that as shown in Figs. 5.6 and 5.7, after the γ-ray irradiation, the
temperature, the Bragg reflection wavelength, and the RIA at 1550 nm became
recovered. The reflected peak power was found to decrease regardless of γ-ray

Fig. 5.3 Schematic diagram of the experimental setup for γ-ray irradiation on the optical fibers
with the FBG
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irradiation and annealing process. Note that the radiation resistance characteristics
was unaffected by the pure silica buffer layer and boron-doped inner cladding
region of optical fiber and by γ-ray irradiation to 1.20 kGy/h, because of the low
dose-rate or small total dose of the pre-irradiation (7.20 kGy γ-ray).

When the dose rate of γ-ray irradiation increased to 22.86 kGy/h, the radiation
resistance characteristics during irradiation was strongly dependent on the large
dose-rate and total dose, as shown in Fig. 5.5. The change in the temperature, the
Bragg reflection wavelength, the reflected peak power, and the transmission power
at 1550 nm of the fiber 1 with the FBG were 5.5 °C, 78 pm, 0.269, and −0.269 dB
with the increase of γ-ray irradiation to 22.86 kGy/h, respectively. In the case of the
fiber 2 with the FBG, the same four parameters of the fiber 2 with FBG were 5.7 °C,

-40

-35

-30

-25

-20 Irradiation condition
        0 Gy (16.7 °C)   
    100 Gy (16.8 °C)
    200 Gy (17.0 °C)
    300 Gy (17.0 °C)
    400 Gy (16.9 °C)
    500 Gy (17.1 °C)
    600 Gy (17.1 °C)
    700 Gy (17.2 °C)
    800 Gy (17.3 °C)
    900 Gy (17.2 °C)
 1,000 Gy (17.3 °C)
 1,100 Gy (17.4 °C)
 1,200 Gy (17.3 °C)

 Annealing condition  
                 (@ 1,200 Gy)

   5 min (17.3 °C)
 10 min (17.3 °C)
 15 min (17.2 °C)
 20 min (17.2 °C)
 25 min (17.0 °C)
 30 min (17.0 °C)
 35 min (16.9 °C)
 40 min (16.9 °C)

Wavelength [nm]

T
ra

ns
m

is
si

on
 [

dB
m

]

1548.6 1548.8 1549.0 1549.2 1549.4 1549.6 1549.8 1550.0 1550.2

1548.6 1548.8 1549.0 1549.2 1549.4 1549.6 1549.8 1550.0 1550.2

-40

-35

-30

-25

-20

Wavelength [nm]

T
ra

ns
m

is
si

on
 [

dB
m

]

Irradiation condition
        0 Gy (17.5 °C)   
    100 Gy (17.4 °C)
    200 Gy (17.3 °C)
    300 Gy (17.3 °C)
    400 Gy (17.4 °C)
    500 Gy (17.4 °C)
    600 Gy (17.5 °C)
    700 Gy (17.4 °C)
    800 Gy (17.4 °C)
    900 Gy (17.4 °C)
 1,000 Gy (17.4 °C)
 1,100 Gy (17.4 °C)
 1,200 Gy (17.6 °C)

 Annealing condition  
                 (@ 1,200 Gy)

   5 min (17.4 °C)
 10 min (17.3 °C)
 15 min (17.2 °C)
 20 min (17.1 °C)
 25 min (17.1 °C)
 30 min (17.4 °C)
 35 min (17.4 °C)
 40 min (17.4 °C)

(a)

(b)

Fig. 5.4 Transmission spectra of the FBG written in a the fiber 1 and b the fiber 2 at dose-rates
ranging from 0 to 1.20 kGy/h
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122 pm, 0.118, and −0.842 dB with the increase of γ-ray irradiation to 22.86 kGy/h
as shown in Fig. 5.5b, respectively. The RIA of the fibers 1 and 2 at 1550 nm were
1.345 and 4.210 dB/m, respectively, from Fig. 5.5. As γ-ray irradiation on the fibers
1 and 2 with the FBG increased, the temperature and the reflected peak power
increased and the transmission power at 1550 nm decreased. While the Bragg
reflection wavelengths were shifted toward longer wavelengths during γ-ray irra-
diation, the FWHM bandwidth remained unchanged. With the increase of γ-ray
irradiation to 22.86 kGy/h, the temperature, the Bragg reflection wavelength, and
the RIA at 1550 nm became saturated. As shown in Figs. 5.8 and 5.9, after γ-ray
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Fig. 5.5 Transmission spectra of FBG written in a the fiber 1 and b the fiber 2 at dose-rates
ranging from 0 to 22.86 kGy/h
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irradiation to 22.86 kGy/h, the temperature, the Bragg reflection wavelength, and
the RIA at 1550 nm were recovered similar to those by γ-ray irradiation to
1.20 kGy/h. From the above results, it can be distinguished that the observed
radiation-induced hardening strongly depends on the pure silica glass layer (buffer
layer) of the germano-silicate glass optical fiber because of the employed pure silica
buffer layer, which could block the increase of the NBOHC and the formation of E′
center in SiO2 glass under γ-ray irradiation and minimize the residual stress
developed in the fiber core due to different thermal properties of glasses having
different compositions [8, 12, 14]. Therefore the germano-silicate glass optical fiber
with pure silica buffer cladding layer can significantly decrease the RIA value about
3 times, as compared with that of the commercial single-mode fiber at dose-rate of
22.86 kGy/h.

Generally, the sensitivity of optical fiber sensor based on FBG depends on the
Bragg wavelength shift per temperature, usually about 10 pm per 1 °C [2, 16]. Also,
when the optical fiber sensor with the FBG is exposed to radiation, the Bragg
reflection wavelength and the transmission power are shifted, decreasing due to the
change of the reflective index of glass, the radiation-induced defects and color
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centers formation [4, 5, 7, 8]. Thus, the measurement sensitivities from temperature
and radiation are limited by possible cross-sensitivity problems. The measured
temperature sensitivities of the fiber 1 and fiber 2 at a dose-rate of 1.20 kGy/h were
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about −16 and 50 pm/°C, respectively, and at a dose rate of 22.86 kGy/h were about
14 and 21 pm/°C, respectively. Although the dose-rate effect of radiation on the
FBG written in the optical fiber was limited at low dose-rate of 1.20 kGy, the
temperature sensitivity of fiber 1 was lower than that of fiber 2 at a dose-rate of
22.86 kGy/h because the presence of boron oxide in the depressed-index inner
cladding of the optical fiber may lead to a decrease of the refractive index as well as
to a decrease in thermo-optic coefficient [14, 18]. Also, in the case of fiber 1, the
temperature sensitivity was found to be unaffected at any dose-rate of γ-ray irra-
diation as compared with that of fiber 2. Therefore, the germano-silicate glass
optical fiber with pure silica buffer cladding layer and boron-doped depressed-index
inner cladding layer is useful for real-time temperature monitoring system in harsh
nuclear environments.
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5.4 Conclusions

The germano-silicate glass optical fiber incorporated with two inner cladding layers
of pure silica buffer and boron-doped silica was fabricated by using the MCVD and
the drawing process to enhance photosensitivity for FBG maintaining the radiation
resistance for sensing applications in harsh nuclear environments. The pure silica
buffer layer between the core and the cladding of the fiber was effective to increase
the radiation resistance by blocking the increase of the NBOHC and the formation
of E′ center and by decreasing the residual stress in the fiber core. As the γ-ray
irradiation on the FBG inscribed in the fabricated fiber increased, the Bragg
reflection wavelength was shifted toward longer wavelength and saturated at a
78 pm level. The temperature sensitivity and the RIA were about 14 pm/°C and
1.345 dB/m at 1550 nm with the accumulated dose rate of 22.86 kGy/h, respec-
tively. However, the FWHM bandwidth of the FBG remained practically
unchanged.
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Chapter 6
Optical Modelling of Luminescent Cascade
Systems with the Adding-Doubling
Method

Sven Leyre, Martijn Withouck, Guy Durinck, Johan Hofkens,
Geert Deconinck and Peter Hanselaer

Abstract The adding-doubling method can be used to determine the reflection and
transmission characteristics of materials exhibiting bulk scattering and photolumi-
nescence. In this work, the method is adapted to allow the implementation of
luminescent cascade systems. Distinctive for these systems are the multiple
re-absorption and re-emission events by the different luminescent materials. The
proposed method is validated by comparing its results to the simulation results of
traditional Monte Carlo ray tracing. The average difference over the visible
wavelength range between the two methods is found to be smaller than 0.5 %.
A large reduction in computation time was realized compared to the ray tracing
simulations, which makes the adding-doubling method an excellent optimization
tool.
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6.1 Introduction

The adding-doubling (AD) method is a commonly used evaluation method to
quickly determine the reflection and transmission characteristics of a stack of
homogeneous plane parallel layers [5, 14, 21]. The layers may contain both surface
and bulk scattering. Recently, the method was extended for photoluminescent
layers [10]. However, the method described in [10] does not allow re-absorption
and subsequent re-emission. This hampers the simulation of luminescent cascade
systems and the modelling of materials with a significant overlap between excita-
tion and emission spectra.

In many applications, multiple photoluminescent materials are combined. In
white light-emitting diodes (LEDs), blue LEDs are usually combined with a yellow
phosphor to obtain white light [9, 13, 16, 22]. To obtain better colour rendering
characteristics, a red emitting luminescent material is usually added. The most
commonly used yellow phosphor for LED applications is the Yttrium Aluminium
Garnet doped with Cerium (YAG:Ce). As a red-emitting luminescent material,
EU2+ doped phosphors or red-emitting quantum dots can be used [16, 22]. These
phosphors will typically exhibit significant absorption in the yellow wavelength
range and thus constitute a luminescent cascade system.

An alternative way to obtain white LEDs is the combination of near uv emitting
diodes and a red, green, and blue emitting phosphor [3, 4, 22]. This approach is
similar to the tri-colour phosphor blends used in fluorescent tubes, compact
fluorescent lamps, and cold cathode fluorescent tubes used in backlight units for
displays.

The use of luminescent cascade systems is also popular in luminescent solar
concentrators (LSCs). In these devices, light incident on a sheet containing one or
more luminescent materials, is (partially) absorbed and re-emitted in all directions
at longer wavelengths. Part of the re-emitted light is trapped in the sheet due to total
internal reflection at top and bottom of the sheet. Light travels laterally towards the
sides, where a solar cell is located. To obtain a high efficiency, multiple luminescent
dyes are used to obtain a broad absorption spectrum [1, 20].

In this paper, an improved version of the adding-doubling method for photo-
luminescent layers is presented, which allows the implementation of luminescent
cascade systems and adequate modelling of materials with a significant overlap
between excitation and emission spectra. First, the light propagation in photolu-
minescent materials is discussed, next the theoretical background for the improved
adding-doubling method is presented, and finally the method is validated by
comparing the results with traditional Monte Carlo ray tracing simulations.
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6.2 Radiative Transfer Equation

Light propagating through a system can interact with objects and surfaces present in
the system. At a smooth interface, reflection and refraction according to Snell’s and
Fresnel’s laws occurs. When the interface is rough, scattering will take place, which
is usually described by a Bidirectional Scattering Distribution Function (BSDF).

Within a medium, the time invariant light propagation is described by the
radiative transfer equation (RTE), given in (6.1) [10].

s � rLðr; s; kÞ
¼ � laðkÞþ lsðkÞð Þ � Lðr; s; kÞþ lsðkÞ �

Z
pðs; s0; kÞ � Lðr; s0; kÞ � dX0 ð6:1Þ

In words, this equation represents the change in spectral radiance Lðr; s; kÞ at
position r in direction s. The first term on the right hand side represents the spectral
radiance lost due to absorption and scattering, the second term is the radiance
contribution in direction s due to scattering from all other directions s0 integrated
over solid angle dX0.

In (6.1), laðkÞ and lsðkÞ are the absorption and scattering coefficient and define
the average distance traveled by a photon before being absorbed and scattered,
respectively. The phase function pðs; s0Þ gives the probability a photon will be
scattered in a certain direction. If the scattering occurs isotropically, pðs; s0Þ is a
constant. A commonly used phase function is the Henyey-Greenstein phase func-
tion, which has one free parameter: the anisotropy factor g, which is identical to the
average of the cosine of the scatter angle [6].

The RTE given in (6.1) must be extended for photoluminescent materials to take
into account the contribution due to emission at the emission wavelengths.
The RTE for emission wavelengths in a material with a single photoluminescent
material is given by (6.2) [10].

s � rLðr; s; kÞ ¼ � laðkÞþ lsðkÞð Þ � Lðr; s; kÞþ lsðkÞ �
Z

pðs; s0; kÞ � Lðr; s0; kÞ � dX0

þ
Z

leðkiÞ � QEðkiÞ � wMðk; kiÞ �
Z

1
4 � p � Lðr; s0; kiÞ � dX0 � dki

ð6:2Þ

The third term on the right hand side is the contribution at the emission
wavelength k due to luminescence caused by excitation at all excitation wave-
lengths ki. Since the emission due to excitation at wavelength ki causes emission at
all emission wavelengths, a weight factor wMðk; kiÞ is used to denote the fraction
of the light emitted at a particular emission wavelength k due to excitation at
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wavelength ki. This weight factor can be immediately derived from the emission
spectrum, as shown in Fig. 6.1a. The integral of all weight factors at emission
wavelength k over the excitation wavelength ki must be normalized to one. QE is
the quantum efficiency of the luminescent material, leðkiÞ is the excitation coeffi-
cient, and can be calculated using (6.3).

leðkiÞ ¼ laðkiÞ �
R
wMðk; kiÞ � k � dk

ki
ð6:3Þ

The excitation coefficient can be derived from the absorption coefficient laðkiÞ at
excitation wavelength ki, and the Stokes shift losses. The integral over all excitation
wavelengths ki in (6.2), denotes that there is a contribution from all excitation
wavelengths at the particular emission wavelength k, schematically shown in
Fig. 6.1b. If the selected wavelength k is not included in the spectral emission band
of the material, the third term on the right hand side of (6.2) disappears (wMðk; kiÞ is
zero) and the RTE for non-fluorescent materials is obtained [10].

Several solutions exist to solve the RTE (for photoluminescence), e.g. Monte
Carlo simulations [19], two flux approximations [23], discrete ordinates angular
discretization schemes (SN methods) [8], and the AD method [10]. The latter
approach has the advantage that it combines fast computation with high accuracy.

The RTE for luminescent cascade systems containing M types of photolumi-
nescent particles is given by (6.4).

Fig. 6.1 Schematic representation of a the distribution of the emitted light due to photolumi-
nescent from one excitation wavelength over the emission wavelength range and b the contribution
of all excitation wavelengths to the emission at one emission wavelength
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s � rLðr; s; kÞ ¼ � l1aðkÞþ l1s ðkÞ
� � � Lðr; s; kÞþ l1s ðkÞ �

Z
p1ðs; s0; kÞ � Lðr; s0; kÞ � dX0

þ
Z

l1eðkiÞ � QE1ðkiÞ � w1
Mðk; kiÞ �

Z
1

4 � p � Lðr; s0; kÞ � dX0 � dki

� l2aðkÞþ l2s ðkÞ
� � � Lðr; s; kÞþ l2s ðkÞ �

Z
p2ðs; s0; kÞ � Lðr; s0; kÞ � dX0

þ
Z

l2eðkiÞ � QE2ðkiÞ � w2
Mðk; kiÞ �

Z
1

4 � p � Lðr; s0; kÞ � dX0 � dki
þ . . .

� lMa ðkÞþ lMs ðkÞ
� � � Lðr; s; kÞþ lMs ðkÞ �

Z
pMðs; s0; kÞ � Lðr; s0; kÞ � dX0

þ
Z

lMe ðkiÞ � QEMðkiÞ � wM
Mðk; kiÞ �

Z
1

4 � p � Lðr; s0; kÞ � dX0 � dki
ð6:4Þ

In (6.4), the superscripts denote the optical properties of the various types of
photoluminescent particles. The RTE for multiple photoluminescent pigments can
be written in the form of (6.2) for a single luminescent material, by calculating the
optical properties for the combined luminescent particles from the optical properties
of the individual luminescent pigments, using (6.5)–(6.10).

laðkÞ ¼ l1aðkÞþ l2aðkÞþ � � � þ lMa ðkÞ ð6:5Þ

lsðkÞ ¼ l1s ðkÞþ l2s ðkÞþ � � � þ lMs ðkÞ ð6:6Þ

pðs; s0; kÞ ¼ p1ðs; s0; kÞ � l1s ðkÞþ p2ðs; s0; kÞ � l2s ðkÞþ � � � þ pMðs; s0; kÞ � lMs ðkÞ
l1s ðkÞþ l2s ðkÞþ � � � þ lMs ðkÞ

ð6:7Þ

leðkiÞ ¼ l1eðkiÞþ l2eðkiÞþ � � � þ lMe ðkiÞ ð6:8Þ

QEðkiÞ ¼ QE1ðkiÞ � l1eðkiÞþQE2ðkiÞ � l2eðkiÞþ � � � þQEMðkiÞ � lMe ðkiÞ
l1eðkiÞþ l2eðkiÞþ � � � þ lMe ðkiÞ

ð6:9Þ

wMðk; kiÞ ¼

w1
Mðk; kiÞ � l1eðkiÞ � QE1ðkiÞþw2

Mðk; kiÞ � l2eðkiÞ � QE2ðkiÞ
þ � � � þwM

Mðk; kiÞ � lMe ðkiÞ � QEMðkiÞ
l1eðkiÞ � QE1ðkiÞþ l2eðkiÞ � QE2ðkiÞþ � � � þ lMe ðkiÞ � QEMðkiÞ

ð6:10Þ

Reducing the RTE for luminescent cascade systems to the form of a single
photoluminescent material has the advantage that is allows for straight forward
implementation in the existing methods to solve the photoluminescent RTE.
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6.3 The Adding-Doubling Method

The adding-doubling (AD) method was first developed by Stokes [18] in 1862 and
allows the calculation of reflection and transmission of a stack of layers. The
method has been adapted to allow the calculation of reflection and transmission of a
homogeneous plane parallel slab containing bulk scattering [21] and has found its
way to the astronomy [5] and bio-medical field [15]. Recently, the method was
adapted to allow the calculation of reflection and transmission of a photolumi-
nescent layer [10]. The main advantage of the AD method over e.g. Monte Carlo
ray tracing simulations is that the AD method is much quicker. This allowed the use
of the AD method in an iterative procedure to estimate bulk scattering properties of
tissues and diffusers [11, 12, 14]. The Monte Carlo approach has the advantage that
it is not limited to plane parallel geometries.

In the AD method, the incident radiance on a material is angularly divided into
cones or channels, which can be mathematically represented as a vector, where each
element in the vector represents the radiance within a channel. The reflection and
transmission characteristics are represented in matrices, allowing the radiance to be
angularly distributed over the different channels.

Equation (6.11) gives the mathematical representation of the transmission of the
spectral radiance through a slab [21].

L1ðh1Þ
..
.

L1ðhnÞ

2
64

3
75 ¼

T01ðh1; h1Þ � � � T01ðh1; hnÞ
..
. . .

. ..
.

T01ðhn; h1Þ � � � T01ðhn; hnÞ

2
64

3
75�

L0ðh1Þ
..
.

L0ðhnÞ

2
64

3
75 ð6:11Þ

With L0 being the incident spectral radiance and L1 the transmitted spectral
radiance. The radiance is divided into n channels (represented by the corresponding
polar angle h). The matrix elements Txyðha; hbÞ represent the light propagation from
spectral radiance in channel a, at interface x of the plane parallel layer, to spectral
radiance in channel b, at interface y. Equation (6.11) can also be written as
L1 ¼ T01 � L0, with L0 and L1 being the spectral radiance vectors and T01 the
transmission matrix.

When dealing with luminescent layers, the radiance is not only redistributed
angularly, but also spectrally. The spectral radiance at wavelengths included in the
spectral emission band, has contributions from all spectral radiances included in the
spectral excitation band. Leyre et al. [10] used conversion matrices to handle the
spectral redistribution of the spectral radiance (mathematically represented in
(6.12).

L1ðkÞ ¼ T01ðkÞ � L0ðkÞþ
XN
i¼1

T01ðkiÞ � L0ðkiÞ ð6:12Þ
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In (6.12), L0ðkÞ and L1ðkÞ are the incident and transmitted spectral radiance at
emission wavelength k, respectively, L0ðkiÞ is the incident spectral radiance at
excitation wavelength ki and T01ðki; kÞ is the conversion matrix, representing the
contribution due to photoluminescence at wavelength k from wavelength ki in the
forward direction. Each wavelength within the excitation wavelength region will
contribute to the emission at wavelength k, this is represented by the summation in
(6.12), where the excitation wavelength region is divided into N wavelength
intervals with central wavelength ki.

To calculate the reflection and transmission through a layer which contains bulk
scattering or photoluminescence, the AD method starts from a thin single scatter
layer. The thickness of the layer is chosen in such a way that a photon will only
interact a single time with the material. The reflection and transmission character-
istics of this single scatter layer are determined from the RTE, given in (6.2). Next,
the layer is doubled in size, by adding two identical layers together and calculating
the reflection and transmission. This step is repeated until the desired thickness is
reached. A more elaborate explanation of the AD method can be found in [10].

The AD method for luminescent layers starts from (6.13) and (6.14), repre-
senting the relationship between the upward and downward spectral radiance at
each interface of a single plane parallel layer.

Lþ
1 ðkÞ ¼ R10ðkÞ � L�

1 ðkÞþT01ðkÞ � Lþ
0 ðkÞ

þ
XN
i¼1

Rc
10ðk; kiÞ � L�

1 ðkiÞþTc
01ðk; kiÞ � Lþ

0 ðkiÞ ð6:13Þ

L�
0 ðkÞ ¼ R01ðkÞ � Lþ

0 ðkÞþT10ðkÞ � L�
1 ðkÞ

þ
XN
i¼1

Rc
01ðk; kiÞ � Lþ

0 ðkiÞþTc
10ðk; kiÞ � L�

1 ðkiÞ ð6:14Þ

Herein, the superscripts ‘+’ and ‘−’ represent the spectral radiance going down-
and upwards respectively. The subscript ‘0’ and ‘1’ for the radiances represent the
spectral radiance incident on or leaving the top and bottom interface of the layer
respectively. For the reflection and transmission matrices, the first number of the
subscripts denotes the in interface on which the radiance is incident (e.g. R01

represents the reflection matrices for light incident on the top of the layer). If the
wavelength does not fall within the emission wavelength region, the third and
fourth term on the right hand side of (6.13) and (6.14) will disappear, since the
conversion matrices are null matrices.

The AD method combines (6.13) and (6.14) to obtain the reflection and trans-
mission characteristics of the doubled layer. It inherently assumes that all radiances
at wavelengths ki are not included in the emission wavelength region, i.e. the
conversion matrices in (6.13) and (6.14) are null matrices for all ki [10]. The result
of this approach is that luminescent cascade systems, where re-absorption (and
subsequent re-emission) of converted photons occurs, cannot be adequately treated.
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To solve this problem, the spectral radiance can be written in vector form for the
full spectrum instead of one vector for each wavelength. As a result, the reflection
and transmission matrices will allow the conversion of wavelength (both up- and
down-conversion) without the need for special conversion matrices.
Equation (6.15) now replaces the equations for each individual wavelength given
by (6.11).
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Equation (6.15) allows both angular and spectral redistribution of light with a
single matrix. Using the new vector-matrix notation, the third and fourth term on
the right hand side of (6.13) and (6.14) become obsolete (since conversion matrices
are no longer required). In Fig. 6.2, a schematic representation of the vector-matrix
equation given in (6.13) for a system with one excitation and one emission
wavelength is presented, according to the old notation in (6.11) (Fig. 6.2a), and
according to the new notation, given by (6.15) (Fig. 6.2b).

It is now much easier to obtain the reflection and transmission characteristics of a
double layer, by combining (6.13) and (6.14). The condition that the excitation
wavelengths cannot be emission wavelengths as well, no longer exists. This allows
to obtain the reflection and transmission characteristics of luminescent cascade
systems and materials which exhibit a significant spectral overlap between exci-
tation and emission wavelength regions. Equations (6.13) and (6.14) (without the
third and fourth term on the right hand side) can be written for two separate second
layers. Combining the equations for the two layers leads to the reflection and
transmission matrices for the combined layer, given by (6.16) and (6.17) [10, 21].
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R20 ¼ R21 þT12 � E� R10 � R12ð Þ�1 �R10 � T21 ð6:16Þ

T02 ¼ T12 � E� R10 � R12ð Þ�1 �T01 ð6:17Þ

Herein, E is the unity matrix. To obtain the transmittance and reflectance of a
layer, the elements of the incident radiance vector (L0) in (6.15) must be given the
value 1 for the desired angles and wavelengths. The transmitted radiance vector
(L1) can be calculated using (6.15). The transmittance at each wavelength can be
calculated by integration over the different angles of the radiance represented in the
transmitted radiance vector. In a similar way the reflectance can be obtained.

6.4 Adding-Doubling Versus Monte Carlo Simulations

To validate the method described in the previous section, the results of the AD
method are compared with traditional Monte Carlo ray tracing simulations.
A remote phosphor converter (RPC) containing a yellow phosphor and red quantum
dots is modelled to compare the results obtained with both methods. The RPC has
optical flat surfaces (only Fresnel reflections at the air-converter interfaces), a
refractive index of 1.5, thickness of 1 mm, and contains YAG:Ce phosphor particles
and CIS/ZnS quantum dots. The concentration of the luminescent particles in the
RPC was optimized to obtain a colour temperature of 4000 K in transmission.

The optical properties of the YAG:Ce phosphor particles are taken from [13]. At
a concentration of 0.085 g/cm3, the average scattering coefficient ls over the visible
wavelength range is 10.86 mm−1, and the average anisotropy factor g is 0.863. For
the modelling the Henyey-Greenstein phase function is selected, since this allows
for easy implementation in the AD method [7]. The absorption and emission spectra
of the phosphor are shown in Fig. 6.3. The peak absorption at 470 nm at con-
centration 0.085 g/cm3 is 0.76 mm−1. The QE of the phosphor is 0.87.

Fig. 6.2 Schematic representation of the vector-matrix equation (6.13) according to a the
vector-notation given by (6.11), with a vector for the spectral radiance at each wavelength and
b the vector-matrix notation given by (6.15), with the radiance for all wavelengths gathered in one
vector
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The optical properties of the CIS/ZnS quantum dots are taken from [17].
Quantum dots exhibit negligible scattering compared to the absorption and there-
fore scattering by the quantum dots is not taken into account in the simulations. The
absorption and emission spectra of the quantum dots are shown in Fig. 6.3. The QE
of the quantum dots is 0.79. In Fig. 6.3, an obvious overlap between absorption
spectrum of the quantum dots and the emission spectrum of the YAG:Ce phosphor
can be noticed, which makes the combination of these luminescent materials an
excellent choice for the validation of the improved AD method.

The phosphor converter is illuminated with a blue LED, with peak wavelength
460 nm. The spectral radiant flux of the LED is represented in Fig. 6.3.

The Monte Carlo simulations are performed with the software package TracePro.
In this software, Fresnel reflections are handled by attributing a probability to each
ray to be reflected or transmitted at an interface according to the Fresnel reflection
and transmission coefficients. The volume scattering is handled by use of the
scattering coefficient and the anisotropy factor, which can be introduced in the
program for each wavelength. The photoluminescence is handled by tracing the
source from short to long wavelengths. The rays absorbed in the fluorescent
material are stored to the hard disk. When an emission wavelength is reached, the
absorbed rays are converted to the emission wavelength and given the appropriate
radiant flux. This approach differs from the standard ray tracing procedure for
photoluminescence in the ray tracer software and allows for the simulation of
luminescent cascade systems.

Both luminescent materials exhibit a spectral overlap between excitation and
emission spectra. When the illumination wavelength falls within this overlap range,
the emission spectra will red-shift, since it is not physically possible to have
photoluminescent emission of photons with a higher energy than the absorbed
photons [2]. In this study, the emission spectrum at excitation wavelengths that fall
within the emission wavelength range, is cut-off at the excitation wavelength.

Fig. 6.3 Absorption (dashed
line) and emission spectrum
(full line) of the YAG:Ce
phosphor (green) and the
CIS/ZnS quantum dots (red),
together with the spectral
radiant flux of the blue LED
(full blue line)
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6.4.1 Accuracy Comparison

Using an infinite number of rays in the Monte Carlo simulations, would result in the
perfect solution of the light propagation problem. Using a smaller amount of rays
will introduce some noise in the simulations. To estimate the accuracy of the AD
method, the Monte Carlo ray trace was performed with 500,000 rays per wave-
length. This resulted in an average relative standard deviation over all wavelengths
of less than 0.5 % between traces performed with different random seeds.

The accuracy of the AD method depends on the number of angular channels
used, using more channels leads to a better description of the light propagation and
thus a more accurate calculation of the transmittance and reflectance.

The simulations and calculations are performed between 380 and 780 nm and in
steps of 5 nm. In Fig. 6.4, the result of the Monte Carlo simulation (using 500,000
rays per wavelength) and the AD calculations (using 32 angular channels) is shown,
together with the relative deviation between the two methods.

From Fig. 6.4, it can be seen that there is only a very small deviation between the
AD calculations and the Monte Carlo simulations. The average relative deviation is
smaller than 0.5 %. Moreover, given the random variation of the deviation over the
wavelengths, it can be attributed to noise in the Monte Carlo simulations. It can be
concluded that the AD method can indeed be used to calculate reflection and
transmission of a luminescent cascade system with a high accuracy.

Fig. 6.4 Comparison between the AD method (lines) and Monte Carlo simulations (marks) for the
transmitted spectrum T (triangles) and the reflected spectrum R (squares), together with the
relative deviation (dev) between the two methods
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6.4.2 Computation Time Comparison

The computation time strongly depends on the number of rays per wavelength used
in the ray tracing simulations and the number of channels considered in the AD
method. Decreasing the number of rays for the Monte Carlo simulations or channels
in the AD calculations, will lead to a shorter computation time but also to a lower
accuracy. The amount of noise in the ray tracing simulations can be quantified by
performing different simulations with a different seed or initial random set of rays
and aclulating the standard deviation between the different simulation results. The
accuracy of the AD calculations is determined by comparing its results with a
‘perfect’ solution, i.e. by comparing it to the results of a ray tracing simulations with
500,000 rays per wavelength.

In Fig. 6.5, the computation time and corresponding noise in the Monte Carlo
simulations is presented in function of the number of incident rays per wavelength,
together with the accuracy and computation time of the AD method in function of
the number of angular channels.

Setting the threshold accuracy to 1 %, the ray tracing simulation requires 10,000
rays per wavelength, corresponding to approximately 37 min of computation time.
The computation time of the AD method depends on the number of angular
channels which are considered. If 8 channels are used, the computation time is
approximately 12 s. If 16 channels are used, the deviation on the result drops to
approximately 0.5 % and the computation time amounts to 88 s. This corresponds
to a reduction of computation time compared to the Monte Carlo simulations with a
factor 185 and 25 for 8 and 16 channels, respectively.

Fig. 6.5 Accuracy (red) and computation time (blue), in function of the number of incident
wavelengths for the Monte Carlo simulations (left) and in function of the number of angular
channels for the AD calculations (right). The black lines denote the accuracy threshold of 1 %
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6.5 Conclusions

The adding-doubling (AD) method for photoluminescent materials was adapted to
allow the calculation of reflection and transmission characteristics of a plane par-
allel luminescent cascade system. The proposed method was validated by com-
paring its results to the results of traditional Monte Carlo ray tracing simulations.
The deviation between the two methods was smaller than 0.5 %. The computation
time with the AD method was approximately 12 s, while the Monte Carlo simu-
lations took 37 min, resulting in a decrease of computation time with a factor 185.
The accurate yet fast results make the AD method an excellent tool for the opti-
mization of luminescent cascade systems.
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Chapter 7
An Optical System for Comparing
the Speeds of Starlights

Jingshown Wu, Yen-Ru Huang, Shenq-Tsong Chang, Hen-Wai Tsao,
San-Liang Lee and Wei-Cheng Lin

Abstract The constancy of the speed of light is the second hypothesis of Einstein’s
special relativity theory proposed in 1905. Since then science and technology have
advanced very much, which can be used to reexamine the century old hypothesis.
We proposed a novel method and implemented an optical system accordingly to
compare the speed of starlight with the well-known speed of light from a terrestrial
source, c. The system consists of a transmitter and a receiver. The transmitter
modulated starlight, terrestrial red and infrared lights into pulses simultaneously.
After travelling a distance, these pulses were detected by the receiver. A high speed
oscilloscope is used to record the arrival times of these pulses, where the terrestrial
infrared pulse and the red pulse are used as the trigger and the reference signals.
During the measurement, we employed a terrestrial white light travelling along the
exact path of the starlight to calibrate the system. We also carefully reduce the
errors during the measurement and the data processing, and get some results in
these years. We find that comparing with the terrestrial white light pulse, the
starlight pulses arrived at the receiver with various degrees of delays. The values of
the time delays are likely related to the relative radial velocities of the stars. The
result implies that the measured apparent speed of starlight is not constant.
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7.1 Introduction

The speed of light is an important physical parameter which is used to estimate
other physical parameters such as mass, time, space, energy, etc. In 1676, Römer
investigated the eclipses of Io, Jupiter’s nearest moon, and estimated that the speed
of light was about 214,000 km/s [1, 2]. In 1728, Bradley observed aberration of
Draconi. He gave a value for the speed of light of 301,000 km/s [1]. Both mea-
surements used light from extraterrestrial sources. In 1849, Fizeau used a chopper
and a distant mirror to measure the speed of light on the terrestrial. He estimated the
speed of light equal to 3.153 × 108 m/s [1, 2]. In 1862, Foucault employed a
rotating mirror instead of a chopper. He obtained a value of the speed of light about
298,000 ± 500 km/s [1, 2]. In 1878, Michelson constructed the famous Michelson
interferometer to measure the effect of ether on the speed of light. He obtained a
null result [3]. During 1880 and 1882, Michelson made many series of measure-
ments and obtained the value 299,853 ± 60 km/s [1]. In the latter half of the
nineteenth century, many measurements using the velocity of electromagnetic
radiation or the ratio of electromagnetic to electrostatic units were conducted. The
results are very similar to the previous ones [1, 2]. Currently, the recommended
measured value of the speed of light on the earth, c, is equal to 299,792.5 km/s [2].

In 1905, Einstein published his special theory of relativity based on the fol-
lowing two postulates [3]: (1) The laws of physics are the same in all inertial
frames. (2) The speed of light in vacuum is constant regardless of any reference
frame.

In 1908, Ritz assumed that the speed of light might be influenced by the motion
of the source [4],

c0 ¼ cþ u; ð7:1Þ

where c is the speed of light from a resting source, i.e. the well-known value, u is
the relative velocity between the source and the detector, c′ is the apparent speed of
light from the moving source. In this paper, we use the star as the light source and
place the detector on the earth, so the light source and the detector have relative
motion.

Table 7.1 shows the radial velocities, magnitudes, spectrum bands, right
ascensions, declinations, and distances of Capella, Betelgeuse, Arcturus, Aldebaran,
and Vega from the sun [5–7]. The data in Table 7.1 come from different references.
They may have small variation.

Figure 7.1 is a sketch of a celestial sphere and positions of the stars. The orbital
speed of the earth, Ve, is about 30 km/s which is on the ecliptic plane. Let Vs denote
the radial velocity of the star from the sun and AB be the projection of the radial line of
the star on the ecliptic plane. h is the angle between Ve and AB,u is the angle between
Vs and AB. So the projected orbital velocity of the earth on Vs is Ve cos h cosu. The
relative radial velocity of the star and the earth Vr is Vs � Ve cos h cosu.
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7.2 System Design

Some of physical parameters are dimensionless, others are dimensional and their
numerical values depend entirely on the units in which they are defined. The speed
of light is dimensional and expressed in terms of length per unit time. To measure
the speed of light, we need a rule and a watch. Especially to measure the speed of
light emitting from a moving source, we encounter the simultaneity problem.
Conventionally the detector and the moving source are considered in two different
reference frames. In 1892, H.A. Lorentz proposed the Lorentz Transformation as
follows [3]:

If the relative motion of the two reference frames is along their x and x′ axes, the
first frame with the space and time units x′ and t′ moves to the right with speed
relative to the second frame with space and time units x and t, then

x0 ¼ ðx� vtÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2=c2

p ð7:2Þ

t0 ¼ ðt � vx=c2Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2=c2

p ð7:3Þ

Fig. 7.1 The sketch of celestial sphere, positions of Capella, Betelgeuse, Arcturus, Aldebaran, and
Vega (not on scale), the radial velocities of Capella and the earth, and θ and φ
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y0 ¼ y ð7:4Þ

z0 ¼ z ð7:5Þ

x ¼ ðx0 þ vt0Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2=c2

p ð7:6Þ

t ¼ ðt0 þ vx0=c2Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2=c2

p ð7:7Þ

y ¼ y0 ð7:8Þ

z ¼ z0 ð7:9Þ

where v is the relative speed of these two reference frames.
In our design, we can avoid using the units transformation and simultaneity

problem. We compare the apparent speed of starlight with the well-known value,
c. Therefore, we only use the space and time units on the earth, in other words, we
have one rule and one clock. Also because the speed of light is about 3 × 108 m/s
which is extremely fast, the speed of an ordinary moving light source on the earth is
much less the speed of light. To investigate the influence of the speed of a moving
light source on the light speed measurement is a difficult task. However the universe
provides the experimental environment.

Our measurement system consists of a transmitter and a distant receiver. At the
transmitter, we used a telescope to collect the light from Capella, Betelgeuse,
Arcturus, Aldebaran, and Vega. These stars are bright and have large relative radial
velocities with respect to the earth around the Spring Equinox. Then we modulated
the starlight, terrestrial 635 nm red light, and 1550 nm infrared light into pulses
simultaneously. After travelling a distance, d, these pulses arrived at the receiver.
The red light travelled along almost the same path of the starlight. So we were able
to use the red light and the 1550 nm infrared pulses as the reference and trigger
signals. We used the terrestrial white light which travelled along exactly the same
path of the starlight to calibrate the system.

If the speed of light is constant, the travelling time of starlight pulses and the
terrestrial white light pulses from the transmitter to the receiver should be the same
as

t1 ¼ d=c ð7:10Þ

If Ritz’s assumption is valid and the speed of starlight has deviated from the
well-known value, c, then the time taken for the starlight pulses travelling from the
transmitter to the receiver is given by
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t2 ¼ d=ðc� VrÞ ð7:11Þ

where Vr is the relative velocity of the star and the earth.

7.3 System Description

Based on the design principle and concept described in the previous section, we
have two different designs: one using a rotating mirror and a slit to modulate the
continuous light beam into pulses and the other employing an optical chopper.

7.3.1 The Optical System Using a Rotating Mirror and a Slit

Figure 7.2 shows the schematics of the system layout [8–12]. At the transmitter, for
the starlight path, we used the one-meter telescope of the Lulin Observatory to
collect the starlight. One end of a five-meter fiber with core diameter of 68 μm and
the numerical aperture about 0.0729 was placed at the focal point of the telescope to
guide the starlight. The other end of the fiber was fixed at the focal point of the
off-axis parabolic mirror, P1, which made the ray collimating. It was then reflected
by the rotating mirror, M1, and was incident upon the off-axis parabolic mirror, P2.
A 100 μm wide slit was located at the focal point of P2 and another off-axis
parabolic mirror, P3. When the rotating mirror M1 spun, the light would scan across

Fig. 7.2 The schematics of the optical system using rotating mirror
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the slit to produce light pulses. The pulses were reflected by P3 to the planar
mirrors, M2 and M3, where M3 was located at the Tungpu Hostel about 2147 m
from the Lulin Observatory. The collimating ray from M3 travelled 2155 m back to
the Lulin Observatory to reach the 30 cm off-axis parabolic mirror, P4.
A photo-multiplier tube (PMT) was placed at the focal point of P4. Therefore, the
total travel distance, d, was 4302 m.

For the path of the reference red light, a laser with a wavelength of 635 nm and a
4 μm single mode fiber pigtail was used as the reference light source. The end of the
fiber was located at the focal point of the lens, L1. The collimating ray from L1 was
incident to the rotating mirror, M1, and then the lens, L2, with a standard 62.5 μm
multimode fiber connected a 9 μm single mode fiber located at the focal point. The
62.5 μm fiber acted as a slit and guided the pulses. The total length of this fiber link
was 63 m, which separated the red light and starlight pulses by about 300 ns on the
oscilloscope screen when M1 spun at 17,929 rpm. The other end of the single mode
fiber of the link was placed at the focal point of the lens, L3. Then the collimating
ray from L3 was combined with the starlight by a beam combiner BS1. Thereafter
the red light and the starlight pulses travelling along the same path were received by
the PMT to convert them into electrical pulses which could then be recorded by the
oscilloscope. For the trigger signal, a 1550 nm laser with an Erbium doped fiber
amplifier and a 9 μm single mode fiber pigtail was used as the trigger source. The
end of the pigtail fiber was placed at the focal point of the lens, T1. The collimating
ray from T1 was incident to M1 and then the lens, T2. At the focal point of T2, we
had a standard 62.5 μm multimode fiber which acted as a slit and guided the pulses
through the 3085-m single mode fiber to the receiver. A photodetector was
employed to convert the infrared pulses to electrical pulses which were used as the
trigger signal for the oscilloscope.

7.3.2 The Optical System Employing a Chopper

When we use the rotating two-facet mirror and a slit as a modulator, the reflected
beam from the mirror M1 scans over the slit to product the pulses while the rotating
mirror spun. The spindle which drives the rotating mirror may have wobble and the
angular velocity deviation. Here we propose the optical system using a chopper as
the modulator [12]. In this system the light beam is fixed. When the chopper spins
the light beam is modulated into pulses. Figure 7.3 is the schematics of the optical
system using a chopper. The starlight is collected by the telescope and guided by
the 68 μm fiber whose output end is placed at the focal point of P1. The reflected
collimating beam is incident to M1, M12 and P2. The focal point of P2 and P3 is at
the slit of the chopper. The reflected collimating beam from P3 then is incident to
the planner mirror M2 and transmits over 4.3 km to P4. The PMT is located at the
focal point of P4. The 1550 infrared is collimated by the lens L1 and then combined
by the beam splitter, BS1, with the starlight main path. After the chopper, part of the
1550 nm light is separated by the P90 beam splitter and through the lens L2 and

7 An Optical System for Comparing the Speeds of Starlights 87



incident to the multimode fiber connected to the 3.8 km single mode fiber delay
line. At the end of the single mode delay line, the 1550 nm optical/electrical
converter converts the optical signal to the electrical signal. The rest part of
1550 nm travels along with the starlight and reaches the receiver where the beam
splitter BS2 and an Avalanche Photon-Diode are used to separate the 1550 nm light
and converts to the electrical signal. When the chopper spins, the starlight and the
1550 nm infrared are modulated into pulses simultaneously. The two 1550 nm
pulses at the receiver can be used as the trigger and the reference signals. In this
system, the chopper is a very important element, which must be light weight and
easy to have dynamically balanced. We have used titanium alloy and composite
carbon fiber to fabricate the chopper. However the preparation is still on-going.

7.4 Measurement Results

We used the optical system using the rotating mirror and the slit to perform the
measurement in November 2009, March 2010, March 2012, and March 2013. In
order to minimize the error due to deviation of the spindle speed, we carefully
aligned the parabolic mirrors and the lenses P1, P2, T1, T2, L1 and L2, such that the
three beams from P1, T1, and L1, after reflected from the rotating mirror M1, were
simultaneously incident to the slit after P2, the focal points of T2 and L2,
respectively.

Fig. 7.3 The schematics of the optical system using chopper
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Because the optical power of the starlight was very low (in the order of a few
nanowatts or less), the PMT operated in the photon counting mode which generated
spikes instead of full waveforms. On the oscilloscope screen, the maximum
amplitudes of dark current and thermal noises were 0.024 V and very small com-
pared to the spikes and trigger pulses. To avoid accumulation of noises, we first
choose a threshold at 0.025 V and set all recorded data smaller than the threshold to
zero. If there are spikes in the frame, we classify it as a valid frame, otherwise we
discard it. To reconstruct the starlight and the red light pulse waveforms, after
taking a moving average of length 100 on the trigger pulse of each valid frame, we
calculate the centroid (center of gravity) by the weighted time average method.
Then we adjust the time axes of the frames by aligning the centroids of the trigger
pulses for 2000 valid frames and simultaneously accumulate spikes of the starlight
and red light to form the waveforms of the starlight and the red light pulses.
Because the PMT operated in the photon counting mode, we only take the peak
value of the spike during the accumulation process. We apply Gaussian fitting to the
red light waveform to obtain the centroid. After finishing this process for the entire
set of starlight measurement frames, we align the centroids of the fitted red light
pulses to reconstruct the complete waveforms of the starlight and the red light
pulses. We follow the same procedure to reconstruct the pulse waveforms of the
terrestrial white light and the red light. Finally we again use Gaussian fitting to
estimate the centroids of the starlight, white light, and red light pulses. We applied
different fitting methods and obtained a similar result.

In the spring of 2013, we used the similar setup as shown in Fig. 7.2 to measure
the speed of starlight, where we omitted the red light and used the 1550 nm as the
trigger and the reference signals. We obtained the similar result as the previous
ones.

Table 7.2 summarizes the estimated arrival time delays respect to the white light
for Aldebaran, Capella, Arcturus, and Vega measured in 2013. Table 7.3 summa-
rizes the average delays of the starlight measured in 2010, 2011, 2012, and 2013.
Note that if the starlight pulses arrive at the receiver earlier than the terrestrial white
light pulses, the delay value is negative, e.g. the Vega pulses.

The pulses of Aldebaran, Capella, and Betelgeuse have positive delays and that
of Vega and Arcturus have negative delays. As shown in Table 7.1, the relative
radial velocities of Aldebaran, Capella, and Betelgeuse are positive, but that of

Table 7.2 The estimated time delays of starlight measured in 2013

Aldebaran Capella Arcturus Vega

2.13 ns (March 08) 0.74 ns (March 08) −1.32 ns (March 08)

2.16 ns (March 09) −1.46 ns (March 09) −1.93 ns (March 09)

3.76 ns (March 10)

1.21 ns (March 12) 0.58 ns (March 12)

1.51 ns (March 15) −1.19 ns (March 15)

1.64 ns (March 16)
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Vega and Arcturus are negative. Because we had laid the equipment on the floor of
the Lulin Observatory, the ambient temperature and the relative humidity made the
floor contraction or expansion which affected the measurement. The errors of delays
of Arcturus in 2011, Vega in 2011, and Capella in 2012 are large.

7.5 System Error Analysis

In this section, we investigate possible factors that may cause measurement errors.
Ideally the white light delays should be a constant value relative to the red light.
Practically we laid the system on the concrete floor of the Lulin Observatory. The
changes of temperature and relative humidity made the concrete floor expansion or
contraction. Therefore the relative positions of the components changed slightly
which affected the value of the white light delay with respect to the red light. In
addition, the white light is much stronger than the starlights. So the fitting error is
very small. We use the white light delays for establishing the quadratic fitting curve
to estimate the thermal effect.

Every night we recorded the temperature and relative humidity. For example,
Figs. 7.4 and 7.5 show the temperature and relative humidity from 16:00 March 18
to 05:00 March 19, 2010. To estimate the effect of temperature and humidity

Table 7.3 The average
delays of starlight measured
in 2010, 2011, 2012 and 2013

Delays (ns)

2010 2011 2012 2013

Aldebaran 2.68

Capella 2.28 2.41 4.57 1.45

Betelgeuse 1.19 1.80

Arcturus −0.45 −4.01 −0.19

Vega −1.35 −7.40 −1.48

Fig. 7.4 The inside and outside temperatures of the building from 16:00 March 18 to 05:00 March
19, 2010
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changes on our measurement, we set the center of the floor as the origin of the polar
coordinates. For convenience, to calculate the floor contraction, we assume that all
stages move along their own radial coordinates, R, respectively. We can define that
Δt is the difference of temperature in the period, α is the thermal expansion coef-
ficient, so there is a displacement of R ∝ Δt along the radial coordinate, and a tilt
angle of each stage also occurred at the same time because the displacements in the
two ends of these stages are not exactly the same.

We estimate that the floor temperature changed accordingly through air con-
vection with a delay of about one hour, and the relative humidity of floor changed
with a delay of about three hours. Then we let the rotating mirror spin at about
17,929 rpm. Therefore we can calculate the varying degrees of arrival times shown
as Fig. 7.6. The lower relative humidity of floor may make the thermal expansion
coefficient smaller, so we can see the curve dropped from about 01:00 March 19,
2010. However, during the measurement, we employ a local white light to calibrate

Fig. 7.5 The inside and outside relative humidity of the building from 16:00 March 18 to 05:00
March 19, 2010

Fig. 7.6 The estimated
change of arrival time interval
from 20:00 March 18 to 05:00
March 19, 2010
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the system, so we can reduce the error. Each night the temperature and humidity
change differently. So the form of the curve is different.

As mentioned above, the changes of temperature and humidity will affect the
delays of the white light and starlights with respect to the red light and the trigger
signals. However, the concrete floor expands or contracts slowly even the tem-
perature and humidity fluctuate more rapidly. During the measurement, we alter-
natively measured the starlights and the white light. Then we could estimate the
starlights delays.

The optical intensities over the cross sections of the outputs of the 9 and 4 μm
single mode fibers are Gaussian distributed, so there is no speckle. The starlights
with some very fine absorption lines and the white light have broadband spectra. So
no speckle occurs at the output of the 5-m 68 μm fiber, which is verified experi-
mentally. The spectrum of Capella is smooth except some absorption lines from the
atmosphere which is shown in Fig. 7.7. The white light spectrum is positively
smooth from an incandescent lamp light source shown as Fig. 7.8. Then we can
estimate the effect of the air dispersion on our measurement. The refractive index of
air under given conditions of wavelength, humidity, pressure, and temperature can
be expressed as [13, 14]

n ¼ ntp � 10�10 ð292:75ÞðT þ 273:15Þ½ � 3:7345� 0:0401

k2

� �
RH
100

� �
PSV ð7:12Þ

where ntp is the refractive index of air at temperature very near 19.6 °C, T is the
temperature in Celsius, λ is the wavelength in μm, RH is the relative humidity in
percent, and PSV is the saturation water vapor pressure in pascal. The detailed
description of (7.12) is given in [13, 14].

The air pressure was about 0.75 atm at the Lulin Observatory. We divided the
spectra of white light source and stars from 400 to 800 nm into 400 slices. Each
slice has a spectral width of 1 nm which can be used to calculate the refractive index

Fig. 7.7 The measured
spectrum of Capella
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at different spectrum. The relative humidity and temperature change in the periods
of measuring the adjacent two data. Using (7.12), we can calculate the errors of
arrival time intervals, and get the maximum error from the air dispersion effect. For
example, the estimated arrival time delay with respect to the white light for Capella
is 3.9208 ns measured in the night of March 18, 2010. To estimate the dispersion
error of Capella in that night, we calculate the theoretical difference of the dis-
persive pulses from Capella and the adjacent white light. The temperature and
relative humidity have been recorded as Figs. 7.4 and 7.5, we find that the theo-
retical air dispersion errors for Capella are all in the range from −13.63 to
−14.44 ps, and then we add the difference to the measured value 3.9208 ns to obtain
the possible delays from 3.9344 to 3.9352 ns. Similarly for Vega measured in the
night of March 18, 2010, we find that the air dispersion errors are in the range from
−192.21 to 192.21 ps, and then we add the difference to the measured value
−3.2150 ns to obtain the possible delays from −3.4072 to −3.0228 ns. In addition,
we also calculate the effect of speed variation of the rotating mirror, PMT response
time, amplifier bandwidth, and jitter of the oscilloscope. Totally they only induced a
few sub-nanoseconds deviation.

7.6 Conclusions

In this paper, we presented a novel method to measure the speeds of starlight. This
method compares the travelling times of these starlights and the local white light
from the transmitter to the receiver. Such that physical unit transformation, clock
synchronization and definitions of dimension units problems can be avoid. This
system utilizes the existing telescope of the observatory, the orbiting speed of the
earth, and the radial velocities of stars. Comparing the measured apparent speeds of

Fig. 7.8 The measured
spectrum of the white light
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Aldebaran, Capella, Betelgeuse, Arcturus, and Vega with the well-known speed of
light from a rest source, c, we find that Aldebaran, Capella, and Betelgeuse have
positive delays, while Vega and Arcturus have negative delays. Note that
Aldebaran, Capella, and Betelgeuse have positive relative radial velocities, Vega
and Arcturus have negative relative radial velocities, i.e. Aldebaran, Capella, and
Betelgeuse are leaving away from the earth and Vega and Arcturus are approaching
to the earth. The result implies the measured apparent speed of starlight likely
relates to the relative motion of the source and the detector.
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Chapter 8
Performance Evaluation of Optical
Noise-Impaired Multi-band OFDM
Systems Through Analytical Modeling

Pedro E.D. Cruz, Tiago M.F. Alves and Adolfo V.T. Cartaxo

Abstract The performance evaluation through analytical modeling of virtual
carrier-assisted direct-detection single-sideband multi-band orthogonal frequency
division multiplexing (MB-OFDM) systems dominantly impaired by amplified
spontaneous emission noise is presented. An analytical expression is obtained for
the bit error ratio (BER) of these systems, using the analytical relationship between
the electrical signal-to-noise ratio and the optical signal-to-noise ratio. In order to
analyse the accuracy of the analytical expression, the BER estimates provided by
the analytical model are compared with the ones obtained using numerical simu-
lation and the exhaustive Gaussian approach. Excellent agreement between the
BER estimates is verified when distortion does not affect significantly the perfor-
mance of the MB-OFDM signal.

8.1 Introduction

Orthogonal frequency division multiplexing (OFDM) has been widely appointed as
a powerful solution to provide capacity granularity and switching capabilities in
optical networks [1–3]. Flexible bandwidth allocation was also identified as one of
the main advantages of OFDM-based networks [4, 5]. Optical communication
systems have also exploited the advantages of high spectral efficiency and resilience
to linear fiber effects that OFDM can offer [4, 6]. Two different optical OFDM
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flavors have been considered in the literature: (i) coherent-detection, where a local
oscillator, hybrid couplers and several photodetectors are employed at the optical
receiver, and (ii) direct-detection, where only one photodetector is required at the
receiver. For systems where cost is of primary concern, such as in metropolitan
networks, OFDM systems employing direct-detection are preferred [7].

Although optical OFDM systems have been widely studied, the implementation
of multi-band OFDM (MB-OFDM) using direct-detection is a relatively new
concept [8, 9]. A high-speed (>100 Gb/s) MB-OFDM system using a
direct-detection optical OFDM superchannel (several OFDM bands) with dual
carriers at both sides of the superchannel is proposed in [8] for long-haul networks.
In that work, an analytical form to get the optimum carrier-to-signal power ratio is
obtained in optical back-to-back, where only linear noise is considered. This kind of
analytical formulation is of special interest as it allows obtaining a first estimate of
system performance without requiring extensive numerical simulations to acquire
the results. Although the system presented in [8] has high spectral efficiency, it is
quite challenging to implement this MB-OFDM system in flexible metropolitan
networks mainly due to huge requirements for the receiver front-end bandwidth.
The optical OFDM superchannel proposed in [9], which is a variant of the
MB-OFDM direct-detection long-haul system of [8], proposes the use of multiple
carriers along the superchannel. In [9], a carrier supports a few OFDM bands,
targeting ultra-high capacity with more relaxed receiver front-end bandwidth
requirements, when comparing with the system of [8]. These two MB-OFDM
systems [8, 9] have proposed and demonstrated effective direct-detection solutions
for long-haul networks. This paper considers a different MB-OFDM system, where
one carrier supports one OFDM band. In this system, the pair OFDM band-carrier is
selected by optical filtering before direct detection, reducing the required bandwidth
of the front-end receiver significantly, when comparing with the receiver bandwidth
requirements of the systems presented in [8, 9]. This MB-OFDM system presents
some challenges that require investigation, such as the crosstalk originated by the
finite selectivity of the optical filters or the effect of increasing the spectral effi-
ciency by reducing the gap between the carrier and the OFDM band on the system
performance.

In this work, the performance of an amplified spontaneous emission (ASE)
noise-impaired direct-detection single-sideband (SSB) MB-OFDM system
employing a virtual carrier per OFDM signal is analytically modeled, by using the
bit error ratio (BER) as figure of merit. Operation in optical back-to-back is con-
sidered, as optical fiber impairments should not present remarkable influence on the
performance of SSB systems.

8.2 System Description

The model considered to describe the MB-OFDM system in optical back-to-back is
presented in Fig. 8.1.
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The radiofrequency (RF) MB-OFDM signal generated at the MB-OFDM
transmitter is composed by NB OFDM signals (or bands) and NB RF carriers (or
virtual carriers—VCs), as depicted in Fig. 8.2.

The MB-OFDM system considers one VC per OFDM band. Each pair band-VC
does not interfere in frequency with the corresponding neighboring pairs. The
virtual-carrier-to-band gap (VBG) is selected in order to avoid the signal-signal beat
interference (SSBI) originated by the photodetector square-law. A MB-OFDM
system design with the VC at a higher frequency than the corresponding OFDM
band is considered. At the SSB transmitter, the optical signal is generated by a
distributed feedback (DFB) laser and the MB-OFDM signal modulates that optical
signal using a chirpless Mach-Zehnder modulator (MZM), biased at quadrature
point. The optical signal at the MZM output is then filtered by a SSB filter, creating
a SSB signal. This allows overcoming the chromatic dispersion-induced power
fading impairment caused by the square-law photodetection of a double-sided
optical signal transmitted along a dispersive medium. After SSB filtering, an ASE
noise loader adds optical noise to the MB-OFDM signal. After ASE noise addition,
the band and VC to be dropped at the receiver are selected by the band selector
(BS) optical filter. The band receiver is composed by a positive-intrinsic-negative
(PIN) photodetector, a band pass filter (BPF) and an OFDM receiver. The PIN
converts the optical signal to an electrical signal. The BPF removes the out-of-band
noise and filters the received OFDM signal, and the OFDM receiver
digitally-converts and demodulates the electrical signal.

ASE Noise 
Loader 

DFB Laser 

SSB 
Filter 

OFDM 
Receiver 

PIN 
Band 

Selector 
MZM 

MB-OFDM 
Transmitter 

Band 
Pass 
Filter 

SSB Transmitter Band Receiver

Fig. 8.1 MB-OFDM system model in optical back-to-back. ASE amplified spontaneous emission;
DFB distributed feedback; MZM Mach-Zehnder modulator; PIN positive-intrinsic-negative; SSB
single-sideband

f

... 1 2 NB

VC 1 VC NBVC 2 VBG 

0

Fig. 8.2 Simplified scheme of a MB-OFDM signal, with NB bands and NB VCs. VBG
virtual-carrier-to-band gap
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8.3 Analytical Modeling

In this section, the analytical modeling of the signal and noise power along the
MB-OFDM system is performed. The main objective is to obtain analytical
expressions for the optical signal-to-noise ratio (OSNR) and the electrical
signal-to-noise ratio (ESNR) at the BPF output. With these expressions, fast BER
estimates can be obtained to provide insight on the performance of SSB
MB-OFDM systems employing direct-detection.

The RF signal at the MZM input, tRFðtÞ, can be written as:

tRFðtÞ ¼ sbðtÞþAt stðtÞ½ �|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
seðtÞ

VRMS;imp

VRMS;seðtÞ
; ð8:1Þ

with

sbðtÞ ¼
XNB

n¼1

sb;nðtÞ
VRMS;sb;nðtÞ

; ð8:2Þ

and

stðtÞ ¼
XNB

n¼1

st;nðtÞ
VRMS;st;nðtÞ

; ð8:3Þ

where sbðtÞ is the sum of all up-converted NB OFDM band signals, At is the
amplitude of each VC, stðtÞ is the sum of all NB VCs, sb;nðtÞ is the nth OFDM band,
VRMS;sb;nðtÞ is the root-mean-square (RMS) voltage of sb;nðtÞ, st;nðtÞ is the nth VC,
VRMS;st;nðtÞ is the RMS voltage of st;nðtÞ, seðtÞ is the MB-OFDM signal, VRMS;seðtÞ is
the RMS voltage of seðtÞ, and VRMS;imp is the RMS voltage imposed to the
MB-OFDM signal at the MZM input. As a note, tRFðtÞ can be written as:

tRFðtÞ ¼ sb;eðtÞþ st;eðtÞ; ð8:4Þ

with

sb;eðtÞ ¼ VRMS;imp

VRMS;seðtÞ
sbðtÞ;

st;eðtÞ ¼ VRMS;imp At

VRMS;seðtÞ
stðtÞ;

(
ð8:5Þ

and the mean power of tRFðtÞ, pRF, is given by:

pRF ¼ V2
RMS;imp: ð8:6Þ
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The output electrical field of a chirpless MZM, eMZMðtÞ, can be expressed as:

eMZMðtÞ ¼ Ei cos
p
2Vp

�Vb þ tRFðtÞ½ �
� �

expðj2pm0tÞ; ð8:7Þ

where Ei is the optical field at the MZM input, Vb is the MZM bias voltage, Vp is the
voltage required to switch between the maximum and the minimum of the MZM
power transmission characteristic, and m0 is the optical frequency.

Considering a linearized MZM by applying the Taylor series first-order
approximation around zero with respect to tRFðtÞ, and that the MZM is biased at
quadrature point (Vb ¼ Vp=2), the linearized output field, eMZM;lðtÞ, can be written
as:

eMZM;lðtÞ ¼ Ei

ffiffiffi
2

p

2
þ

ffiffiffi
2

p

4
p
Vp

tRFðtÞ
� �

expðj2pm0tÞ: ð8:8Þ

Using (8.4) and (8.5), and knowing that:

sbðtÞj j2
D E

¼ stðtÞj j2
D E

¼ NB;

V2
RMS;seðtÞ ¼ NBð1þA2

tÞ;

(
ð8:9Þ

the mean power at the linearized MZM output, pMZM;l, can be expressed as:

pMZM;l ¼ E2
i

2|{z}
po

þ 1
8
p2

V2
p

E2
i

V2
RMS;imp

1þA2
t|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

pb

þ 1
8
p2

V2
p

E2
i

V2
RMS;imp

1þA2
t

A2
t|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

pt

; ð8:10Þ

where p0 is the optical carrier mean power, pt is the mean power of all the VCs, and
pb is the mean power of all the OFDM bands.

Two important power ratios can be determined from (8.10), which are the
virtual-carrier-to-band power ratio (VBPR) and the optical-carrier-to-band power
ratio (OBPR). These ratios are important because they have a significant impact on
the performance of the MB-OFDM signal. The VBPR is given by:

VBPR ¼ pt
pb

¼ pt;n
pb;n

¼ A2
t ; ð8:11Þ

and the OBPR can be written as:

OBPR ¼ po
pb

¼ 4V2
pð1þVBPRÞ
p2V2

RMS;imp
; ð8:12Þ

where pt;n ¼ pt=NB and pb;n ¼ pb=NB are the mean power of the VCn and the
OFDM band n, respectively.
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After electro-optical conversion, SSB filtering is performed and the lower
sideband and lower VC are removed. After some calculations, the mean power at
the SSB filter output, pSSB, can be expressed as:

pSSB ¼ po þ pt
2

þ pb
2
: ð8:13Þ

Afterwards, an ASE noise loader is added to the signal at the SSB filter output.
Hence, it is important to define the OSNR after noise loading (NL).

Considering that the ASE noise is zero-mean additive-white-Gaussian and is
present in the parallel (∥) and perpendicular (⊥) polarization directions, and that the
signal field at the SSB filter output is polarized in the parallel direction, the low pass
equivalent (LPE) of the field after NL, eNL(t), can be expressed as:

eNLðtÞ ¼ eSSB;kðtÞþ nI;kðtÞþ j nQ;kðtÞ
� 	

uk þ ½nI;?ðtÞþ j nQ;?ðtÞ�u?; ð8:14Þ

where eSSB;kðtÞ is the OFDM signal field at the SSB filter output in the k polar-
ization defined by uk, nI;kðtÞ and nQ;kðtÞ are the I and Q noise components in the k
polarization, respectively, and nI;?ðtÞ and nQ;?ðtÞ are the I and Q noise components
in the ? polarization defined by u?, respectively.

Assuming that each one of the four noise components has a constant power
spectral density (PSD) given by SASE, the optical noise mean power in a bandwidth
BN after NL, pn,NL, can be expressed as:

pn;NL ¼ 4SASEBN : ð8:15Þ

Usually, BN corresponds to a reference bandwidth of 0.1 nm, which is approxi-
mately 12.5 GHz.

The OSNR is defined as the ratio between the signal power after NL, ps,NL
(which is equal to the signal power at the SSB filter output, pSSB), and the noise
mean power, pn,NL, in the reference bandwidth BN, after NL. Considering (8.13) and
(8.15), the OSNR is then expressed as:

OSNR ¼ ps;NL
pn;NL

¼ pSSB
pn;NL

¼ po þ pt
2 þ pb

2

4SASEBN
: ð8:16Þ

After ASE noise loading, the BS is used to select the OFDM band and VC that will
be photodetected (dropped). The BS is an ideal optical filter, with transfer function
HBS;nðf Þ and impulse response hBS;nðtÞ, that only selects the nth OFDM signal and
the nth VC. The LPE of HBS;nðf Þ can be written as:

HBS;nðf Þ ¼ rect
f � fx
Bo


 �
; ð8:17Þ
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where B0 is the BS bandwidth and fx is the center frequency of the BS given by:

fx ¼ fmax þ fmin

2
¼ ft;n þ fRF;n � BE

2

� 

2

; ð8:18Þ

where ft;n is the nth VC frequency, fRF,n is the nth band central frequency, fmax and
fmin are the maximum and minimum frequencies of the passband of the BS,
respectively, and BE is the OFDM signal bandwidth.

The LPE of the signal at the BS output, eBS;nðtÞ, can be expressed as:

eBS;nðtÞ ¼ eNLðtÞ~hBS;nðtÞ
¼ eBS;n;kðtÞþ n0I;kðtÞþ jn0Q;kðtÞ
h i

uk þ ½n0I;?ðtÞþ jn0Q;?ðtÞ�u?; ð8:19Þ

where ~ denotes the convolution operation, eBS;n;kðtÞ is the field, at the BS output,
of the nth OFDM signal and nth VC in the k polarization, n0I;kðtÞ and n0Q;kðtÞ are the
filtered I and Q noise components in the k polarization, respectively, and n0I;?ðtÞ and
n0Q;?ðtÞ are the filtered I and Q noise components in the ? polarization, respectively.
The field eBS;n;kðtÞ is given by:

eBS;n;kðtÞ ¼
ffiffiffi
2

p

4
p
Vp

Ei
VRMS;imp

VRMS;seðtÞVRMS;sb;nðtÞ
sb;nðtÞ

"

þ VRMS;impAt

VRMS;seðtÞVRMS;st;nðtÞ
st;nðtÞ

#
expðj2pm0tÞ;

ð8:20Þ

with

sb;nðtÞ ¼ sI;nðtÞ cosð2pfRF;ntÞ � sQ;nðtÞ sinð2pfRF;ntÞ; ð8:21Þ

and

st;nðtÞ ¼
ffiffiffi
2

p
cosð2pft;ntþ/tÞ; ð8:22Þ

where sI;nðtÞ is the low pass in-phase (I) component of the OFDM signal of band n,
sQ;nðtÞ is the low pass quadrature (Q) component of the OFDM signal of band n,
and /t is the VC initial phase.

The field eBS;n;kðtÞ has a mean power, pBS,n, given as follows:

pBS;n ¼ pt þ pb
2NB

¼ pt;n
2

þ pb;n
2

: ð8:23Þ

After band selection, the signal is photodetected. The PIN model used in this work
is a square modulus function with responsivity Rk of 1 A/W. The photocurrent at
the PIN output, iPIN;nðtÞ, can be written as:
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iPIN;nðtÞ ¼ jeBS;nðtÞj2 ¼ eBS;n;kðtÞþ n0I;kðtÞþ jn0Q;kðtÞ
��� ���2 þ jn0I;?ðtÞþ jn0Q;?ðtÞj2:

ð8:24Þ

After some calculations, the PIN output current can be separated in two groups: the
signal-dependent current and the noise-dependent current. The signal dependent
current, denoted as is,PIN(t), is given by:

is;PINðtÞ ¼ 1
8
p2

V2
p

E2
i �

1
4

VRMS;imp

VRMS;sb;nðtÞVRMS;seðtÞ

 !2

s2I;nðtÞþ s2Q;nðtÞ
h i2

4
þ

ffiffiffi
2

p

2

V2
RMS;impAt

VRMS;sb;nðtÞVRMS;st;nðtÞV
2
RMS;seðtÞ

sPINðtÞ

þ 1
2

VRMS;impAt

VRMS;st;nðtÞVRMS;seðtÞ

 !2
3
5;

ð8:25Þ

with

sPINðtÞ ¼ sI;nðtÞ cos 2p ft;n � fRF;n
� 


t
� 	þ sQ;nðtÞ sin 2p ft;n � fRF;n

� 

t

� 	
: ð8:26Þ

The first term of is,PIN(t) is the SSBI, the second term is the received OFDM signal,
and the third term is the direct-current (DC) component. The Fourier transform of
is,PIN(t), Is,PIN(f), is given by:

Is;PINðf Þ ¼ 1
8
p2

V2
p
E2
i �

1
4

VRMS;imp

VRMS;sb;nðtÞVRMS;seðtÞ

 !2

Sdðf Þ
2
4
þ

ffiffiffi
2

p

2

V2
RMS;impAt

VRMS;sb;nðtÞVRMS;st;nðtÞV
2
RMS;seðtÞ

SPINðf Þ

þ 1
2

VRMS;impAt

VRMS;st;nðtÞVRMS;seðtÞ

 !2

dðf Þ
3
5;

ð8:27Þ

with Sdðf Þ ¼ Ffs2I;nðtÞþ s2Q;nðtÞg and SPINðf Þ ¼ FfsPINðtÞg, where Ff�g denotes
the Fourier transform. The noise-dependent current, denoted as in;PINðtÞ, where the
noise-noise beat terms were neglected, can be expressed as:

in;PINðtÞ ¼ eBS;n;kðtÞ n0I;kðtÞ � j n0Q;kðtÞ
h i

þ eBS;n;kðtÞ n0I;kðtÞ � j n0Q;kðtÞ
h in o�

: ð8:28Þ

In order to obtain the noise PSD at the PIN output, Sn;PINðf Þ, the Fourier transform
of the auto-correlation function of in;PINðtÞ must be evaluated. After performing
some calculations, Sn;PINðf Þ is given by:
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Sn;PINðf Þ ¼ 2SASE HBS;nðf þ ft;nÞ
�� ��2h

þ HBS;nð�f þ ft;nÞ
�� ��2ipBS;n: ð8:29Þ

After photodetection, a BPF is used to remove the SSBI and the DC component
from the photodetected signal. The BPF transfer function, HBPFðf Þ, is given by:

HBPFðf Þ ¼ rect
f � fRF;n þ ft;n

BE


 �
þ rect

f þ fRF;n � ft;n
BE


 �
; ð8:30Þ

where BE is the BPF bandwidth, which is equal to the OFDM signal bandwidth.
The Fourier transform, Is;BPFðf Þ, of the signal at the BPF output, can be expressed
as:

Is;BPFðf Þ ¼ Is;PINðf ÞHBPFðf Þ; ð8:31Þ

which is approximately given by:

Is;BPFðf Þ � 1
8
p2

V2
p
E2
i

ffiffiffi
2

p

2
� V2

RMS;imp At

VRMS;sb;nðtÞVRMS;st;nðtÞV
2
RMS;seðtÞ

SPINðf ÞHBPFðf Þ: ð8:32Þ

After some calculations, the mean power of Is;BPFðf Þ, ps,BPF, can be written as:

ps;BPF ¼ pt;npb;n
2

: ð8:33Þ

The noise power at the BPF output can be obtained from the PSD of the noise at the
PIN output (8.29) as:

pn;BPF ¼
Zþ1

�1
Sn;PINðf Þ HBPFðf Þj j2 df ¼ 4 pBS;nSASEBE; ð8:34Þ

where BE is the bandwidth of the low pass filter at the receiver (which has the
greatest frequency limitation). The ESNR is defined as the ratio between the signal
power, ps,BPF, and the noise mean power, pn,BPF, at the BPF output.
Considering (8.33) and (8.34), the ESNR is then given by:

ESNR ¼ ps;BPF
pn;BPF

¼
pt;npb;n

2
pt;n þ pb;n

2

� 

4SASEBE

: ð8:35Þ
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8.4 Performance Evaluation Metric

Figure of merit used in this study to categorize the system performance is the BER,
which can be estimated as a function of the ESNR with the following
expression [8]:

BER ¼
1� 1ffiffiffi

M
p

log2ð
ffiffiffiffiffi
M

p Þ erfc
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3ESNR log2ð

ffiffiffiffiffi
M

p Þ
ðM � 1Þ log2ðMÞ

s0@
1
A; ð8:36Þ

where erfc(·) is the complementary error function, and M is the number of distinct
symbols of the quadrature amplitude modulation format. Knowing that
po=pb;n ¼ NB � OBPR, pt=pb;n ¼ NB � VBPR, pb=pb;n ¼ NB, and using (8.35) and
(8.16), the ESNR can be expressed as:

ESNR ¼ 1
NB

2
ð2� OBPRþVBPRþ 1Þ

VBPR
ðVBPRþ 1Þ

BN

BE
OSNR: ð8:37Þ

Some important conclusions can be derived from (8.37). Keeping OBPR and VBPR
constant, the ESNR of one band is inversely proportional to NB, which means that
transmitting more than one band will require an OSNR increase proportional to the
number of bands to achieve the same performance as when only one band is
transmitted. An increase of VBPR (that also results in an OBPR increase, as the
OBPR depends on the VBPR) will also lead to a higher required OSNR, to achieve
the same performance obtained with low VBPR. The power attributed to the OFDM
band decreases and the power assigned to the VC increases, meaning lower ESNR.

8.5 Numerical Results

The effectiveness of the proposed analytical model for MB-OFDM systems is
assessed by comparing its estimates with the ones of numerical simulation using
MATLAB. The OSNR that leads to a BER = 10−3 (OSNRreq) and the BER itself
are used as figures of merit. To assess the analytical method (AM) accuracy, the
BER obtained with the AM is compared with the BER retrieved from numerical
simulation (NS) using the exhaustive Gaussian approach (EGA) [10]. In the anal-
ysis, each OFDM symbol has 128 subcarriers, each OFDM band has a bit rate of
5 Gb/s and a bandwidth of 2.5 GHz, the maximum total bit rate (assuming a
maximum of 4 bands) is 20 Gb/s, and the following parameters are fixed: M = 4,
Vp ¼ 5V, BE = 2.5 GHz, BN = 12.5 GHz, GHz, fRF,n 2 [2.25, 8.25, 14.25, 20.25]
GHz and fv,n [6, 12, 18, 24] GHz with n 2 [1–4].

The linearized MZM with the relationship between the applied voltage and field
at the MZM output given by (8.8) is used in the numerical results. A particular
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study, in which a real MZM is considered in the simulation, is also performed and
explicitly mentioned. The target of this particular study is to assess the validity
range of the AM in presence of MZM distortion. With the real MZM, is important
to impose that the VC frequencies are multiple of ft;1 (in this work, ft;1 ¼ 6 GHz),
in order to guarantee that the inter-modulation products of the VCs do not interfere
with the OFDM bands.

The number of bands affects significantly the performance of the MB-OFDM
system, as it was concluded through analysis of (8.37). Figure 8.3 shows the
OSNRreq as function of VRMS,imp for NB = [1, 2, 4], obtained with the AM and with
NS. A VBPR of 15 dB is imposed. Figure 8.3 shows that the AM results have
excellent agreement with the ones obtained with NS. Figure 8.3 also demonstrates
that when NB doubles, the OSNRreq increases 3 dB. Figure 8.3 shows also that
increasing VRMS,imp leads to a OSNRreq decrease, which is valid for this system
because it does not exhibit MZM distortion.

Another parameter besides NB that influence significantly the performance
results is the VBPR. Figure 8.4 shows the OSNRreq as function of VRMS,imp for
VBPR = [3, 9, 15] dB, with the AM and with NS. The MB-OFDM system has four
bands (NB = 4). Figure 8.4 shows an excellent agreement between the AM results
and the NS results. Figure 8.4 also shows that increasing VBPR leads to an increase
of the OSNRreq. This increase is higher for higher VBPRs.

In the results of Figs. 8.3 and 8.4, the VBG is selected in order to avoid the SSBI
overlapping with the received OFDM band. However, it is important to verify the
resilience of the AM when PIN distortion interferes with the information-bearing
signal, as a smaller VBG means more spectral efficiency. Figure 8.5 shows the BER
as function of the VBG width in GHz, for VBPR = [3, 9, 15] dB and
VRMS;imp ¼ 1500 mV. The OSNR is 22.4 dB for VBPR = 3 dB, 25.9 dB for
VBPR = 9 dB and 31.1 dB for VBPR = 15 dB. With these OSNR levels and as the
AM does not take into account the PIN distortion, the BER obtained using the AM
is 10−3 for all VBG widths. Therefore, Fig. 8.5 only shows the NS results.
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Figure 8.5 shows that the SSBI caused by the PIN affects the performance when the
VBG width is lower than the bandwidth of the OFDM signal, as the SSBI spectrum
overlaps the OFDM signal spectrum. Figure 8.5 shows also that the BER degrades
more substantially for lower VBPRs. This is because lower VBPR levels leads to
more SSBI power.

The results shown in Figs. 8.3, 8.4 and 8.5 present the effects of ASE noise and
PIN distortion on the performance. However, the effects of MZM distortion were
not considered in the simulation in those results as a linearized MZM is assumed in
the analytical formulation. To illustrate the impact of MZM nonlinearity on the
required OSNR and assess the validity range of the AM presented in this work, a
real MZM described by (8.7) is considered in the simulation.

Figure 8.6 shows the OSNRreq as function of the VRMS,imp, for VBPR = [3, 9, 15]
dB, and for the first band which is the most affected by MZM distortion. The
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MB-OFDM system has four bands (NB = 4), and a VBG width of 2.5 GHz is
imposed. Figure 8.6 shows that the MZM distortion causes a performance degra-
dation as the RMS voltage increases. For RMS voltages around 400 mV, the
minimum OSNRreq is obtained. From the simulation results, the minimum OSNRreq

for VBPR = 3 dB is 38 dB, for VBPR = 9 dB is 40 dB, and for VBPR = 15 dB is
45 dB. The error committed by the AM in the minimum OSNRreq is approximately
4 dB for VBPR = 3 dB and for VBPR = [9, 15] dB is approximately 3 dB. The
analytical modeling of this work assumes noise-impaired MB-OFDM systems.
Hence distortion-impaired systems are not well described by this model. This
occurs for VRMS,imp higher than approximately 200 mV, which in modulation index
(VRMS;imp=Vp in percentage) is 4 %.

8.6 Conclusions

An analytical model for performance evaluation of ASE noise-impaired
direct-detection SSB MB-OFDM systems has been proposed. The effectiveness
of the analytical model has been verified through comparison with numerical
simulation using the EGA to evaluate the BER. Excellent agreement in the BER
results when MZM and PIN distortion do not interfere with the MB-OFDM signal
has been shown. When PIN distortion is affecting the MB-OFDM signal, the
analytical model provides more accurate estimates for high VBPRs. When MZM
distortion is interfering with the MB-OFDM signal, the analytical model presents a
deviation in the required OSNR not exceeding 1 dB, for modulation indexes lower
than 4 %. The analytical modeling for distortion-impaired MB-OFDM systems, as
well as the MB-OFDM system optimization in order to achieve the best required
OSNR, will be reported elsewhere.
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Chapter 9
Delayed Luminescence in Relation
to the Germination and Vigour of Coffee
Seeds: Initial Series with C. Arabica
Samples

Cristiano M. Gallep, Lilian Padilha, Mirian P. Maluf
and Sttela D.V.F. da Rosa

Abstract Ultra-weak delayed luminescence measurements on coffee seeds were
run for samples submitted to different post-harvest treatments or in seed lots with
different vigour levels obtained by accelerated aging, and both were induced to
germinate afterwards. Parameters of hyperbolic decay fitting were correlated to the
correspondent germination vigour, with a linear relation found for the initial value
as well as for the decay velocity. These preliminary data point to further, broader
validation for this non-invasive, non-destructive test for seed’s viability analyses.

9.1 Introduction

The coffee seed normally presents high germination potential just after appropriate
harvest and desiccation. However, it also loses its physiological quality very rapidly
under common storing conditions. Therefore, it is not possible to have viable seeds,
i.e. able to germinate, for more than some months [1].

Some techniques may improve seed’s viability on long term, by improving
storing conditions [2, 3], or controlling the re-hydration process [4] or even
inducing low-temperature hibernation [5].

Although some progress was achieved in this sense the usual way for checking
seeds’ viability and vigour is to allow them to germinate, i.e. losing so the hiber-
nation condition. Furthermore, the results from germination tests are only available
in 30 days after imbibition. So, new strategies able to save time are crucial in
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determining the proper actions for the conservation and commercialization of coffee
seeds. In order to distinguish between viable and not viable seeds, and so enable an
optimization of seed’s storage conditions, a quick and non-destructive method is
demanded, as well for other types of sensitive seeds.

The biophotonic phenomena, i.e. the ultra-weak delayed luminescence and
spontaneous emission found in living organisms, with detected intensity of
10–1000 photons/cm2 s, has been studied by many multi-disciplinary groups all
over the world, in a broad variety of themes [6]. This peculiar luminescence holds
much longer than the usual bio-fluorescence, and is found far from normal thermal
black-body emission, covering the entire visible spectrum and the near IR and
UV [7].

Correlations between the ultra-weak delayed luminescence (DL) behaviour and
the germination capacity were found already for barley [8], soybean [9], rice [10]
and wheat [11] seeds. A first, small trial with coffee seeds were performed by the
first author ten years ago at IIB facilities (Neuss, Germany), with some indicative
results of good correlation between the DL parameters and the germination capacity
of tested seeds [12]. At that time, just three different lots were tested, with medium
and high germination capacity.

Here, preliminary series of ultra-weak DL measurements of coffee seeds are
presented in relation to their germination rate and total seedling elongation mea-
sured in the hypocotyl-radicle axis. Seeds submitted to different post-harvest
treatments and seed lots with different vigour levels were tested for delayed
luminescence, and induced to germinate afterwards.

The germination performance was established after 15 and 30 days and corre-
lated to DL parameters. Good correlation was found between the germination
vigour and the initial intensity and the decay velocity of the correspondent DL
curves.

9.2 Materials and Methods

Initially, the DL of nine groups of coffee seeds (Coffea Arabica), harvested in
June/2011 and treated in different conditions, were analysed in terms of hyperbolic
decay in May/2013, and further induced to germinate in controlled conditions.

These seeds were harvest, processed and stored in controlled conditions at
Federal University of Lavras (UFLA, MG, Brazil). The different seed groups (‘A’
series) are presented at Table 9.1—if mucilage is removed mechanically or by
fermentation, if drying was done in drying machine, in shadow or under sun-light,
and the moisture content achieved after drying (12 % or 35 %).

In a second series of tests, ‘B’, nine seed lots from Seed Analysis
Laboratory-UFLA were submitted to accelerated ageing test (42 °C, 100 % relative
humidity, for 48 h) to produce lots with different vigour levels, as presented at
Table 9.2. Germination tests were run before and after the seed aging to evaluate the
seed performance. DL tests were run in June/2013.
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Random samples of 50 g were taken from each seed group for the ultra-weak DL
measurements and stored in dark to avoid artefacts. The experimental setup for DL
tests are shown at Fig. 9.1; it is a dark chamber with photon-count module (pho-
tomultiplier tube + electronics) and a fiber optic ring connect to external light
source (halogen lamp) by a fiber cable and electrical-mechanical shutter, all auto-
matic controlled by software; it includes also temperature control for samples using
fluid flow [13].

Each group of seeds was arranged in the chamber in order to complete the
sample holder, which was stabilized in temperature(T = 21 ± 1 °C) to avoid seed
stress. The DL measurements used photon-count mode in 100 μs time-windows for
20 thousand points (total = 2 s) and were taken after twenty-second exposure to
white light (160 lux), and repeated sequentially ten times for each sample. A delay
of 370 ms occurs between the end of excitation and photon-count start due technical
limitation.

Table 9.1 Coffee seed groups ‘A’—different post-harvest treatments

Group Post-harvest treatment Moisture content (%)

A7 mechanical removal of mucilage, mechanical dryer 12

A9 mechanical removal of mucilage, dried in shadow 12

A11 mechanical removal of mucilage, sun-dried 12

A13 removal of mucilage by fermentation, mechanical dryer 12

A14 removal of mucilage by fermentation, mechanical dryer 35

A15 removal of mucilage by fermentation, dried in shadow 12

A16 removal of mucilage by fermentation, dried in shadow 35

A17 removal of mucilage by fermentation, sun-dried 12

A18 removal of mucilage by fermentation, sun-dried 35

Table 9.2 Coffee seed
groups ‘B’—accelerated
aging test

Sample Germination rate
(%)

Rating (vigour)

Initial Ageda

1 74 41 Low

2 86 83 High

3 85 78 High

4 78 77 Medium

5 78 80 High

6 71 75 Medium

7 76 75 Medium

8 82 80 High

9 82 89 High
aAccelerated aging test: seeds under 48 °C/100 % R.H. for 48 h

9 Delayed Luminescence in Relation to the Germination … 113



The 10-repetition DL data was averaged and the curve was fitted by generic
hyperbolic-like decay, formulated by:

aþ b=ð1þ c:tÞd ð9:1Þ

where t is related to time, a + b is the curve’s initial value (t = 0), a is its final value
(t =∞), c is related to the decay velocity for small t and d is related to enhancement
in velocity decay, more pronounced for great values of t.

After all samples had been measured two hundred seeds were taken from each
lot and induced to germinate in a controlled chamber (T = 30 ± 1 °C, humid-
ity >70 %) for 30 days. For that, each group of 200 were divided in 4 × 50 seeds,
and each sub-group disposed in rolls of paper towels moistened with water
equivalent to 2 and 1/2 times the dry paper substrate weight. At the 15th day after
start and at the end, at the 30th day, seeds of ‘A’ series was analyzed in terms of
hypocotyl-radicle axis growth, measuring each seedling elongation; effective ger-
mination rate was determined for ‘A’ and ‘B’ series.

9.3 Results and Discussion

The DL time profiles of all groups of the first series of tests (Table 9.1) are shown at
Fig. 9.2, as well as their correspondent hyperbolic decay fitting (R2 > 0.995)
parameters: a, b, c and d. It is clear from Fig. 9.2 that groups A7, A11 and A13
present higher initial value than the other groups. Group A17 time profile is also
distinguishable from the remaining curves, with small increase from 1 to 100 ms.

Fig. 9.1 Setup for DL measurements in biosamples—(top) chamber, illumination and controls
schematics; (bottom) picture of prototype
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These facts are so reflected in the b parameter of their DL. It is also noted that the
c parameter is also higher for the A7, A11 and A13 samples, meaning that their DL
intensity decay faster that the other groups, as can be seen also in the time profiles
form 10 to 100 ms. The A15 time profile is also noticed to have small increase at
the beginning, i.e. t < 1 ms, as occurring for the curves of A7, A11 and A13.

The remaining groups—A9, A14, A16 and A18—have similar time profiles,
with small initial value (*3) and regular decay velocity, i.e. similar c factor. The
germination data—seedling’s elongation incidence, in a total of 200 seeds/group—
at the 15th and 30th day are presented at Fig. 9.3 for the viable groups; the ones not
displayed had no seedling development at all, i.e. zero seeds alive. It is noted that
groups A7 and A13 present the higher development of all, followed by A11 and,
with much lower development, by A15 and, much lower, A17. The A9 had few
seedlings developed.

By summing all seedlings’ length the total elongation is obtained for each group,
for both the 15th and 30th day after imbibition. This numbers were so plotted
against the correspondent b and c parameters, and these datagrams are shown at
Fig. 9.4. Good linear correlation was found between the hyperbolic fitting
parameters and the total seedling elongation for both the 15th and 30th day data,
with R2 > 0.85 in all cases.

The data obtained for the second, B series of aged seeds (Table 9.2) were
analyzed in similar manner as done for the A series, but using just the total ger-
mination rate at the 30th day, instead of the hypocotyl-radicle axis growth used
before. In this case with most of lots with very good germination, the DL curves

Fig. 9.2 DL data for groups
A7 to A18 (left)—10 test
average time profile; (right)
parameters of hyperbolic
decay fitting (R2 > 0.995)
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were not so different for longer t, making harder the hyperbolic decay fitting to
converge. So, the parameter d was fixed [d = 1, (9.1)] to promote a lower standard
deviation for the c parameter. The germination rate at the 30th day related to the
b and c factors are plotted at Fig. 9.5.

Even after aging, lots of B series presented high germination rate (>75 %), and
very similar DL curves—only exception is sample #1, with 40 % germination rate.
With so, parameters b and c presented much smaller variation than that obtained for
the A series. Even though the datagrams of Fig. 9.5 could be fitted by a linear
relation (R2 > 0.75).

Fig. 9.3 Seedling’s length for series A (Table 9.1) for viable groups at the 15th and 30th days
after imbibition—each group has 200 seeds total

116 C.M. Gallep et al.



9.4 Conclusions

The ultra-weak delayed luminescence time profiles of two series of nine groups of
coffee seeds with different germination capacity were studied in terms of hyperbolic
decay parameters, and good correlations were found between the DL initial value
and the decay velocity versus the germinating vigour—i.e., total seedling elonga-
tion at the 15th and 30th day after imbibition.

The first, preliminary series ‘A’ used old samples (2011), already with vigour
depreciated by the long storage time in natural conditions, and so just few groups
presented significant germination while four of them were almost dead.

The second series ‘B’, using very fresh samples (2013) with high germination
capability even after aging treatment, was less diverse in terms of DL parameters
than series ‘A’, even though a linear relation was found when considering constant
the exponential factor (d = 1).

Fig. 9.4 Seedling’s total length at the 15th and 30th day versus the hyperbolic decay fitting
parameters—(left) the b factor and (right) the c factor; dashed line correspond to linear regression
(R2 > 0.85)

Fig. 9.5 Germination rate at the 30th day versus the hyperbolic decay fitting parameters—(left)
the b factor and (right) the c factor (d = 1); dashed line correspond to linear regression (R2 > 0.75)
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Although limited in number and range of seed quality, the preliminary data here
presented show that the DL measurements of coffee seeds may be used as a fast,
non-invasive, non-destructive test to verify sample’s viability, and so help in
improving post-harvest treatment, storing methods and maybe also beverage
quality.

Until now, our preliminary results indicate that DL presents good correlation for
low quality seeds. Coffee beans have both embryo and endosperm alive, but the
largest proportion is defined by endosperm. As the germination is related to the
embryo development more studies are needed improve the knowledge about the
seed quality behavior in relation to DL measurements. Next series of experiments
would replicate this type of analysis but using a single lot of fresh seed samples
(<1 year), which may present high physiological quality, and from which sub-lots
would be separated and artificially stressed (aged) in effective manner, in order to
have samples with intermediate vigour. With all samples taken from the same lot
and underwent different aging treats it is expected to have better view of the relation
between germination, vigour and the DL parameters.
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Chapter 10
Optical Fibre Probe with Lateral Interface

Makoto Tsubokawa

Abstract This paper proposes a novel optical fibre probe containing a scattering
layer that is capable of sensing the surrounding light through the lateral surface of
the fibre. The performance of the probe in sensing various target objects in free
space and water environment has been evaluated by ray-trace simulation. For the
probe of diameter 1 mm and length 50 mm, the normalised power, which is defined
as the ratio of the signal power to the source power, was obtained within
0.1–0.01 % for the target object over a surrounding space with a radius
of *20 mm. Besides, the probe exhibits sharp directional property with an angular
diameter of *10° in the radial direction. Utilizing this functionality, the probe with
the spiral-shaped scattering part will enable the sensing of target objects that are
spatially distributed along a fibre axis with a minimum detectable gap of less than
2 mm.

10.1 Introduction

Because of their thin structure and ease of fabrication, there have been many studies
on light concentrators with acceptance top/side surfaces of planar
waveguides/optical fibres. Most of them are relevant to the well-known luminescent
solar concentrator [5, 9, 15]; in contrast, simple concentrator that directly collect
illumination light have not been fully explored because of their low efficiency [6,
14]. However, this simple scheme appears to be attractive for optical sensor
applications because it may produce versatile applications by expanding the optical
interface from a point to the surface. As an interesting example, the integration of
optical fibres into textile structures called photonic textiles has been proposed to
realize multifunctional sensors such as wearable photodetectors (PDs) or direction
sensors of light beams [1, 3, 11]. We are currently studying this technique to enable
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their application as thin optical probes used to sense the surroundings. In general,
such optical probes need to incorporate micro-lens systems or several optical fibres,
and should sweep over the target space because a point detector only gets a point
image [2, 4, 8, 10, 12, 16]. If the detection through the side-surface interface is
applicable, it may not only simplify the sweep mechanism but also enable us to
realize passive optical probes without the need for precise lens systems.

In this study, we show a new design of thin fibre-optic probe with a side surface
interface, and evaluate basic characteristics by performing ray-trace simulations [7].
Both light source (LS) for illuminating target objects and a PD are attached to the
end of an optical fibre, and the light propagation through a side surface is adjusted
by a Mie scattering layer embedded in the optical fibre. We show the output signal
of the probe as a function of the size, position and materials comprising the target
object, and finally evaluate the spatial distribution of the target and its resolution.

10.2 Fibre-Optic Probe Model

Figure 10.1 shows the probe model consisting of two serially concatenated guides
and sensor parts. The parameters used in our simulation for the waveguide and light
source are listed in Table 10.1. The guide part has a two-layered structure with an
outer coating as an absorber in which the core guiding input light from a light
source is embedded in the bottom of the cladding in addition to a normal core.
A light source and PD are attached to the end face of each core. The sensor part has
the scattering part at the bottom in the cladding, which is connected to the bottom
core in the guide part. Light scattering is observed in the scattering part (width D)
composed of a cluster of air particles with a particle number density ρ. The width
D is defined as the arc length corresponding to the width of the focus zone for
normal incident light and is calculated using the size and refractive indices of the
optical fibre. The minimal arrangement of the scattering part effectively generates
light components in the direction of the target and suppresses excess loss during
propagation along the fibre. Because of reducing D, the high index fibre is used in
the simulation. Input lights are scattered in the sensor part and a portion of them
reaches the target object owing to the lens effect in cylindrical optical fibre. Lights
reflected at the target partially re-enter the optical fibre, and are either scattered
again and transmitted to the PD or are escaped to the outside. As shown in
Fig. 10.1, we assume the square target object of w1 × 2w2 × δw at distances d1 and
d2 above the sensor part. Angles ψ is the angular diameter of the target. For
simplicity, we assume the bottom surface of the target plane is a 96 % reflector as a
reference. Here we define the normalised received power ηprobe as the ratio of light
power that reaches the PD’s surface by way of the target plane to the light power of
the source. In our model, ηprobe estimated by the ray-trace simulation gives results
that are equivalent to the case using incoherent light without interference effects.
Under the Mie scattering model used in this simulation, the wavelength dependence
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Table 10.1 Parameters of fibre-optic probe

Optical fibre Sensor part Guide part

Core radius Rco 0.5 mm 0.5 mm

Cladding radius Rcl 0.55 mm 0.55 mm

Refractive index of core 1.83 1.83

Refractive index of core for input light 1.86 1.86

Refractive index of cladding 1.86 1.46

Particle radius r (material) 250 nm (air) None

Particle number density ρ 2.3 × 108 mm−3 None

Width of scattering part D (Central angle) 0.07 mm (7.5°), 0.3 mm (31°)

Length Ls, Lg 50 mm 50 mm

Light source and photodetector

Wavelength 550 nm

Polarisation Random

Source position Embedded in end of core for input
light

Photodetector Area detector attached on core end
face

Refractive indices of 1.86 (LaSFN9), 1.83 (LaSFN40), 1.46 (SiO2) are assumed [13]
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is almost negligible over a broadband spectrum such as natural light; therefore, we
use a monochromatic source of 550 nm wavelength with a random polarisation
instead of a broadband light source.

10.3 Simulation Results

10.3.1 Normalised Received Power ηprobe

Figure 10.2 shows ηprobe, which is dependent on the distance d2 and width w2. Here
d1 = 0 and w1 = Ls = 50 mm. The particle number density ρ is assumed to be
2.3 × 108 mm−3 because ηprobe has a maximum for this model in our simulation.
Larger ρ causes not only larger scattering efficiency but also excess loss in light
propagation along a fibre. Under this condition, 22 and 36 % of the source power
arrive at the target plane through the sensor part with and without the 96 %
reflector, respectively. Although these are due to scattering and lens effect in a fibre,
it is fairly high efficiency without imaging optics. We can see in Fig. 10.2 that ηprobe
does not vary much for d2 ≤ 2 mm, but above 2 mm, it tends to decrease. If the
incident angle distribution to the target object is uniform, the number of round-trip
rays between the sensor part and the target is roughly proportional to a half of the
angular diameter wðd2Þ=2, and then gprobe /w d2ð Þ=2 ¼ 2 tan�1 w2=2d2½ �. In fact,

Fig. 10.2 Normalised received power ηprobe as a function of distance d2 and width w2/Rcl
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the downward curves in Fig. 10.2 indicate the presence of a slightly small slope
compared to the variation of wðd2Þ=2 because light components with nearly normal
incidence dominate owing to the lens effect in optical fibre. On the other hand,
ηprobe decreases at a rate smaller than w2/Rcl because light components other than
normal incidence can re-enter the sensor part when w2/Rcl < 1. Regarding the
received power, for example, ηprobe is approximately 0.3 and 1.8 % for w2/Rcl = 0.1
and 1, respectively, at d2 = 2 mm, when the sensor part has no reflector. These
values are much smaller than the rate of light power that reaches the target plane as
mentioned above, which suggests that the optical loss after reflection at the target
plane is significant in our model. Actually, 3–4 dB loss is observed only at the
boundary between the sensor and guide parts, which remains an issue. When the
96 % reflector is attached to the sensor part, ηprobe was more than doubled, i.e. 0.7
and 5 % for w2/Rcl = 0.1 and 1, respectively, at d2 = 2 mm. In Fig. 10.2, we also plot
curves for different type of targets—the Lambertian reflector and cluster of water
particles as a Mie scattering object (δw = 0.5 mm, r = 250-nm). They indicate that
ηprobe is smaller and more steeply decrease as compared to the case of a simple
target with a reflector. These are seen as the results from the spread of the reflection
angle and lower reflectivity at the target object.

Next, the dependence of ηprobe on the target length w1 and position d1 along a fibre
axis is shown in Fig. 10.3. Another scale of the power ratio of (ηprobe–ηbias)/ηprobe has
also been plotted, where ηbias is defined as the ratio of light power that reaches the
PD’s surface in the absence of the target object to the light power of the source. We
can see that ηprobe is nearly proportional to w1 and it exponentially decreases with

Fig. 10.3 Normalised received power ηprobe as a function of location d1 and length w1
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an increase in d1. This is because the spread of the incidence angle in the y–z plane has
a similar influence on targets of differentw1, and an increase in d1 remarkably reduces
the transmission loss along the sensor part. From these results, we can estimate the
location when the target size is given, and vice versa. In fact, if we need to simul-
taneously sense both size and location without a sweep operation, an additional
scheme is required. We discuss this issue in the next section. As shown in Fig. 10.3,
the power ratio of (ηprobe–ηbias)/ηprobe is relatively small (0.1–0.01). Although it is
similar to the signal to noise ratio, the signal component of the ηprobe can be obtained
by determining the separation from ηbias, as it is almost constant regardless of the
target. Enhancing (ηprobe–ηbias)/ηprobe becomes one of the important issues in sup-
pressing the influence of the shot noise during the actual experiments.

10.3.2 Evaluation Under Water Environment

Next, we consider a case involving the use of our model in water, e.g. probe
biological cells in the body. Because the refraction angle becomes small under
water conditions, we designed another probe structure with width D calculated to be
0.3 mm according to the definition. Figure 10.4a, b show the ηprobe as a function of
distance d2 under the water condition. Here target objects of 1.1 × 50 mm are
(a) 96 % reflector and (b) examples of Mie models and biological objects with
δw = 1 mm.

We see in Fig. 10.4a that ηprobe is obviously improved at D = 0.3 mm compared
to D = 0.07 mm in the short d2 region for the case with/without reflector on the
sensor part. For a distance of d2 > 5 mm, the advantage decreases when using the
sensor part without the reflector. This is because the number of round-trip rays
between the fibre and the target is enhanced by the scattering part with an optimum
D (= 0.3 mm). However, the propagation loss owing to the excess scattering along a
fibre also tends to increase with increase in d1. This loss effect is mitigated by
positioning a reflector on the sensor part. In Fig. 10.4b, we see that the skin dermis
shows a higher reflectivity compared to the epidermis and Mie model of air par-
ticles (LightTools, Synopsys, Inc.). These results mainly indicate the differences of
the reflectivity of the objects, which are useful when discerning target objects.

10.3.3 Evaluation of Spatially Distributed Targets

When an optical needle probe with a point detector is applied to sense a 3D space, it
usually needs to be swept over the target plane; moreover, the time/frequency
domain immersion or optical coherence tomography (OCT) techniques are usually
applied to resolve the depth information. Here we focus on the approach that is used
to simplify the sweep operation and set aside the techniques of immersion or OCT.
Because our method can extract the information of an object arranged linearly along
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the probe, the linear distribution of an object may be detected without a complex
sweep operation. Figure 10.5 shows the sensor part, which has a spiral-shaped
scattering part embedded in cladding. This is the same structure as the 360° twisted
sensor part in Fig. 10.1.

Initially, we analysed the directional property of the simple fibre-optic probe
with straight scattering part, shown in Fig. 10.1. Figure 10.6 shows the radar chart
of ηprobe plotted as a function of θfibre, the angle at which the probe is rotated with
respect to the reflector. The measurements were performed assuming 96 % mirror
target of 50 × 1.1 mm, d2 = 2 mm and D = 0.07 mm. As can be easily predicted
from the geometric structure of the sensor part, ηprobe indicates the distinct direc-
tional property of the target in the direction opposite to the scattering part (180°).
The full width at half maximum of the peak is *10°. This result implies that the
probe is capable of observing the surrounding light distribution as a function of the
incident angle in the x–y plane.

Next, supposing the twisted sensor part, the sensor is capable of sensing the
target plane that is continuously twisted at an angle θTP, as shown in Fig. 10.5. This
could be ascribed to the sharp directional property of the sensor, as mentioned
above. Here, θTP = 360d1/Ls°. From a different viewpoint, we can detect the

Fig. 10.4 Normalised received power ηprobe as a function of d2 under water conditions. The
thickness δw of skin dermis, epidermis and cluster of air particles are 1 mm
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distribution of the target plane positioned above the sensor part (parallelogram of
dash-dotted line) when the optical fibre is rotated by 0° ≤ θfibre < 360°, where
θfibre = −θTP. Figure 10.7 shows the normalised received power ηprobe as a function
of θfibre. The reflector is similarly twised with the scattering part on the sensor
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Fig. 10.5 Fibre-optic probe with spiral-shaped scattering part
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part. The curve with filled circles indicates ηprobe for the target of w1 = 50 mm,
w2/Rcl = 1, d1 = 0 mm and d2 = 2 mm, which corresponds to the maximum ηprobe at
θfibre. The curve shows a steep decline with an increase in θfibre because of the
constant value of ρ along the fibre axis. This tendency is similar to the results for
1 < w1 < 5 mm, shown in Fig. 10.3. The peak width of*26° at θfibre = 0° is broader
than that shown in Fig. 10.6, as the centre of the lightning area on the target exhibits
a certain angular spreading along the z-axis due to the spiral form of the scattering
part. Three curves obtained for targets of w1 = 2, 5 or 10 mm at d1 = 10 mm are also
shown in Fig. 10.7, and the angles of peak locations and widths of three peaks are
roughly estimated to be 80°, 90° and 110° and 15°, 28° and 60°, respectively. On
the other hand, the four angles of edge locations in the target are calculated to be
72°, 86°, 108° and 144°, as shown in Fig. 10.7. As is seen, the peak locations are in
good agreement with each other, and that the peak width well reflects the target
length w1. As the three curves are segments of the maximum curve (filled circle
symbols), the peak position and width corresponding to larger w1 tend to be fuzzy.
Nevertheless, they are relatively precise for w1 ≤ 5 mm.

Finally, we evaluate two targets arranged in tandem with a small gap δd to check
the spatial resolution. From Fig. 10.7, the angle resolution of *15° is predicted for
two targets of length 2 mm. Figure 10.8 shows ηprobe for two targets with δd = 2 and
1 mm, respectively. Here, w1 = 2 mm and w2/Rcl = 1. Two peaks in the curve for
δd = 2 mm are clearly observed, and the peak interval is estimated to be 4.2 mm for

Fig. 10.7 Normalised received power ηprobe in the twisted sensor part as a function of the angle of
rotation θfibre

10 Optical Fibre Probe with Lateral Interface 129



an angle difference of 30°. Because the peak location indicates the centre of the
target, the peak interval is approximately given by δd + w1 and δd is almost the
same as real gap of 2 mm. For the case of δd = 1 mm, we also find two peaks with
an interval of 15°, corresponding to 2.1 mm, which is slightly smaller than the
expected value of 3 mm (= δd + w1), and is caused by the peak shift effect due to the
overlapping of different height pulses. Consequently, under this condition, the
spatial resolution for the gap is estimated to be slightly less than 2 mm.

10.4 Conclusions

We proposed a simple fibre-optic probe with a side-surface interface against a target
space, and evaluated the basic performance by performing ray-trace simulations.
Our model has a needle shape of approximately 1-mm diameter and 50-mm length,
which enables us to detect the normalised light power of 0.01–10 % of the source
power when target objects are located in a surrounding cylinder space with
an *20-mm radius. Under water conditions, the sensitivity was easily improved by
adjusting the size of the scattering part. Moreover, by using the directional property
of the probe twisted by 360°, the targets distributed along the fibre axis with a
minimum detectable gap of less than 2 mm could be measured.

Fig. 10.8 Curves of normalised received power ηprobe for the targets with a small gap. Two target
planes where w1 = 2 mm, w2/Rcl = 1, d1 = 10 mm and d2 = 2 mm are arranged in tandem with a gap
δd of 1 and 2 mm
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In our future work, we firstly aim to improve the signal level by optimizing the
probe structure and materials, for example, the shape of the fibre and particle
number density distribution of the scattering parts may bring about desirable effects
such as narrow focus area and smooth sensitivity along a fibre. As next step aim, we
need to incorporate a key technique such as the OCT technique for our method to
resolve radially distributed targets.

Acknowledgements Part of the research presented in this paper has been done under
JSPS KAKENHI Grant Number 25420346.
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Chapter 11
Compressor Design for a 30 fs-300 J 10 PW
Ti:Sapphire Laser: Divided-Compressor
with an Object-Image-Grating
Self-tiling Tiled Grating

Zhaoyang Li, Tao Wang, Guang Xu and Yaping Dai

Abstract A 30 fs-300 J Ti:sapphire laser requires a optimized compressor to
compress the 2.7 ns/30 nm deep chirped long pulse to 30 fs. We proposed a com-
pressor design, which reduces the grating number, grating size, vacuum compression
chamber cubage and system complexity, by using a divided-compressor structure
and an object-image-grating self-tiling method.

11.1 Introduction

Femtosecond 10 PW (petawatt) lasers are being planned and constructed recently
worldwide. For example in China a 30 fs-300 J 10 PW laser based on Ti:sapphire is
right now under plan in China. This system will use the well-known chirped-pulse
amplification (CPA) technique to support its output capability [1].

The primary design of the system linear chirped ratio is around 2.7 ns/30 nm.
Therefore, the pulse compression process will be challenged by several problems,
including large-size gratings, long compression distance, and huge vacuum com-
pression chamber [2]. In this paper, we attempt to give a basic compressor design to
solve the above problems.
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11.2 Compressor Structure

The primary parameter of the positive chirped pulse after the amplification chain is
given by Table 11.1. And the compressor should compress the 400 J, 2.7 ns chirped
pulse to less than 30 fs.

In order to reduce the vacuum chamber, as shown in Fig. 11.1, the treacy
compressor [3] will be divided into two compressors: a double-pass and a
single-pass grating pairs are used as the 1st stage and the 2nd stage compressors,
which are located in air and a vacuum chamber, respectively. The compression
pulse from the 1st stage compressor is delivered via a fused silica window into the
vacuum chamber and is further compressed by the 2nd stage compressor.

The thickness of the fused silica window is designed as 20 mm to balance the air
pressure and the nonlinear effect. The compressed duration of the 1st stage com-
pressor is a key parameter, which need to be shorter enough to reduce the 2nd stage
compressor, as well as the vacuum chamber, but longer enough to avoid the pulse
distortion, fused silica damage, air ionization, and so on. Generally, the requirement

Table 11.1 Beam parameter
after the amplification chain

Centre wavelength 800 nm

FWHM 30 nm

Single pulse energy 400 J

Duration 2.7 ns

Beam diameter Φ150 mm

Fig. 11.1 Divided-compressor design
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of the pulse temporal and spatial distortion by self-phase modulation (B integral)
and self-focusing is high. Therefore, the B integral should be as small as possible,
and the beam breakup distance must be much longer than the window thickness.
The beam breakup distance can be given by

z ¼ G
n2kI

ð11:1Þ

where G is a coefficient from 3 to 10 depended on different conditions. Here we
choose 3 to leave the largest margin.

The evolution of B integral and beam breakup distance for pulse duration is
given by Fig. 11.2, and the 300 ps is chosen. Accordingly, the B integral is 0.3, and
the beam breakup distance is 0.2 m. The intensity is 6 GW/cm2 which is below the
10 GW/cm2 threshold of air ionization, and the fluence is 1.84 J/cm2 that is below
the 20 J/cm2 threshold of fused silica damage for a 300 ps pulse [4].

11.3 Parameter Optimization

11.3.1 The 1st Stage Compressor

Beside of the output parameters of a laser beam from the amplification chain, there
are many other parameters determine the geometry of a treacy compressor, such as
unclipping spectrum range, part-clipping spectrum range, grating groove density,
grating size, slant distance of grating pair, beam incident angle, and so on. The
grating groove density and the incident angle are two basic parameters which
influence the other ones, and in this section we will calculate parameters of the 1st
stage compressor by choosing a suitable grating groove density and an optimized
incident angle.

The unclipping spectrum range of our design is set as 90 nm around the centre
wavelength to allow the FWHM passing without clipping. As shown in Fig. 11.3,
the design of a treacy compressor must satisfy some limitation conditions:

Fig. 11.2 B integral and
beam breakup distance versus
duration
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• Grating equation;
• Grating-beam overlap;
• Sufficient wide spectrum window.

This design is based on the broad bandwidth 800 nm dielectric grating due to
high damage threshold and wide spectral range [5, 6], therefore types of available
groove density include 1200, 1480, 1740 and 1800 g/mm. Figure 11.4 shows the
evolution of beam-grating gap, grating size (a tradition single-pass 4-grating
compressor with the 1st, 2nd, 3rd, and 4th grating G1, G2, G3, and G4. The sets
G1, G4 and G2, G3 have the same sizes, respectively.), and grating pair slant
distance for various amounts of incident angle with different grating groove den-
sities. And Fig. 11.5 gives the evolution of cut off wavelength of the part-clipping
spectrum range for various values of incident angle with four types of grating
groove density.

Our chosen principles of grating groove density and incident angle include:
relatively large beam-grating gap, short length of grating and slant distance, and
wide range of part-clipping spectrum range. And the optimized parameters are
given by Table 11.2.

According to Martz’s work, the high diffraction efficiency spectrum window of
the broad bandwidth dielectric grating is relative to the incident angle, and the 52°
incident angle could meet the requirement of 721–864 nm spectrum window.

To avoid the first grating damage where a short pulse is achieved, a large
incident angle is preferred. The fluence with the optimized 52° incident angle is
1.13 J/cm2 (below the 1.76 J/cm2 damage threshold for a 120 ps pulse reported by
Martz).

G1/G4 
size

G2/G3 
size

gap

Slant distance
Fig. 11.3 Grating
compressor structure
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Fig. 11.4 Grating size, gap
and slant distance for 1200,
1480, 1740 and 1800 g/mm
versus incident angle
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11.3.2 The 2nd Stage Compressor

The 2nd stage compressor needs to dechirp the rest chirp, and a 30 fs short pulse
will be obtained after it. Hence, it is very easy to cause a grating damage. In
femtosecond regime, the damage threshold of the broad bandwidth dielectric
grating (0.18 J/cm2 for a 120 fs pulse reported by Martz) is lower than that of the
gold coated grating (0.6 J/cm2). Thus, Horiba Jobin Yvon’s gold coated gratings are
used in the design of the 2nd stage compressor. The 0.6 J/cm2 damage threshold
determines the smallest incident angle is 71°. A 74° incident angle is chosen to
make the fluence 0.5 J/cm2. Because of the small spatial chirp, a single-pass parallel
grating pair is designed as the 2nd stage compressor. And the other parameters are

Fig. 11.5 Cut off wavelength
of the part-clipping spectrum
range for 1200, 1480, 1740
and 1800 g/mm versus
incident angle

Table 11.2 Optimized 1st
stage compressor parameter

Grating density (g/mm) 1740

Incident angle (°) 52

Grating size (m) 1.10

Slant distance (m) 3.37

Wavelength range (nm) 721–864
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1740 g/mm grating groove density, 0.336 m slant distance, 0.544 m grating size,
0.37 m grating-beam gap, and 95–1078 nm spectrum range.

11.3.3 Dispersion and B Integral

The non-equivalent incident angles of the 1st and 2nd stage compressors will lead
to a big amount of uncompensated 3rd dispersion, and the nonlinearity effect within
the fused silica window would introduce the self-phase modulation effect (B inte-
gral), hence these two factors will distort the compression pulse temporal profile.

Figure 11.6a shows the compression pulses with a single-stretcher and with a
divided-stretcher, respectively. The incident angle and the grating groove density of
the single-stretcher are equivalent to those of the 1st stage compressor. The 2nd
dispersion of the single-stretcher-divided-compressor system could be compen-
sated, but the 3rd dispersion cannot be eliminated completely. In this way, a
divided-stretcher is designed to match the divided-compressor to compensate both
the 2nd, 3rd, and 4th order dispersion. The incident angle, the grating groove
density, and the chirped ratio of the divided-stretcher and those of the
divided-compressor are matched exactly. Moreover, the divided-stretcher has
another advantage: the smaller-stretcher can be precisely adjusted to match the 2nd

Fig. 11.6 a Compression
pulse with and without 3rd
dispersion compensation.
b Compression pulse with and
without extra 0.3 B integral
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order dispersion of the whole system without changing the larger-stretcher and the
divided-compressor. Therefore, the final dispersion design of system is given by
Fig. 11.7.

Besides, we could also adjust the incident angle of the single-stretcher to
compensate both the 2nd and the 3rd dispersion orders within the single-stretcher-
divided-compressor system.

The control purpose of the B integral within the amplification chain is 1.5.
Figure 11.6b shows the compression pulse with a 1.8 B integral added the influence
of the fused silica window, and this distortion is acceptable.

11.4 Tiled Grating

The requirement size of the second grating in the 1st stage compressor is 1.1 m.
However, the largest size of the available grating is 0.56 m. Therefore, the
object-image-grating self-tiling method is used to double the effective grating size
to 1.1 m, and the size of the corresponding mirror is 0.8 m [7].

The object-image-grating self-tiling method is a very easy way to enlarge the
effective grating size, as shown in Fig. 11.8, which reduce the number of tiling
errors within a tiled grating from 6 to only 3. Besides, the tiling condition moni-
toring of the proposed compressor design, as shown in Fig. 11.1, being very
convenient, which can be achieved only by observing the distribution of the main
beam focal spot. Unlike the traditional grating tiling, no additional monitoring
lasers are needed in a compressor with only one tiled grating. And a similar

Fig. 11.7 Schematic of the final dispersion system
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demonstration experiment is shown in Fig. 11.9, we just need 3 steps to achieve an
ideal object-image-grating self-tiling tiled grating by adjusting θy, θz, and
Δx (illustrated by Fig. 11.8) one by one.

Fig. 11.8 Degrees of freedom within a a tradition grating tiling and b an object-image-grating
self-tiling

Fig. 11.9 Three steps to achieve the ideal tiling condition
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11.5 Conclusions

A divided-compressor was designed for a 30 fs-300 J 10 PW Ti:sapphire laser to
compress the 2.7 ns/30 nm deep chirped laser pulse. This design is likely to satisfy
the 30 fs-300 J compression requirement. The number and the size of gratings, the
cubage of the vacuum compression chamber, and the complexity of the system
were optimized.

Acknowledgements This work was supported by the National Natural Science Foundation of
China under project 11304296.
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Chapter 12
Propagation of a Short Subterahertz Pulse
in a Plasma Channel in Air Created
by Intense UV Femtosecond Laser Pulse

A.V. Bogatskaya, A.M. Popov and E.A. Volkova

Abstract The evolution of the electron energy distribution function in the plasma
channel created in air by the third harmonic of the Ti:Sa-laser pulse of femtosecond
duration is studied. It is shown that strong nonequilibrium of such a plasma leads to
the possibility to use the channel for guiding and amplification of few-cycle elec-
tromagnetic pulses in subterahertz frequency range at the time of relaxation of the
energy spectrum in air determined by the vibrational excitation of the nitrogen
molecules. The refractive index and the gain factor as a function of time, electron
concentration and frequency of the amplifying radiation are obtained. The propa-
gation of few-cycle radio-frequency pulses through the amplifying medium is
analyzed.

12.1 Introduction

An important feature of the plasma structure appearing in the field of an ultrashort
laser pulse is its strong nonequilibrium. Such nonequilibrium can be used for a
number of applications, in particular, for generation of XUV attosecond pulses and
discussed by Agostini and Di Mauro [1] and Krausz and Ivanov [12]. The energy
spectrum of photoelectrons appearing in multiphoton ionization of the gas under the
conditions where the pulse duration is comparable or smaller than the average time
interval between the electron—atomic collisions consists of a number of peaks
corresponding to the absorption of a certain number of photons. Such an electron
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energy distribution function (EEDF) is characterized by the energy intervals with
the inverse population. It was demonstrated by Bunkin et al. [7], that such a
situation can be used to amplify electromagnetic radiation in a plasma.

The possibility to use the plasma channel created by a high intensity ultrashort
pulse of a KrF excimer laser ð�hX ¼ 5 eVÞ in xenon for the amplification of
radio-frequency pulses was analyzed by Bogatskaya and Popov [4]. In this paper
time dependences of the gain factor with various frequencies ω of the amplyfied
radio-frequency radiation in the xenon plasma channel were obtained. The possi-
bilty to amplify the subterahertz radiation in different gases was studied by
Bogatskaya et al. [5]. It was demonstrated that the xenon plasma has some
advantages as the amplifying medium in comparison with other rare and molecular
gases.

In this paper we discuss the possibility of using of the plasma channel created in
the atmospheric air as a waveguide for the transportation and amplification of the
radio-frequency radiation. The evolution of the electron energy spectrum in the
relaxing plasma created by the femtosecond laser pulse is examined using the
Boltzmann kinetic equation and the refactive index as well as the gain factor of
electromagnetic radiation in the plasma channel are calculated as a function of time
and electronic concentration in dependence of frequency in subterahertz band. It is
found that for definite range of the laser frequencies there exists also a rather short
time interval when such a relaxing air plasma can be also used as an amplifying and
guiding medium for radio-frequency ultrashort pulses. The propagation of such
pulses through the amplifying medium is studied in the frames of slow varying
amplitude approximation.

It should be mentioned that mechanism of the amplification of electromagnetic
radiation in the plasma channel discussed in this paper is close from physical point
of view to the effect of the negative absolute conductivity in the low temperature
gas-discharge plasma predicted by Rokhlenko [16] and Shizgal and McMahon [17],
experimentally detected by Warman et al. [18], and discussed in detail in reviews of
Aleksandrov and Napartovich [3] and Dyatko [10].

12.2 Kinetics of Photoelectrons in a Plasma Channel
Produced in Air by the Ultrashort UV Laser Pulse

To analyze the properties and evolution of the plasma channel created by a high
intensity laser pulse of femtosecond duration, it is significant to take into account
that the channel appears only due to the multiphoton ionization of molecules. In this
case, the avalanche ionization of the gas molecules can be neglected. Moreover, for
pulses with the duration of sp � 100 fs, elastic collisions of electrons with molecules
of the medium during the pulse can also be neglected. Indeed, the characteristic
time of collisions of electrons with nitrogen or oxygen molecules in air at
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atmospheric pressure and room temperature ðT � 0:03 eV) can be estimated as
Tc � 1=Nrv, where N � 2:5� 1019 cm�3 is the density of the particles,
r� 10�15 cm2 is the elastic collision cross section, and v� 108 cm=s is the velocity
of electrons appearing in the photoionization process. Under these conditions one
derives Tc � 4� 10�13 s. This time exceeds the duration of the laser pulse. This
means that the energy spectrum of photoelectrons by the end of the laser pulse is
determined only by the photoionization of molecules of the gas and can be obtained
from the solution of the problem of the ionization of a single atom or molecule in a
strong laser field. The evolution of the spectrum caused by elastic, inelastic and
electron-electron collisions, which is described by the Boltzmann kinetic equation,
takes place in the postpulse regime. For this reason, under the conditions of interest,
the problem of the ionization of the gas by laser radiation can be considered
independently from the problem of the evolution of the spectrum of photoelectrons.
The solution of the former problem is used as the initial condition for the latter one.

For the intensity range I� 1013 W=cm2 the ionization probability of O2 mole-
cules is a cubic function of the radiation intensity I for the third harmonic of the Ti:
Sa laser: wi � I3. For the N2 molecules we have four-photon ionization in this
intensity range: wi � I4. For the moderate fields with the laser intensity of the third
harmonic of the Ti:Sa laser*1011–1012 W/cm2 in accordance with the perturbation
theory the probability of the three-photon ionization is significantly larger than the
four-photon ionization probability. So plasma channel is formed mainly by the
three-photon ionization of O2 molecules. Also in such fields the AC Stark shift of
both bound levels and the continuum boundary can be neglected. Hence, the
position of the first peak in the spectrum of photoelectrons corresponds to the
energy e0 ¼ 3�hX� Ii, where Ii � 12:08 eV is the ionization potential of the oxygen
molecule, and Ω is the frequency of the laser radiation. The data collected by
Delone and Krainov [9] and Couairon and Mysyrowicz [8] lead to the estimation of
the degree of ionization in air as a ¼ Ne=N � 10�7 � 10�6 for the above mentioned
intensity range and the laser pulse duration sp � 100 fs. Here Ne is the electron
density.

Analyzing the evolution of the energy spectrum, we assume that the plasma
channel with a given degree of ionization and strongly nonequilibrium electron
energy distribution function is formed at the initial (zero) instant of time. The
electron energy distribution function (EEDF) is approximated by the Gaussian

nðe; t ¼ 0Þ ¼ 1
De

ffiffiffiffiffi
pe

p exp �ðe� e0Þ2
ðDeÞ2

 !
: ð12:1Þ

The width of the peak is determined by the pulse duration and for sp � 50�100
fs can be estimated as De � 0:2 eV. For the above mentioned intensity range
above-threshold ionization peaks can be neglected.
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This electron energy distribution function is normalized as

Z1
0

nðe; t ¼ 0Þ ffiffi
e

p
de ¼ 1: ð12:2Þ

The quantity nðe; tÞ ffiffi
e

p
is the probability density of the existence of the electron

with the energy ε.
The temporal evolution of the initial spectrum (12.1) was analyzed using the

kinetic Boltzmann equation for the EEDF in the two-term approximation. We also
assumed that the radio-frequency field amplifying in the plasma is weak enough and
does not contribute to the Boltzmann equation. Under above assumptions the
kinetic equation was written in a form:

@nðe; tÞ
@t

ffiffi
e

p ¼ QeeðnÞþQ	ðnÞþ
X
i

2m
Mi

@

@e
mðiÞtr ðeÞe3=2 nðe; tÞþ T

@nðe; tÞ
@e

� �� �
:

ð12:3Þ

The details can be found in the review of Ginzburg and Gurevich [11], and
monograph of Raizer [15].

Equation (12.3) has the form of the diffusion equation in the energy space. Here,
T is the gas temperature (below, we take T � 0:03 eV), m is the mass of the
electron, Mi (i = 1, 2) are the masses of the nitrogen and oxygen molecules

respectively, and mðiÞtr ¼ Nir
ðiÞ
tr ðeÞ

ffiffiffiffiffiffiffiffiffiffiffi
2e=m

p
is the partial transport frequency, where

rðiÞtr ðeÞ is the transport scattering cross section for N2 (i = 1) and O2 (i = 2) mole-
cules, N1 ¼ 0:79� N and N2 ¼ 0:21� N are the concentrations of N2 and O2

molecules in the air, QeeðnÞ is the integral of electron-electron collisions, Q	ðnÞ is
the integral of inelastic collisions. These integrals are described in detail in the
review of Ginzburg and Gurevich [11].

Equation (12.3) with the initial condition (12.1) was solved numerically using an
explicit scheme in the energy range e ¼ 0�5 eV: The elastic and necessary inelastic
cross sections for N2 and O2 molecules were taken from data obtained by Phelps
[14] and Phelps and Pitchford [13]. The total transport cross section for the elec-
trons in air is presented at Fig. 12.1. The most important for our consideration is the
existence of the energy interval e ¼ 1:5� 2:3 eV with the positive derivative
drtr=de[ 0.

Among a lot of inelastic collisions of electrons with nitrogen and oxygen
molecules the excitation of vibrational levels of the ground electronic state
N2(X

1Σ+) is of most importance. These cross sections are high enough in the energy
range *2–4 eV and contribute significantly to the temporal evolution of the EEDF
discussed below.
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The obtained from (12.3) EEDF makes it possible to calculate the temporal
dependence of the electrodynamic properties of the plasma channel created by laser
pulse. For example, the expression for the complex conductivity rðxÞ ¼
r0ðxÞþ ir00ðxÞ at the frequency x can be written in the form (for details see the
reviews of Ginzburg and Gurevich [11] and Bunkin et al. [7]):

rðxÞ ¼ 2
3
e2Ne

m

Z1
0

e3=2ðmtrðeÞþ ixÞ
x2 þ m2trðeÞ

� @nðe; tÞ
@e

� �
de: ð12:4Þ

The real part of this expression describes the dissipation of the energy of the
electromagnetic wave in the plasma. For weakly ionized plasma the absorption
coefficient at the frequency ω can be represented in the form:

lx ¼ 4pr0

c
¼ 2

3

x2
p

c

Z1
0

e3=2mtrðeÞ
x2 þ m2trðeÞ

� @nðe; tÞ
@e

� �
de; ð12:5Þ

where x2
p ¼ 4pe2Ne=m is the squared plasma frequency.

The imaginary part of the expression (12.4) determines the plasma refractive
properties. The refractive index of the weakly ionized plasma can be written in a
form:

nx ¼ 1� 2pr00

x
¼ 1� 1

3
x2

p

Z1
0

e3=2

x2 þ m2trðeÞ
� @nðe; tÞ

@e

� �
de: ð12:6Þ

Fig. 12.1 Transport cross
section for the electrons in air
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In the case when mtrðeÞ ¼ const for any expression for the EEDF we derive
well-known formulas (see, for example, the monograph of Raizer [15]) for
refractive index and absorption coefficient in the weakly ionized plasma:

nx ¼ 1� 1
2

x2
p

x2 þ m2tr
; lx ¼ x2

pmtr
cðx2 þ m2trÞ

ð12:7Þ

In particular, we note that the refractive index nx\1, i.e. plasma is optically less
dense medium than the neutral gas.

In more general case when transport frequency is the function of the electron
energy the refractive index and the absorption coefficient depends on the specific
form of the electron energy distribution function. Typically EEDF decreases with
the energy, i.e. @n=@e\0 and, consequently, both integrals in (12.5) and (12.6) are
positive and, hence, nx\1, i.e. plasma remains to be optically less dense medium,
and lx [ 0. However, in the process of the photoionization of atoms or molecules
by short pulses, energy ranges with the positive derivative, @n=@e[ 0, appear to
exist for the initial instant of time. Such energy intervals make a negative contri-
bution to the integrals in (12.5) and (12.6). In particular, it was demonstrated by
Bunkin et al. [7] that the integral in (12.5) can become even negative in the
low-frequency range x\mtr in gases with the pronounced Ramsauer minimum for
the EEDF with energy interval with positive derivative, @n=@e[ 0. In the papers of
Bunkin et al. [7] and Bogatskaya et al. [5] it was found that for the plasma with the
EEDF similar to (12.1) the amplification of the electromagnetic radiation with
x\mtr will be possible, if the condition

d
de

e=rtrðeÞ\0 ð12:8Þ

is fulfilled. Typically, the condition x\mtr is satisfied for the subterahertz fre-
quency range x� 1012 s�1. As about change the sign of the integral (12.6) for the
EEDF defined by (12.1) it will take place for the gases with

d
de

e1=4
.
rtrðeÞ\0 ð12:9Þ

This inequality is much more soft and is performed for many gases.
Bogatskaya and Popov [4] demonstrated that the presence of the Ramsauer

minimum in the transport cross section of xenon and as a consequence the rapidly
increasing range of the rtrðeÞ can be responsible for the appearance of the ampli-
fication of electromagnetic radiation in the plasma created by multiphoton ioniza-
tion by short laser pulse. Both N2 and O2 molecules do not characterized by the
Ramsauer minimum. Nevertheless, the transport cross section for electron scattering
on nitrogen molecule is characterized by large positive value of the derivative
drtr=de in the energy range of *1.5–2.3 eV. As a result, the condition (12.8) is
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satisfied in this range (see Fig. 12.2). It means that it is also possible to obtain the
negative values of the absorption coefficient.

We would like to stress, that for the case under study integral in (12.6) can also
become negative. It means, that the refractive index for such strongly nonequlib-
rium plasma will be greater than unity, nx [ 1 and plasma will become optically
more dense medium than the nonionized gas. Thus, such a plasma channel can be
considered as waveguide for both transportation and amplification of microwave
radiation.

Results of the numerical simulations for the EEDF evolution in time in air are
presented at Figs. 12.3 and 12.4 for two different energy positions of the initial
photoelectron peak. As can be seen, for the initial energy of photoelectrons e0 ¼
1:8 eV (this energy value is very close to the ionization of oxygen molecules by the
third harmonic of the Ti:Sa laser) the electron energy distribution function is
characterized by pronounced maximum, which is gradually shifted toward lower

Fig. 12.2 The value e=rtrðeÞ
for electrons in air

Fig. 12.3 The EEDF in air at
various times after the
creation of the plasma
channel. Initial peak of
photoelectrons is
characterized by e0 ¼ 1:8 eV
and electron concentration
Ne = 1013 cm−3
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energies. While the average electron energy is more then *1.5 eV (see the
dependence at Fig. 12.2), it is naturally to expect the positive value of the gain
factor. It should be emphasized that for larger energy of the initial photoelectrons
ðe0 ¼ 2:2 eVÞ the temporal evolution of the EEDF is quite different from that was
discussed above (see Fig. 12.4). Due to significant value of the cross sections for the
vibrational excitation of N2 molecules by electrons with energies above *2.0 eV
the characteristic time of relaxation of the EEDF for e0 ¼ 2:2 eV decreases dra-
matically and photoelectrons are found to be distributed over the energy range of
1:0�2:2 eV even for the t = 1 ps. Later the Gaussian-type EEDF is formed again,
but the average energy of photoelectrons for these instants of time is less 1.5 eV,
and the positive value of the gain factor can not be achieved.

The electron energy distribution functions obtained in the numerical simulations
were used to calculate the gain factor of electromagnetic radiation ðkx ¼ �lxÞ in
the air plasma for different values of the initial peak position and the frequency of
the amplified radiation x ¼ 5� 1011 s�1. These data are presented at Fig. 12.5.

Fig. 12.5 Time dependence
of the gain factor of the
electromagnetic radiation with
frequency 0.5 THz in the
atmospheric air plasma
channel for different energies
of the photoionization peak

Fig. 12.4 The EEDF in air at
various times after the
creation of the plasma
channel. Initial peak of
photoelectrons is
characterized by e0 ¼ 2:2 eV
and electron concentration
Ne = 1013 cm−3
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The data presented clearly demonstrate that the amplification of the radiation is
possible if the energy of photoelectrons is less than *2.25 eV. On the other hand,
the energy of the initial photoelectron peak should not be less than 1.5 eV. The
maximum value of the gain factor can be obtained for the initial photoelectron peak
position e0 ¼ 1:8 eV.

Such energy of photoelectrons appears to exist for the three-photon ionization by
the laser radiation with �hX � 4:63 eV which is very close to the third harmonics of
the Ti:Sa laser. Even for such value of e0 the gain factor is found to be positive
during approximately 25 ps. It means that the plasma channel in air can be used for
amplification of only extremely short few-cycled radio-frequency pulses. For
example, for x ¼ 5� 1011 s�1 it is possible to amplify the pulses of two or three
cycle duration. For higher frequencies of amplified radiation the gain factor drops
dramatically as the condition x\mtr is not satisfied already.

Fig. 12.6 Time dependencies
of the gain factor (a) and
refractive index (b) for the RF
radiation with frequencies
(THz) 0.2 (1), 0.5 (2), 1 (3) in
the plasma channel for the
initial photoelectron peak
position e0 ¼ 1:8 eV.
Electron concentration
Ne = 1013 cm−3
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The results of simulation for gain factors and refractive indexes Dnx ¼ nx � 1
for initial peak position at 1.8 eV and for different frequencies of the
radio-frequency (RF) field are presented at Fig. 12.6. It can be seen that increasing
of the RF frequency results in shortening of the time interval can be used for
guiding and amplification of the microwave radiation. On the other hand for
microwave field frequencies up to 1012 W/cm2 the time interval for positive value
of Dnx ¼ nx � 1 is several times larger than the interval for positive gain factor.

12.3 Propagation and Amplification
of the Radio-Frequency Pulses in the Plasma
Waveguide

As it is known, propagation of the electromagnetic radiation in the medium is
described by the wave equation:

r2~E � 1
c2

@2~E
@t2

¼ 4p
c2

@~j
@t

: ð12:10Þ

Here ~E is the electric field strength,~j is the density of the electric current in the
plasma.

To analyze the process of microwave pulse propagation qualitatively we use the
optical parabolic approximation for the solution of (12.10) (for details see the
monograph of Akhmanov and Nikitin [2]). According to this approximation for the
pulse propagation along z-direction E should be represented as

~Eð~r; tÞ ¼ ~E0ðq; z; tÞ� expðiðkz� xtÞÞ ð12:11Þ

Here E0 is the envelope of the radio-frequency pulse, and k ¼ x=c is the wave
number.

If we neglect the temporal dispersion, the expression for~j can be written in a
form~j ¼ r~E. Here r is the conductivity determined by expression (12.4). In this
paper we assume that the radio-frequency pulse is linearly polarized and its
intensity is weak enough and do not contribute to the temporal evolution of the
EEDF in the plasma channel. As the electronic density in the plasma channel is low
enough, the refractive index at the frequency x ¼ 5� 1011 s�1 is close to unity and
it is possible to assume that the radio-frequency pulse propagates in the channel
with the speed of light. After some approximations one can obtain the folowing
equation for the E0:

ik
@E0

@z
þ 1

c
@E0

@t

� �
¼ � 1

2
r2

?E0 � Dnxðt � z=cÞk2E0 þ i
2
kxðt � z=cÞkE0 ð12:12Þ
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The first term in the right part in (12.12) stands for the diffraction divergence of
the electromagnetic field, the second one describes the plasma focusing (defocus-
ing) features and the third term represents the absorption (amplification) process.
Actually, the amplification duration s corresponds to the amplification distance of
about c � s *1 cm. So the laser pulse creates the air plasma channel characterized
by amplifying «trail» (see Fig. 12.7). If we launch the laser pulse and the
few-cycled RF pulse just one after another simultaneously, the last one will con-
tinually locate in the amplifying zone of the laser pulse.

It can be seen from (12.12) that in the case nx [ 1 the plasma channel will partly
suppress the diffration divergence of the RF radiation. If the condition

ðnx � 1Þk2R2 [ 1 ð12:13Þ

(here R is the plasma channel radius) is satisfied the channel looks like the
waveguide and can transport the radiation without divergence. For x ¼ 5�
1011 s�1 and k ¼ x=c � 16:7 cm�1 and Dnx � 0:0035 (see Fig. 12.6) the guiding
regime of propagation will be realized for R[ 1 cm.

For the guiding regime of the RF pulse propagation corresponding to the
compensation of the divergence term in (12.12) by focusing term the (12.12) can be
rewritten in a form

@E0ðz; sÞ
@z

¼ 1
2
kxðsÞE0ðz; sÞ; ð12:14Þ

where the new retardation time is introduced: s ¼ t � z=c. From (12.14) one
obtains:

E0ðz; tÞ ¼ Uðt � z=cÞ exp 1
2
kxðt � z=cÞz

� �
: ð12:15Þ

Fig. 12.7 Spatial structure of
radio (1) and laser (2) pulses
for a given instant of time.
Dash curves are the spatial
profiles of the gain factor and
refractive index
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Here U is the initial envelope of the RF pulse. We assume that it has the
Gaussian form and temporal duration of three optical cycles. Figure 12.8 shows that
the significant increase of the radio-frequency pulse amplitude can be obtained
during its propagation despite the short time of amplification.

To conclude the discussion of radio frequency pulse guiding and amplification in
a plasma channel we would like to stress that (12.12) and (12.14) are obtained in the
optical parabolic approximation. It was demonstrated by Brabec and Krausz [6] that
this approximation can be applied for the propagation of the pulse of few duration
cycles only qualitatively.

12.4 Conclusions

In this paper it has been shown that a plasma channel created in the atmospheric air
by the third harmonic of the Ti:Sa laser can be used for amplification and guiding of
few-cycle electromagnetic pulses in subterahertz frequency range. Despite the short
time duration of the positive gain factor there is an opportunity to reach significant
amplification by the simultaneous launching of the laser and few-cycle RF pulses
with approximately the same propagation velocity.

Acknowledgements This work was supported by the Russian Foundation for Basic Research
(project no. 15-02-00373). Numerical modeling was performed on the SKIF-MSU Chebyshev
supercomputer.

Fig. 12.8 Time dependence
of the electric field strength in
the amplifying pulse for
different propagation lengths
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