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Foreword

Dear reader,
On behalf of the four Scientific Statistical Societies—the SEIO, Sociedad de

Estadística e Investigación Operativa (Spanish Society of Statistics and Operations
Research); SFdS, Société Française de Statistique (French Statistical Society); SIS,
Società Italiana di Statistica (Italian Statistical Society); and the SPE, Sociedade
Portuguesa de Estatística (Portuguese Statistical Society)—we would like to inform
you that this is a new book series of Springer entitled Studies in Theoretical and
Applied Statistics, with two lines of books published in the series: Advanced Studies
and Selected Papers of the Statistical Societies.

The first line of books offers constant up-to-date information on the most recent
developments and methods in the fields of theoretical statistics, applied statistics,
and demography. Books in this series are solicited in constant cooperation between
the statistical societies and need to show a high-level authorship formed by a team
preferably from different groups so as to integrate different research perspectives.

The second line of books presents a fully peer-reviewed selection of papers on
specific relevant topics organized by the editors, also on the occasion of conferences,
to show their research directions and developments in important topics, quickly and
informally, but with a high level of quality. The explicit aim is to summarize and
communicate current knowledge in an accessible way. This line of books will not
include conference proceedings and will strive to become a premier communication
medium in the scientific statistical community by receiving an impact factor,
as have other book series such as Lecture Notes in Mathematics. The volumes of
selected papers from the statistical societies will cover a broad range of theoretical,
methodological, as well as application-oriented articles, surveys, and discussions. A
major goal is to show the intensive interplay between various, seemingly unrelated
domains and to foster the cooperation between scientists in different fields by
offering well-founded and innovative solutions to urgent practice-related problems.

On behalf of the founding statistical societies, I wish to thank Springer, Heidel-
berg, and in particular Dr. Martina Bihn for the help and constant cooperation in the
organization of this new and innovative book series.

Rome, Italy Maurizio Vichi
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Preface

The Italian Statistical Society (SIS) holds a biyearly international scientific meeting
where both methodological and applied statistical research papers are welcome. The
aim of this volume is to present significant and innovative contributions which were
presented in a preliminary version at the 46th International Meeting of the SIS in
Rome. More than 250 contributions were presented at this meeting by about 500
scientists and experts coming from several countries. Fifty-eight extended versions
of these contributions were subsequently submitted for potential inclusion in this
volume. After a careful double-blind review process, carried out with the help of
approximately one hundred referees, 27 of these papers were chosen.

The volume is organized into five parts: the first three are in prevalence based on
a methodological framework; and the other two regard applied issues. The first part
collects miscellaneous contributions on statistical theory. The second focuses on
methods for data mining and multivariate data analysis. The papers included in the
third part deal with sampling and estimation methods. The papers in the fourth part
focus on the application of statistical methods in the analysis of social, demographic,
and health data, and the last part is dedicated to the analysis of economic and
econometric features.

The editors are grateful to all the referees for their conscientious work. Finally,
special thanks go to Alice Blanck from Springer Verlag for her patience and valued
assistance in preparing this volume.

Rome, Italy Giorgio Alleva
Florence, Italy Andrea Giommi
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Part I

Statistical Theory andMethods



Empirical Orthogonal Function and Functional
Data Analysis Procedures to Impute Long Gaps
in Environmental Data

Francesca Di Salvo, Antonella Plaia, Mariantonietta Ruggieri,
and Gianna Agró

Abstract

Air pollution data sets are usually spatio-temporal multivariate data related to
time series of different pollutants recorded by a monitoring network.

To improve the estimate of functional data when missing values, and mainly
long gaps, are present in the original data set, some procedures are here
proposed considering jointly Functional Data Analysis and Empirical Orthogonal
Function approaches. In order to compare and validate the proposed procedures,
a simulation plan is carried out and some performance indicators are computed.
The obtained results show that one of the proposed procedures works better than
the others, providing a better reconstruction especially in presence of long gaps.

1 Introduction

Imputing missing values is a very crucial issue in many fields [4], especially in air
pollution data sets, where often high percentages of data are missing and long gap
sequences may occur, due to failures of monitoring instruments or integration of
data from mobile and fixed stations. At this aim many methods have been proposed
in literature, such as Kriging and other optimal interpolation methods, for example,
objective analysis. Both Empirical Orthogonal Function (EOF) and Functional Data
Analysis (FDA) are also used for imputing missing values and as denoising tools at
the same time. In particular, EOF methodology is one of the emerging approaches

F. Di Salvo • A. Plaia (�) • M. Ruggieri • G. Agró
Department of Statistical and Mathematical Sciences, University of Palermo, Viale delle Scienze,
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4 F. Di Salvo et al.

in this framework; it has been widely used for oceanographic and meteorological
applications to fill in missing data in spatio-temporal univariate data sets and it is
particularly valid when a high percentage of data is missing [1, 12].

The objective of this paper is to extend the EOF to a spatio-temporal multivariate
data set, described as functional, to improve the estimate of functional with a recon-
struction of signal in correspondence of long gaps. Two procedures, performing
EOF and FDA jointly, are here proposed and compared:

P1: EOFs are computed on the observed data by a Singular Value Decomposition
(SVD) and a Principal Component Analysis (PCA) and then the approximated
data are converted into functional;

P2: data are converted into functional and the reconstruction is obtained by
Functional Singular Value Decomposition (FSVD) and Functional Principal
Component Analysis (FPCA).

The two procedures are compared by computing two performance indicators [10]
on simulated missing data. The entire analysis is implemented in R by using also
fda package (http://cran.r-project.org).

In Sect. 2 the observed data set is described, while in Sect. 3 the main char-
acteristics of the FDA and the EOF approaches are briefly outlined. In Sect. 4
the simulation plan and the initial missing values imputation are presented, then
the proposed procedures are introduced. Finally, in Sect. 5 the obtained results are
shown and in Sect. 6 some conclusions are drawn.

2 The Air Pollution Data Set

A spatio-temporal multivariate data set, related to four main pollutant concen-
trations (CO, NO2, PM10 and SO2) hourly (or bi-hourly) recorded at the nine
monitoring stations of Palermo (Italy) during 2005, is considered. O3 is not included
in the analysis, being available only for two stations. Data are provided by AMIA
(Azienda Municipalizzata Igiene Ambientale, http://www.amianet.it/).

To obtain daily syntheses, data are aggregated by time, at each site for each
pollutant, using the functions suggested by EC guidelines [2].

To compare pollutants, different for measurement unit or order of magnitude,
data are also standardized. Among all the standardizing transformations proposed in
literature, we prefer the linear interpolation [6] and use the EC directive thresholds
reported in [5], obtaining values in [0, 100]. Details about the reason of this choice
are reported in [9].

Data are organized in a three way (T �N �P D 365�9�4) array of standardized
observed data.

http://cran.r-project.org
http://www.amianet.it/
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3 The Approaches Based on FDA and EOF

3.1 The Empirical Orthogonal Functions

The EOF analysis has become an interesting statistical tool for reconstructing the
data, through the identification of structures in space–time relationships [1, 12].

Performing an SVD, the focus is extracting empirically salient modes of variation
from the spatial and temporal singular vectors of the data matrix. Starting from a
three-way array T � N � P, we arrange the observation of a pollutant pj referred to
N sites and T instances of time, into the matrix X

pj

.N�T/:

Since we aim to account for joint multivariate spatio-temporal covariance
structures, in our approach the SVD is performed on the matrix

X D jXp1 ;Xp2 ; : : : ;XpP j :

The ith row of X gives the profile of the data in the ith site, with the T columns of
the pth submatrix relating to timing variations in the pth pollutant. The generic tth
column of the pth submatrix gives the space profile of the pth pollutant in a single
day.

SVD decomposes the spatio-temporal data matrix in the product X D U� A,
where U D fuirg is the matrix of left singular vectors, spanning the space of the

variables along the sites, A D
n
apj

rt

o
is the matrix of the right singular vectors

spanning the space of the variables along the time, and � is the diagonal matrix
with elements

˚p
�r
�
.

By selecting the first � � rank.X/ eigenvalues of the matrix � :

XN�.T�P/ � UN������A��.T�P/;

the data are given the interpretation of the sum of multiplicative effects of spatial
and temporal factors:

xpj
i .t/ �

�X
rD1

�ruira
pj
rt : (1)

The relationship with PCA is well known when the principal components are
computed from the covariance matrix of X.

Since the pollutants are correlated within each station [11], the approach allows
to exploit and recover their simultaneous variability.
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3.2 Functional EOFs

The advantage of using FDA depends on the nature of observed data; such an
approach is just suggested by the functional structure of the data. In FDA observed
data are considered as continuous functions of time sampled in discrete times [7]
and subject to observational noise. The error term is subject to the usual iid
assumptions with zero mean and constant finite variance; converting observed data
into functional aims also at removing such a random component.

In this context, the generic realization x
pj

is , recorded at time s (s D 1; : : : ;T) for
the pollutant pj ( j D 1; : : : ;P) at the station i (i D 1; : : : ;N), is the result of a signal,
Qx pj

i .t/, affected by a noise "
pj

is :

x
pj

is D Qx pj

i .t/C "
pj

is : (2)

The curves Qx pj

i .t/ in (2) may be expressed in terms of a linear combination
of a complete set of K suitable basis functions �k; details about smoothing
strategies for functional data are exhaustively treated in [8]. Here we describe the
adopted strategy: a unique basis system is chosen for all the pollutants, since in a
multivariate approach, we are taking into account the simultaneous variability of all
the pollutants:

Qx pj

i .t/ D
KX
k

c
pj

i;k�k.t/: (3)

Making use of regression splines, which are functions obtained by joining segments
of polynomials smoothed at points called knots, we avoid to impose uniform
cyclicity on the curves. The implementation makes use of cubic B-spline basis
system with K D 179 equally spaced knots, that allow to capture seasonal, monthly
and weekly variations [3], but also events that occur irregularly and cannot be
expected to be periodically repeated.
In the (3) the N � K � P coefficients c

pj

i;k are estimated by penalized least squares
(see [8]). Here the chosen value for the smoothing parameter (� D 2) appears to
be a fair compromise between what can be suggested by an automatic method, such
as the generalized cross validation, and a subjective choice, that aims at smoothing
rough data without hiding their variability linked to possible peaks. On the whole,
our choices seem to be a good trade-off in smoothing between the removal of
measurement error and the preservation of information.
For the second Procedure P2, EOF is carried out on the functional data set QX, with
the advantages of dealing with a few coefficients, rather than a large number of
data [8].

The FPCA, which takes place in the space spanned by the basis function
set, was deeply studied by Ramsay and Silverman [8]; in [11] we discussed the
computational aspects for the extension to the multipollutant case and we also
developed the computational steps for the FSVD.
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Due to the high correlations among the curves of the pollutants in each site and
the high correlations among the sites for a single pollutant, our approach allows
to capture the temporal dynamic of a pollutant in the whole area and the local
dynamics in a site for all the pollutants. The crucial node of this approach is that the
generalization to the functional multivariate setting must preserve the well known
PCA and SVD properties: the appeal of an FSVD must consist in the ability to
extract the most relevant mode of variations from the spatial and temporal singular
vectors of the matrix whose elements are defined in terms of the basis functions and
coefficients.
As detailed in [11] we move from the linear expansion (3) of the curves, defining
the matrices Zpj for each pollutant:

Zpj D N�1Cpj WL;

where C
pj

.N�K/ is the matrix of coefficients c
pj

i;k, W is the order K symmetric matrix
in terms of the basis system ˚k:

W D
Z
˚.t/˚.t/0dt; (4)

and L is the inverse matrix of the Cholesky decomposition of W, i.e. L D .W
1
2 /�1:

Accounting for joint multivariate spatio-temporal covariance structures, in our
approach the FSVD is based on the SVD of the matrix Z:

Z D jZp1 ;Zp2 ; : : : ;ZpP j :

The ith row of Z gives the temporal profile of P curves in the ith site. The kth
column for the pth submatrix gives the spatial profile of the coefficients along the N
sites for the kth basis and the pth pollutant.

FSVD decomposes Z in the product:

ZN�.K�P/ D UN�.K�P/�.K�P/�.K�P/A.K�P/�.K�P/;

where the columns of U, furg are the left singular vectors, spanning the space of
the coefficients along the sites, the rows of A, farg, are the right singular vectors
spanning the space of the variables along the time, and � is the diagonal matrix
with elements

˚p
�r
�
.

By selecting the first � � rank.Z/ eigenvalues of the matrix � :

ZN�.K�P/ � UN������A��.K�P/ (5)

the best rank-� approximated coefficients can be interpreted in terms of the
multiplicative effects of spatial and temporal factors. Splitting the matrix A��.K�P/
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into P parts:

A��.K�P/ D
ˇ̌
ˇAp1

��K ; : : : ;A
pP

��K

ˇ̌
ˇ

we obtain:

z pj
ik �

�X
rD1

�ruira
pj
.rk/: (6)

The approximated matrix, obtained by (6), contains new coefficients for the basis
system in the linear expansion of the data.
The FPCA also decomposes variability in functional data, finding directions along
which data have the highest variability. This goal is achieved by an eigenanalysis of
the variance operator yielding eigenfunctions �m.t/ that vary with time, after having
defined approximations of the continuous eigenfunctions in terms of the centred
smoothed functional data. The eigenfunctions form a set of EOFs (in [8] they are
named harmonics). The principal scores, uncorrelated in the new coordinate system,
are weighted at each instance of time by the EOFs, determining the approximated
rank-� matrix, whose elements are the coefficients for the basis system in the linear
expansion of the data; from the relationship between FPCA and FSVD, it follows
that the standardized principal scores are the columns of the matrix U (see [11] for
a detailed description).

A potential weakness of this reconstruction is that it is optimal only when
the underlying pattern is linear, while nonlinear processes in general may be
more realistic; however, it provides a good approximation and, because of the
orthogonality of the directions of variation, simple interpretations.

4 The Initial Imputation and the Proposed Procedures

In order to compare the performance of different imputation methods, many studies
use real data sets and simulated missing data patterns by deleting values.

In this paper, to validate the proposed imputation procedures, simulated incom-
plete data sets are generated reproducing the actual pattern of missing data, that is
the same pattern of the observed data set. In particular, 100 missing data indicator
arrays MT�N�P (365�9�4), with dimensions as our data set, are randomly generated
from a Bernoulli distribution with parameter � equal to the actual percentage of
missing in each monitoring station. It can often happen that very long gap sequences
are observed in air pollution data sets, due to long time failures not easily solvable or
to data coming from a mobile monitoring station, therefore some gap sequences of
2 or 3 months long are also randomly generated and randomly placed, according to
pollutant and station, in each array M. Then, each array M is applied to the observed
data set X365�9�4, creating “artificial” gaps and obtaining 100 arrays XM. Since the
values corresponding to the gaps artificially created are known, the computation
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of some performance indicators allows to assess the goodness of the imputation
methods.

Before performing any procedure on each XM, missing data must be replaced by
some initial values: fixing the pollutant, they are first filled by a station mean (Ms),
that is the annual mean for each station or by a day mean (Md), that is the mean
among stations for each day.

After filling initially artificial missing by Ms or Md, the two proposed procedures
are carried out on each XM; in order not to lose any information, only missing values
are replaced.

In particular:

• Procedure 1 (P1)
The EOF (PCA and SVD) is performed on each XM and the reconstructed

array is converted into functional obtaining QXM
P1;

• Procedure 2 (P2)
Each array XM is converted into the functional QXM and the functional EOF

(FPCA and FSVD) is performed on QXM obtaining QXM
P2.

The aim is to investigate if a preliminary functional transformation allows a better
reconstruction by EOF in presence of long gap sequences.

The optimal number � of EOFs to be extracted can be determined in different
ways, for example, by cross-validation techniques. In this paper the proposed
procedures are compared with the same �; such a value is chosen on the basis of
the explained variability (more than 95%).

After obtaining the reconstructed arrays QXM
P1 and QXM

P2 by the procedures P1
and P2, these are compared with QX, representing actual data, by means of two
performance indicators (for a detailed description see [10]) :

• the correlation coefficient 	,
• the root mean square deviation RMSD.

	 and RMSD are computed between the set of missing values or just long gap
sequences (and not the whole arrays). Of course, the higher is 	 and the lower is
RMSD, the better is the reconstruction. RMSD, with respect to 	, is related to the
size of the discrepancies between actual and imputed values, while 	 is related to
data variability.

5 Results

The distributions of the two performance indicators 	 and RMSD, over the 100
arrays XM, are summarized by their means M and standard deviations 
 considering,
for the two different initial imputations Md and Ms, the whole set of missing values
or only long gap sequences (Table 1). Actually, due to seasonal behaviour of a
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Table 1 M and 
 of performance indicators

Initial imputation: Md Initial imputation: Ms

P1PCA P1SVD P2FPCA P2SVD P1PCA P1SVD P2FPCA P2SVD

All missing values

M	 0.9724 0.9742 0.9708 0.9568 0.9773 0.9795 0.9756 0:9690


	 0.0122 0.0125 0.0121 0.0126 0.0070 0.0070 0.0069 0:0070

MRMSD 3.3194 3.1928 3.4149 4.1434 2.9852 2.8312 3.0969 3:5357


RMSD 0.7136 0.7445 0.6891 0.5841 0.4172 0.4279 0.3903 0:3147

Only long gap sequences

M	 0.7747 0.7716 0.7722 0.7779 0.5137 0.5876 0.5238 0:7478

	 0.2341 0.2399 0.2365 0.2365 0.3272 0.3446 0.3155 0:2248
MRMSD 3.9822 3.8306 4.0046 4.1660 3.8386 3.5845 3.8574 3:5852

RMSD 2.5647 2.5391 2.5507 2.6019 2.1292 2.0711 2.1069 1:7818

pollutant, Ms could be a bad initial imputation, nevertheless it is here considered
to test the robustness of the proposed procedures.

As it can be observed, when the initial imputation is the day mean Md, the
results obtained on all missing values by the four procedures are quite similar
for both performance indicators; the same happens if only long gap sequences are
considered.

When the initial imputation is the station mean Ms, the results obtained on all
missing values by the four procedures are still quite similar for both performance
indicators but, if only long gap sequences are considered, P2SVD outperforms the
other three procedures (Table 1 in bold), giving results comparable to the ones got
when the initial imputation is the day mean Md. Thus, P2SVD should seem not to
be influenced by the initial imputation, appearing more “robust” with respect to the
other procedures. Actually, P2SVD and P1SVD provide in average the same results
for RMSD, but the standard deviation of RMSD is lower for P2SVD.

What we now claim is also evident by the distributions of the two performance
indicators over the 100 arrays XM, reported in Fig. 1 and obtained considering Ms
as initial imputation and only long gap sequences. The 	 distribution is always
negatively asymmetric, but it shows a noticeable higher percentage of arrays with a
higher 	 for P2SVD. The RMSD distribution appears positively asymmetric for all the
four procedures, confirming their good performance, but presents a lower variability
for P2SVD.

In Fig. 2 some examples of long gaps reconstructed by the four procedures are
shown. As it can be noted, the curves obtained by P2SVD are very close to the curves
FD, representing actual observed data after denoising; these lines seem to follow
the continuous ones by catching the same peaks. So, the procedure P2SVD enables
to recover the data variability by taking into account the recorded peaks better than
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Fig. 2 Examples of long gaps reconstructed by the proposed procedures (initial imputation: Ms)

the other procedures. This is also confirmed by the values of RMSD and 	, reported
in Table 2, lower and higher for P2SVD, respectively.
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Table 2 Performance indicators for the examples reported in Fig. 2

	 RMSD

P1PCA P1SVD P2FPCA P2SVD P1PCA P1SVD P2FPCA P2SVD

Example 1 0.6335 0.6512 0.5746 0.9261 5.6344 5.6076 5.7629 3.9345

Example 2 0.8965 0.8502 0.8400 0.9348 5.0189 5.1765 5.2945 3.5141

Example 3 0.4139 0.8462 0.4322 0.9428 5.6838 4.4335 5.6928 2.9402

Example 4 0.8501 0.8533 0.8374 0.8939 5.9912 5.8935 6.1259 3.6078

6 Conclusions

In this work some procedures are compared using a spatio-temporal multivariate
data set related to air pollution, in order to find the most effective one for estimating
functional data in presence of missing values; in particular, the paper focuses on
long gap sequences. To deal with functional rather than raw data it aims also at
denoising pollution time series by fluctuations due to contingent factors.

The proposed procedures take jointly into account FDA and EOF. In the
Procedure 1 observed data are first reconstructed by EOF and then converted into
functional; in the Procedure 2 observed data are first transformed into functional
and then EOF reconstruction is applied. The aim is to investigate if a better
reconstruction, especially in presence of long gaps, can be provided by EOF after a
preliminary pre-processing of data by FDA. Cubic B-spline basis system has been
used, nevertheless the procedures result to be robust to the basis choice, since similar
results have been observed considering Fourier basis system.

Data sets with simulated pattern of missing are used in order to test the validity
of the proposed procedures by means of some performance indicators.

On the basis of the obtained results, the Procedure 2 by FSVD (SVD applied
to functional converted data) outperforms the Procedure 1: it seems not to be
influenced by the different initial imputations, appearing more “robust” with respect
to the Procedure 1 and providing very interesting results in presence of long gap
sequences also if an initially raw imputation, as a station mean, is used to replace
initially missing values.

Such a feature results to be particularly attractive when long sequences of missing
data, occurring from mobile and fixed sites, need to be integrated.

Acknowledgements We would like to thank the referee for his useful suggestions, that we tried
to use to improve the paper.
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Unconditional and Conditional Quantile
Treatment Effect: Identification Strategies
and Interpretations

Margherita Fort

Abstract

This paper reviews strategies that allow one to identify the effects of policy
interventions on the unconditional or conditional distribution of the outcome of
interest. This distinction is irrelevant when one focuses on average treatment
effects since identifying assumptions typically do not affect the parameter’s
interpretation. Conversely, finding the appropriate answer to a research question
on the effects over the distribution requires particular attention in the choice of
the identification strategy. Indeed, quantiles of the conditional and unconditional
distribution of a random variable carry a different meaning even if identification
of both these set of parameters may require conditioning on observed covariates.

1 Introduction

In the recent years there has been a growing interest in the evaluation literature
for models that allow essential heterogeneity in the treatment parameters and
more generally for models that are informative on the impact distribution. The
recent increase in the attention devoted to the identification and estimation of
quantile treatment effects (QTEs) is due to their intrinsic ability to characterize the
heterogeneous impact of the treatment on various points of the outcome distribution.
QTEs are informative about the impact distribution when the potential outcomes
observed under various levels of the treatment are comonotonic random variables.
The variable describing the relative position of an individual in the outcome
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distribution thus plays a special role in this setting, representing at the same time the
main dimension along which treatment effects are allowed to vary as well as a key
ingredient to relate potential outcomes. Several identification approaches currently
used in the literature for the assessment of mean effects have thus been extended
to quantiles. Most of these strategies require to condition on a set of variables to
achieve identification. While conditioning on a set of observed regressors does not
affect the interpretation of the parameters in a mean regression, this is not the case
for quantiles. The law of iterated expectations guarantees that the parameters of a
mean regression have both a conditional and an unconditional mean interpretation.
This does not carry over to quantiles, where conditioning on covariates affects the
interpretation of the residual disturbance term. Indeed, since quantile regression
allows one to characterize the heterogeneity of the treatment response only along
this latter dimension, conditioning on covariates in quantile regression generally
affects the interpretation of the results.

This paper reviews strategies aimed at identifying QTEs, covering strategies that
deal with the identification of conditional and unconditional QTEs with particular
attention to cross-sectional data applications in which the treatment is endogenous
without conditioning on additional covariates. The aim of the paper is to provide
useful guidance for users of quantile regression methods in choosing the most
appropriate approach while addressing a specific research question.

The remainder of the paper is organized as follows. After introducing the basic
notation and the key parameters of interest in Sects. 2 and 3 reviews solutions to the
identification of QTEs. The review covers strategies that are appropriate only when
the outcome of interest is a continuous variable, i.e. in cases where the quantiles
of the outcome distribution are unambiguously defined. It concludes illustrating
some of the methods through two illustrative examples aimed at assessing the
distributional impacts of training on earnings and of education on wages. Section 4
concludes.

2 What Are We After: Notation and Parameters of Interest

In this section I first introduce the notation used throughout the paper and then define
the objects whose identification is sought.

Y denotes the observed outcome, D the intensity of the treatment received and W
a set of observable individual characteristics. W may include exogenous variables
X and instruments Z.1 Y is restricted to be continuous while D;W can be either
continuous or discrete random variables. Both Y and D can be decomposed in two
components: one of which is deterministic and one of which is stochastic. These two
components need not be additively separable. The stochastic components account
for differences in the distribution of D and Y across otherwise identical individuals.
The econometric models reviewed in Sect. 3 place restriction on: (1) the scale of

1Capital letters denote random variables and lower case letters denote realizations.
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D; (2) the number of independent sources of stochastic variation in the model;
(3) the distribution (joint, marginal, conditional) of these stochastic components
and D or W � .X;Z/; (4) the scale of Z. Yd

i denotes the potential outcome for
individual i if the value of the treatment is d: it represents the outcome that would be
observed had the individual i been exposed to level d of the treatment. FYd .�/, fyd.�/
and F�1

Yd .�/ D q.d; �/ denote the corresponding cumulative distribution and density
function and the quantile function. The conditional distribution and conditional
quantile are denoted by FYd.�jx/ and F�1

Yd .�jx/ D q.d; x; �/.
We are interested in characterizing the dependence structure between Y and

D eventually conditioning on a set of covariates W in the presence of essential
heterogeneity and in the absence of general equilibrium effects. Knowledge of
the joint distribution .Yd/d2D or the conditional joint distribution .Ydjx/d2D would
allow to characterize a distribution for the outcome for any possible level of the
treatment. When potential outcomes are comonotonic, they can be described as
different functions of the same (single) random variable and QTEs are informative
on the impact distribution. The potential outcome could be written as yd D
q.d; u/; ueU .0; 1/, q.d; u/ is increasing in u as is refereed in the literature as the
structural quantile function. If the potential outcomes are not comonotonic, QTEs
are informative on the distance between potential outcomes distributions, which
may be interesting per se, but not on the impact distribution. We thus concentrate on
strategies that focus on QTEs.2 In the binary case, QTEs (see Eq. (2)) are defined as
the horizontal distance between the distribution function in the presence and in the
absence of the treatment [9, 15].3

ı.�/ D F�1
Y1 .�/ � F�1

Y0 .�/ 0 < � < 1 (2)

We can distinguish conditional and unconditional QTEs by characterizing the
uniformly distributed random variable that describes the quantile of the outcome
variable. This distinction becomes clearer if we think about a specific empirical
example.

2.1 Motivating Example: Returns to Education or Training

There is a large literature that studies the returns to education. Key questions in
this literature (e.g. does additional education cause wage increase? does additional

2The review will not cover strategies that focus on other objects and may deliver QTEs as by-
product such as [8], for instance.
3In the continuous case ı.�/ represents the change in Y induced by a change in D from d to d C �

when � is small.

ı.�/ D @QY .� jd/
@d

0 < � < 1 (1)
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schooling increase wages more for the more able than for the less able? does
additional schooling increase or decrease wage inequality?) can be addressed using
quantile regression methods. In this applications, the treatment is likely endogenous
in the outcome equation without conditioning on additional covariates: typically
researchers seek instruments that allow to isolate exogenous variation in education
in the wage equation. Suppose we could measure the individual ability ai that drives
the endogeneity of education in the wage equation. Now, consider the alternative
specifications for the wage model presented in Eqs. (3) and (4) where D denotes
schooling (the treatment).

Yi D ˛0. f ."i; ai//C ˛1. f ."i; ai//D (3)

Yi D ˇ0."i/ai C ˇ1."i/D (4)

These specifications differ because they impose different structures of the variables
governing the heterogeneity in the returns to education. In Eq. (3) the relative
position of an individual in the wage distribution is determined by ."i; ai/, i.e. by
both an unobserved uniformly distributed error component "i and by the observed
individual ability level while in Eq. (4) the relative position of the individual is
only determined by "i. In both cases, we can think about the relative position of
an individual in the wage distribution as his/her proneness [9] to earn a high wage
for a given level of schooling D. However, in model (3) we would refer to the total
proneness/ability while in model (4) we would be speaking only about unobserved
proneness/ability.4 Using model (3) we can explore whether the returns to education
vary depending on the individuals’ total ability levels while using model (4) we can
study how the returns to education vary for given observed ability levels. Individuals
who earn high wages conditional on some specific level of ability may not be the
same individuals who earn high wages in the sample. However conditioning on
observed ability maybe important to be able to isolate the causal effect of schooling
D on the distribution of wages Y. Equations (5) and (6) represent the structural
quantile function corresponding to model (3) and (4), respectively5: Eq. (5) is an
example of an unconditional quantile regression model while Eq. (6) is an example
of a conditional quantile regression model. This distinction might be empirically
relevant since, in general, for a given � 2 .0; 1/, ˛1.�/ ¤ ˇ1.�/.

f ."; a/ � "�; "�eU .0; 1/ QY.� jd/ D ˛0.�/C ˛1.�/d (5)

"eU .0; 1/ QY.� jd/ D ˇ0.�/ai C ˇ1.�/d (6)

4To the best of my knowledge, [17] is the first to distinguish between total and observed proneness.
5Under comonotonicity of potential outcomes, the structural quantile function describes the link
between potential outcomes.
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3 Identification Strategies and Estimation

In cross-sectional applications, two main identification approaches have been
extended to QTEs: strategies based on the unconfoundedness assumption and
strategies based on the availability of an instrumental variable. In the first case,
the researcher must be willing to assume that the joint distribution of the potential
outcomes is independent of the treatment conditional on a set of exogenous
covariates. Under this assumptions, conditional QTEs can be estimated as originally
proposed by Koenker and Bassett [14] and unconditional QTEs can be estimated
as proposed by Firpo [10]. Abadie et al. [2] and Chernozhukov and Hansen [6, 7]
propose identifying assumptions for conditional quantiles when an instrumental
variable is available. The assumptions of Abadie et al. [2] guarantee identification of
conditional and unconditional QTEs when the treatment is binary and endogenous
and a binary instrument is available. They lead to the moment conditions described
in Table 1: in both cases, identification relies on previous results [1, 13] that
guarantee that in the sub-population of compliers comparisons by treatment D,
conditional on X, have a causal interpretation. Recall that compliers are individuals
whose treatment status is affected by the instrument Z but that this sub-population
cannot be identified directly from the data, because it is defined by means of
potential outcomes. The moment conditions highlight that is possible to construct
weights that “find compliers in the population in an average sense” [1]. The
weights will differ when one is interested in the conditional or in the unconditional
quantiles. Only the weights considered in the second case “simultaneously balance
the distribution of the covariates between treated and non-treated compliers” [12]. In
both cases weights are functions of P.Z D 1jX/ and observed variables. Estimation
thus proceeds in two steps: (1) weights are estimated; (2) weighted quantile
regressions are run.6 Estimation requires two steps also under the identification
strategy proposed by Chernozhukov and Hansen [6, 7] and [17, 18] but does not
involve re-weighting. The crucial assumption for identification in the approach

Table 1 Moment conditions under assumptions in [2] and [11]

Quantile Conditional Unconditional

Y1 EŒf1.Y < q.1; x//� �g � wy;d;x � DjX D 0 EŒf1.Y < q.1//� �g � wy;d � D D 0

Y0 EŒf1.Y < q.0; x//� �g � wy;d;x � .1 � D/jXD 0 EŒf1.Y < q.0//� �g � wy;d � .1� D/ D 0

Weight 1� DŒ1� P.ZD1jY ;D;X/
1� P.ZD1jX/ � .1� D/P.ZD1jY ;D;X/

P.ZD1jX/ EŒ Z � P.ZD1jX/
P.ZD1jX/Œ1� P.ZD1jX/ jY;D.2D � 1/

Note: Positive weights are reported. See [2] and [11] for other definitions of weights

6When identification is achieved relying on unconfoundedness, the moment conditions are similar
but the weights are identically 1 for conditional quantiles [14] and are D

P.DD1jX/ C 1�D
1�P.DD1jX/ for

unconditional quantiles [10].
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by Chernozhukov and Hansen [6] is rank invariance or rank similarity, i.e. we
require that the individual’s rank in the potential outcome distribution, conditional
on exogenous covariates, is not systematically affected by the treatment. The
assumptions by Chernozhukov and Hansen [6] lead to the moment condition in
Eq. (7). Equation (7) suggests an estimation procedure that first requires to compute
the conditional quantiles of the random variable Y � q.d; x; �/ given X and Z; then,
choose as estimate of q.d; x; �/ the one that minimizes the absolute value of the
coefficient associated with Z in the first step.7

PrŒY � q.d; x; �/ � 0jX;Z D �: (7)

The instrumental variable approach for the identification of unconditional QTEs
proposed by Powell [17] delivers the moment conditions in Eq. (8)

EŒZf1.Y � q.d; �//� �Xg D 0; �X � PŒY � q.d; �/jX:
EŒ1.Y � q.d; �//� � D 0: (8)

These moment conditions reflect the idea that, first, the instrument Z does not affect
the distribution of the disturbance once X is controlled for and, second, the joint
distribution of X and the disturbance is unrestricted. Estimation involves first an
estimation of the quantiles of Y � q.d; �/ given X and Z and �X; then, a second step
choose as estimate of q.d; �/ the value that minimizes the coefficient of Z averaging
over all possible values of X.

We now apply these strategies to two illustrative examples taken from the
literature. Table 2 reports estimates of the effect of training (or education) on
the conditional and unconditional distribution of earnings (or log wages) using
data of males from [2] and data from [5], respectively.8 Columns (1) and (2)
report results delivered when training or education are treated as exogenous in the
estimation of conditional and unconditional quantiles, respectively. Columns (3) and
(4) report estimates that address the endogeneity of training or education in the
outcome equation relying on [2]. These estimates apply to the sub-population of
compliers. Columns (5)–(8) report estimates based on [6] or [17]. These approaches
guarantee global identification of conditional and unconditional QTEs. We discuss
the top-panel estimates first: in the example from [2] the treatment assignment is

7This approach can be used when the treatment and instrument are binary, discrete as well as
continuous.
8In the second example, only reforms that increased compulsory schooling for 3 years are
considered (i.e. only Greece, Italy and Finland) and the original treatment (years of education) and
instrument (years of compulsory schooling) were recoded to binary. Estimates of columns (1)–(4)
have been computed by the author using the STATA package ivqte by Froelich and Melly [12],
except column (3) for the first example (taken from the article). Estimates in column (1) replicate
original results in the papers except that standard errors are now robust to heteroskedasticity;
estimates of columns (5)–(8) are taken from [18] for the AAI02 example and obtained using the
STATA package ivqreg by Do Wan Kwack available from Christian Hansen’s research page.
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randomized thus covariates are not needed for identification. Indeed, under both
the identification approaches considered, training effects on the conditional and
unconditional quantiles do not exhibit substantial differences in magnitude and all
suggest that the effect of training is larger at the top of the earnings distribution.9

In addition, both the identification strategies deliver similar results, suggesting that
key assumptions are unlikely to be violated in both cases. Let’s now turn to the
estimates in the bottom part of the table. In this example, covariates are needed for
identification: we need to control for country specific secular trends in education
and differences across countries in the levels of education and wages to be able
to isolate the exogenous variation in education induced by school reforms. In
this example, addressing endogeneity seems to have relevant consequences: the
estimates in columns (1) and (2) suggest that returns are increasing over the wage
distribution, while estimates in column (3) suggest the opposite—although precision
of these estimates is low—and in column (4) we find no evidence of heterogeneity.10

Estimates of conditional QTEs under rank invariance are reported in column (5);
estimates of unconditional QTEs in column (6) assume rank invariance and do not
use covariates for identification. The estimates in column (5) are unrealistic and
suggest that rank invariance is unlikely to hold. Estimates in column (6) are negative
and confirm that controlling for covariates is necessary for identification.

4 Conclusions

In this paper, I reviewed approaches that guarantee the identification of QTEs. In
many cases, these approaches correspond to extensions of strategies conventionally
used in linear regression models (selection on observables, instrumental variables,
fixed effects) to quantile regressions. An important consequence of the difference
between the statistical tools applied in these two settings is that the interpretation
of treatment parameters differs between conditional and unconditional quantile
regressions, while, conversely, the law of iterated expectations guarantees that the
treatment parameter in a linear regression as both a conditional and an unconditional
mean interpretation. It is crucial to bear this in mind while using QTEs to answer
a specific research question. Consider the recent proposal of Barlevy and Neal
[3] to link educator compensation to the ranks of their students within what the
author call an appropriately defined comparison sets. The authors’ suggest to
employ methods in [4] to contrast actual ranks of students of a given teacher with
some predicted counterfactual rank. Betebenner [4] however employs conditional

9When endogeneity of training is addressed, point estimates of the returns to training are generally
lower in the unconditional distribution with respect to the returns observed holding race, age,
education and marital status fixed.
10In this example, we look at the effect of three more additional years of schooling on wages.
Assuming linearity and dividing point estimates reported by three, the results in columns (1)–(3)
are fairly consistent with the literature: association is lower than causal effects; causal estimate
suggests a return between 10 % and 4 % for each additional year of education.
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quantile regression methods aimed specifically at answering questions like Are
there students with unusually low growth who need special attention?, i.e. a value-
added specification of the achievement. Barlevy and Neal [3] instead look for a
method that allows to isolate the teachers contribution to a student rank in the
achievement distribution in a given period, eventually conditioning on covariates
for identification. In other words Barlevy and Neal would like to avoid attributing
to a teacher the changes in performance of a student that are only due to his initial
proficiency level. Standard value-added specifications for students’ achievement in
quantile regression context are not the appropriate instrument to address questions
about the heterogeneity in students’ achievement depending on their initial ability
level. Those quantile regression describes instead how students experiencing the
largest gains in performance over a given time period perform relative to students
experiencing the lowest gains in the same period. Cross-sectionally, some of the
high-gain students may be in the lower part of the test score distribution.11
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SomeNew Results on the Beta Skew-Normal
Distribution

Valentina Mameli and Monica Musio

Abstract

In this paper we study the Beta skew-normal distribution introduced by Mameli
and Musio (2013). Some new properties of this distribution are derived including
formulae for moments in particular cases and bi-modality properties. Further-
more, we provide expansions for its distribution and density functions. Bounds
for the moments and the variance of the Beta skew-normal are derived. Some
of the results presented in this work can be extended to the entire family of the
Beta-generated distribution introduced by Jones (Test 13(1):1–43, 2004).

1 Introduction

The literature related to the skew-normal distribution (SN), introduced in [1], has
grown rapidly in recent years. Mameli and Musio [12] proposed a generalization
of the skew-normal called Beta skew-normal (BSN). This distribution arises quite
naturally if we consider the distribution function of the order statistics of the skew-
normal distribution and it can also be seen as a special case of the Beta-generated
family proposed by Jones [8]. In [12] the authors studied some properties of the
Beta skew-normal distribution. In particular, they derived the moment generating
function, recurrence relations for moments and two methods for simulating.

The main aim of this paper is to study some new properties of the Beta skew-
normal distribution. Particularly, inspired by Gupta and Nadarajah [6], we obtain
general expressions for the moments of the BSN. Expansions for its distribution and
density functions are also provided. Moreover, motivated by the well-known bounds
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for the moments [5, 7], and the variance of the order statistics [13], we study the
problem of finding bounds for the moments and the variance of the Beta-generated
family. Some numerical calculations are given in the special case of the BSN. The
paper is organized as follows. In Sect. 2 we recall the Beta skew-normal distribution.
In Sect. 3 we give expansions for the distribution and the density functions and some
theorems about the moments. Furthermore, we provide bounds for the moments
and the variance of the Beta-generated distribution. In addition, we give some bi-
modality properties. All computations have been done using the software R.

2 The Beta Skew-Normal

In this section we remind the BSN class and some of its properties (see [12] for
other properties).

Definition 1 A random variable X is said to have a Beta skew-normal distribution,
if its density is given by

gB
˚.xI�/.xI�; a; b/ D 2

B.a; b/
.˚.xI�//a�1.1 �˚.xI�//b�1�.x/˚.�x/; x 2 R ; (1)

where B.a; b/ denotes the Beta function and ˚.xI�/ is the distribution function of
a random variable with skew-normal distribution. We denote the random variable X
by X � BSN.�; a; b/ :

Figure 1 shows the density of the BSN distribution for various values of the
parameters. The densities can be unimodal (Fig. 1(a)) or bimodal (Fig. 1(b)).

The following properties of the BSN.�; a; b/ have been derived directly from (1).
Properties of BSN.œ; a; b/ :

(a) If a D 1 and b D 1, then we obtain the skew-normal distribution (SN.�/).
(b) If � D 0, then the BSN distribution reduces to the Beta-normal one (BN.a; b/)

[3].
(c) If X � BSN.0; 1; 1/, then X is a standard normal random variable.
(d) If X � BSN.1; 1

2
; 1/, then X is a standard normal random variable.

(e) If X � BSN.�1; 1; 1
2
/, then X is a standard normal random variable.

(f) If X � BSN.�; a; b/, then �X � BSN.��; b; a/ .
(g) If X � BSN.�; a; b/, then Y D ˚.XI�/ � Beta.a; b/ and Z D 1 �

˚.XI�/ � Beta.b; a/.
(h) As � ! C1, the BSN density tends to the Beta half-normal density [14].

Remark 1 Properties from (c) to (e) establish that the family of BSN.�; a; b/
contains the standard normal distribution as a special case under three different
parameter sets. Consequently, we have that a probabilistic model based on the
BSN distribution is not identifiable under the null hypothesis of normality. It is
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Fig. 1 The BSN density
function for some values of a,
b and �
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well known that the classical asymptotic results concerning the likelihood ratio test
statistic (LRT) are not true in case of loss of identifiability and the distribution of
the LRT statistic is difficult to characterize (see, for example, [10]). A way to avoid
this problem is to redefine the model over a modified parameter space such that the
null hypothesis of normality is described only by a unique set of parameters.

Moments of the BSN have not been evaluated exactly in closed form. However,
they have been computed numerically. We have noted that (see [12]):
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• for fixed values of a and b the mean and skewness are both increasing function
of �;

• for fixed values of b and � the mean and skewness are both increasing function
of a;

• for fixed values of a and � the mean is a decreasing function of b .

It is also interesting to remind the following results.

Theorem 1 Let X � BSN.�; a; b/ be independent of a random sample
.Y1; : : : ;Yn/ from SN.�/, then Xj �Y.n/ � X

� � BSN.�; a C n; b/ and
Xj �Y.1/ 	 X

� � BSN.�; a; b C n/, where Y.n/ and Y.1/ are the largest and
the smallest order statistics, respectively.

Theorem 2 Let X � BSN.�; a; b/ be independent of Y � BSN.�; c; 1/
and of Z � BSN.�; 1; d/, where c and d are positive real numbers. Then
X j Y � X � BSN.�; a C c; b/ and X j Z 	 X � BSN.�; a; b C d/,
where c; d 2 R:

Theorem 3 If X � BSN.�; a; b/ is independent of U1; : : : ;Un;V1; : : : ;Vm then
Xj �U.n/ � X;V.1/ 	 X

� � BSN.�; a C n; b C m/ , where U.n/ D max .U1; : : : ;Un/

and V.1/ D min .V1; : : : ;Vm/ .

For the proof of these theorems we refer to [12]. It is interesting to note that:

Remark 2 Theorem 1 can be used to generate X � BSN.�; n; 1/ (see [12]). The
BSN.�; n; 1/ can also be generated as follows: let U1;U2; : : : ;Un be a random
sample from SN.�/, then the random variable X D max.U1;U2; : : : ;Un/ has a
BSN.�; n; 1/ distribution. How it has been shown in [11], and pointed out in the
conclusions of Mameli and Musio [12], the previous theorems can be extended more
generally to the class of Jones’ Family.

3 New Results on the Beta Skew-Normal Distribution

3.1 Expansion for the Density Function

Here, we give a simple expansion for the BSN density function. By applying the
binomial expansion to the distribution function of the BSN.�; a; b/, if b is a real
non-integer, we get

GB
˚.xI�/.xI a; b/ D

1X
iD0

wi.a; b/˚.xI�/aCi;
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where wi.a; b/ D 1
B.a;b/

.b�1/Š
iŠ.b�1�i/Š

.�1/i
aCi . Correspondingly, the density function of the

BSN can be written as

gB
˚.xI�/.xI�; a; b/ D

1X
iD0

wi.a; b/g
B
˚.xI�/.xI�; a C i; 1/; (2)

where the weights wi.a; b/ are such that
P1

iD0 wi.a; b/ D 1. However, it is clear
from the last equation that gB

˚.xI�/.xI�; a; b/ can be expressed as an infinite mixture
of BSN.�; a C i; 1/ densities with constant weights wi.a; b/. For b integer, the
previous sums stop at b � 1.

Remark 3 The density function of the SN.�/ distribution can be represented in the
following way:

�.zI�/ D 2�.z/˚.�z/ D 2�.z/˚.�z/ .1 � ˚.zI�/C˚.zI�//
D 2�.z/˚.�z/ .1 � ˚.zI�//C 2�.z/˚.�z/˚.zI�/

D 1

2

�
gB
˚.zI�/.zI�; 1; 2/C gB

˚.zI�/.zI�; 2; 1/
�
:

In other words the density function of the skew-normal with parameter� is a mixture
between a BSN density with parameters �, a D 1 and b D 2 and a BSN density
with parameters �, a D 2 and b D 1, which are the density function of the smallest
and the largest statistic from a sample of size 2 of a skew-normal distribution with
parameter �, respectively. In general, we can see the density function of the skew-
normal with parameter � as a mixture of Beta skew-normal distributions with the
same parameter � in the following way:

�.xI�/ D 1

b
gB
˚.xI�/.xI�; 1; b/�

1X
iD1

.b � 1/Š
iŠ.b � 1 � i/Š

.�1/i
1C i

gB
˚.xI�/.xI�; 1C i; 1/:

The above formula is obtained on setting a D 1 in (2) and using the property (a) of
the BSN.

We use the previous expansion (2) to present a formula for the moments of the BSN
when a and b are integers.

Theorem 4 Let X � BSN.�; 
; �; a; b/ for integer values of a and b, then

E.Xn/ D �n C 2�n

B.a; b/

b�1X
jD0

.�1/j.b � 1/Š

jŠ.b � 1 � j/Š

nX
iD1

.n/Š

iŠ.n � i/Š

�



�

�i

�
(

aCj�1X
kD0

.�1/k.a C j � 1/Š

kŠ.a C j � 1 � k/Š
Ji;k;� C .�1/iJi;aCj�1;��

)
;
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where

Ji;k;� D
Z 1

0

zi�.z/˚.�z/.1 �˚.zI�//kdz:

Proof The proof follows the same lines of that of Theorem 1 in [6].

Remark 4 Clearly, this theorem when � D 0 reduces to Theorem 1 in [6].
Furthermore, we can note that the authors, in the cited theorem, defined the function

Ii;k D
Z 1

0

zi�.z/.1� ˚.z//kdz;

which is related to the function Ji;k;�, when � D 0, by the relation Ji;k;0 D 1
2
Ii;k:

The BSNwith Parameters 1, n and b (BSN.1; n; b/)
As previously noted, general expansions for the moment generating function and the
k-th moment of a variable with Beta skew-normal distribution are difficult to find.
Exact closed form expressions for the moments can be obtained in certain special
cases. One of these cases is discussed in this section.

Theorem 5 The moment generating function of X � BSN.1; n; b/ is

MX.t/ D 2

B.n; b/

1X
jD0
.�1/j .b � 1/Š

jŠ.b � 1 � j/Š
e

t2
2 E.˚2.nCj/�1.V//; (3)

where V � N.t; 1/.

Proof The proof is based on the binomial expansion and the well-known property
of the distribution function of the SN distribution ˚.xI 1/ D ˚.x/2 (see [1]).

We can obtain the moments of X � BSN.1; n; b/ readily from the derivatives of
MX.t/ in (3). For example, we get the first moment as

E.X/ D 1

B.n; b/

1X
jD0

.�1/j.b � 1/Š
jŠ.b � 1 � j/Š

1

n C j

.2.n C j/ � 1/.n C j/
p
�c.2.nCj/�2/

�
1p
2

� ;

where the function cm .ˇ/ with m 2 N and ˇ 2 R is the normalizing constant of the
Balakrishnan skew-normal density (hereafter denoted by SNBm.ˇ/) (see [16]).
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Remark 5 As noted in [16], for m 	 4, there is no closed form for cm.ˇ/,
but one can find some approximate values for cm.ˇ/ using Table 1 in [17].
Furthermore, we can note that in the special case b D 1 and n D 2, we have

E.X/ D 6p
�

h
arctan

�p
2
�i
; which is exactly the mean of the maximum from a

sample of size 2 from a SN.1/ obtained in [2].

The following theorem provides a recursive formula for the moments of the
BSN.1; n; b/:

Theorem 6 Let X � BSN.1; n; b/. Then

E.Xk/ D
1X

jD0

.�1/j.b � 1/Š

B.n; b/jŠ.b � 1 � j/Š.n C j/

�
8
<
:.k � 1/E.Yk�2/C 2n C 2j � 1

2
kC1
2

p
�

2.n C j/

c
.2.nCj/�2/

�
1

p

2

�E.Wk�1/

9
=
; ;

where W � SNB.2.nCj/�2/
�

1p
2

�
and Y � SNB.2.nCj/�1/.1/.

Proof The proof follows by combining the recursive formula of the moments of the
Balakrishnan skew-normal distribution [16] with the expansion

E.Xk/ D 2

B.n; b/

1X
jD0

.�1/j.b � 1/Š

jŠ.b � 1 � j/Š2.n C j/
E.Yk/;

where Y � SNB.2.nCj/�1/.1/.

Remark 6 It should be noted that similar results can be also proved for the
BSN.�1; b; n/ distribution. This is due to the fact that, as stated in property (f )
of Sect. 2, if X � BSN.1; n; b/ then �X � BSN.�1; b; n/.

3.2 Bounds of theMoments and the Variance of the Beta � F

Several authors have given methods of finding bounds for the moments of order
statistics. One of the earliest result is that derived in [5, 7]. Different methods are
required for the variance of the order statistics. Following the idea of these works,
we apply Hölder’s inequality and Hoeddfing’s identity to find inequalities for the
moments and the variance of the Beta-generated distribution.

Bounds of the Moments
In this section we assume that X and Y have distributions GB

F.�/ and F.�/, respectively.
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Theorem 7 Let k > 0, p > 1 and E
�
Ykp
�
< 1. Then we have

E
�
Xk
� � 1

B.a; b/

�
E
�
Ykp
�� 1

p

�
B

�
pa � 1
p � 1 ;

pb � 1

p � 1

��1� 1
p

:

Proof Proof is based on Hölder’s inequality.

It is worth pointing out that the upper bound of the k-th moment of a random
variable with a Beta � F distribution depends on the kp-th moment of a r.v. with a
F distribution. In the specific case of the BSN, the k-th moment of a r.v. with a Beta
skew-normal distribution can be bounded above by a function of the kp-th moment
of a r.v. with a skew-normal distribution.

Bounds of the Variance of the Beta-Generated Distribution
Let X � GB

F.�/.�; a; b/, with a > 1 and b > 1. We are interested in finding a bound
for the variance of X as a function of the variance of Y � F.�/. Let us introduce the
notations:

G.x/ D Ix.a; b/; g.x/ D G0.x/; t1.x/ D G.x/

x
;

t2.y/ D 1 � G.y/

1 � y
; t.x; y/ D t1.x/t2.y/; t.x/ D t.x; x/;

with 0 < x � y < 1 and Ix.a; b/ denotes the incomplete Beta ratio. The following
lemma is a generalization of the Lemma 2.1 in [13].

Lemma 1 Let a > 1 and b > 1. Then there exist unique numbers 	1 D 	1.a; b/,
	2 D 	2.a; b/ satisfying 0 < 	1 < a�1

aCb�2 < 	2 < 1, such that, for 0 < x < y < 1:

1. t1.x/ strictly increases in .0; 	2/ and strictly decreases in .	2; 1/ and similarly
t2.y/ strictly increases in .0; 	1/ and strictly decreases in .	1; 1/.

2. If x 	 	1 or y � 	2, then t.x; y/ < max ft.x/; t.y/g.
3. If x < 	1 and y > 	2, then t.x; y/ < t.	1; 	2/ < max f	1; 	2g.
4. There exists a unique x0 D x0.a; b/ 2 .	1; 	2/ such that the function t.x/ strictly

increases in .0; x0/ and strictly decreases in .x0; 1/.

Proof The proof follows similar approach to that used in lemma 2.1 in [13].

Definition 2 The variance function 
2b .a/ is defined by the following relation


2b .a/ D sup
0<x<1

�
G.x/.1 � G.x//

x.1 � x/

�
; a 	 1 and b 	 1:
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Remark 7 It is of interest to point out that 
2b .a/, as 
2n .k/ defined in [13], does not
have a closed form. However, it is possible to identify the following behaviour of
the function 
2b .a/:

• if b D 1, then 
2b .a/ D a;
• if a D b D 1, then 
2b .a/ D 1.

Theorem 8 Let X � GB
F.�/.�I a; b/, Y � F.�/, a 	 1 and b 	 1. Then

Var.X/ � 
2b .a/Var.Y/: (4)

Proof The proof proceeds along lines similar to that of Theorem 3:1 at page 189 in
[13], which is based on Hoeffding’s identity for the covariance.

In order to compare the left- and right-hand sides of the inequality (4) when
X � BSN.�; a; b/, we have carried out a numerical study. Some of the results
found are reported in Table 1. The study focuses on some particular values of
the parameters a and b, attention is given to the case a D b D 1, i.e. when the
BSN distribution reduces to a SN distribution and 
2BSN D Var.X/ and 
2b .a/Var.Y/
coincide. Moreover, in such case if � D 0, then Var.Y/ D 1 and 
2BSN D Var.X/
coincides with 
2b .a/. Furthermore, we observe that if the parameter a (resp. b) takes
the value 1 and if b (resp. a) is “large”, then 
2b .a/Var.Y/ is not close to 
2BSN.

Table 1 The variance of the
BSN.�; a; b/ and

2b .a/Var.Y/ for different
values of a, b and �

a b � 
2BSN 
2b .a/Var.Y/

1 1 �10 0:3696834 0:3696834

1 1 0 1 1

1 1 10 0:3696834 0:3696834

1 10 �10 0:2625293 3:696335

1 10 0 0:3443438 9:99865

1 10 10 0:01859684 3:696335

2 10 �10 0:139195 0:8695345

2 10 0 0:2051976 2:352106

2 10 10 0:02108108 0:8695345

10 1 �10 0:01859684 3:696335

10 1 0 0:3443438 9:99865

10 1 10 0:2625293 3:696335

10 10 �10 0:03145790 0:3696834

10 10 0 0:08079098 1

10 10 10 0:03145790 0:3696834
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3.3 Bimodal Properties

The densities of the BSN family can be unimodal or bimodal depending on the
choice of the parameters [12]. We prove, in this section, some bi-modality properties
of the BSN distribution.

Theorem 9 A mode of BSN.�; a; b/ is a point x0 D x0.�; a; b/ that satisfies

x0 D
	
�� .�x0/

˚ .�x0/
C .a � 1/ � .x0I�/

˚ .x0I�/ � .b � 1/ � .x0I�/
1 �˚ .x0I�/



(5)

and @r.x0/
@x � 0 where

r.x/ D �x˚.�x/˚.xI�/.1 �˚.xI�//C ��.�x/˚.xI�/.1 �˚.xI�//
C.a � 1/˚.�x/�.xI�/.1� ˚.xI�// � .b � 1/˚.�x/�.xI�/˚.xI�/:

Proof The proof consists in finding the maximum points of the density (1).

From this theorem we easily derive the following corollaries.

Corollary 1 If BSN.�; a; b/ has a mode at x0, then BSN.��; b; a/ has a mode at
the point �x0.

Proof The proof follows similar lines of the one in Proposition 2.3 in [15]. Let q.x/
be the function obtained replacing a with b (resp. b with a) and � with ��. By
noting that q.x/ D �r.�x/, if x0 is a modal point for BSN.�; a; b/ then �x0 is a
modal point for BSN.��; b; a/.

Corollary 2 The bimodal property of BSN.�; 
; �; a; b/ is independent of the
parameters � and 
 .

Remark 8 Note that also the modal point of the BN.�; 
; a; b/ is independent of
the parameters � and 
 (see the pioneering approach in [4] and the more detailed
results in [15]).

3.4 The Square of a BSN

Finally, we conclude the section presenting a theorem about the limiting behaviour
of the square of a BSN.�; a; b/.
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Theorem 10 If X � BSN.�; a; b/, then X2 �! B�2.1; a; b/, as � ! 1, where
B�2.1; a; b/ is a Beta chi-square random variable with parameters 1, a and b.

Proof Let Y D X2. The density of the random variable Y is

fY.y/ D f�2.1/.y/

B.a; b/

n
˚.�

p
y/
�
˚.

p
yI�/�a�1 �

1 � ˚.
p

yI�/�b�1

C ˚.��p
y/
�
˚.�p

yI�/�a�1 �
1 � ˚.�p

yI�/�b�1o
; y > 0;

where f�2.1/.�/ is the chi-square density function. As � ! 1, the term inside curly

brackets converges to
�
2˚.

p
y/� 1

�a�1 �
2.1�˚.py//

�b�1
, where 2˚.

p
y/ � 1 is

the distribution function of a chi-square random variable with 1 degree of freedom.

The Beta chi-square distribution is a special case of the Beta–Gamma distribution
introduced in [9].

Acknowledgements The authors acknowledge helpful suggestions from the editors and an
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TheMedian of a Set of HistogramData

Lidia Rivoli, Rosanna Verde, and Antonio Irpino

Abstract

According to Symbolic Data Analysis, a histogram variable describes each object
by means of a histogram of values to an object rather than a single value. In
the literature, the definition of the average and the standard deviation has been
extended to histogram variables. In this paper, we propose a definition and an
algorithm for extracting the main order statistics, the median and quartiles, for
a histogram variable observed on a set of units. In particular, for we propose to
define a median histogram according to a criterion that minimizes the sum of
`1 Wasserstein distances, a particular probabilistic metric, between distributions.
We show that the solution of the problem requires to search for a level-wise
order defined on the quantile functions (the inverse of the cumulative distribution
functions) of the corresponding histogram data. Evidences from an application
on real data show that the proposed order statistics for a histogram variable
have similar properties to the classic order statistics for a single-valued variable.
Finally, we propose two skewness indices for a histogram variable based on the
comparison between the average and the median quantile functions.
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1 Introduction

Currently, large amount of data are produced from several applicative fields:
telecommunications, sensor networks, social networks, transactional systems, to
name a few. Often, the objective of an analysis of such data consists in identifying
regularities, distributions or, in general, summaries, and then to extract further
knowledge from more structured representations with the minimum loss of interest-
ing information. The representation of a group of observations through a histogram
provides a synthetic representation about location, scale, and shape of the data
distribution.

Symbolic Data Analysis [2,3], a recent approach for the analysis of complex data,
provides new tools for the treatment of data described by Histogram Variables. A
Histogram Variable is particular type of symbolic quantitative multi-valued modal
variables providing a description for each unit by a histogram of values rather than
a single numerical one.

In this paper, we propose a definition of histogram-order statistics for a His-
togram Variable in the framework of the Symbolic Data Analysis (in short SDA).
Order statistics are generally related to the definition of an order relation on the
descriptions. For example, it is known that the median is the central value of a
ordered set of numbers. Histogram data, being set-valued descriptions, cannot be
generally ordered. However, we consider that the median is also the value that
minimize the sum of `1 distances from the observed values. We adopt the same
principle for proposing the median histogram, and, then for the quartile histograms.
We propose to use a suitable `1 metric chosen among the class of Wasserstein–
Kantorovich–Monge–Gini metrics [7]. For example, the `2 Wasserstein distance
has been employed for the definition of the sample mean of a histogram variable
[6], and it has shown several interpretative advantages for histogram data [8].
These distances are based on quantile functions (the inverse of the cumulated
distribution functions) associated with their corresponding density functions that,
for histograms, are easy to compute.

Following a similar principle, the median histogram is found as the histogram
which minimizes the sum of the `1 Wasserstein distance with respect to all
the observed histograms. We show that the proposed method provides a median
histogram such that its quantiles are the median of the corresponding quantiles of
the observed histograms (thus it is a quantile-wise, or level-wise, order). Further,
we extend the same procedure in order to provide the definitions of the quartile
histograms of a histogram variable. Finally, we propose a skewness function based
on the quantile-wise comparison between the histograms related to the median and
the mean quantile functions of a histogram variable.

The paper is organized as follows. In Sect. 2, we introduce the `p Wasserstein
metric used to compare histogram data; in Sect. 3, we furnish a detailed description
of algorithm for computing the median and the quartile quantile functions. Section 4
shows the proposal for a skewness function for a histogram variable. Section 5
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provides some evidences of the proposed methodologies on real data, while, Sect. 6
ends the paper.

2 WassersteinMetric for HistogramData

According to [2] and [5], given a set E of N units and a real variable Y a histogram
variable is a mapping HY W E ! BY where BY is the set of all the possible
histograms with domain in Y. The histogram description of the generic unit i
(i D 1; : : : ; n) is a realization HiY of the variable HY and it is defined by a finite
number of pairs f.Iik; fik/I k D 1; : : : ;Kig where Iik D Œy

ik
; yik/ (with y

ik
< Nyik), is

the k-th generic bin of the histogram and fik 	 0 is the associated relative frequency

such that
KP

kD1
fik D 1. For each bin, we observe the cumulated relative frequencies

wik such that:

wik D
X

lD1;:::;k
fil; k D 1; : : : ;Ki (1)

According to the definition of histogram, the values in each bin, denoted as
Iik D Œy

ik
; yik/; 8i D 1; : : : ;N, are uniformly distributed. Therefore, the cumulative

distribution function (cdf ) Fi.y/ associated with each HiY is the piecewise linear
function defined as follows:

Fi.y/ D

8
<̂
:̂

0 if y < y
i1

wik�1 C y�y
ik

yik�y
ik

fik if y
ik

� y < yik ; k D 1; : : : ;Ki

1 if y 	 yiKi

(2)

Under few strictly conditions,1 its inverse, the quantile function qf, is the
piecewise linear function defined as follows:

Fi
�1.t/ D

8̂
<
:̂

y
i1

if t D 0

y
ik

C t�wik�1

wik�wik�1
.Nyik � y

ik
/ if wik�1 � t < wik; k D 1; : : : ;Ki

NyiKi if t D 1

(3)

Figure 1 shows an example of the cdf and qf corresponding to a histogram datum.
In order to compare two histogram data, a suitable metric is needed. A natural
way to choose a metric can be referred to those proposed for comparing proba-
bility distributions. In [8] different metrics for histogram data are discussed: the

1It is worth noting that Fi.y/ is invertible between in Œy
i1

I yiKi
 if and only if fik > 0 for each

k D 1; : : : ;Ki.
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Fig. 1 From the left to the right: a histogram datum, its cumulative distribution function (cdf ) and
the corresponding quantile function (qf )

f-divergence based measures, the discrepancy metric, the Kolmogorov (or Uniform
metric), the Prokhorov–Levi distance, and the `2 Wasserstein distance.

In this paper, we focus on the `p Wasserstein distance [7], a distance based
on quantile functions, that appears one of the most suitable tool for comparing
histogram data, both for its computational and interpretative properties (for a
detailed examination of the advantages of the Wasserstein distance see [8] and [9]).
In the following, instead of HiY , we denote with Hi the generic i-th histogram datum
since we consider a single histogram variable and for providing a clearer notation.

Given two histograms Hi D f.Iik; fik/I k D 1 : : : ;Kig and Hj D f.Ijk; fjk/I k D
1 : : : ;Kjg and their corresponding F�1

i and F�1
j qf s, the generic `p Wasserstein

distance [7] is defined as follows:

dp.Hi;Hj/ D
8
<
:

1Z

0

ˇ̌
F�1

i .t/ � F�1
j .t/

ˇ̌p
dt

9
=
;

1
p

: (4)

It is worth noting that a closed form of the distance depends from the possibility of
expressing the quantile functions in closed form too. In [9], it is provided a closed
form of the (4) for p D 2:

d2.Hi;Hj/ D
8
<
:

1Z

0

�
F�1

i .t/ � F�1
j .t/

�2
dt

9
=
;

1
2

: (5)

Considering the cumulated frequencies wik; k D 1; : : : ;Ki and wjk; k D 1; : : : ;Kj

associated to the elementary bins Iik and Ijk, the union of two sequences can be
expressed as:

fwi0; : : : ;wiu; : : : ;wiKig
[

fwi0; : : : ;wju; : : : ;wjKjg: (6)
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The sorted values, without repetitions, are represented by the set:

w D fw0; : : : ;wl; : : : ;wLg ;

where: w0 D 0, wL D 1, and max.Ki;Kj/ � L � .Ki C Kj � 1/. Each interval
.wl�1;wl/ allows us to identify two new uniformly dense bins, one for Hi and one
for Hj, having respectively the following bounds:

I�
il D ŒF�1

i .wl�1/I F�1
i .wl/ and I�

jl D ŒF�1
j .wl�1/I F�1

j .wl/;

with both associated weights equal to f �
l D wl � wl�1. Each bin I�

il can be expressed
as I�

il D cil C ril.2t � 1/ for 0 � t � 1 where cil D .F�1
i .wl/ C F�1

i .wl�1//=2
is the corresponding center (or midpoint) and ril D .F�1

i .wl/ � F�1
i .wl�1//=2 is

the corresponding radius (or half-length). Thus, the squared distance in (5) can be
written as the following sum with a finite number of terms:

d22.Hi;Hj/ WD
mX

lD1
f �
l

��
cil � cjl

�2 C 1

3

�
ril � rjl

�2�
: (7)

Furthermore, according to [6], it is possible to define the average histogram of a
set of N histograms. The average histogram denoted with HAV is the histogram that
minimizes the following sum of `2 Wasserstein distances:

NX
iD1

d2.Hi;HAV/ D
NX

iD1

LX
lD1

f �
l

�
.cil � cl/

2 C 1

3
.ril � ril/

2

�
: (8)

It is easy to prove that the (8) reaches a minimum when:

cl D N�1
NX

iD1
cil I rl D N�1

NX
iD1

ril:

Finally, the quantile function associated with the average histogram is the average
quantile function denoted with AV.t/; 0 � t � 1.

3 TheMedian Quantile Function andMedian Histogram

In this section, we define the median quantile function and the respective median
histogram for a set of histogram data Hi .i D 1; : : : ;N/:

According to [1], the median histogram is the histogram HME that minimizes the
sum of the `1 Wasserstein distances from all the observed histograms. It is obtained
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from the following minimization problem:

HME D arg min
H

NX
iD1

d1.Hi;H/ , F�1
ME.t/ D arg min

F�1.t/

NX
iD1

1Z

0

ˇ̌
F�1

i .t/ � F�1.t/
ˇ̌
dt;

(9)

where F�1
i and F�1

ME are the quantile functions associated to Hi and HME, respec-
tively.

Similarly to the standard statistical variables, the solution is unique when N is
odd, while in the even case, the definition of a median histogram is not unique[1].
Analogously to the classic case, we overcome this limitation using the average
(computed with respect to the `2 Wasserstein distance) between the two most central
quantile functions.

Being the distance designed for continuous functions, we show that the solution
of the minimization problem (9) can be obtained in a finite time and that produces a
median quantile function that is level-wise central. In the following, we present the
algorithm for obtaining the level-wise Median quantile function, namely, a quantile
function that, at each t 2 Œ0; 1, leaves, in the odd case, .N � 1/=2 quantiles before
and .N � 1/=2 after it. We remark that we reach a solution that is consistent with
a level-wise order among the quantile functions (the quantile functions are ordered
for each level of t) but it is not generally consistent with a full order or semi-order
relation among quantile functions. Naturally, if for each t 2 Œ0; 1 the order of the
quantile functions is always the same, the level-wise order can be interpreted as full
order relation but, in practice, this is infrequent (quantile functions usually intersect
each other).

The algorithm is performed in two consecutive steps: a homogenization step and
a selection step.

3.1 Homogenization Step

The homogenization step is required for finding a partition of the domain of the
quantile functions Œ0I 1 into intervals of levels of cumulated relative frequencies
such that for each interval of levels all the quantile functions are smooth. For this
aim, we consider the set containing all the cumulated relative frequencies associated
with the N histograms Hi .i D 1; : : : ;N/ as follows:

fw10; : : : ;w1K1 ; : : : ;wi1; : : : ;wiKi ; : : : ;wN0; : : : ;wNKN g ; (10)

and then we obtain the set w of sorted and unique cumulated relative frequencies
denoted as follows:

w D fw0; : : : ;wl; : : : ;wLg ; (11)
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where w0 D 0; wL D 1. Denoting with NK D N�1 NP
iD1

Ki the average number of bins,

it is straightforward to show that the value of L is bounded as follows:

max
1�i�N

Ki � L � .N. NK � 1/C 1/:

Since the quantile functions are piecewise linear, the values of F�1
i .wl/ for each

wl; l D 1; : : : ;L and for each i D 1; : : : ;N, are computed by a simple linear
interpolation. Therefore, each Hi .i D 1; : : : ;N/ is expressed by a new set of L pairs
f.I�

il ; f
�
il /I l D 1; : : : ;Lg, where: I�

il D ŒF�1
i .wl�1/;F�1

i .wl// and f �
il D wl � wl�1.

3.2 Median Level Piecewise Selection Step

This step is repeated for each elementary intervals Œwl�1I wl/. After the homogeniza-
tion step and for all the N histogram data, each interval of levels is the support of
the segment starting from the point of coordinates .wl�1I F�1

i .wl�1// and ending at
the point .wlI F�1

i .wl// (with wl�1 � t < wl) of the generic i-th quantile functions.
Let F�1

.i/ .t/ (with wl�1 � t < wl) the i-th piece-quantile function, with .i/ its

order with respect to all the other pieces quantile functions F�1
. j/ .t/ (with wl�1 � t <

wl). The order .i/ of F�1
.i/ .t/ is kept in the interval [wl�1;wl) only if there are not

intersections with other pieces of quantile functions F�1
. j/ .t/ (with wl�1 � t < wl and

j D 1; : : : ;N; j ¤ i). Indeed, in case of intersections in Œwl�1;wl/ the order of the
quantile functions may change in some points of the interval (an example is shown
in Fig. 2). If intersection points are detected, then a further split of the interval in
sub-intervals of levels is performed, the set of levels wl increases and the final w

Fig. 2 Partition of an elementary interval ŒwlI w.lC1/ (after the homogenization step) into sub-
intervals and selection of the new pieces of the median-qf (the dotted path) with N D 3
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set is updated by the new intervals of levels. Considering the search of the median
quantile function, the selection of the piece F�1�

NC1
2

�.t/ (with wl�1 � t < wl) related

to the median quantile function is performed on a higher number of intervals of
levels Œwl�1;wl/ with l D 1; : : : ;m (with m 	 L) than the initial one.

When all the pieces belong to the same quantile function, the obtained median
quantile function corresponds to an observed quantile function F�1�

NC1
2

�.t/. However,

this rarely occurs in practice. In this case, the median quantile function is obtained
by joining the selected F�1�

NC1
2

�.t/ (with wl�1 � t < wl) pieces that belong to

different observed quantile functions for each interval of levels.
We denote the median quantile function as ME.t/, in order to distinguish it

with respect to an observed quantile function. Finally, the median histogram is the
histogram associated with the median quantile function.

Similarly to the classic case, if N is even, ME.t/ corresponds to the average
quantile function of the two most central quantile functions F�1

d N
2 e.t/ and F�1

b N
2 c.t/

2:

ME.t/ D
F�1

d N
2 e.t/C F�1

b N
2 c.t/

2
t 2 Œ0I 1 (12)

With slight modifications of the algorithm, we may obtain the generic p � N
(p 2 Œ0I 1) order-statistic quantile functions denoted with Q.pN/.t/. Similarly,
the order-statistic histogram corresponds to the order-statistic quantile functions
uniquely: for example, the first-quartile histogram HQ1 is related to the quan-
tile function Q. 14 �N/.t/, the third-quartile histogram HQ3 to the quantile func-
tion Q. 34 �N/.t/ and, as said before, the median histogram HM to the quantile
function ME.t/.

4 A Skewness Index for HistogramData

In exploratory data analysis, a skewness index of an empirical distribution can
be obtained comparing the average and the median values. In this paper, we
propose a skewness measure for a histogram variable based on a normalized

2


N
2

˘
denotes the floor function, while

˙
N
2

�
denotes the ceil function.
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difference between the average and the median quantile functions. Firstly, a level-
wise skewness index is proposed as follows:

Ap.l/ D sign .ıl/

8
ˆ̂̂
<
ˆ̂̂
:

wlR
wl�1

jAV.t/ � ME.t/jpdt

N�1PN
iD1

1R
0

ˇ̌
F�1

i .t/ � AV.t/
ˇ̌p

dt

9
>>>=
>>>;

1
p

(13)

where the sign .ıl/ is the sign of the following quantities computed for each interval
of levels Œwl�1;wl/:

ıl D
wlZ

wl�1

.AV.t/ � ME.t//dt D
wlZ

wl�1

AV.t/dt �
wlZ

wl�1

ME.t/dt:

We consider the index expressed in (13) only for p D 1; 2. In these cases, the
normalization factor can be considered as the mean absolute deviation and the
standard deviation [9] of a histogram variable, respectively. Therefore, the index
Ap.l/; p D 1; 2 is a standardized distance between AV.t/ and ME.t/ according to `p

Wasserstein distance for p D 1; 2.
Since this index is defined for each elementary level Œwl�1;wl/, Ap.l/ returns

a set of level-wise skewness indices. This permits to evaluate positive or negative
skewness at different levels of the set of histogram data. Furthermore, if Ap.l/ is
always positive (negative), for every l level, we propose a Total Skewness Index for
a histogram variable expressed as follows:

Ap D
X

l

Ap.l/:

5 Some Results on a Real Data Application

To illustrate the proposed statistics for histogram variables, we present an appli-
cation on a histogram variable extracted from a real dataset. We have considered
the values of the water maximum temperatures recorded by 21 meteorological
Italian stations from 1, January, 2009 to 31, December 2009.3 For each station,
the hourly data are summarized by a histogram, using an equi-width strategy. The
21 histograms are considered as the realization of a histogram variable. Finally,
from each histogram we obtained the respective 21 quantile functions illustrated
in Fig. 3a. It is possible to note that the temperature recorded in the period of
observation ranges from 5 to 27 ıC.

3The data are available at http://www.mareografico.it—Rete Mareografica Nazionale.

http://www.mareografico.it
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Fig. 3 (a) In the left panel, the plot of the quantile functions associated with histogram data of
each meteorological station. (b) In the right panel, the median quantile function (in red), the first
and the third quartile quantile functions (in green), and average quantile function (in blue)

Comparing the plot of the 21 quantile functions, the water temperatures recorded
by some meteorological stations present a higher variability due to the different
behavior between the coldest and the warmest periods.

By using the proposed strategy, we have computed for the set of 21 quantile
functions and the Q. 14 �N/.t/; ME.t/ and Q. 34 �N/.t/ for the set of N D 21 histograms,
and we have represented them in Fig. 3b. In particular, the median quantile function
is obtained joining the selected F�1

.11/
.t/ (with wl�1 � t < wl) segments, where

l D 1; : : : ; 37.
The average and the median quantile functions intersect in some points as shown

in Fig. 3b. In this case, we cannot consider a total skewness index but we can only
compute the values Ap.l/ for each interval of level Œwl;wlC1/. In particular, it is
possible to observe that the median quantile function assumes higher values than
the average quantile function ones in the interval Œ0I 0:27/ (showing a negative
skewness), then after some oscillations in Œ0:27I 0:34/, the average quantile function
always exceeds the median quantile function (showing a positive skewness).

In Fig. 4, it is evident the scale of the skewness by means of the level-wise
skewness index (13) computed for p D 1 (the left panel) and p D 2 (the right
panel). In both cases, the sign of Ap.l/ highlights the different behavior of median
and average quantile functions in the interval Œ0; 1. Regarding their values, A1.l/
ranges between �0:12 and 0:45, while A2.l/ ranges between �0:11 and 0:67. In
both cases, the skewness is stronger on the extremes than in the central part of the
quantile functions. This result is consistent with the theory of quantile functions as
reported also by Gilchrist [4].
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Fig. 4 (a) Level-wise skewness function for p D 1; (b) level-wise skewness function for p D 2

6 Conclusions

In this paper, we have presented a method for computing order statistics: the median,
the first and the third quartile histogram for a histogram variable that takes a finite
number of operations. In particular, we proposed to use a minimization of a distance
criterion that is based on the quantile functions associated with the histogram data
describing the units.

The order statistics here proposed are consistent with a level-wise order relation-
ship. Consequently, the order-statistic quantile functions computed by our procedure
may not correspond to an observed quantile function. However, order-statistics
quantile functions are composed by pieces of quantiles functions associated with
the observed histogram data. The proposed method does not guarantee a full order
among quantile functions, but it is computationally affordable. This can be an
advantage with respect to searching for a full order among a set of functions.
Indeed, in the last case further restrictions and hypothesis are necessary on the set
of the quantile functions. We have also proposed two measures of skewness for a
histogram variable based on the `1 and the `2 Wasserstein distance. The application
on the real dataset shows that the proposed order-statistics quantile functions,
summarizing a set of data described by a histogram variable, is a useful exploratory
tool and that the proposed skewness indices can detect sensible differences among
the distributions of the quantiles associated with the histogram data.
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Rates for Bayesian Estimation
of Location-ScaleMixtures of Super-Smooth
Densities

Catia Scricciolo

Abstract

We consider Bayesian nonparametric density estimation with a Dirichlet process
kernel mixture as a prior on the class of Lebesgue univariate densities, the
emphasis being on the achievability of the error rate n�1=2, up to a logarithmic
factor, depending upon the kernel. We derive rates of convergence for the Bayes’
estimator of super-smooth densities that are location-scale mixtures of densities
whose Fourier transforms have sub-exponential tails. We show that a nearly
parametric rate is attainable in the L1-norm, under weak assumptions on the
tail decay of the true mixing distribution and the overall Dirichlet process base
measure.

1 Introduction

Consider the estimation of a density f0 on R from observations X1; : : : ; Xn taking
a Bayesian nonparametric approach. A prior is defined on a metric space of
probability measures with Lebesgue density and a summary of the posterior, e.g.,
the posterior expected density, is employed. The so-called what if approach, which
consists in investigating frequentist asymptotic properties of the posterior, under the
non-Bayesian assumption that the data are generated from a fixed density, provides
a way to validate priors on infinite-dimensional spaces. Desirable asymptotic prop-
erties of posterior distributions are consistency, minimax-optimal concentration rate
of the posterior mass around the “truth” as the sample size grows, possibly with full
adaptation to the regularity level of f0, if unknown, and distributional convergence.
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For bounded and convex distances, posterior contraction rates yield upper bounds on
convergence rates of the Bayes’ estimator, thus motivating the interest in their study.
Since the seminal articles of Ferguson [2] and Lo [4], the idea of constructing priors
on spaces of densities by convoluting a fixed kernel with a random distribution has
been successfully exploited in density estimation. Even if much progress has been
done during the last decade in understanding frequentist asymptotic properties of
mixture models, the choice of the kernel is a topic largely ignored in the literature,
except for the article of Wu and Ghosal [9], mainly focussed on consistency.
Posterior contraction rates for Dirichlet process kernel mixture priors have been
investigated by Ghosal and van der Vaart [3] and Scricciolo [5]. One key message
is that some constraints on the regularity of the kernel and on the tail decay of the
true mixing distribution are necessary to accurately estimate a density. Most of the
literature has dealt with the estimation of mixtures, with normal (or generalized
normal) kernel and mixing distribution having either compact support or sub-
exponential tails, finding a nearly parametric rate, up to a logarithmic factor, in
the L1-distance, but there are almost no results beyond the Gaussian kernel. The aim
of this work is to contribute to the understanding of the role of the kernel choice
in density estimation with a Dirichlet process mixture prior. The main result states
that a nearly parametric rate can be attained to estimate mixtures of super-smooth
densities having Fourier transforms that decay exponentially, whatever the kernel
tail decay, heavy tailed distributions, like Student’s-t or Cauchy, being included,
which have been proved to be extremely useful in accurately modeling different
kinds of financial data. For example, individual stock indices can be modeled as
stable laws. Multivariate stable laws have been fruitfully used in computer networks,
see Bickson and Guestrin [1]. The assumption on the exponential tail decay of the
true mixing distribution seems unavoidable in order to find a finite approximating
mixture with a sufficiently restricted number of points. This step is a delicate
mathematical point in the proof, see Lemma 1. Such an approximation result, which
is reported in the Appendix, may be of autonomous interest as well. In Sect. 2, we
fix the notation and present the result.

2 Main Result

We derive rates for location-scale mixtures of super-smooth densities. The model is
fF;G.x/ WD R1

0
.F 
 K
 /.x/ dG.
/, x 2 R, where K is a kernel density, F � D˛

is a Dirichlet process with base measure ˛ WD ˛.R/ N̨ , for 0 < ˛.R/ < 1
and N̨ a probability measure on R, and G � Dˇ , with finite and positive base
measure ˇ on .0; 1/. We assume that f0 D fF0;G0 , with F0 and G0 denoting the
true mixing distributions for the location and scale parameters, respectively. We use
the following assumptions.
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.A/ The true mixing distribution G0 for the scale parameter satisfies

Z 1

0


 dG0.
/ < 1 and
Z 1

0

1



dG0.
/ < 1: (1)

Also, for constants d1; d2 > 0 and 0 < �01 ; �
0
2 � 1,

G0.s/ . e�d1s��01 as s ! 0 and 1 � G0.s/ . e�d2s�
0
2 as s ! 1:

.B/ The base measure ˇ of the Dirichlet process prior for G has a continuous and
positive Lebesgue density ˇ0 on .0; 1/ such that, for constants Cj; Dj > 0,
j D 1; : : : ; 4, q1; q2; r1; r2 	 0 and 0 < �1; �2 � 1,

C1

�q1e�C2
��1 .log.1=
//r1 � ˇ0.
/ � C3


�q1e�C4
��1 .log.1=
//r1 (2)

for all 
 in a neighborhood of 0, and

D1

q2e�D2
�2 .log
/r2 � ˇ0.
/ � D3


q2e�D4
�2 .log
/r2 (3)

for all 
 large enough.

Remark 1 The right-hand side requirement in (1) has also been postulated by
Tokdar [7], see condition 3 of Lemma 5.1 and condition 4 of Theorem 5.2, pp. 102–
103. If, for example, G0 is an IG.�; �/, with shape parameter � > 0 and scale
parameter � > 0, then

R1
0 
�1 dG0.
/ D .�=�/ < 1. If G0 is a right-truncated

distribution, then the requirement on the upper tail is satisfied with �02 D 1. A right-
truncated Inverse-Gamma distribution meets all the requirements of assumption
.A/.

Remark 2 Condition (2) is satisfied (with r1 D 0) if ˇ0 is an Inverse-Gamma
distribution. It can be seen that (2) implies that

ˇ..0; s/ � exp

	
�C4
2

s��1
�

log
1

s

�r1

. e� 1

2C4s��1 as s ! 0:

Condition (3) has been considered by van der Vaart and van Zanten [8], p. 2660, and
implies that ˇ..s; 1// . exp f�D4s�2=2g as s ! 1, see Lemma 4.9, p. 2669.

We assess rates for location-scale mixtures of symmetric stable laws. The result
goes through to location-scale mixtures of Student’s-t distributions.

Theorem 1 Let K be the density of a symmetric stable law of index 0 < r � 2.
Suppose that f0 D R1

0
.F0 
 K
 / dG0.
/, with the true mixing distribution F0 for the
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location parameter satisfying the tail condition

F0.f� W j� j > tg/ . exp f�c0t
1CI.1; 2.r/=.r�1/g for large t > 0; (4)

for some constant c0 > 0, and the true mixing distribution G0 for the scale
parameter satisfying assumption .A/, with �02 D 1. If the base measure ˛ has
a density ˛0 such that, for constants b > 0 and 0 < ı � 1 C I.1; 2.r/=.r � 1/,
satisfies

˛0.�/ / e�bj� jı ; � 2 R; (5)

the base measure ˇ satisfies assumption .B/, with 0 < �j � �0j � 1 and �j < �0j
if rj > 0, j D 1; 2, then the posterior rate of convergence relative to the Hellinger
distance is "n D n�1=2.log n/� , with � > 0 depending on �01 ; �1; �2, and r.

Proof The proof is in the same spirit as that of Theorem 4.1 in Scricciolo [6], which,
for space limitations, cannot be reported here. Let N"n D n�1=2.log n/� and Q"n D
n�1=2.log n/� , with � > � > 0 whose rather lengthy expressions we refrain from
writing down. Let 0 < sn � E.log.1= N"n//

�2�=�1 , 0 < Sn � F.log.1= N"n//
2�=�2 , and

0 < an � L.log.1= N"n//
2�=ı, with E; F; L > 0 suitable constants. Replacing the

expression of N in (A.19) of Lemma A.7 of Scricciolo [6], with that in Lemma 1,
we can estimate the covering number of the sieve set

Fn WD f fF;G W F.Œ�an; an/ 	 1 � N"n=2; G.Œsn; Sn/ 	 1 � N"n=2g

and show that log D.N"n; Fn; dH/ . .log n/2� D n N"2n. Verification of the remaining
mass condition �.F c

n / . exp f�.c2 C 4/n Q"2ng can proceed as in the aforementioned
theorem using, among others, the fact that 2� > 1.

We now turn to consider the small ball probability condition. For 0 < " < 1=4,
let a" WD .c�1

0 log.1=.s""///1=.1CI.1; 2.r/=.r�1// and s" WD .d�1
1 log.1="//�1=�01 . Let

G�
0 be the re-normalized restriction of G0 to Œs"; S0, with S0 the upper endpoint

of the support of G0, and F�
0 the re-normalized restriction of F0 to Œ�a"; a". Then,

kfF�

0 ;G
�

0
� f0k1 . ". By Lemma 1, there exist discrete distributions F0

0 WD PN
jD1 pjı�j

on Œ�a"; a" and G0
0 WD PN

kD1 qkı
k on Œs"; S0, with at most N . .log.1="//2��1
support points, such that k fF0

0;G
0

0
� fF�

0 ;G
�

0
k1 . ". For T" WD .2a" _ "�1=.rCI.0; 1.r///,

kfF0

0;G
0

0
� fF�

0 ;G
�

0
k1 . T"kfF0

0;G
0

0
� fF�

0 ;G
�

0
k1 C T�r

" . "1�1=.rCI.0; 1.r//:

Without loss of generality, the �j’s and 
k’s can be taken to be at least 2"-separated.
For any distribution F on R and G on .0; 1/ such that

NX
jD1

jF.Œ�j � "; �j C "/ � pjj � " and
NX

kD1
jG.Œ
k � "; 
k C "/ � qkj � ";
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by the same arguments as in the proof of Theorem 4.1 in Scricciolo [6],

kfF;G � fF0

0;G
0

0
k1 . ":

Consequently,

d2H. fF;G; f0/ � kfF;G � fF0

0;G
0

0
k1 C kfF0

0;G
0

0
� fF�

0 ;G
�

0
k1 C kfF�

0 ;G
�

0
� f0k1

. "1�1=.rCI.0; 1.r//:

By an analogue of the last part of the same proof, we get that �.BKL. f0I Q"2n// &
exp f�c2n Q"2ng.

Remark 3 Assumptions (4) on F0 and (5) on ˛0 imply that supp.F0/ � supp.˛/,
thus, F0 is in the weak support of D˛. Analogously, assumptions .A/ on G0 and
.B/ on ˇ0, together with the restrictions on �0j ; �j, j D 1; 2, imply that supp.G0/ �
supp.ˇ/, thus, G0 is in the weak support of Dˇ.

Remark 4 If �1 D �2 D 1, then also �01 D �02 D 1, i.e., the true mixing
distribution G0 for 
 is compactly supported on an interval Œs0; S0, for some
0 < s0 � S0 < 1, and (an upper bound on) the rate is given by "n D n�1=2.log n/� ,
with � whose value for Gaussian mixtures (r D 2) reduces to the same found by
Ghosal and van der Vaart [3] in Theorem 6.1, p. 1255.

Appendix

The following lemma provides an upper bound on the number of mixing com-
ponents of finite location-scale mixtures of symmetric stable laws that uniformly
approximate densities of the same type with compactly supported mixing distribu-
tions. We use E and E

0 to denote expectations corresponding to priors G and G0 for
the scale parameter˙ , respectively.

Lemma 1 Let K be a density with Fourier transform such that, for constants A; 	 >
0 and 0 < r < 2, ˚K.t/ D Ae�	jtjr , t 2 R. Let 0 < � < 1, 0 < a < 1 and
0 < s � S < 1 be given, with .a=s/ 	 1. For any pair of probability measures F
on Œ�a; a and G on Œs; S, there exist discrete probability measures F0 on Œ�a; a
and G0 on Œs; S, with at most

N .

8
<̂
:̂

a
s � �

S
s

�r �
log 1

s�

�1C1=r
; if 0 < r � 1;

max
n�

a
s

�r=.r�1/
;
�

S
s

�r=.r�1/ �
log 1

sr�

�1=.r�1/o
; if 1 < r < 2;

support points, such that kEŒF 
 K˙ � E
0ŒF0 
 K˙k1 . �.
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Proof We consider first the case where 1 < r < 2 because, since .a=s/ 	 1 by
assumption, we can appeal to Lemma A.1 of Scricciolo [6]. The arguments of the
first part of the proof can be then used to deal also with the case where 0 < r � 1.
For each s � 
 � S, since

R1
�1 j˚K.
 t/j dt < 1, the inversion formula can be

applied to recover both F 
 K
 and F0 
 K
 . For any M > 0 and x 2 R,

jEŒ.F 
 K˙/.x/ � E
0Œ.F0 
 K˙/.x/j

D 1

2�

ˇ̌
ˇ̌
ˇ
Z S

s

Z 1

�1
e�itx˚K.
 t/˚F.t/ dt dG.
/

�
Z S

s

Z 1

�1
e�itx˚K.
 t/˚F0.t/ dt dG0.
/

ˇ̌
ˇ̌
ˇ

D 1

2�

ˇ̌
ˇ̌
ˇ
�Z

jtj�M
C
Z

jtj>M

�
e�itx

�
˚F.t/EŒ˚K.˙ t/ � ˚F0.t/E0Œ˚K.˙ t/

�
dt

ˇ̌
ˇ̌
ˇ:

Let

U WD 1

2�

ˇ̌
ˇ̌
ˇ
Z

jtj�M
e�itx

�
˚F.t/EŒ˚K.˙ t/ �˚F0.t/E0Œ˚K.˙ t/

�
dt

ˇ̌
ˇ̌
ˇ

and

V WD 1

2�

ˇ̌
ˇ̌
ˇ
Z

jtj>M
e�itx

�
˚F.t/EŒ˚K.˙ t/ � ˚F0.t/E0Œ˚K.˙ t/

�
dt

ˇ̌
ˇ̌
ˇ:

For M 	 .	1=rs/�1.log.1=.sr"///1=r,

V � A

2�

Z

jtj>M

Z S

s
e�	.
 jtj/r d.G C G0/.
/ dt . ":

In order to find an upper bound on U, we apply Lemma A.1 of Ghosal and van der
Vaart [3], p. 1260, to both F and G. There exists a discrete probability measure F0
on Œ�a; a, with at most N1 C 1 support points, where N1 is a positive integer to
be suitably chosen later on, such that it matches the (finite) moments of F up to the
order N1, i.e., E0Œ�j D EŒ�j for all j D 1; : : : ; N1. Analogously, there exists a
discrete probability measure G0 on Œs; S, with at most N2 support points, where N2
is a positive integer to be suitably chosen later on, such that

E
0Œ˙ r` WD

Z S

s

 r` dG0.
/ D

Z S

s

 r` dG.
/ DW EŒ˙ r`; ` D 1; : : : ; N2 � 1:
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Both N1 and N2 will be chosen to be increasing functions of ". In virtue of the latter
matching conditions,

ˇ̌
EŒ˚K.˙ t/ � E

0Œ˚K.˙ t/
ˇ̌ �

ˇ̌
ˇ̌
ˇE
"
˚K.˙ t/ � A

N2�1X
`D0

.	.˙ jtj/r/`
`Š

#ˇ̌
ˇ̌
ˇ

C
ˇ̌
ˇ̌
ˇE

0
"
˚K.˙ t/ � A

N2�1X
`D0

.	.˙ jtj/r/`
`Š

#ˇ̌
ˇ̌
ˇ

� 2A

.N2/Š
.	.Sjtj/r/N2 ; t 2 R: (6)

Using arguments of Lemma A.1 in Scricciolo [6] and inequality (6),

U � 1

2�

Z

jtj�M

ˇ̌
˚F.t/EŒ˚K.˙ t/ �˚F0.t/E0Œ˚K.˙ t/

ˇ̌
dt

� 1

2�

Z

jtj�M

ˇ̌
ˇ̌
ˇ̌˚F.t/ �

N1X
jD0

.it/j

jŠ
EŒ�j

ˇ̌
ˇ̌
ˇ̌EŒj˚K.˙ t/j dt

C 1

2�

Z

jtj�M

ˇ̌
ˇ̌
ˇ̌˚F0.t/ �

N1X
jD0

.it/j

jŠ
E

0Œ�j

ˇ̌
ˇ̌
ˇ̌E0Œj˚K.˙ t/j dt

C 1

2�

N1X
jD0

jEŒ�jj
jŠ

Z

jtj�M
jtjj ˇ̌EŒ˚K.˙ t/ � E

0Œ˚K.˙ t/
ˇ̌

dt

� 4AaN1

�r.	sr/.N1C1/=r

� ..N1 C 1/=r/

� .N1 C 1/
C 2A

�.N2/Š
.1C aM/N1 .	.SM/r/N2M

� 4AaN1

�r.	sr/.N1C1/=r

� ..N1 C 1/=r/

� .N1 C 1/
C

p
2A.1C aM/N1 .	.SM/r/N2M

�3=2e�N2NN2�1=2
2

;

where, in the last line, we have used Stirling’s approximation for .N2/Š, assuming
N2 is large enough. For N1 . maxflog.1=.s"//; .a=s/r=.r�1/g,

U1 WD 4AaN1

�r.	sr/.N1C1/=r

� ..N1 C 1/=r/

� .N1 C 1/
. ":

Let M be such that aM 	 1 and .	1=rSM/ 	 2a. Then, for N2 	 maxf.2N1C 1/.r �
1/=.r.2� r//; e3.	1=rSM/r=.r�1/; log.1="/g,

.1C aM/N1 .	.SM/r/N2M � .	1=rSM/rN2C2N1C1 � .	1=rSM/rN2=.r�1/
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and

U2 WD
p
2A.1C aM/N1 .	.SM/r/N2M

�3=2e�N2NN2�1=2
2

. ":

Hence, N2 . maxf.a=s/r=.r�1/; ..S=s//r=.r�1/ .log.1=sr"//1=.r�1/g.
In the case where 0 < r � 1, since .a=s/ 	 1, we need to restrict the support

of the mixing distribution F. To the aim, we consider a partition of Œ�a; a into
k D d.a=s/.log.1=.s"///1=r�1e subintervals I1; : : : ; Ik of equal length 0 < l �
2s.log.1=.s"///�.1�r/=r and, possibly, a final interval IkC1 of length 0 � lkC1 < l.
Let J be the number of intervals in the partition, which can be either k or k C 1.
Write F D PJ

jD1 F.Ij/Fj, where Fj denotes the re-normalized restriction of F to Ij.

Then, for each s � 
 � S, we have .F 
 K
 /.x/ D PJ
jD1 F.Ij/.Fj 
 K
 /.x/, x 2 R.

For any probability measure F0 such that F0.Ij/ D F.Ij/, j D 1; : : : ; J,

jEŒ.F 
 K˙/.x/ � E
0Œ.F0 
 K˙/.x/j

�
JX

jD1
F.Ij/jEŒ.Fj 
 K˙/.x/ � E

0Œ.F0
j 
 K˙/.x/j; x 2 R:

Reasoning as in the case where 1 < r < 2, with a to be understood as l=2 and N1 as
the number of support points of the generic Fj, for M 	 ..	=2/1=rs/�1.log.1="//1=r,

jEŒ.Fj 
 K˙/.x/ � E
0Œ.F0

j 
 K˙/.x/j . U C V . .U1 C U2/C "; x 2 R:

Since .a=s/ . .log.1=.s"///�.1�r/=r by construction, for N1 D log.1=.s"//, it turns
out that U1 . ". For N2 	 maxfN1; 2e4	.SM/r log.1=.s"//; log.1="/g,

.1C aM/N1 .	.SM/r/N2M � M.2	.SM/r log.1=.s"///N2

and U2 . ". Then, N2 . .S=s/r.log.1=.s"///2 and the total number NT of support
points of F0 is bounded above by

J � N1 . J � N2 .
a

s
�
�

S

s

�r �
log

1

s"

�1C1=r

:

The proof is thus complete.

Remark 5 Lemma 1 does not cover the case where r D 2, i.e., the kernel is
Gaussian: this might possibly be due to the arguments laid out in the proof. This
case can be retrieved from Lemma A.2 in Scricciolo [6] when p D 2.
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Unsupervised Classification of Multivariate
Time Series Data for the Identification of Sea
Regimes

Mauro Bencivenga, Francesco Lagona, Antonello Maruotti,
Gabriele Nardone, and Marco Picone

Abstract

Unsupervised classification of marine data is helpful to identify relevant sea
regimes, i.e. specific shapes that the distribution of wind and wave data takes
under latent environmental conditions. We cluster multivariate marine data by
estimating a multivariate hidden Markov model that integrates multivariate von
Mises and normal densities. Taking this approach, we obtain a classification
that accounts for the mixed (linear and circular) support of the observations, the
temporal autocorrelation of the data, and the occurrence of missing values.

1 Introduction

Marine and atmospheric multivariate mixed data are disseminated by environmental
protection agencies for a variety of purposes, ranging from the computation of
simple descriptive summaries that communicate marine conditions to the public,
to the estimation of sophisticated statistical models that detect air–sea interactions.
Air–sea interaction models are exploited in several application areas, including
studies of the drift of floating objects and oil spills, the design of off-shore
structures, and studies of sediment transport and coastal erosion. These applications
are especially important in coastal areas and semi-enclosed basins, where wind–
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wave interactions are influenced by the orography of the site. Studies of air–sea
interactions involve the analysis of multivariate, often incomplete, mixed-type
time series of marine data, such as wind and wave measurement. These data are
traditionally examined through numerical wind–wave models. Although well suited
for oceans, numerical wind–wave models may provide inaccurate results under
complex orography conditions. This has motivated the use of statistical models for
the analysis of time series of wind and wave data [10].

We specify a multivariate hidden Markov model (MHMM) by describing wind–
wave data in terms of latent environmental regimes, i.e., specific distributions that
the data take under latent environmental conditions. This approach is particularly
convenient under complex marine conditions, such as closed basins or coastal
areas, where the correlation structure of the data can be decomposed according
to a finite number of easily interpretable distributions. The literature on MHMM-
based classification studies is dominated by Gaussian MHMMs for multivariate
continuous data. MHMMs for data observed on different supports are less developed
and traditionally specified by approximating the joint distribution of the data by a
mixture whose components are products of univariate densities [7]. We extend this
strand of the literature in the context of mixed linear and circular time series data.
We focus in particular on pentavariate time series of wave and wind directions, wind
speed, and wave height and period, typically collected to describe sea conditions in
terms of wind–wave regimes. Previous work in this area includes mixtures whose
components are specified as products of univariate or bivariate densities [4,5], which
ignore temporal correlation, or hidden Markov models where single measurements
are assumed as conditionally independent given the latent states of a Markov
chain, which ignore correlation within latent classes [3]. We propose an MHMM
where wind and wave directions are segmented by toroidal clusters, while (log-
transformed) trivariate observations of wind speed and wave height and period are
clustered within hyper-ellipses. Specifically, we approximate the joint distribution
of the data by a product of bivariate von Mises densities [8] and trivariate normal
densities, whose parameters evolve in time according to the states visited by a
latent Markov chain [1, 6]. Under this setting, the transition probabilities matrix
of the Markov chain captures regime-switching in time, accounting for temporal
autocorrelation. This allows to cluster mixed linear and circular data separately,
avoiding the definition of possibly hardly interpretable hyper-cylindrical clusters.

2 Wind–Wave Data in Adriatic Sea

Our analysis is based on semi-hourly environmental profiles with three linear and
two circular components: wind speed, significant wave height, and wave period,
wind direction and wave direction. The data were recorded in wintertime, in the
period 18/1/2011–9/3/2011 by the buoy of Ancona, located in the Adriatic Sea at
about 30 km from the coast. According to NOAA definitions, the significant wave
height is the average crest-to-trough height of the highest one-third waves in a wave
record and it be estimated from the variance of a wave elevation record assuming
that the nondirectional spectrum is narrow. The wave period is the average time
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between corresponding points on a wave profile passing a measurement location.
Wave period is strictly correlated with wave height. Under conditions of calm sea,
wave period depends only on the wave speed. As the height increases, waves start
moving faster, and the period increases. The relationship between wind speed and
wave period is weak and depends on the wind direction.

To account for the cumulative effect that wind has on waves, wind data were
smoothed by taking, for each measurement, the average of wind speeds and the
circular average of wind directions, observed during the last 6 h. Buoy data often
include missing values because of transmission errors or malfunctioning of the
device. About 5 % of the profiles includes at least one missing value. We assume that
missing values occur at random. Under this hypothesis, the contribution of missing
patterns to the likelihood can be ignored, facilitating model-based clustering of the
data.

In the literature, such as wave atlas, marine data are typically depicted in terms
of univariate distributions. The complex wind–wave interaction structure in the
Adriatic Sea is, however, better shown by Fig. 1, which displays the scatter plots of
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Fig. 1 Wind and wave direction (0 represents North) as well as wind speed, wave height and
period, observed at a buoy of the Adriatic Sea in wintertime
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the circular and the linear available observations. For simplicity, bivariate circular
data are plotted on the plane, although data points are actually on a torus. Point
coordinates are measured in radian, with North as the origin (0 � 2�). Although
a number of patterns appear in these scatter plots, their interpretation is difficult
due to the weak correlation of the circular measurements and the skewness of the
linear observations, traditionally explained as the result of the complex orography
of the Adriatic Sea and often held responsible for the inaccuracy of numerical wind–
wave models. Nevertheless, the observations might result from the mixing of a
number of latent environmental regimes, conditionally on which the distribution of
the data takes a shape that is easier to interpret than the shape taken by the marginal
distributions. By taking a HMM approach, we cluster directional and planar data
separately to account for the different nature of the data, and simultaneously pair
these clusters into a number of latent classes evolving in time according to a Markov
chain, being interpretable as time-varying regimes of air–sea interactions.

3 A Gaussian–vonMisesMHMM for Linear–Circular Data

The data considered in this paper are in the form of a time series z0WT D .zt; t D
0; : : : ;T/, with zt D .xt; yt/ where xt D .x1t; x2t/ 2 Œ0; 2�/2 are the bivariate circu-
lar components and yt D . y1t; y2t; y3t/ 2 R

3 are log-transformed linear components.
In HMM-based classification studies, the temporal evolution of class membership
is driven by a latent Markov chain, which can be conveniently described as a
multinomial process in discrete time. Accordingly, we introduce a sequence �0WT D
.�t; t D 0; : : : ;T/ of multinomial variables �t D .�t1 : : : �tK/ with one trial and K
classes, whose binary components represent class membership at time t. The joint
distribution p.�0WT I �/ of the chain is fully known up to a parameter � that includes
K initial probabilities�k D P.�0k D 1/; k D 1; : : : ;K;

P
k �k D 1; and K2 transition

probabilities �hk D P.�tk D 1j�t�1;h D 1/; h; k D 1; : : : ;K;
P

k �hk D 1. Formally,
we assume that

p.�0WT I �/ D
KY

kD1
�
�0k
k

TY
tD1

KY
hD1

KY
kD1

�
�t�1;h�tk
hk : (1)

The specification of a multivariate HMM is completed by assuming that the
observations are conditionally independent, given a realization of the Markov chain.
As a result, the conditional distribution of the observed process, given the latent
process, takes the form of a product density, say

f .z0WT j�0WT/ D
TY

tD0

KY
kD1

. fk.zt//
�tk ;
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where fk.z/; k D 1; : : : ;K are K multivariate densities. For classification purposes,
these densities are usually assumed to be known up to a number of parameters that
indicate the locations and the shapes of K clusters. We assume that circular and
linear observations are conditionally independent given a realization of the Markov
chain, and introduce a family of bivariate densities f .xI ˇ/ on the torus, indexed by
a parameter ˇ, and a family of trivariate densities on the plane, f . yI �/, indexed by
a parameter � . Formally, we assume that

f .z0WT j�0WT/ D
TY

tD0

KY
kD1

. f .xtjˇk/f . ytj�k//
�tk : (2)

Integrating f .z0WT j�0WT/p.�0WT/ with respect to �0WT , we obtain the marginal distri-
bution of the observed data, known up to a parameter � D .�;ˇ;�/, on which
our classification procedure is based. In particular, we first maximize the likelihood
function

L.� I z0WT/ D
X
�0WT

p.�0WT I �/f .z0WT j�0WT/; (3)

and find the maximum likelihood estimate O� . Secondly, we cluster the data
according to the posterior probabilities of class membership

Optk D P.�tk D 1jz0WT I O�/ D E.�tkjz0WT I O�/; (4)

based on O� . The computational complexity of the estimation of both O� and Optk

depends on the choice of the multivariate densities which are used to model the
circular and the linear components of the observations. We exploit bivariate von
Mises and trivariate normal densities, described below, as a compromise between
numerical complexity and modeling flexibility.

The bivariate von Mises density in the form introduced by Mardia et al. [8] is
a parametric distribution on the torus, which naturally embeds the bivariate normal
distribution when the range of observations is small. Its density is given by

f .xI ˇ/ D exp .ˇ11 cos.x1 � ˇ1/C ˇ22 cos.x2 � ˇ2/C ˇ12 sin.x1 � ˇ1/ sin.x2 � ˇ2//
C.ˇ/

;

(5)

with normalizing constant

C.ˇ/ D 4�2
1X

mD0

 
2m

m

!�
ˇ212

4ˇ11ˇ22

�m

Im.ˇ11/Im.ˇ22/;

where Im.x/ is the modified Bessel function of order m.
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The univariate marginal densities f .xiI ˇ/ i D 1; 2 depend on the marginal
mean angles ˇi and on shape parameters ˇ12, ˇii, and ˇii with i; j D 1; 2 and i ¤ j.
For ˇ12 D 0, x1 and x2 are independent and each of them follows a von Mises
distribution with marginal mean angles ˇi and marginal concentrations ˇii.

The conditional distributions f .xijxjI ˇ/ i; j D 1; 2 i ¤ j are von Mises with
parameters depending on ˇ.

To model the joint distribution of (log-transformed) wave height and period and
wind speed, we use a family of K trivariate normal densities

f . yI �/ D N

0
@
0
@
�1
�2
�3

1
A ;
0
@
�11 �12 �13
�12 �22 �23
�13 �23 �33

1
A
1
A : (6)

4 Likelihood Inference

As our data are in the form of incomplete profiles, we refer to zt;mis D
.xt;mis; yt;mis/ and zt;obs D .xt;obs; yt;obs/, respectively, indicate the missing
and observed parts of a circular–linear observation at time t.

If the data are missing at random (MAR), the missing data mechanism can be
ignored and the maximum likelihood estimate of parameter � is the maximum point
of the marginal likelihood function

L.� jz0WT;obs/ D
X
�0WT

p.�0WT I �/

TY
tD0

Z
f .ztj�tI ˇ;�/dzt;mis (7)

f .ztj� tI ˇ;�/ D f .xtj�tI ˇ/f . ytj� tI �/:

In order to estimate � , we maximize L.�/ by using a version of the EM
algorithm. EM algorithms are based on the definition of a complete-data log-
likelihood function, obtained by considering the sampling distribution of both the
observed and the unobserved quantities. As our HMM is a mixture which integrates
circular and normal densities, the unobserved quantities are not only the missing
measurements, but also the unknown class memberships. As a result, the complete-
data log-likelihood function can be defined as follows

log Lcomp.�; �0WT ; z0WT/ D
KX

kD1
�0k log�k C

TX
tD1

KX
hD1

KX
kD1

�t�1;h�t;k log�hk

C
TX

tD0

KX
kD1

�tk log f .xtI ˇk/C
TX

tD0

KX
kD1

�tk log f . ytI �k/:

(8)
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The algorithm is iterated by alternating the expectation (E) and maximization
(M) step. Given the estimate O�s, obtained at the end of the s-th iteration, the .s C1/-
th iteration is initialized by an E-step, which evaluates the expected value of (8)
with respect to the conditional distribution of the missing values given the observed
data. For the HMM, this distribution takes a complex, but tractable, form, because
it factorizes as follows:

f .�0WT ; z0WT;misjzobsI O�s/ D p.�0WT jz0WT;obsI O�s/f .z0WT;misj�0WT ; z0WT;obsI O�s/ (9)

where

f .z0WT;misj�0WT ; z0WT;obsI O�s/ D f .x0WT;misj�0WT ; x0WT;obsI Ǒs/

� f . y0WT;misj�0WT ; y0WT;obsI O�s/

and

f .x0WT;misj�0WT ; x0WT;obsI Ǒs/ D
TY

tD0

KY
kD1

�
f .xt;misj�tk D 1; xt;obsI Ǒks/

��tk

f . y0WT;misj�0WT ; y0WT;obsI O� s/ D
TY

tD0

KY
kD1

�
f . yt;misj�tk D 1; yt;obsI O�ks/

��tk
: (10)

Each distributions f .xt;misj�tk D 1; xt;obsI Ǒks/ and f . yt;misj�tk D 1; yt;obsI O�ks/

in (10) are equal to 1 if the observed profile of circular or linear variables at time t
is complete; it is otherwise equal to the multivariate circular or linear distribution,
evaluated at ˇ D Ǒks or � D O�ks, if both circular or linear measurements at time
t are missing; it finally reduces to the circular or linear conditional distributions,
evaluated at ˇ D Ǒks or � D O�ks, if one observation is missing.

The factorization (9) facilitates the evaluation of the expected complete-data log-
likelihood, which can be computed in terms of iterated expectations as follows

Q.�j O�s/ D E

�
log Lcomp.�; �0WT ; z0WT jz0WT;obsI O� s

�

D
KX

kD1
E.�0kjz0WT;obs; O� s/ log�k (11)

C
TX

tD1

KX
hD1

KX
kD1

E.�t�1;h�tkjz0WT;obs; O�s/ log�h;k (12)
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C
TX

tD0

KX
kD1

E.�tkjz0WT;obs; O�s/E
�

log f .xtI ˇk/jxt;obs; Ǒks

�
(13)

C
TX

tD0

KX
kD1

E.�tkjz0WT;obs; O�s/E
�
log f . ytI �k/j yt;obs; O�ks

�
: (14)

The M-step of the algorithm updates the estimate O�s with a new estimate O�sC1,
which maximizes the above function Q. This function is the sum of three functions
that depend on independent sets of parameters and can thus be then maximized
separately. Maximization of (12) with respect to the transition probabilities �hk

provides the closed-form updating formula

O�hk.sC1/ D
PT

tD1 Opt�1;t;hk. O�s/PT
tD1 Opt�1;h. O�s/

; h; k D 1; : : : ;K:

While the maximization of (14) reduces to a battery of exact updating equations
[2], maximization of (13) reduces to K separate nonlinear systems of five equations,
which may be solved following, e.g., the iterative procedure suggested by Mardia
et al. [9].

5 Results

We clustered the data described in Sect. 2 by fitting a Gaussian–von Mises HMMs
with K D 3 states, chosen according to the Bayesian information criterion.
Table 1 displays the maximum likelihood estimates of the model. Figure 2 shows
the contours of the toroidal densities and the trivariate densities, represented as
three bivariate densities, for the three latent regimes. The data points are allocated
according to the most probable regime. The model detects three regimes of
straightforward interpretation.

The first component of the model is associated with Sirocco and weak Bora
episodes. Wind and wave directions appear strictly synchronized. Waves travel
driven by winds that blow from a similar directional angle, so when wind blows
from the south, wave travels southeasterly along the major axis of the basin. When
the wind turns along the north direction, under cyclonic atmospheric circulation,
wave comes from northeast. As a result, wave can reach significant height, winds
contribute to increase the velocity of waves, so the mean period is high.

A similar phenomenon is captured by the second component of the model,
although it is originated by an anticyclonic atmospheric circulation. In this regime,
northern Bora jets generate high waves that travel along the major axis of the
basin. Compared to the other two regimes, waves and winds are highly concentrated
around one modal direction. Most of the wind energy is transferred to the sea surface
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Table 1 Estimated parameters of a three-state multivariate hidden Markov model with mixed
(log) linear and circular components

State 1 State 2 State 3

Circular parameters Wave mean direction ˇ1 1.335 0.150 0:727

Wind mean direction ˇ2 1.312 0.060 4:466

Wave directional concentration ˇ11 4.101 8.673 0:024

Wind directional concentration ˇ22 1.230 6.601 1:629

Wave/wind directional dependence ˇ12 2.812 9.519 �1:535
Linear parameters Wave average height �1 0.019 0.372 �1:306

Wave average period �2 1.600 1.641 1:400

Wind average speed �3 1.445 2.044 0:985

Wave height variance �11 0.253 0.228 0:261

Wave period variance �22 0.037 0.032 0:020

Wind speed variance �33 0.161 0.084 0:299

Height/period covariance �12 0.083 0.080 �0:014
Height/speed covariance �13 0.134 0.120 0:221

Period/speed covariance �23 0.034 0.039 �0:013
Destination state 1 2 3

Origin state 1 0.969 0.026 0:005

2 0.012 0.985 0:003

3 0.005 0.004 0:991

Initial state 0.000 0.000 1:000

and, as a result, the correlation between wind speed and wave height and period is
larger than that observed under Sirocco or Maestral episodes. As expected, most of
the profiles with the highest waves in the sample are clustered under this regime.

The third component is associated with periods of calm sea: weak winds generate
small waves with low periods. Under this regime, the shape of the joint distribution
of wave and wind directions is essentially spherical and relate to northwesterly
Maestral episodes. As expected, wind and wave directions are poorly synchronized
under this regime, because wave direction is more influenced by marine currents
than by wind direction during weak wind episodes.

The rows at the bottom of Table 1 include the estimated transition probabilities
and initial probabilities of the latent Markov chain. As expected, the transition
probability matrix is essentially diagonal, reflecting the temporal persistence of the
states.
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Fig. 2 Circular and linear components of a three-state hidden Markov models

6 Discussion

We illustrate a HMM-based classification method for multivariate mixed-type time
series, focusing on linear and circular variables. The data are clustered according to
trivariate normal and bivariate von Mises distributions, which are associated to the
states of a latent Markov chain. Our classification procedure is motivated by issues
that arise in marine studies, but can be easily adapted to a wide range of real-world
cases, including, for example, ecological studies of animal behavior, where direction
and speed of movements are recorded [3], and bioinformatics applications, where
sequences of protein dihedral angles [8] are recorded with a number of continuous
variables.

The model is useful to cluster marine data in a number of latent classes or
regimes, associated with toroidal and elliptical clusters. Classification is carried
out by accounting for both the temporal autocorrelation of the data and the special
structure of the circular data. The combination of multivariate von Mises and normal
distributions allows for a simple specification of the dependence structure between
variables and for the computational feasibility of a mixture-based classification
strategy where missing values can be efficiently handled within a likelihood
framework.
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An Evaluation of the Student Satisfaction
Based on CUBModels

Barbara Cafarelli and Corrado Crocetta

Abstract

In 2009 the Faculty of Economics of Foggia started a project called “Analisi
della student satisfaction” with the aim of creating an internal quality control
system based on students’ feedback. Every year a customer satisfaction survey
is carried out, where all students attending lectures are asked to evaluate the
services provided. This paper presents an evaluation of the student satisfaction
over the last two academic years. In order to understand the level of satisfaction
and the psychological mechanism behind the students’ evaluation process an
approach based on CUB models is adopted. At the end, multidimensional scaling
(MDS) techniques were used to investigate the existence of student subgroups
with similar attitudes towards the Faculty’s services and the overall satisfaction,
highlighting the eventually presence of similarities with the latent variables
estimated by CUB models.

1 Introduction

In the last few decades the demand for information from policy makers and
stakeholders has increased considerably. A large part of the information available
is referred to data collected on objective basis but there is an increasing need for
subjective data and in particular for customer satisfaction feedback.

In the university system there is strong interest from potential students, families
and institutions for information about the quality and the reputation of the university.
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This consideration led the Faculty of Economics of Foggia to develop the student
satisfaction analysis project with the aim of building a monitoring system devoted
to improving the quality of the services provided (see [1]).

Since the Academic Year 2009–2010, a customer survey has been carried out
every Academic Year, paying particular attention to the respondents’ perceptions
and to the underlying psychological construct behind them.

In order to assess how students’ judgement is influenced by personal feelings
towards the items under investigation and by the inherent uncertainty associated
with the choice of the ordinal values featuring on the questionnaire responses (see
[3]), the CUB models (see [4, 5]) were used.

We hereby propose to detect significant similarities and differences between the
raters’ overall judgment by comparing the estimated CUB models, with the aid of a
multidimensional scaling (MDS).

The MDS approach is also proposed in order to confirm the presence of the two
latent CUB variables and the role they play in the satisfaction process.

In this paper we only report the results of the satisfaction survey referring to the
services most frequently used by the students: Logistics (L), Registrar’s Office (RO),
Teaching (T), Website (WS) plus the overall satisfaction with the Faculty (OS) for
two Academic Years (A.Y.): 2009–2010 and 2010–2011.

The paper is organized as follows: after a brief description of the survey’s
characteristics and the presentation of the methodology applied, the results will be
discussed and scrutinized in detail.

2 The Student Survey

The evaluation of student satisfaction with respect to the services provided has
been performed by means of a questionnaire proposed to all the undergraduates
attending lectures at the Faculty of Economics of the University of Foggia during
the A.Y. 2009–2010 and 2010–2011. We collected 968 interviews for the first year
analysed and 832 for the second year. The respondents are the 35 and 30 % of
the total of registered students, respectively. All interviewed students completed the
questionnaire.

The services under evaluation were: Logistics, Registrar’s Office, Teaching,
Website, Laboratories, Library and Job Placements.

In this study, the evaluations of the services library and job placement are not
considered because they are not directly managed by the Faculty of Economics.

For each service we considered different items and then included a question about
the overall satisfaction level of the service. In particular, for each service considered
the students were asked about tangibles, reliability, responsiveness, assurance and
empathy.

The students gave a score to each service considered and to the overall satis-
faction which was expressed in a Likert scale from 1 (extremely unsatisfied) to 7
(extremely satisfied).



An Evaluation of the Student Satisfaction Based on CUB Models 75

The questionnaire also included questions about general characteristics of inter-
views, areas to improve and reasons for enrollment.

In order to detect potential difficulties of respondents the questionnaire was pre-
tested.

3 The Statistical Procedure

The student satisfaction assessment was made by CUB models to understand how
customers’ preferences are influenced by a subjective personal feeling towards the
items under investigation and by the inherent uncertainty associated with the choice
of the ordinal values featuring on the questionnaire responses.

In particular, D’Elia and Piccolo [4] suggest modelling feeling using a shifted
binomial random variable and uncertainty by using a discrete uniform random
variable. In this way, a CUB model (see [4, 5]) is obtained as a mixture distribution
combining these two random variables as follows:

P .R D r/ D �

�
m � 1
r � 1

�
.1 � �/r�1�m�r C .1 � �/ 1

m
r D 1; 2; : : : ;m (1)

where � 2 Œ0; 1 ; � 2 Œ0; 1, r is the rating with m> 3. For each service under
judgment, sample data .r1; : : : ; ri; : : : ; rn/

0 were observed, where ri is the rating
expressed by the ith subject and n is the number of the observed subjects, and were
considered as a realization of the random sample .R1; : : : ;Ri; : : : ;Rn/.

The � parameter indicates the importance of a latent aspect that can be called
feeling, whereas the � parameter measures the importance of uncertainty in the
final judgement. The interpretation of these two parameters depends on the scores
of judgements. In this case a Likert scale from 1 (extremely unsatisfied) to 7
(completely satisfied) is adopted. As a consequence, the � parameter is the inverse
of feeling/agreement with the item. Low values correspond to high levels of feeling.
The� parameter represents the uncertainty of the choice and high values correspond
to low levels of uncertainty of the respondents.

The statistical procedure proposed consists of the following steps:

1. Model (1) was fitted for each considered service for the Academic Years 2009–
2010 and 2010–2011. 10 CUB models were estimated. Then the profiles of
satisfaction, estimated by CUB models, were compared with those observed.

For this data, traditional goodness-of-fit indices cannot be properly applied,
because they detect significant differences even though there is an “almost perfect
fit” (see [3]). For this reason, to assess the goodness of fit of each estimated model,
the dissimilarity index was used (see [3, 6]):
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where fr are the observed relative frequencies and pr

� O�; O�
�

are the probabilities

estimated by CUB model. The dissimilarity index ranges between 0 and 1 (where
values less than 0.1 suggest a very good fit).

The models (1) were estimated using software CUB.R (3.0) implemented in
R (see [6]).

The presence of similarity or dissimilarity between the judgements of each item
was also investigated by comparing the representation in the parametric space
of the estimated values of feeling and uncertainty. � and � are characterized by
different variability patterns and play a different role in determining the shape of the
estimated distributions. For this reason the use of the Euclidean distance might cause
misleading interpretations of the CUB models in the parametric space (see [7]).
To avoid this problem, the Kullback–Leibler (KL) divergence was used to evaluate
dissimilarity among the estimated rating distributions (see [10]).

The Kullback–Leibler statistics (see [8]) is defined as follows:

KL D NiNj
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(3)

where p(x, ™i) is the probability distribution function, i and j are the items under
comparison and Ni and Nj are, respectively, the number of observations for the items
i and j. In this study i and j vary from 1 to the number of items considered for both
Academic Years.

The KL statistics (3) was used to test the null hypothesis H0 W ™i D ™j against
H1 W ™i ¤ ™j, where the vector parameters ™ D .�; �/ have been replaced by the
maximum likelihood estimators (see [8]). In these cases, the KL divergence follows
the �2 test with two degrees of freedom (see [9]);

2. A non-parametric MDS approach, based on KL divergences, was then applied to
study the relevant dissimilarities between the services analyzed and to highlight
the two latent variables estimated by CUB models (see [2]).

3. The results of MDS were compared with the procedure for clustering ordinal
data proposed by Corduas [8]. In particular, the comparison was done with
the hierarchical cluster analysis based on KL divergence with complete linkage
method.

4 The Results of the Student Satisfaction Survey

Before presenting the results of the procedure described in Sect. 3, it can be useful
to have a look at the observed data. The students interviewed expressed a good level
of satisfaction with the services under investigation and the overall satisfaction for
both considered years. In fact, mean, median and mode were equal or higher than
4.0 on a 7 point scale.
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Table 1 Median, mode,
mean and Fisher–Pearson
coefficient of skewness for
the overall satisfaction for the
analysed services and for the
Overall satisfaction for the
academic years 2009–2010
and 2010–2011

Academic years
Service 2009–2010 2010–2011

Teaching Mean 4:9 4:9

Median 5:0 5:0

Mode 5:0 5:0

Skewness �0:9 �1:0
Website Mean 5:3 5:0

Median 6:0 5:0

Mode 6:0 5:0

Skewness �1:1 �0:9
Registrar’s office Mean 4:3 4:0

Median 5:0 4:0

Mode 5:0 5:0

Skewness �0:5 �0:3
Logistics Mean 4:3 3:9

Median 4:0 4:0

Mode 5:0 5:0

Skewness �0:5 �0:4
Overall satisfaction Mean 4:8 4:6

Median 5:0 5:0

Mode 5:0 5:0

Skewness �0:9 �0:6

The observed distributions have a negative skewness as shown by the negative
values of the Fisher–Pearson coefficients (Table 1).

The students were more satisfied with Teaching and Website than Registrar’s
office and Logistics, the situation seems to get worse in 2010–2011 with respect to
the previous year.

In order to investigate these results, paying attention to the respondents’ percep-
tions and the underlying psychological construct behind them, 10 CUB models were
fitted.

The comparison between observed and estimated profiles of satisfaction showed
that CUB models well-represent the observed distributions as also suggested by the
values of the dissimilarity index of each estimated CUB model that were always less
or equal to 0.1 (Fig. 1).

By dividing in four regions of the parametric space ([0, 1] � ]0, 1]) of ™ D .�; �/,
four different areas are obtained denoting, respectively, low level of feeling with low
level of uncertainty (1st quadrant in the upper right), low level of feeling with high
level of uncertainty (2nd quadrant, in the upper left), high level of feeling with low
level of uncertainty (3rd quadrant, in the lower left), high level of feeling with low
level of uncertainty (4th quadrant, in the lower right).

Figure 2 shows that all the parameters estimated by CUB models are in the 4th
quadrant confirming the good level of satisfaction and a low level of uncertainty
among the respondents in both Academic Years. In particular, the feeling parameter



78 B. Cafarelli and C. Crocetta

Fig. 1 Observed and
estimated profiles of
satisfaction and Diss values
for logistics, registrar’s office,
teaching, website and overall
satisfaction for academic
years 2009–2010 and
2010–2011
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Fig. 2 Feeling and uncertainty estimated by CUB models for logistics (L), registrar’s office (RO),
teaching (T), website (WS) plus the overall satisfaction with the faculty (OS) for academic year
2009–2010 denoted by 0.1 and academic year 2010–2011 denoted by 0.2

O� ranges from 0.25 to 0.42 in the first year and between 0.27 and 0.49 in the second
year. The estimated uncertainty parameters, O� , are greater than 0.69 for the first year
and 0.61 for the second, which means that the interviewees are quite precise when it
comes to giving marks. In order to better describe the results obtained we displayed
only the fourth quadrant; in this way, the most appreciated services are the ones
nearest to the lower right corner of Fig. 2.

If we consider the Academic Year 2009–2010, with respect to the feeling, the best
services are Website, Teaching and Overall satisfaction for the Faculty. Registrar’s
Office and Logistic have a lower level of feeling. The students are more confident
about Overall satisfaction, Teaching and Website and a little less for Logistic and
Registrar’s Office.

In the second year the examined services show worse performances in terms
of feeling compared to the first year, with the only exception of Teaching, and an
increasing amount of respondents’ uncertainty. It is interesting to point out that the
overall satisfaction with respect to the Faculty services is very close to Teaching.
That confirms the descriptive results, that quality of teaching strongly influences the
perception of the respondents.

We can summarize that the most appreciated services are Website and Teaching
whereas Logistic and Registrar’s Office have lower feeling.

The similarities between teaching and overall satisfaction and between Registrar’
Office and Logistic are confirmed by (3) (p-value> 0.05).
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The differences between the performance of each service in the 2 years are
also tested by (3). In the second year, the reduction of feeling and uncertainty
for Logistics and Registrar’s Office is significant (p-value< 0.05). The decrease of
feeling and the increase of uncertainty for the Overall satisfaction are significant
(p-value< 0.05).

The differences between the 2 years with regard to Website’s and Teaching
performances are not significant.

The graphical proximity between the estimated points in the parametric space
must be checked by using an appropriate technique, in order to avoid the risk of
misleading interpretation of data, arising by the use of the Euclidean distance (see
[7, 9]).

For this reason, following Corduas [8], we analyzed similarities between profiles
of satisfaction estimated by CUB models, using a hierarchical cluster method based
on the Kullback–Leibler divergence, using the complete linkage approach (Fig. 3).

Four main groups were detected: Website for the two Academic Years, Regis-
trar’s Office and Logistics for 2009–2010, Teaching for both Academic Years and
overall satisfaction with the Faculty for A.Y. 2009–2010 and Logistic, Registrar’s
Office for A.Y. 2009–2010 and the overall satisfaction for 2010–2011.

The use of the hierarchical cluster however, did not give information about the
students’ perceptions in terms of feeling and uncertainty.

To this purpose (see [8]), a non-metric MDS approach based on KL divergence
was used to assess the presence of dissimilarities between the performance of

Fig. 3 Hierarchical cluster: complete linkage method
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Fig. 4 MDS map

the various services provided and the overall quality of the Faculty over the two
investigated years.

This approach allows us to detect relevant differences among the services
issued, in terms of feeling and uncertainty, paying attention to the psychological
mechanisms behind the evaluation process and to analyse the two latent aspects of
CUB models (Fig. 4).

The results obtained confirm the ones obtained by the cluster analysis. The values
of the stress index suggests considering only two dimensions.

The MDS approach shows the existence of student subgroups with similar
attitudes in terms of feeling and uncertainty towards the Faculty’s services and
the overall satisfaction and the presence of the two latent dimensions in the
psychological construct that shapes the respondents’ behaviour, as suggested by the
CUB based analysis.

In fact, the horizontal dimension (coordinate 1) clearly shows Website on one
side and Logistics and Registrar’s Office on the other and could be seen as the
feeling, whereas the vertical dimension (coordinate 2) shows Logistics, Registrar’s
Office and Website on one hand and Teaching and overall satisfaction with the
Faculty on the other and could be seen as the uncertainty level of respondents
(Fig. 4).

It is easy to verify that Fig. 4 is similar to Fig. 2 rotated of 90ı. We can conclude
that the MDS analysis confirms results obtained by CUB models.
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5 Concluding Remarks

In this study we focussed on an integrated approach as a tool to account for the
psychological mechanisms behind the students’ evaluation process and to compare
ratings expressed by the students on different services.

In particular, CUB models were used to understand the role played by two
unobservable components, supposed to be behind the evaluation process: feeling
and uncertainty. The MDS was used to facilitate the interpretation of these latent
components in the parametric space. This approach can represent an option to the
procedure suggested by Corduas [8]. In fact, in this study we have seen that the
conclusions achieved by applying the two integrated procedures (cluster analysis
and the MDS on the CUB model results) are similar.

However, the use of the MDS has a further advantage. In fact, this technique led
us to detect not only the presence of statistically similar groups among the respon-
dents, but also to highlight the underlying dimensions that allow the researchers to
explain observed similarities or dissimilarities between the investigated items. This
procedure is also useful to compare distributions in terms of skewness, median and
mode.

The results of the proposed method have been used by the Faculty of Economics
of the University of Foggia to improve services and consequently student satisfac-
tion levels. They confirm the central role of the quality of teaching with respect to
the overall satisfaction.
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Dimensions of Well-Being and Their Statistical
Measurements

Carla Ferrara, Francesca Martella, and Maurizio Vichi

Abstract

Nowadays, a relevant challenge regards the assessment of a global measure
of well-being by using composite indicators of different features such as level
of wealth, comfort, material goods, standard living, quality and availability of
education, etc.

In this paper, we focus on statistical methodologies designed to build com-
posite indicators of well-being by detecting latent components and assessing
the statistical relationships among indicators. We will consider some constrained
versions of Principal Component Analysis (PCA) which allow to specify disjoint
classes of variables with an associated component of maximal variance. Once
the latent components are detected, a Structural Equation Model (SEM) has been
used to evaluate their relationships. These methodologies will be compared by
using a data set from 34 member countries of the Organization for Economic
Co-operation and Development (OECD).

1 Introduction

In recent years, the assessment of the subjective perception of overall well-being of
citizens has received increasing attention. Governments and economists are aware
that Gross Domestic Product (GDP) and other traditional measures of economic
progress fail to measure the quality of the life. In fact, well-being depends on a
number of factors not related exclusively to the economic and material elements but
also to lifestyle, food choice, health condition, and environment.
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In this complex empirical framework, the methodological statistical problem is
to find a unique measure, i.e., a composite indicator synthesizing various factors
of well-being from social to economic, naturally arises. Several methodologies
have been proposed to define composite indicators (Saisana et al. [1]). In their
methodological literature, two aspects have been mainly investigated: (1) the
identification of key indicators to be used; (2) the ways in which these indicators
can be brought together to make a coherent system of information. Problems occur
in how to choose, aggregate, and weight the single observed variables among
an available suite, or in how to identify the components driving the composite
indicators. Therefore, the selection of the weights and the way the variables are
combined are very sensitive and important issues to be studied in order to exclude an
oversimplification of a complex system and prevent potentially misleading signals.

Dimensional reduction methods, such as Principal Component Analysis (PCA)
or Factor Analysis (FA), are the most natural tools to compute a composite indicator
of a set of observed variables. It can be defined as a linear combination of the
observed variables which explains the largest part of their total variance, i.e., it
is the first principal component or factor, provided that a unique relevant principal
component—in terms of explained variance (e.g., a unique component with variance
greater or equal to 1)—is defined. However, frequently the observed variables
specify more than one pertinent component, as it is for the global indicator of
well-being, representing a complex latent variable (LV) synthesized by several other
latent variables (such as living standards, health conditions, and environment). Thus,
there is a need to synthesize the latent variables into a unique final composite
indicator and to assess the relationships among latent and observed variables. A
Structural Equation Model (SEM) can be used for these last two purposes. One
assumption of SEM is that observed variables are partitioned in blocks of variables,
each related to a well a priori identified latent concept. As Kline [2] suggests: a
priori does not mean exclusively confirmatory, in the sense that in most of situations
the researcher needs to test more than one model. Frequently, the model chosen by
the researcher is not supported by the data and it must be rejected or the hypotheses
on which it is based must be modified. Furthermore, when no a priori knowledges
are available, it can be useful an Exploratory Factor Analysis (EFA) to discover
LVs in order to identify a model to be tested. In this case, blocks of variables that
identify latent components and explain the largest part of the total variance of the
observed variables need to be computed. To reach this aim, variables are partitioned
into blocks, generally, by means of PCA or FA. EFA, traditionally, has been used
to explore the possible underlying factor structure of a set of observed variables
without imposing a preconceived structure on the outcome. By performing EFA,
the underlying factor structure is identified. On the other hand, Confirmatory Factor
Analysis (CFA) developed by Jöreskog [3] is a statistical technique used to verify the
factor structure of a set of observed variables. CFA allows the researcher to test the
hypothesis that a relationship between observed variables and their underlying latent
constructs exists. The researcher uses knowledge of the theory, empirical research,
or both, postulates the relationship pattern a priori and then tests the hypothesis
statistically.
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However, there are some limitations of PCA and FA, in the correct assignment
of an original variable to a given component, because frequently variables have
a relevant loading for more than one component and therefore there is no clear
classification of these variables into a single component. This problem has also
relevant implications in the interpretation of components of PCA and FA and for
this reason frequently a rotation, such as varimax, is introduced to simplify the
structure of component loadings matrix. However, rotation frequently does not solve
this classification problem.

The problem of rotating the loading matrix A (J � Q) into a particular meaningful
rotation is linked to the concept of simple structure, introduced by Thurstone
[4]. The general idea is that factors have real meaning when many variables do
not depend on all of them. Thus, the loading matrix should have as many zero
coefficients as possible to show a simplest structure and presumably to allow the
most meaningful interpretation. Thurstone specifies the following properties: (1)
each row of A shall have at least one zero; (2) each column of A shall have at least
Q zeros, where Q is the number of LVs; (3) for every pair of columns of A there
shall be several rows in which one loading is zero and one is nonzero; (4) for every
pair of columns of A, a large proportion of rows shall have two zero loadings (if
Q 	 4); (5) for every pair of columns of A, there shall preferably be only a small
number of rows with two nonzero coefficients.

Reiersol [5] investigates and modifies these conditions in order to allow factor
model identification. Let † D AˆA0C ‰ be the resulting covariance matrix of a
factor model, where ˆ and ‰ are the covariance matrices of factors and errors,
respectively. He assumes that there are at least Q zeros in each column of A and that
(1) the rank of Am is Q � 1, where Am is the matrix A with zeros in the mth column;
(2) the rank of each submatrix obtained by deleting a row of Am is Q � 1, and (3)
the rank of each matrix obtained by adding a row of Am, not contained in Am, is Q.
If ‰ is identified, a necessary and sufficient condition for its identification is that A
does not contain any other submatrices satisfying (1), (2), and (3).

In an EFA, where no hypotheses concerning the factors are involved, it is
convenient to choose these restrictions so that ˆ D I and A0‰�1A is diagonal. In
a CFA, on the other hand, some relationships between factors and variables are
hypothesized and therefore restrictions on certain elements of A and ˆ are required
in advance. For example, ajm D 0 means that the mth factor does not load on the jth

variable. Thus, Jöreskog [3] defines unrestricted and restricted solutions, whether
or not the common factor space is restricted. The concept of restricted model has
been also analyzed by Zou et al. [6]. They propose a new method called sparse
principal component analysis (SPCA), which shrinks elements of A towards zero,
by imposing the elastic net constraint on the loadings and, therefore, deriving sparse
loadings.

In this paper we propose three methods to partition the variables, named: step-
wise PCA, restricted PCA, and disjoint PCA. After blocks of variables are defined
SEM has been applied. Two different approaches for estimating SEM parameters
can be considered: the covariance-based and the component-based techniques. The
first approach, which includes maximum likelihood estimation method (ML-SEM
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or LISREL, [3]), has been for many years the only estimation method aiming at
reproducing the sample covariance matrix of the observed variables through the
model parameters. On the other hand, the second approach, also known as PLS Path
Modeling (PLS-PM, [7]), was developed as an alternative approach to LISREL, as
a more flexible technique for the treatment of a huge amount of data characterized
by small sample sizes with respect to the number of variables, less restrictive
assumptions are required as compared to classical covariance-based approaches in
terms of distributions and measurement scales. It provides estimates of the LVs
in such way that they are the most correlated with each other, according to a
path diagram structure, and the most representative of each corresponding block
of manifest variables (MVs). Among others, recently Tenenhaus and Tenenhaus
[8] show that PLS-PM, except for some specific cases, maximizes a function of
covariance among connected LVs and under two different type of constraints is put
on outer weights and on latent variable scores. In this paper we will use this second
approach.

In particular, the paper is organized as follows. Section 2 describes constrained
PCA methods and a constrained version of clustering and disjoint PCA (CDPCA,
[9]) model. In Sect. 3, Structural Equation Model (SEM, [10]) is introduced in order
to assess relationships among variables and, in particular, to estimate a network of
causal relationships linking two or more latent complex concepts, each measured
through a number of observable indicators [11]. In Sect. 4, a motivating example,
based on a real data set described in [12], is illustrated to show the implementation
of the PLS-PM. In particular, we analyze 34 member countries considering well-
being under three aspects: material living conditions, quality of life, sustainability,
similarly to the paper proposed by [13]. Concluding remarks and discussion are
given in the last section.

2 Constrained PCAMethods

Three different methodologies are described to partition the original variables into
blocks with a component of maximal variance for each block.

2.1 Stepwise PCA

The first method, named “stepwise PCA”, consists of performing several iterated
PCA steps on the relevant Q principal components (PCs) (assuming scaled variables,
those with eigenvalue greater or equal to 1), and deleting at each PCA iteration the
variable which takes the greatest loading on the last relevant PC. This procedure
is repeated until a single component, which defines a subset of variables, is
obtained. This strategy is iterated for the matrix containing all the variables excluded
previously, until all the variables are associated to a single PC. In this way, disjoint
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PCs are obtained, since each variable can be exclusively linked to only a PC. The
algorithm is represented in the following steps:

step 1 Compute the first Q PCs on †X to obtain Y D XA(Q); B D IQ

step 2 m D argmaxfjalQ
(Q)j: l D 1,..,Jg, find the variable with the largest loading,

in absolute value on the Qth PC
step 3 B(m,m) D 0, delete the variable m
step 4 Compute PCA on B†XB and repeat Steps 2 and 3 until Y is a single PC

linear combination of a subset of variables that represent the first cluster
step 5 On the remaining variables repeat Steps 2, 3, and 4, until a partition of

variables is obtained.

2.2 Restricted PCA

The second proposed method is named “Restricted PCA”. A PCA on the original
data matrix X is computed to detect the Q relevant PCs (those with eigenvalue
greater or equal to 1). Then each variable is assigned to the component with maximal
weight, while all the other weights, for this variable, are set to zero. Finally, weights
are column normalized. Formally:

step 1 Compute the first Q PCs on †X to obtain Y D XA(Q); B D IQ

step 2 8 j compute: m D argmaxfjajl
(Q)j: l D 1, : : : ,Qg, find component with

largest loading, in absolute value, and retain it
step 3 ajq D 0, q D 1, : : : ,Q, q ¤ m, i.e., all the other weights are set to 0
step 4 A D A(A0A)�1/2 to normalize the weights.

2.3 Disjoint PCA

The third proposed method is named “DPCA”. It is an extension of the model pro-
posed by Vichi and Saporta (CDPCA, [9]) which focuses only on the classification
of variables. In detail, DPCA classifies the variables into clusters (characterizing the
corresponding components) by maximizing cluster-specific variance.

Given an (n � J) two-way two-mode (objects and variables) data matrix X D [xij],
i D 1, : : : ,n; j D 1, : : : ,s containing the measurements of J variables on n objects.
Variables are supposed commensurate, if they are expressed in different scales they
need to be standardized to have mean zero and unit variance.

The DPCA model can be formally written as follows

X D XAA
0 C E (1)
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where A is the component loading matrix with generally a reduced rank, i.e.,
rank(A) D Q � J, satisfying constraints

JX
jD1

a2jq D 1; q D 1; : : : ;Q (2)

JX
jD1

�
ajqajr

�2 D 0; q D 1; : : : ;Q � 1I r D q C 1; : : : ;Q (3)

and E is an error component matrix. Note that Y D XA specifies a reduced set of
components and in this framework it can be assumed that these are corresponding
to composite indicators of subsets of variables. Model (1) is the factorial model
specifying the dimensionality reduction via the component loading matrix A, which
allows to partition variables into classes summarized by an orthonormal linear
combination with maximal variance.

Moreover, the matrix A is re-parametrized as the product of two matrices: B and
V, where V D [vjq] is a (J � Q) binary and row stochastic matrix defining a partition
of variables into Q clusters, with vjq D 1, if the jth variable belongs to qth cluster,
vjq D 0, otherwise; while, B is a (J � J) diagonal matrix weighting variables such
that

JX
jD1
vjqb2j D 1I

QX
qD1

JX
jD1
vjqb2j D Q (4)

Therefore, constraints (2) and (3) can be equivalently rewritten as

V binary and row stochastic (5)

v
0

qB
0

Bvq D 1; q D 1; : : : ;Q (6)

Model (1) subject to constraints (2) and (3) can be considered the non-clustering
version of the CDPCA.

3 SEM and PLS PathModeling

Structural Equation Modeling is a methodology for representing, estimating, and
testing a network of relationships between variables. As noticed in the introduction,
we use the PLS-PM approach to estimate the SEM parameters. Specifically, it
is composed by two sub-models: the measurement model (outer model) and the
structural model (inner model).
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The measurement model describes the relationships between the manifest and
latent variables by using one of the following methods:

• the reflective method where each MV reflects its LV through a simple regression
as described by

xjq D ˇjq�q C "jq; j D 1; : : : :; JqI q D 1; : : : :;Q (7)

where
�q is the qth latent variable with E

�
�q
� D 0; ¢�q D 1; q D 1; : : : ;Q;

ˇjq is the jth weight on the qth latent variable, j D 1; : : : :; JqI q D 1; : : : ;Q;
"jq is the measurement error with E

�
"jq
� D 0; E

�
"jq; �q

� D 0; j D 1; ::; JqI q D
1; ::;Q;

• the formative method, where the LV is generated from its MVs through their
linear combination, is given by

�q D
JqX

jD1
wjq xjq C ıq (8)

where
ıq is the measurement error with E

�
ıq
� D 0; E

�
ıq; xjq

� D 0; j D 1; ::; JqI q D
1; ::;Q;
wjq is the jth weight on the qth latent variable j D 1; : : : :; JqI q D 1; : : : ;Q;

• the Mimic method which is a mixture of the previous two. The measurement
model for a subset of MVs is the following

xj D ˇj�C "jI j D 1; : : : ; p (9)

where the latent variable is defined by

� D
JqX

jDpC1
wj xj C ı: (10)

The first p MVs follow a reflective way and the (Jq � p) remaining ones a
formative way.

Note that, recently Esposito Vinzi and Russolillo [14] prefer to leave the
measurement model always defined in the same way, i.e. as a factor model, no matter
if formative or reflective scheme is used for outer estimation.

The latter sub-model is the structural model which describes the causal relation-
ships between the L endogenous LVs as follows:

�q D
LX

lD1
�sl�l C &q (11)
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where
� sl is the path coefficient that links the lth to the sth endogenous LV;
−q is the residual with E

�
&q
� D 0; E

�
&q; �q

� D 0; q D 1; : : : :;Q:
Note that, the LVs considered into the SEM may be exogenous, that is, they

have causes assumed to be external to the model, or endogenous, that is, they are
predicted by the other variables in the model. To estimate the model parameters we
use the PLS path algorithm. In detail, the initial step of the algorithm consists of
randomly choosing an initial system of outer weights, then the LVs are estimated as
both a linear combination of the MVs and a linear combination of its adjacent LVs.
Finally, the outer weights are updated. The procedure is repeated until convergence
is achieved, i.e. max

˚
wjq;ci � wjq;pi

�
< � where � is a convergence tolerance

(usually� � 0:0001).

4 Application to OECD Data Set

In this section, we apply the three different procedures, presented in Sect. 2, to the
OECD data [12], in order to capture the potential underlying dimensions of well-
being and to compare the three corresponding partitions. Moreover, we evaluate
the relationships among those dimensions through a PLS-PM which allows to
synthesize them into a unique final composite indicator. From a methodological
point of view, the first issue for the construction of a composite indicator is the
identification of variables which could adequately measure the potential underlying
dimensions. The 20 variables used by OECD, plus 2 economic variables—observed
on 34 member countries—are considered in this paper (see the first column in
Table 1). They have been centered and scaled to unit variance in order to normalize
different unit of measurements. By applying all the three proposed methods, we
obtain 6 LVs (with variance greater than 1) which summarize different aspects
of well-being. The structure of each LV is described in detail in Table 1. For all
methods �6 is defined through two economic variables (specifically x21 and x22) and
thus can represent a LV expressing Economic well-being. We can notice that the
stepwise PCA and DPCA methods specify �4 through the variables x2, x18, and x20

which can represent a Work & Life Balance LV, and, moreover, approximately define
also the other LVs in a similar way: �5 can be defined as Satisfaction through x1, x3,
x5, x7, x13, x14, and x15 for stepwise PCA, while through x1, x3, x4, x7, x13, x14, and
x15 for DPCA; �3 can be defined as Social connections through x8, x9, x10, x12, x16,
and x17 for stepwise PCA, while through x8, x9, x10, x16, and x17 for DPCA; �2 can
be defined as Jobs through x4, x6, and x19 for stepwise PCA, while through x5, x6,
and x19 for DPCA; finally, �1 can be defined as Civic engagement through x11 for
stepwise PCA, while x11 and x12 for DPCA.

On the other hand, restricted PCA seems to have a slightly different behavior: x1,
x2, x3, x5, x7, and x13 can represent �5 as Satisfaction and material assets, x6, x14,
x15, and x16 can define �3 as Social connections and personal care while x8, x19, x20,
and x11 define �4 as representing Work & Life Balance woman LV, x9, x17, x4, and x18
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can represent �2 as Young Jobs and, finally, x10 and x12 define �1 as Environmental
Civic.

Moreover, we postulate the same structural model for linking the LVs obtained
by the three methods. Specifically it consists of four endogenous latent variables
(�6, �5, �4, and �3) and two exogenous latent variables (�1 and �2) as follows:

�6 D �16�1 C �26�2 C �36�3 C �46�4 C �56�5 C �6 (12)

�5 D �15�2 C �25�3 C �35�4 C �5 (13)

�4 D �14�2 C �24�3 C �4 (14)

�3 D �13�1 C �23�2 C �3 (15)

Note that the Eq. (12) specifies the effect of �6 on all the remaining latent dimensions
of well-being and it represents the composite indicator while the Eqs. (13), (14), and
(15) represent the supposed linking between the LVs.

On the other hand, we specify a different measurement model (by using a reflec-
tive mode specification) according to the considered constrained PCA methods.

Specifically, for the stepwise PCA, it is as follows

x11;1 D ˇ11;1�1 C "11;1

x4;2 D ˇ4;2�2 C "4;2; x22 D ˇ6;2�2 C "6;2; x19;2 D ˇ19;2�2 C "19;2

x8;3 D ˇ8;3�3 C "8;3; x9;3 D ˇ9;3�3 C "9;3; x10;3 D ˇ10;3�3 C "10;3; x12;3
D ˇ12;3�3 C "12;3; x16;3 D ˇ16;3�3 C "16;3;x17;3 D ˇ17;3�3 C "17;3

x2;4 D ˇ2;4�4 C "2;4; x18;4 D ˇ18;4�4 C "18;4; x20;4 D ˇ20;4�4 C "20;4

x1;5 D ˇ1;5�5 C "1;5; x3;5 D ˇ3;5�5 C "3;5; x5;5 D ˇ5;5�5 C "5;5; x7;5 D ˇ7;5�5

C"7;5; x13;5 D ˇ13;5�5 C "13;5; x14;5 D ˇ14;5�5 C "14;5; x15;5 D ˇ15;5�5 C "15;5

x21;6 D ˇ21;6�6 C "21;6; x22;6 D ˇ22;6�6 C "22;6I

for the restricted PCA, it consists in

x10;1 D ˇ10;1�1 C "10;1; x12;1 D ˇ12;1�1 C "12;1

x4;2 D ˇ4;2�2 C "4;2; x9;2 D ˇ9;2�2 C "9;2; x17;2 D ˇ17;2�2 C "17;2; x18;2
D ˇ18;2�2 C "18;2

x6;3 D ˇ6;3�3 C "6;3; x14;3 D ˇ14;3�3 C "14;3; x15;3 D ˇ15;3�3 C "15;3; x16;3
D ˇ16;3�3 C "16;3
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x8;4 D ˇ8;4�4 C "8;4; x11;4 D ˇ11;4�4 C "11;4; x19;4 D ˇ19;4�4 C "19;4; x20;4
D ˇ20;4�4 C "20;4

x1;5 D ˇ1;5�5 C "1;5; x2;5 D ˇ2;5�5 C "2;5; x3;5 D ˇ3;5�5 C "3;5; x5;5
D ˇ5;5�5 C "5;5; x7;5 D ˇ7;5�5 C "7;5; x13;5 D ˇ13;5�5 C "13;5

x21;6 D ˇ21;6�6 C "21;6; x22;6 D ˇ22;6�6 C "22;6I

and finally, for the DPCA, we have

x11;1 D ˇ11;1�1 C "11;1; x12;1 D ˇ12;1�1 C "12;1

x5;2 D ˇ5;2�2 C "5;2; x6;2 D ˇ6;2�2 C "6;2; x19;2 D ˇ19;2�2 C "19;2

x8;3 D ˇ8;3�3 C "8;3; x9;3 D ˇ9;3�3 C "9;3; x10;3 D ˇ10;3�3 C "10;3; x16;3
D ˇ16;3�3 C "16;3; x17;3 D ˇ17;3�3 C "17;3

x2;4 D ˇ2;4�4 C "2;4; x18;4 D ˇ18;4�4 C "18;4; x20;4 D ˇ20;4�4 C "20;4

x1;5 D ˇ1;5�5 C "1;5; x3;5 D ˇ3;5�5 C "3;5; x4;5 D ˇ4;5�5 C "4;5; x7;5
D ˇ7;5�5 C "7;5; x13;5 D ˇ13;5�5 C "13;5; x14;5 D ˇ14;5�5 C "14;5; x15;5
D ˇ15;5�5 C "15;5

x21;6 D ˇ21;6�6 C "21;6; x22;6 D ˇ22;6�6 C "22;6:

In order to measure the quality of the measurement model, for each latent dimen-
sion, we compute the communalities, which measure the capacity of the path model
to predict the MVs directly from their own LVs (see Table 1). As we can see, all
values are quite high for all methods, meaning that the LVs are well identified by
their MVs.

Figure 1 shows the path diagram of the estimated structural model obtained by
PLS-PM with the stepwise PCA. As you can see, Satisfaction seems to be the
most important driver for Economic well-being (path coefficient equal to 0.7508)
followed by Civic Engagement and Work and Life Balance. Note that, Social
Connections and Jobs seem to not have a significant effect on Economic well-
being (p-value equal to 0.91 and 0.59, respectively). On the other hand, we can
notice that significant relations exist also between Jobs and Satisfaction and between
Social connections and Work and life balance (p-value equal to 0.00001 and 0.0118,
respectively).

Similar results have been obtained by PLS-PM with restricted PCA, as shown in
Fig. 2. In fact, also in this case, Satisfaction has the highest effect on Economic well-
being with a path coefficient equal to 0.846. The main differences stay on the effect
of Social connections on Satisfaction and Jobs on Work and life balance, which are
greater with respect to the previous analysis.

Finally, the path diagram for the structural model obtained by using the third
procedure (DPCA) is shown in Fig. 3. As you can observe, similar interpretation
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Fig. 1 Path diagram of the structural model obtained by using PLS-PM with stepwise PCA
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Fig. 2 Path diagram of the structural model obtained by using PLS-PM with restricted PCA

with respect to the previous procedures can be done. In fact, we have that
Satisfaction has the highest effect on Economic well-being followed by Work and
Life Balance.

Moreover, we show in Table 2, the estimated path coefficients related to the three
composite indicators.

As you can observe, while for the stepwise PCA �1 has a significant effect on �6,
for the restricted PCA and the DPCA this effect is negligible. On the other hand, for
the restricted PCA �2 seems to show an effect on �6 which is absent in the other two
procedures. For all methods, while �3 seems to not have any effect on �6, �4 shows
a discrete impact on �6, and �5 is the most important driver.

In Fig. 4, we show countries ranking according to the composite indicators
obtained by means of each of the three proposed methods. In particular, we can
observe that the lower positions are generally stable for all methods, while for the
higher position we have more variability among the three analyses.

Finally, to compare proposals, we use two benchmark measures: the GoF index
(an overall assessment of the model) and the proportion of explained variance of the
MVs (Table 3).
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Fig. 3 Path diagram of the structural model obtained by using PLS-PM with DPCA

Table 2 Estimated path
coefficients

�6 stepwise PCA �6 restricted PCA �6 DPCA

�1 0:2653 �0:0735 0:0358

�2 �0:0895 0:2043 �0:0594
�3 �0:0153 �0:0965 0:0673

�4 0:2483 �0:1246 0:2943

�5 0:7508 0:8460 0:5882

Fig. 4 Plot of the rankings obtained by using three different approaches

Table 3 Benchmark
measures

Methods Proportion of explained variance GoF PLS-PM

Stepwise PCA 0.832 0.749
Restricted PCA 0.653 0.818
Disjoint PCA 0.863 0.755
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Thus, if a composite indicator has to be defined it has to explain the largest part
of the variance of the original variables. Hence, the best model is specified by the
DPCA. However, if prediction of well-being is an important issue, restricted PCA
defines the most suitable model.

5 Conclusions and Challenges for Further Research

In this paper, we have proposed three different constrained version of PCA to
capture the latent underlying dimensions of well-being. Furthermore, after forming
the latent variables, we study their relationships by using the SEM under PLS-
PM approach. These methodologies are compared by using a data set from 34
member countries of the OECD. Notice that, the use of SEMs is particularly
appropriate in these kinds of studies where simultaneously the aim is to analyze
the relationships between several variables (economic and not-economic) and
potential latent dimensions related to well-being. In particular, in this work, we
use a sequential approach, consisting of building the latent dimensions by using
an aggregation method, and then we give its results in input to the confirmatory
SEM. In future researches, we would like to propose a unique model able to
simultaneously identify latent dimensions, and estimate their connections. It would
be a good research line also to extend the PLS-PM to longitudinal studies.
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ExtractingMeta-information by Using Network
Analysis Tools

Agnieszka Stawinoga, Maria Spano, and Nicole Triunfo

Abstract

This paper has been developed in the frame of the European project BLUE-ETS
(Economic and Trade Statistics), in the work-package devoted to propose new
tools for collecting and analyzing data. In order to obtain business information
by documentary repositories, we refer to documents produced with nonstatistical
aims. The use of secondary sources, typical of data and text mining, is an
opportunity not sufficiently explored by National Statistical Institutes. The use of
textual data is still viewed as too problematic, because of the complexity and the
expensiveness of the pre-processing procedures and often for the lack of suitable
analytical tools. In this paper we pay attention to the problems related to the pre-
processing procedures, mainly concerning with semantic tagging. We propose
a semi-automatic strategy based on network analysis tools to create financial-
economic meta-information useful for the semantic annotation of the terms.

1 Introduction

This work has been developed in the frame of the European project BLUE-ETS,
acronym for BLUE Enterprise and Trade Statistics (www.blue-ets.istat.it), funded
by the European Commission (7th Framework Programme). Our peculiar task in
BLUE-ETS consists in proposing new tools for collecting and analyzing data. In
order to reduce response burden and, at the same time, to collect cheaper and (better)
quality data, we refer to secondary sources, produced with nonstatistical aims. The
use of secondary sources, typical of data and text mining, is an opportunity not
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sufficiently explored by National Statistical Institutes. NSIs aim at collecting and
representing information in a usable and easy-readable way. The use of textual
data has been still viewed as too problematic, because of the complexity and the
expensiveness of the pre-processing procedures and often for the lack of suitable
analytical tools. In order to focus our attention on business statistics we propose to
extract and to analyze data by mining into the management commentaries attached
to the annual reports of the companies listed on Italian Stock Exchange. In this work
we pay attention to the problems related to the pre-processing procedures, mainly
concerning with semantic tagging. In order to perform the semantic tagging it is
necessary to have a language resource appropriate for the subject of the analysis. In
this paper we propose a semi-automatic strategy based on network analysis tools for
creating financial-economic meta-information.

2 Pre-processing: State of Art

Statistical studies on natural language have been developed thanks to the evolution
of computer resources so as to produce the automatic analysis of texts [10]. The
increasing availability of computerized linguistic resources [15] and the increasing
popularity of texts and documents available on-line have modified the criteria
and the techniques giving the possibility of a further use of this kind of data.
The solutions are based on a multidisciplinary approach combining statistical and
linguistic tools in the text mining context [7,13,16]. Text mining aims at identifying
in an automatic or semi-automatic way the regularities existing in large textual
databases. Textual data analysis methods give the possibility to extract useful and
not trivial information from large databases. The main problem of automatic text
analysis is to understand and to extract the real meaning of the documents. In order
to deal with this issue, it is necessary to transform textual (unstructured) data in
a lexical matrix which can be analyzed with statistical tools. This transformation
concerns the selection of the terms which are able to represent the syntagmatic axis
of the document. In the literature this process is well-known as text pre-processing.
A unique definition of the pre-processing steps does not exist. According with
the aim of the analysis, the researcher creates an ad hoc strategy for extracting
the significant information from the documents. The researchers’ choices affect
the results of the analysis. In order to perform an automatic text analysis, the
first step consists in choosing the unit of the analysis. On the one hand, the
formalists [4, 11, 12] consider the graphical form/type (sequence of characters
delimited by two separators) as the unit of analysis. They carry out the statistical
analysis regardless of the meaning of the graphical forms, which are considered
language independent. On the other hand, the computational linguists consider the
lemma as the unit of the analysis [8]. Electronic dictionaries, frequency lexica, and
automatic normalization are the practical tools adopted according with this language
dependent approach. In the field of textual data analysis, Bolasco [5] considers
a mixed language dependent unit (graphical form/lemma/multiword expression)
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named “textual form.” Once the unit of analysis has been chosen, the pre-processing
can be summarized in the following steps:

1. cleaning of the text;
2. normalization;
3. text annotation.

The cleaning of the text consists of the definition of alphabet charac-
ters/separators. The normalization consists of the recognition of particular entities
such as dates, numbers, currencies, acronyms, abbreviations, place names, and
phrases or expressions of interests. Another part of this preliminary phase is the text
annotation. It consists in associating meta-information (grammatical and semantic
tagging, lemmatization, etc.) with terms [6]. The semantic tagging is very useful
for identifying important terms in subsequent phases of the analysis. It enriches the
unstructured or semi-structured data with a context which is further linked to the
structured knowledge of a domain, such as the economic and financial.

3 Methodology

In this paper we propose to extend the strategy for detecting meaningful com-
munities of closely related terms introduced by Balbi and Stawinoga [2]. One of
the principal ideas of the strategy is to represent the textual data in the form of a
network. The data matrix used for the analysis is the lexical table T (n � p) which
indicates the occurrences of the p terms in n parts (documents) of a corpus. For the
aim of the analysis, the documents are considered as the units and the terms as the
variables. The matrix T can be easily transformed into a one-mode co-occurrence
matrix W by the product AtA. A is a binary matrix where the generic element
a(i,j) (i D 1; : : :; n; j D 1; : : :; p) equals 1 if the term j occurred at least once in
the document i and 0 otherwise. The adjacency valued matrix W represents the
relational system of the selected terms. To avoid weak relations and to obtain less
sparse matrix the authors proposed to use the strength of associations among terms
instead of the simply co-occurrence frequency. To extract the graphs of similarities
they applied the Jaccard index. The similarity between two terms k and j is defined
as:

Skj D wkj

wkk C wjj � wkj
: (1)

According to a predefined threshold based on the actual distributions of Jaccard
index, the matrix of similarities S (p � p) is dichotomized to obtain network
representation of the relations existing among the terms. This strategy has been
applied to the management commentary of the world leader of eyewears, Luxottica,
because this company is listed on both the US and Italian markets and the US law
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thoroughly explains all information that the management commentary must include
(differently to the Italian law).

In this paper we propose to extend this strategy to the analysis of more than
one management commentary, in order to identify meta-information (statistical
language resources) for the financial-economic field. In this case, the rows of the
lexical table T represent the different companies and the columns are the terms.
Once the relational structure of the terms is detected by using different network
tools we go to identify topics which are mostly treated by all companies in their
annual reports. The network analysis tools, we propose to use, are the following.
Firstly, different components of the network (maximal connected sub-graphs) are
extracted. From a textual point of view, the different connected components give the
possibility to individuate different topics.

When a component of the network is too big to identify a single concept (e.g.,
the main component), we propose to analyze the cohesion of this sub-graph. Firstly,
we go to calculate the density which is simply the proportion of ties actually present
and the total number of possible ties in the network. This measure varies from 0
(empty graph) to 1 (complete graph) and its high value indicates high cohesion of
the graph. On the other hand, an important macro-characteristic of the network are
the distances among nodes. The geodesic distance between two nodes is the length
of any shortest path between them [14]. The average geodesic distance between
all actors in a graph indicates how close actors are together. The smaller its value
the higher cohesion of the network is observed. The longest geodesic distance
(diameter) can be considered as an alternative measure to control the level of
cohesion of the (connected) network and it quantifies how far apart the farthest two
nodes in the graph are. The index distance-based cohesion (compactness) measures
the normalized sum of the reciprocal of all the distances. This index ranges from
0 (the network is entirely made up of isolates) to 1 (everyone is adjacent in the
network) so large values indicate high cohesiveness of the network.

For the main component with low level of cohesion we propose to calculate
betweenness centrality [9] to individuate the most influential nodes connecting
different communities within this sub-graph of the network. The betweenness
centrality index measures how often a node appears on the shortest path between
two other random nodes in the network. This measure is defined as:

CB.i/ D
X
j<k

gjk.i/

gjk
; i ¤ j ¤ k (2)

where gjk.i/ is the number of shortest paths between nodes j and k that contain
the node i, gjk represents the number of shortest paths between nodes j and k.
In terms of text analysis, the higher the value, the more often the term links
different contexts within the text. In the network analysis of dictionaries, Batagelj
et al. [3] use betweenness centrality index to individuate terms which are used as
intermediates for explaining other terms. As for large-scale networks calculation
of the betweenness centrality is often very heavy from a computational viewpoint,
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a parallel algorithm proposed by Bader and Madduri [1] gives the possibility to
deal with this problem. The proposed strategy allows us to pass from elementary
data (terms) to higher order data (context, topics). It gives the possibility to select a
subset of relevant terms, which illustrate important topics characterizing the corpus.

4 Results

We analyze a sample of 50 Italian listed companies, extracted using a technique of
quota sampling to ensure compliance with the composition of the sectors in which
the firms in the Italian Stock Exchange (Borsa Italiana s.p.a.) are classified. We
exclude financial firms because their management commentary is subjected to a
specific regulation and it could be very different from those of non-financial firms.
Our reference year is 2010.

Only a part of the management commentaries, commonly known as “results
of operations,” has contributed to build the textual database. The pre-processing
procedures are performed using the software TalTac 2.0. This step gives the
possibility to clean up the text from empty words (conjunction, articles, adverbs,
etc.) and words with frequency < 5 (rare words). Following this procedure, we
managed to get the lexical matrix of size (50 � 541). Applying the different steps
of the strategy described in Sect. 3 we obtain the similarity matrix S (541 � 541).
According to the actual distribution of Jaccard index in the data, we choose a
threshold value 0.55 to dichotomize the matrix S. In this way we obtain the
adjacency matrix X which represents the network of the terms (541 nodes and 774
edges).

This network consists of 371 isolates (nodes which are not connected to any
other nodes), 32 components of 2 nodes, 7 components of 3 nodes, 2 components
of 5 nodes, 2 components of 9 nodes, and 1 component of 61 nodes. In order to
illustrate important topics characterizing the corpus we consider only components
of size greater than or equal to 2 (see Fig. 1).

The main (the biggest) component (see Fig. 2) of the network consists of 61
nodes and 694 edges.

From a statistical viewpoint it is a sub-graph strongly connected as confirmed
by the main indicators of compactness: the distance-based cohesion, the average
distance, the density, and the diameter. The distance-based cohesion (compactness)
of the component is, in this case, equal to 0.666. This index varies between 0 and 1,
so high values indicate greater cohesion. Furthermore, the average geodesic distance
between all pairs of nodes is represented by a low value, equal to 1.769. This value
is inversely proportional to the density of the sub-graph which is equal to 0.37. In
the current case, the value of diameter indicates that no actor is more than four steps
from any other so we can consider the main component as a compact sub-graph.
The high compactness of the main component is confirmed also by the values of
betweenness centrality index which indicate the lack of the most influential nodes
connecting different communities within this sub-graph of the network. From a
textual viewpoint, the high cohesion of the main component is due to the presence
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Fig. 1 Components extracted from the analyzed network

Fig. 2 The main component of the analyzed network

of terms used by all companies in order to illustrate their results of operations. The
drafting of the financial statements involves the use of a specific vocabulary, such as
the economic and financial lexicon. The terms of the main component can be used
to build a statistical language resource in order to semantically tag the terms within
the corpus. According to the aim of the researcher this group of terms, which are
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common for all documents, could be also a stop list useful for deleting the “trivial”
terms.

Compared to the main component, the components of 2, 3, 5, and 9 nodes
represent groups of terms which characterize only some of the analyzed documents.
Therefore they are separated from the rest of the network. Specifically, each com-
ponent expresses a conceptual atom which gives the possibility to identify homoge-
neous groups of documents (companies), such as it is shown in Fig. 3. For instance,
the component raffinazione–petrolio–petrolifero represents, respectively, the pro-
cess, the product, and the market of the companies (Saras, Eni, Erg) operating in the
energy sector. One of the companies (Erg) is connected through an arc to another
component rinnovabile–fotovoltaico, consisting of two nodes, which represents the
other business area “green economy” in which this company operates. Compared
to the companies linked to the latter component, Kinexia stands out because
it is characterized by a group of terms minifotovoltaico–profumeria–cosmesi–
teleriscaldamento–nutrizionale. This component represents the non-characteristic
activity of Kinexia. One of the components of five nodes autostrada–atipico–
maggiorazione–pedaggio–autostradale expresses the event which has characterized
the operating results of the companies (Atlantia, Autostrade Meridionali) operating
in the field of highway infrastructure. In 2010 this sector recorded an increase in net
operating incomes generated by an increase in tolls.

Fig. 3 The two-mode network of the extracted components
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5 Conclusions and Future Work

In this paper we propose a semi-automatic strategy to extract useful information
starting from administrative documents expressed in natural language. The strategy
can be summarized in the following steps:

1. cleaning of the textual database;
2. representation of the textual data in the form of a network;
3. exploration of the relational structure existing among the terms by using network

analysis indexes;
4. identification of the network components.

The proposed strategy makes it possible to identify the components (groups of
terms), which characterize the analyzed documents. These components can be used:

1. to select the most relevant terms viewed as new features prior to further analyses;
2. to identify the different topics treated by the companies in the drafting of their

administrative documents;
3. to reduce the dimensionality by passing from elementary data (terms) to higher

order data (context, topics).

Further developments of the research will be devoted to put the strategy into the
theoretical framework of dimensionality reduction. The research will be centered on
tools for synthesizing elementary data in higher order data. Another issue worth to
be investigated is the choice and comparison of metrics for building the similarity
matrix in order to fully explore relational structures among the terms in a corpus.
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Factor PD-Co-clustering on Textual Data

Cristina Tortora, Marina Marino, and Germana Scepi

Abstract

In this paper we propose to extend factor probabilistic distance (FPD) clustering
to FPDco-clustering for frequency data. FPD-clustering transforms the data using
a factor decomposition and clusters the transformed data optimizing the same
criterion. FPDco-clustering simultaneously finds clusters of rows and column
basing on the PD-clustering criterion. The method is useful in case of large data
sets. In this paper the new method is applied on large textual data sets with the
aim of extracting interesting information.

1 Introduction

Clustering aims to group subjects with similar characteristics. Standard clustering
techniques, also called one-way clustering techniques, are based on similarities
among subjects across all variables. In some fields, such as genetics, biology or
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textual analysis, clustering both units and variables may be of interest. The original
idea is to find clusters of similar elements showing similar clusters of variables.
The first reference to both clustering of rows and columns is [11] proposing what
was later called a “sequential approach”. That approach clusters successively and
independently the rows and the columns of the data matrix. Otherwise, simultaneous
clustering algorithms seek “blocks” of rows and columns that are interrelated.
There are many advantages in a simultaneous rather than one-way clustering
or a sequential approach [2]. Simultaneous clustering highlights the association
between the clusters of rows and columns, it allows the researcher to deal with
sparse and high-dimensional data matrices and has peculiar advantages when we
deal with unsupervised data analysis. Van Mechelen et al. [23] and Charrad and
Ahmed [3] show a review of simultaneous clustering techniques. In the literature
many approaches are based on a simultaneous rather than a sequential approach
[2,6,9,10,13,15,17,23,24]. This type of clustering approach has been defined with a
big range of different names like: direct clustering, block clustering, bi-dimensional
clustering, two-way clustering, co-clustering or bi-clustering, each name refers to
specific characteristic of the method. When the cluster of one dimension depends
on the cluster of the other dimension the method is defined as two-way clustering
[7, 8, 16, 19], among them [4] uses the term co-clustering when referring to textual
data two-way clustering. Because of our focus on textual data set and because of
the characteristic of the method we propose, hereafter, we will use the term co-
clustering. The aim of this paper is to propose a new factor co-clustering method
based on factor probabilistic distance clustering (FPDC) [22]: FPDco-clustering
(FPDcoC). FPDC, and consequently FPDcoC, has the advantage that can be used
with high-dimensional and sparse matrices, even with more rows than columns and
it can deal with non-spherical clusters, outliers or noisy data. Co-clustering methods
are often used on textual data sets [1, 5]. Texts can be transformed in a words by
texts data matrix X; each cell xij indicates the frequency of the ith word in the jth
text. Texts may be clustered based upon their word distributions or words may be
clustered based upon their distribution among texts. However, it is often desirable
to co-cluster or simultaneously cluster both dimensions of a contingency table
by exploiting the clear duality between rows and columns. Moreover, as Dhillon
et al. [5] suggests, even if we are interested in clustering along one dimension of
the contingency table, when dealing with sparse and high-dimensional data (as
it is always the case when we deal with word-document matrices), it turns out
to be beneficial to employ co-clustering approaches. The paper has the following
structure. In Sect. 2 we present factor PD-clustering method and its extension for
frequency data sets. The new method FPDcoC is shown in Sects. 3 and 4 shows
a simulation study and in Sect. 5 FPDcoC is applied on a real textual data set.
Section 6 shows some conclusions.
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2 Background: Factor PD-Clustering

Let us define with X, an nxJ data matrix, where xi is a J-dimensional vector. Given
K clusters that are assumed to not be empty, let’s define with dk.xi/ the distance of
a point xi from the cluster the J-dimensional centre ck and with pik the probability
of a point xi to belong to the cluster k, with i D 1; : : : ; n and k D 1; : : : ;K. PD-
clustering basic assumption is that the product between the probability of any point
belonging to a cluster and the distance from the centre of the cluster is a constant,
pikdk.xi/ D F.xi/, 8i D 1; : : : ; n and 8k D 1; : : : ;K.

The value of the constant F.xi/ is a measure of the closeness of xi to the cluster
centres, it measures the classifiability of xi, where a point xi is more classifiable than
a point xj with respect to a centre ck if dk.xi/ < dk.xj/. F.xi/ is a maximum when
the distance between xi and all the cluster centres is the same, it is close to zero if xi

is close to one of the cluster centre. The sum over i of F.xi/ is called join distance
function, JDF. The aim of the algorithm is to maximize the classifiability of all
points. The whole clustering problem consists in the identification of the centres
that minimize the JDF. Basing on this assumption, cluster centres can be computed
as follows:

ck D
X

iD1;:::;N

 
uk.xi/P

jD1;:::;N uk.xj/

!
xi;

where uk.xi/ D p2ik
dk.xi/

(for details refer to [12]).
When the number of variables is large and variables are correlated non-

hierarchical clustering methods, including PD-clustering, become very unstable and
the correlation between variables can hide the real clustering structure [25]. A linear
transformation of the original variables into a reduced number of orthogonal ones
can significantly improve the algorithm performance. The linear transformation
of the variables and the clustering method must optimize a consistent criterion.
Let define with G a distance array of general element gijk D jxij � ckjj, where
i D 1; : : : ; n indicates the units, j D 1; : : : ; J the variables and k D 1; : : : ;K
the clusters. In [20] it is demonstrated that a Tucker3 decomposition [14] of the
distance array G minimizes the JDF, or equivalently optimizes the same criterion of
PD-clustering. The method consists in finding a transformation of the original data
x�

iq D xijbjq, where biq is a weighting system, and cluster centres c�
kq such that the

JDF is minimized, where x�
iq and c�

kj indicate the projection of points and centres in
the factor space, C and B are the matrix of centres and the weights, respectively. An
iterative algorithm is used to obtain x�

iq and c�
kj.

1. random initialization of matrix C and computation of G;
2. Tucker3 decomposition of G to obtain x�

iq;
3. computation of c�

kj using PD-clustering and update G.
4. if JDF decreases, go to step 2, stop elsewhere.
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The convergence of the method is empirically demonstrated. The integration of
the PD-clustering and the Tucker3 step makes the clustering more stable and allows
one to consider data sets with large number of variables and not elliptically shaped
[22].

When the data represent frequencies the previously defined distance cannot be
used. The most used distance for frequency matrix is the �2. The �2 distance among
two generic points xi and xm is defined as in the following expression:

d.xi; xm/�2 D
PJ

jD1
.xij�xmj/

2

.xijCxmj/

2
: (1)

Using the (1) the JDF becomes:

JDF D Pn
iD1

PK
kD1 d.xi; ck/�2p

2
ik s:t:

Pn
iD1

PK
kD1 p2ik � n; (2)

and the objective function is

JDF� D minC;B

nX
iD1

KX
kD1

d.xijbjq � ckjbjq/�2pik: (3)

In that case the weighting system that minimizes the JDF can be found through a
singular value decomposition of the matrix D of elements d.xi; ck/�2 .

3 Factor PD-Co-clustering

FPDC can be extended to a two-mode clustering, FPDcoC. A simple application
of FPDC on the row and the column of the matrix will lead to two independent
clustering, one for the row and one for the column. The result would be a centre
matrix C and a weighting system B for the units and centre matrix C.v/ of generic
element c.v/k and a weighting system B.v/ for the variables. The aim of two-mode
clustering is to cluster the data matrix simultaneously [23]. Let define with D a
distance matrix of order n � K with general element d.xi; ck/�2 , with B the singular
vectors of D, with yj the general element of the transposed data matrix X.t/, with

D.v/ a distance matrix of order P � K with general element d.yj; c
.v/
k /�2 , with B.v/

the singular vectors of D.v/. A singular value decomposition (svd) of D allows to
project the variables y� on the factor space that maximizes distances among units:
y�

ji D yjibjj, with i D 1; : : : ; n, j D 1; : : : ; J. On the projection obtained, variables
y� can be grouped using PD-clustering. Specifically, one-mode clustering optimizes
the (3), while two-mode clustering optimizes
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JDF� D minC.v/;B.v/

nX
iD1

KX
kD1

d.y�
ji b

.v/
ii � c.v/ki b.v/ii /�2pik; (4)

where b.v/ii is the general element of B.v/. Starting from the variable clustering
structure a distance matrix of variables D.v/ can be computed. Basing on the same
procedure, units are projected on the space that maximizes the classifiability of
variables, x�

ij D xijbvjj, the clustering partition is obtained in the new space. The
objective function is

JDF� D minC;B

nX
iD1

KX
kD1

d.x�
ij bjj; ckjbjj/�2p

2
ik: (5)

The entire process is iterated until the convergence is reached.
FPDcoC can be summarized in the following steps:

1. Random initialization of cluster of units and computation of distance matrix D;
2. svd of distance matrix D and projection of variables y�

ji ;
3. PD-clustering of variables on the factor space;
4. Computation and svd of distance matrix of variables Dv , projection of units x�

ij ;
5. PD-clustering of units on the factor space;
6. if JDF decreases, go to step (2), stop elsewhere.

The convergence is empirically demonstrated. An advantage of the method is
that it is not based on the arithmetic mean and it is not affected by the presence of
outliers in the data [21], however the method catches small clusters if there are. The
method can find clusters not spherically shaped.

4 Simulated Data Set

To show FPDcoC performance it has been applied on a simulated data set. Each
block has been normally generated and mean vector ck uniformly generated. In each
block xi � Nk.ck; I/, where I is a J � J identity matrix, rows and columns are
randomly sorted. The final data set has n D 350 and J D 10. Figure 1a shows a
heat-map of the original data set; the white corresponds to the minimum value of
the data set, the black to the maximum value. Figure 1b represents co-clustering
results on the simulated data set on 50 replications. Units and variables are sorted
according to their cluster membership. In this example can be clearly seen the block
structure of the data set made by height blocks. The advantage of simulated data set
is that the block membership is a priori known, it allows us to measure the quality
of the results using the error rate (ratio between the number of misclassified and the
total number of units/variables). On the simulated data set the error rate is 0 that
corresponds to a perfect classification.
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5 Management Commentaries Data Set

The management commentaries data set is the result of a survey on listed companies
in the Italian stock exchange. The management commentary is an important part
of the official budget of listed companies, often it is not used in analysis because
it is a nonstructured text but it may contain import information. Among the 406
Italian listed companies in 2009, Spano and Triunfo [18] select 25 companies and
processed the management commentaries of the selected companies using ad hoc
techniques. The matrix obtained is a frequency matrix (25 companies on rows, 81
words on columns). Results are shown in Fig. 2.

The resulting clustering structure is made by four clusters of firms and five
clusters of words, for a total of 20 blocks. Words cluster can be interpreted
according to the meaning of each word and labeled as in the following list. (1)
Variations and changes, (2) economic performances, (3) costs and currencies,
(4) marketing, results and previsions, and (5) sectorial words. Words concerning
economic performances are the most used, they can be defined as mandatory
word because in the management commentaries firms are obliged to describe their
economic situation. As expected, sectorial words are the less used, each firm uses
the word linked to its own sector.

Looking at cluster of firms it can be noticed that firms linked to energetic sector
are not in the same cluster with the exception of the firms of gas sector that are all in
cluster 4. The first cluster of firms is mainly made by editorial and communication
sector firms. They use many words linked to variations and changes and they also
describe the cost structure, their results, marketing strategies and some previsions.
These firms have a rich language, they use all groups of words. The second cluster is
the smallest, only five firms, this cluster contains only big firms, mainly of energetic
sector only one, Mediaset, is linked with telecommunications. These firms have
the richest language, they use all group of words with the highest frequency, they
go into deep of their economic situation. The firms concerning products belong to

Fig. 1 Heat map of the simulated data set. (a) Original data set and (b) data set sorted according
to FPDcoC results
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Fig. 2 Results of FPDcoC on management commentary data set
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cluster 3. These firms have the poorest language, they use few words with a very
low frequency. Cluster 4 groups all firms producing gas with same firms of services
(with the exception of four firms). Group 4 mainly uses words concerning economic
performance and changes.

6 Conclusion

In this paper a new factor co-clustering method, FPDcoC, is proposed. The
method is based on factor PD-clustering, a clustering technique that finds a factor
transformation of the data and a clustering structure on the transformed data
optimizing the same criterion. FPDcoC is able to catch homogeneous blocks in the
data set, it has the advantage that there is an interdependence between clusters of
rows and columns. The methods convergence has been empirically demonstrated.
The advantages of the method are that its performance is not affected by outliers
and that it can find clusters of not spherically shaped. Furthermore, the factor step
allows one to work with data set of large dimensions.
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M-Quantile Small Area Estimation for Panel
Data

Annamaria Bianchi

Abstract

Economic indicators need to be estimated at regional level. Small area estimation
based on M-quantile regression has recently been introduced by Chambers and
Tzavidis (Biometrika 93:255–268, 2006) and it has proved to provide a valid
alternative to traditional methods. Thus far, this method has only been applied to
cross-sectional data. However, it is well known that the use of panel data may
provide significant gains in terms of efficiency of the estimators. This paper
explores possible extensions of M-quantile-based small area estimators to the
panel data context. A model-based simulation study is presented.

1 Introduction

In recent years, there has been an increasing demand by policy makers for estimates
of economic indicators at regional level. Unfortunately, limited founding resources
for the design of sample surveys often lead to small sample sizes within these
domains. As a consequence, direct estimators (which use only data from sample
units in the domain) cannot be applied since they yield estimates with unacceptable
standard errors. These problems are typically overcome by the use of small area
techniques. This is an approach based on models that borrow strength in making
an estimate for one small area from sample survey data collected in other small
areas and/or at other time periods. The most popular class of models for small area
estimation is based on random effects models, which include random area effects to
account for between area variation.
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National Statistical Institutes periodically collect survey data using a panel
approach, that is, multidimensional data involving measurements over time (phe-
nomena are observed over multiple time periods for the same units). An important
example of (rotating) panel is the Labour Force Survey. Panel data combine the
individual dimension with the time dimension, thereby augmenting the information
of the data with respect to a cross-section approach. For this reason panel data
analysis presents many benefits. It allows to control for individual (and time)
unobserved heterogeneity, and hence allows to isolate the longitudinal variability of
the investigated phenomena from the variability due to the different characteristics
of the responding units. Moreover, panel data are more informative since there is
more variability and the estimates are therefore more efficient. Starting from this
situation and given the need of regional indicators, in this paper we focus on small
area models that borrow strength across both small areas and times.

In the small area context, it is well known that for such panel surveys consid-
erable gains in efficiency can be achieved by borrowing strength across both small
areas and times. Thus far, the use of longitudinal data for purposes of small area
estimation is concentrated mostly on the area level models [7]. The possible reason
for this is that in many countries, and especially in the USA, the infrastructure of the
official statistics does not support longitudinal data sets at individual level. On the
other hand, research on small area estimation from unit-level panel data is clearly
needed, because aggregating individual level data to adapt for area level models may
cause unnecessary loss of information. At the unit level, an appropriate model for
panel data must take the covariance of the repeated observations from the same unit
into account. One simple model that can be adapted to this purpose is the two-fold
nested error regression model proposed by Stukel and Rao, 1999 [9]. The small area
means then are estimated by the empirical best linear unbiased predictor (EPLUP).
Refer to Rao [6] for more details.

Recently, an alternative unit-level approach to small area estimation based on
M-quantile (MQ) regression has been proposed by Chambers and Tzavidis [3]. The
advantages of MQ-based small area estimators with respect to traditional random
effects models are that they do not depend on strong distributional assumptions and
that they are outlier robust. The initial estimator proposed in Chambers and Tzavidis
[3] has subsequently been extended in various ways (see [8] and [10]). However, to
the best of our knowledge, up to now this technique has only been applied to cross-
sectional data. The gains in efficiency that can be obtained using panel data have not
been explored yet.

The aim of this research is to explore whether MQ small area estimation methods
based on panel data provide significant improvements over the more classical MQ
technique for cross-sectional data. The longitudinal extension of MQ-based small
area estimation is expected to be useful in practical applications, especially in the
context of income studies. Recently, MQ methods have been intensively applied to
study income indicators, using especially data coming from the European Survey on
Income and Living Conditions (EU-SILC) waves [4]. EU-SILC is a panel survey.
The proposed method could provide an improvement of small area MQ-based
estimates for this kind of data.
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The rest of the paper is organized as follows. In Sect. 2 a review of MQ small area
estimation for cross-sectional data is presented. Section 3 provides an extension to
panel data. The performance of the proposed method is analyzed in Sect. 4 by means
of a model-based simulation study. Section 5 concludes.

2 M-Quantile Small Area Estimation for Cross-Sectional Data

Suppose that a population U of size N is divided into non-overlapping domains of
size Nj, j D 1; : : : ; d. Assume that a sample s is available and denote nj the sample
size in area j and sj (rj) the sampled (non-sampled) population units in the area. Let
yij denote the value of the variable of interest for unit belonging to the small area j
( j D 1; : : : ; d, i D 1; : : : ; nj). Assume that the values of y are available for each unit
of the sample and that a vector of auxiliary variables xij is available for each unit
of the population. We are interested in predicting small area means for the target
variable for each small area: mj D N�1

j

P
i2sj[rj

yij ( j D 1; : : : ; d).
A recently introduced approach to small area estimation is based on MQ regres-

sion. MQ regression [2] provides a “quantile-like” generalization of regression
based on influence functions. For fixed q (0 < q < 1), the linear MQ model of
order q of the conditional distribution of y given x is given by

MQq. yijjxij/ D xT
ijˇq:

An estimate Ǒq of ˇq is obtained by solving the following equations (in ˇ)

dX
jD1

njX
iD1

 q

 
yij � xT

ijˇ

sn

!
xij D 0;

where  q.u/ D jq � I.u < 0/j .u/,  is an appropriately chosen influence
function (such as the Huber Proposal 2), and sn is a robust estimate of scale
such as the median absolute deviation. The idea underlying MQ-based small area
estimation is the following. The conditional variability across the population can be
characterized by the so-called MQ coefficients of the population units. For unit i
in small area j with values .xij; yij/ this coefficient is defined as the value qij such
that MQqij

. yijjxij/ D yij—that is, qij is the order of the MQ passing through the
point .xij; yij/. If a hierarchical structure does explain part of the variability in the
population, then it is expected that units belonging to the same area have similar
coefficients. It is therefore natural to characterize each small area j by means of an
indicator �j defined here as the mean of the population MQ coefficients belonging
to that area �j D N�1

j

P
i2sj[rj

qij. This coefficient identifies an MQ regression plane
MQ�j

. yijjxij/ characteristic of that area, which allows to predict unobserved data in
the area. Such predicted values are then used to construct estimates of mj. When ˇq

is a sufficiently smooth function of q, the naive estimator has first been proposed by
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Chambers and Tzavidis [3]

Omj D N�1
j

hX
i2sj

yij C
X
i2rj

xT
ij

Ǒ O� j

i
: (1)

Unfortunately estimator (1) turned out to be biased, especially when there are large
outlying values in the dataset. For this reason Tzavidis et al. [10] proposed a bias-
adjusted estimator

OmCD
j D N�1

j

hX
i2sj

yij C
X
i2rj

xT
ij

Ǒ O� j
C Nj � nj

nj

X
i2sj

fyij � xT
ij

Ǒ O� j
:g
i
: (2)

Refer to Tzavidis et al. [10] and Salvati et al. [8] for other possible estimators,
together with the corresponding MSE estimators.

3 M-Quantile Small Area Estimation for Panel Data

Let now yijt denote the value of the variable of interest for unit i belonging to the
small area j at time t ( j D 1; : : : ; d, t D 1; : : : ;T, i D 1; : : : ; njt). Denote xijt

the corresponding covariates known at the population level. We are now interested
in predicting small area means for the target variable at the final time T: mjT D
N�1

j

P
i2sj[rj

yijT ( j D 1; : : : ; d). In order to extend the MQ-based small area
technique to panel data, the first step is to extend MQ regression to panel data.
For a given q, the simplest MQ panel data model is defined by

MQq. yijtjxijt/ D xT
ijtˇq; t D 1; : : : ;T: (3)

It is worth making a few comments on the model. First, cross-sectional MQ is a
special case of (3). Indeed, it is enough to consider T D 1. Second, model (3)
may appear quite restrictive since ˇq is the same in each time period. However,
by appropriately interacting covariates with time dummies, parameters are allowed
to change over time. Similarly, one can include different parameters for different
groups. Third, this model is based on the assumption of homogeneity of the
coefficients across individuals (no individual effects). Of course, this assumption
should be tested when applying the model to real data. Unfortunately, hypothesis
testing theory for MQ regression has not been developed yet, even in the cross-
sectional context. For this reason, the poolability assumption cannot be tested in
the present paper, as it would require the development of hypothesis testing theory
for the cross-sectional case first. The author is currently working on this topic. It
is expected that similar tests to the ones used in OLS regression (though adapted to
the MQ context) could be used. Fourth, with the introduced simplification, the panel
data model covered here, while having many useful applications, does not fully
exploit the replicability over time. A further step in the improvement of the estimates
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is expected by allowing explicitly for unobserved individual effects. Unfortunately,
this is a complicated scenario in the case of MQ regression. The same problem is
faced by quantile regression for panel data and it has been treated recently. Refer to
Wooldridge [11] and references therein.

The natural estimator for ˇq is the pooled MQ regression estimator Ǒq, which
solves

dX
jD1

TX
tD1

njTX
iD1

 q

 
yijt � xT

ijtˇ

sn

!
xijt D 0:

Under the previous assumption, this kind of regression allows to look at the dynamic
relationship and is expected to increase the efficiency of estimators. Asymptotic
theory for Ǒq (for cross-sectional dimension tending to infinity and fixed time
dimension) follows from cross-sectional MQ regression asymptotics. Refer to
Bianchi and Salvati [1]. The estimates of the small area means are then computed
by applying estimators (1) and (2) using ˇ estimates from the panel MQ regression
and data from the final time T. The idea is that the improved ˇ estimates should
imply better estimates for the small area means too.

4 Simulation Study

We carry out a Monte Carlo simulation study to investigate the performance of the
introduced estimators for panel data. The task is to estimate the area mean of the
response variable at the last (“current”) time point in the panel.

The simulation is model-based in the sense that in each replication we generated
a different longitudinal population of d D 15 areas and T D 5 time periods
using a specified model. For each replication we drew a sample of n D 250

units. The procedure was repeated K D 1000 times. No drop-outs or non-response
is introduced. The sampling method is the simple random sampling. Hence the
regional sample sizes are not controlled in any way and they simply reflect the
regional population sizes.

The model equation used in generating the population y values for each replicate
was

yijt D �t C xijt C ui C vij C eijt;

where

– x values within area j were drawn independently at each replication as x D
Œxij1; xij2; xij3; xij4; xij5 � N.� D �j; 


2 D �2j =36; 	 D 0:5/,
– the population mean �j of the x values in area j was chosen at random without

replacement from the integers between 40 and 200 and was held fixed over all
simulations
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– the random area effects ui, the random individual effects vij, and the error term
eijt were independently generated from normal distributions: N.0; 
2u /, N.0; 
2v /,
and N.0; 
2e /, respectively

– the time contribution was considered fixed �t D Œ1=6; 3=6; 5=6; 7=6; 9=6.

The factors whose effect on the estimation performance are evaluated and which
define the design of the simulation experiment are the intra-area correlation and the
intra-unit correlation. The intra-area correlation of the units measures homogeneity
of units belonging to the same area. For two different units ij and ij0 ( j ¤ j0) from
the same area i, it is defined as


2u

2u C 
2v C 
2e

:

The intra-unit correlation measures the level of correlation of repeated observations
from the same unit. For two observations yijt and yijt0 from the same unit at different
time points t ¤ t0, it is defined as


2u C 
2v

2u C 
2v C 
2e

:

The different covariance structures of the generated populations I–IV were deter-
mined by different variances for the random effects. The variances and the resulting
correlations are shown in Table 1.

Notice that two levels are considered both for the intra-area correlation (high in
Populations I and II and low in Populations III and IV) and the intra-unit correlation
(high in Populations I and III and low in Populations II and IV).

In each replication, the estimates are computed by fitting a panel MQ model to
the data

yijt D ˛t C ˇxijt C eijt

and then applying the estimators (1) and (2). For comparison purposes, we also
consider the traditional MQ estimator for cross-sectional data, that is, we fit a

Table 1 Variances of the
random effects and
corresponding intra-area and
intra-unit correlations in the
generated populations (I–IV)

I II III IV

Area variance 3 3 1 1

Individual variance 4 1 5 1

Error variance 1 4 2 6

Intra-area corr. 0:375 0:375 0:125 0:125

Intra-unit corr. 0:875 0:5 0:75 0:25
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cross-sectional MQ model (which only uses the cross-sectional data of the last time
point T)

yijT D ˛t C ˇxijT C eijT :

The performance of the proposed estimators for the small area means are examined
by computing for each small area the relative bias (RB) and the relative root mean
squared error (RRMSE). Denoting Omki the estimate of mi obtained from the k-th
replication, they are computed as follows

RBi D
PK

kD1. Omki � mki/=KPK
kD1 mki=K

� 100

where k indicates the iteration number. The root mean squared error is computed as

RRMSEi D
qPK

kD1. Omki � mki/2=K
PK

kD1 mki=K
� 100:

Table 2 shows the mean and the five-point summary (minimum, first quartile,
median, third quartile, and maximum) of the distribution of the RB and RRMSE
over the small areas.

From the results we see that panel MQ improves the estimates in the case of
the naive estimator. The highest improvements are observed for Populations II and
IV, that is, when the intra-unit correlation is low. This situation corresponds to high
heterogeneity of observations from the same individual, yielding more informative
data. For the CD estimator only slight improvements are observed using the panel
MQ model. Further investigations are needed to assess the effect of the length of the
panel and the specification of the model.

5 Concluding Remarks

This paper can be viewed as a first exploration of M-quantile-based small area
estimators in the panel data context. The contribution of this study is twofold.
First, a simple extension of MQ regression to panel data is proposed. Second, this
longitudinal MQ models are used in the small area estimation. As regards the first
contribution, the extension is limited to a simple model, not including unobserved
individual effects. Indeed, the inclusion of unobserved individual effects is rather
complicated in the MQ context, leading to the incidental parameters problem. The
same problem is faced by quantile regression for panel data and it has been treated
recently [11]. Moreover, hypothesis testing theory has not been developed for cross-
sectional MQ regression yet. This prevents the development of proper testing on
the presence of individual effects as well as general model specification. Further
research is needed in order to provide more extensive methodological developments.



130 A. Bianchi

Table 2 Relative bias (RB) and relative root mean squared error (RRMSE) in model-based
simulation study

NAIVE.PANEL NAIVE.CS CD.PANEL CD.CS

RB RRMSE RB RRMSE RB RRMSE RB RRMSE

Population I

Min. �0:0194 0.1978 �0:0487 0.2897 �0:0621 0.3079 �0:0610 0.3086

1st Qu. �0:0107 0.3383 �0:0087 0.5303 �0:0268 0.6233 �0:0272 0.6240

Median 0:0023 0.5217 0:0080 0.7160 0:0114 0.8498 0:0114 0.8508

Mean 0:0091 0.4800 0:0148 0.7115 0:0116 0.8129 0:0118 0.8134

3rd Qu. 0:0134 0.5901 0:0271 0.9232 0:0372 1.0570 0:0372 1.0570

Max. 0:0861 0.7415 0:1236 1.1980 0:1317 1.3160 0:1333 1.3160

Population II

Min. �0:0810 0.3394 �0:0989 0.3902 �0:0628 0.3012 �0:0623 0.3012

1st Qu. �0:0096 0.3856 0:0022 0.4558 �0:0010 0.3967 �0:0017 0.3959

Median 0:0109 0.4630 0:0136 0.5409 0:0054 0.4739 0:0071 0.4744

Mean 0:0112 0.7318 0:0233 0.9638 0:0259 0.9141 0:0263 0.9138

3rd Qu. 0:0210 0.8543 0:0350 1.0750 0:0219 1.0130 0:0224 1.0110

Max. 0:1414 2.3700 0:2773 3.7930 0:2463 4.0610 0:2477 4.0630

Population III

Min. �0:0699 0.2673 �0:0992 0.3104 �0:1124 0.2695 �0:1153 0.2703

1st Qu. �0:0256 0.4064 �0:0373 0.4940 �0:0220 0.4650 �0:0222 0.4649

Median �0:0102 0.5273 �0:0058 0.6304 �0:0056 0.5512 �0:0058 0.5500

Mean �0:0063 0.6203 �0:0087 0.7716 �0:0107 0.7053 �0:0110 0.7055

3rd Qu. 0:0114 0.8243 0:0122 1.0030 0:0191 0.8593 0:0192 0.8594

Max. 0:0913 1.2400 0:1149 1.5920 0:0288 1.6820 0:0282 1.6830

Population IV

Min. �0:0446 0.3108 �0:0824 0.3954 �0:1329 0.3901 �0:1329 0.3897

1st Qu. �0:0029 0.3954 �0:0052 0.5437 �0:0137 0.6282 �0:0138 0.6275

Median 0:0175 0.5256 0:0201 0.7852 0:0113 0.8171 0:0115 0.8164

Mean 0:0222 0.5791 0:0189 0.8642 0:0081 0.9863 0:0072 0.9863

3rd Qu. 0:0511 0.7324 0:0466 1.1090 0:0400 1.2310 0:0392 1.2350

Max. 0:0821 1.1100 0:1264 1.8230 0:0933 2.1630 0:0871 2.1600

Nevertheless, the results from the simulation study are rather promising. More-
over, the recent application of small area MQ-based estimates to EU-SILC panel
data can make the application of the proposed extension interesting. The method
could be extended to other economic panel data as well. For example, it could be
an alternative to other methods in the context of the Labour Force Survey (see, e.g.,
[5]).

Acknowledgements Paper supported by the ex 60 % University of Bergamo, Biffignandi grant,
and PAADEL project (Lombardy Region-University of Bergamo joint project). The author is
thankful to the anonymous referee for providing very useful comments.



M-Quantile Small Area Estimation for Panel Data 131

References

1. Bianchi, A., Salvati, N.: Asymptotic properties and variance estimators of the M-quantile
regression coefficients estimators. Commun. Stat. Theory Methods 44, 2416–2429 (2015)

2. Breckling, J., Chambers, R.: M-quantiles. Biometrika 75, 761–771 (1988)
3. Chambers, R., Tzavidis, N.: M-quantile models for small area estimation. Biometrika 93, 255–

268 (2006)
4. Fabrizi, E., Giusti, C., Salvati, N., Tzavidis, N.: Mapping average equivalized income using

robust small area methods. Pap. Reg. Sci. 93, 685–701 (2014)
5. Falorsi, P.D., Falorsi, S., Russo, A.: Small area estimation at provincial level in the Italian

Labour Force Survey. J. Ital. Stat. Soc. 11, 93–109 (1998)
6. Rao, J.N.K.: Small Area Estimation. Wiley, New York (2003)
7. Rao, J.N.K., Yu, M.: Small area estimation by combining time series and cross-sectional data.

Can. J. Stat. 22, 511–528 (1994)
8. Salvati, N., Tzavidis, N., Pratesi, M., Chambers, R.: Small area estimation via M-quantile

geographically weighted regression. Test 21, 1–28 (2012)
9. Stukel, D.M., Rao, J.N.K.: On small-area estimation under two-fold nested error regression

models. J. Stat. Plan. Inference 78, 131–147 (1999)
10. Tzavidis, N., Marchetti, S., Chambers, R.: Robust estimation of small area means and quantiles.

Aust. N. Z. J. Stat. 52, 167–186 (2010)
11. Wooldridge, J.: Econometric Analysis of Cross Section and Panel Data. MIT Press, Cambridge

(2010)



A Two-Part Geoadditive Small Area Model
for Geographical Domain Estimation

Chiara Bocci, Alessandra Petrucci, and Emilia Rocco

Abstract

We are interested in estimating small domain means of a response variable that
shows a spatial trend and has a continuous skewed distribution with a large
number of values clustered at zero. This kind of variable can occur in many
surveys, like business or agricultural surveys: examples are the quantity of crops
produced or the amount of land allocated for their production collected by the
Farm Structure Survey driven by the Italian Statistical Institute. The small sample
size within the areas requires the use of small area model dependent methods
to increase the effective area sample size by using census and administrative
auxiliary data. To account simultaneously for the excess of zeros, the skewness
of the distribution and the possible spatial trend of the data, we present a two-part
geoadditive small area model. An application to the estimation of the per-farm
average grapevine production in Tuscany at Agrarian Region level shows the
satisfactory performance of the model.
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1 Introduction

Since year 2000, the Italian Agricultural Census driven by the Italian Statistical
Institute (ISTAT) has given the opportunity to georeference the farms introducing
a new challenge for statistical analysis of phenomena concerning the agricultural
field. The geographical location of each farm can constitute a particularly useful
information for the analysis of many phenomena concerning the agricultural field
[2]. In fact almost all the variables of interest in agricultural field have a spatial trend
and estimates for particular geographical areas are often required by policy makers
to support fund allocation, regional planning, etc. This article, motivated by the real
problem of providing reliable mean estimates for small geographical domains of
variables concerning agricultural phenomena, shows how the geographical location
of the farms can be a very important auxiliary variable in a model based approach
to the small area estimation (SAE) problem.

SAE methods are concerned with producing reliable estimates of characteristics
of interest such as means, counts, etc., for areas or domains for which only small
samples or no samples are available. Sample surveys are usually planned to produce
estimates for larger domains or areas and, due to cost and operational considerations
it is usually not possible to procure a large enough overall sample size to support
direct estimates of adequate precision for all areas of interest. This makes it
necessary to borrow information across related areas through indirect estimation
based on models, using auxiliary information such as census and administrative
data. The most popular class of SAE models is the linear mixed models that include
independent random area effects to account for between area variation beyond that
explained by auxiliary variables [1,7]. Numerous extensions to this set-up have been
presented in the literature to include various generalized linear models and/or more
complicated random effects structures.

Our aim is to build a SAE model for estimating the mean of a variable with
the following characteristics: (a) a large peak at zero; (b) a skewed distribution
of the non-zero values; and (c) related to georeferenced units. Each one of these
characteristics of the data has been separately addressed in the literature, in the
context of SAE or in other fields of research, and by merging these proposals we
want to define a SAE model able to account simultaneously for all these aspects of
the data. In the following, we give a brief excursus of this literature.

First, the excess zeros in data are usually described by the zero-inflated (ZI)
regression models that mix a degenerate distribution with point mass of one at 0
with a simple regression model based on a standard distribution. This is realized
considering a pair of regression models: a model, usually logit or probit, for the
probability of non-zero response and a conditional regression model for the mean
response given that it is non-zero. The ZI models have been originally developed to
analyze count data, but they are also extended to situation in which a huge number of
zeros occur in continuous data [8, 12]. Frequently, in this context they are knows as
two-part models. In the context of SAE methods Pfeffermann et al. [14] describe the
problem of zero-inflated data (not skewed) under a two-part random effects model
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using a Bayesian approach. Chandra and Sud [5] consider the same framework but
adopt a frequentist approach.

Second, when the data are skewed the relationship between the response variable
and the auxiliary variable may not be linear in the original scale, but can be linear in
a transformed scale, e.g., the logarithm scale. In such case, SAE methods based on
linear models produce inefficient estimates and, using the log-transformed models,
there are alternative approaches to obtain better indirect predictors for small area
mean [3, 16]. Zero-inflated log-normal models have been largely applied for the
analysis of longitudinal data [8,12] and recently their use in the context of SAE has
been suggested by Chandra and Chambers [4].

Last, if the data are characterized by a non stationary spatial trend, the use
of “global” dependence models, that assume independency of the data from their
spatial location, can generate spatially autocorrelated residuals and bring often to
wrong conclusions. An adequate use of the geographic information in more complex
models which take into account the spatial variability can help to understand
the underlying phenomenon. In literature several models have been proposed to
simultaneously incorporate the spatial distribution of the study variable and the
other covariate effects. Geoadditive models [10], in particular, merge an additive
model [9], that accounts for the relationship between the variables, and a Kriging
model [6], that accounts for the spatial distribution, under the linear mixed model
framework. The mixed model structure allows to easily include the small area
specific effect as an additional random components, obtaining a geoadditive SAE
model [13].

Merging these approaches, we derive the two-part geoadditive small area model
illustrated in Sect. 2. The model is fitted to data on Tuscany grapevine production
collected by the Farm Structure Survey (FSS) carried out by ISTAT in 2003 and the
results are presented in Sect. 3. Section 4 concludes with some final remarks.

2 Model and Small Area Mean Predictor

2.1 Two-Part Geoadditive Small Area Model

Let yij denote a non-negative semi-continuous skewed response variable for unit j
. j D 1; : : :;Ni/ in small area i (i D 1; : : :;m), with

Pm
iD1 Ni D N, placed at spatial

location sij (s 2 R2). This response variable can be recoded as the product yij D Iijy0
ij

of two variables

Iij D
	
1 if yij > 0

0 if yij D 0
and y0

ij D
	

yij if yij > 0

irrelevant if yij D 0
:

We model these variables by a pair of uncorrelated random effects models, one
for the logit of probability �ij D P.Iij D 1/ D P. yij > 0/ and one for the mean
conditional response EŒ y0

ijjIij D 1. Both models include individual covariates,
as well as area random effects that account for variations not explained by the
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covariates. Moreover, as we assume that y may present a relevant spatial pattern,
both models include also a smooth, non-parametrically specified spatial trend.

The logit model is

�ij D log
�ij

1 � �ij
D ˇ0t C tT

ijˇt C h.sij/C ui ui � N.0; 
2u / (1)

where tij is a vector of p linear covariates, h.�/ is an unspecified bivariate smooth
function depending on geographical unit coordinates sij, and ui is a area-specific
random effect associated with area i. Representing h.�/ with a low rank thin plate
spline [15] with K knots .�1; : : : ; �K/, that is,

h.sij/ D ˇ0s C sT
ijˇs C

KX
kD1

�kb.sij;�k/; (2)

model (1) can be written as a mixed model [10, 13]:

� D Xˇ C Z� C Du (3)

where:

– X is the N � .p C 3/ fixed effects matrix with rows Œ1; tT
ij ; s

T
ij  ;

– Z D �
C
�
sij � �k

��
1 � j � Ni

1 � i � m
1 � k � K

ŒC .�h � �k/
�1=2
1 � h � K
1 � k � K

with C.r/ D krk2 log krk is

the matrix of the thin plate spline basis functions b.sij;�k/;
– D is the N � m area-specific random effects matrix with rows dij containing

indicators taking value 1 if observation j is in area i and 0 otherwise;

– ˇ D �
ˇ0t C ˇ0s;ˇ

T
t ;ˇ

T
s

�T
is a vector of unknown coefficients;

– u � N.0; � 2
uIm/ and � � N.0; � 2

�Ik/ are respectively the vector of the m area-
specific random effects and the vector of the K thin plate spline coefficients.

The mixed model for the mean conditional response is assumed linear in the
log-transformed scale. That is, for units with positive response we assume:

lij D log.y0
ij/ D ˇ�

0t C t�T
ij ˇ

�
t C h�.sij/C u�

i C eij
u�

i � N.0; 
2u�

/

eij � N.0; 
2e /
(4)

In analogy with model (1), t�
ij represents individual covariates, u�

i denotes the
random area effect, and h�.�/ is an unspecified bivariate smooth function depending
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on geographical unit coordinates sij. Note that the covariates tij in Eq. (1) and the
covariates t�

ij in Eq. (4) may be equal or may differ totally or partially. Representing
h�.�/ as in (2), model (4) can be written in the mixed model form:

log.y0/ D X�ˇ� C Z��� C D�u� C e (5)

where y0 is the vector of length N� containing the response values only for the units
for which Iij D 1 and, same as before, �� and u� are respectively the vector of spline
coefficients and the vector of the area-specific random effects, X� is the matrix of
covariates relating to the fixed effects, Z� is the spline basis matrix, and D� is the
matrix of covariates concerning the area-specific random effects.

Making the assumption of uncorrelated random effects models, the likelihood
function for this mixture model factors into two terms, one for the zero and one for
the non-zero data, so that it is equivalent to separately model the non-zero data yij

and the indicator variable Iij. Dealing with clustered data, we are aware that this
assumption may not be valid since the cluster-specific random effects included into
the two models may be correlated. However, in a recent paper Zhang et al. [17]
compared the parameter estimates obtained adopting a two-part hierarchical model
with a correlated random effects structure with those obtained fitting separately
the two models and showed that they are similar. Supported by this result, in the
application described in Sect. 3 we maintain the assumption that the random effects
relative to the two models are uncorrelated.

2.2 Small Area Mean Predictor

We are interested in the estimation of the area means Yi D N�1
i

PNi
jD1 yij. Notice that

the means are computed over all the individuals, including individuals with zero y
values, and that they may be decomposed as:

Yi D N�1
i

0
@X

j2Si

yij C
X
j2Ri

yij

1
A

where Si is the area specific sample and Ri is its complement to the area population.
Under the two-part models (3) and (5) the area means predictors are defined as:

bYi D N�1
i

0
@X

j2Si

yij C
X
j2Ri

Oyij

1
A (6)
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where Oyij are the predicted values and are obtained as:

Oyij D exp.xT
ij

Ǒ C zT
ij O� C ui/

1C exp.xT
ij

Ǒ C zT
ij O� C ui/

� O��1
ij exp

�
x�T

ij
Ǒ� C O�ij

2

�
(7)

where O�ij D Var.lij/ D O
2e C O
2u�

C zT
ij O
2��

zij, and O�ij is the bias adjustment factor
for the log-back transformation suggested by Chandra and Chambers [3] and its
expression is: O�ij D 1C 0:5Œ Oaij C 0:25 OV � O�ij

�
 where Oaij D xT

ij
OV. Ǒ�/xij, OV. Ǒ�/ is the

usual estimator of Var. Ǒ�/ and OV � O�ij
�

is the estimated asymptotic variance of O�ij.

2.3 Mean Squared Error Estimation

Following Chandra and Sud [5], we estimate the mean squared error (MSE) of
predictors (6) by adopting a parametric bootstrap approach.

For given Ǒ, Ǒ�, O
2e , O
2u , O
2u�

, O
2� , O
2
��

, we generate K random spline coefficients
Q� and Q��, m random components Qu and Qu�, and N unit-level random errors Qe
by drowning from the stochastic models � � N.0; O
2� IK/, �� � N.0; O
2��

IK/,

u � N.0; O
2u Im/, u� � N.0; O
2u�

Im/, and e � N.0; O
2e IN�/. Then we calculate the
corresponding linear predictors Q� and log.Qy/ by using equations

Q� D X Ǒ C Z Q� C D Qu log.Qy0/ D X� Ǒ� C Z� Q�� C D� Qu� C Qe

and Q� and Qy0 are obtained using inverse logit transformation and log-back transfor-
mation. The N values of the indicator variable QI are generated performing for each
unit a Bernoulli experiment with probability of success equal to the corresponding
Q�ij. Finally, we obtain the bootstrap population data .Qyij; xij; sij/ from Qyij D QIij Qy0

ij.

From this population we drown B bootstrap samples .Qy.1/; : : : ; Qy.B// maintaining
the original small area sample sizes ni. We refit the model to the bootstrap sample
data to obtain the set of bootstrap estimates Ǒ.b/, Ǒ�.b/, O
2.b/e , O
2.b/u , O
2.b/u�

, O
2.b/� , O
2.b/
��

and then we estimate the bootstrap means predictors bYi
.b/ using (6) and (7).

Indicating with eYi the small area mean in the bootstrap population, the estimated
root MSEs for the small areas estimates are obtained by:

1RMSEi D
vuut 1

B

BX
bD1

�bYi
.b/ � eYi

�2
: (8)
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3 Application to Real Data

ISTAT drives the Agricultural Census ten-yearly and the sample FSS two-yearly.
Both in the Census and in the FSS, the unit of observation is the farm and the data
on the amount of land allocated to different crops are collected for each farm. In
the FSS, until 2005, the quantity of crops produced was also observed. The FSS
is designed to obtain reliable estimates only at regional level, therefore to obtain
estimates at sub-regional levels it is necessary to employ SAE estimators using
the variables collected at the census time as auxiliary variables. Starting from year
2000 the Agricultural Census georeferences all the farms on the territory, so this
information can be used as auxiliary variable as well.

We are interested in producing the mean estimation of grapevine production for
the 52 agrarian regions in which Tuscany region is partitioned. The agrarian regions
are sub-provincial aggregations of municipalities homogenous respect to natural and
agricultural characteristics. The estimates are referred to year 2003 for which the
data of the FSS are available. Auxiliary variables and spatial information for each
farm referred to 2000 census time. Due to the high correlation values observed over
sampled data between the explicative variables at years 2000 and 2003 (about 90 %
for the grapevines surface), we suppose that the time lag between the response and
the explicative variables should have a negligible effect.

The nature of the study variable does not allow the use of classic small area
methods that assume a linear mixed model and don’t take into account the spatial
structure of the data. A large number of farms don’t cultivate grapevines, and a
few produce the majority of the total region production. Moreover the cultivation
and consequently the production of grapevines for each farm depends on the
characteristics of the territory in which the farm is located. Finally, the quantity
of grapevine produced by the same allocated surface may change, depending on the
soil productivity and on the production choices of the farms (relative to the typology
and quality of the produced grapevine).

These practical considerations, confirmed by an explorative analysis of the data,
motivate our choice of a two-part model: a logit model for the probability of non-
zero grapevine production and a conditional log-transformed model for the mean
of non-zero grapevine production. The selection of the covariates among several
socio-economic variables (including land use information) available at census time
follows the indications obtained from a stepwise regression analysis of the data.
For the logit model two auxiliary variables are considered: the surface allocated to
grapevines in logarithmic scale and a dummy variable that indicates the selling of
grapevine related products, both at year 2000. In the conditional log-transformed
model we include the same two variables plus the number of working days done by
farm family members in year 2000. Moreover, since both the choice to produce or
not produce grapevines (Iij D 1 or Iij D 0) and the conditioned level of production
depend on the characteristics of the farm’s location, both models include a smooth
function of the Universal Transverse Mercator (UTM) geographical coordinates
of each farm’s administrative center. Regarding the possibility to include into the
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model the specific small area random effect, it results significant only in the log-
transformed model. Therefore, recalling (3) and (5), our chosen models are:

� D Xˇ C Z� log.y0/ D X�ˇ� C Z��� C D�u� C e:

The splines knots are selected setting K D 50 and using the Clara space
filling algorithm of Kaufman and Rousseeuw [11]. The two models are estimated
separately, with the logit one fitted through the Penalized Quasi-Likelihood method
using all the 2450 farms in the 2003 FSS sample, and the log-transformed one fitted
by maximizing the restricted log-likelihood and using only the 961 farms with a
strictly positive value of grapevines production.

The estimated models parameters (presented in Table 1) are combined with the
census values of the 136817 non sampled farms using (7) to obtain the grapevine
production predictions. Finally, expression (6) is applied to obtain the predicted
agrarian regions means showed in Table 2 and Fig. 1a.

The estimates in Fig. 1a present an evident geographical pattern, with the higher
values in the areas belonging to the provinces of Florence and Siena (the well-known
area of Chianti) and the lower values in the north mountainous area of the provinces
of Massa Carrara and Lucca. Moreover, the two plots in Fig. 1b show that our results
are consistent with both the direct estimate and the expert’s estimates.1 The expert’s

Table 1 Estimated parameters with 95 % confidence intervals for the two-part model

Logit model Log-transformed model
Parametersa Estimate Confidence interval Parametersa Estimate Confidence interval

Fixed effects Fixed effects

Intercept 17:2292 (�23.8177; 58.2760) Intercept �0:5709 (�25.0077; 23.8660)

X coordinate 0:0710 (�0.8436; 0.9857) X coordinate 0:4730 (�0.0130; 0.9591)

Y coordinate �0:3965 (�1.1956; 0.4026) Y coordinate �0:0081 (�0.5179; 0.5018)

Log(grapevine
surface 2000)

1:9745 (0.9118; 3.0372) Log(grapevine
surface 2000)

1:2694 (1.2059; 1.3328)

Grapevine
products
selling

1:0636 (0.0358; 2.0915) Grapevine
products
selling

0:6701 (0.5163; 0.8239)

Family mem-
bers working
days

0:0004 (0.0002; 0.0006)

Random effects Random effects


� 0:2124 (0.0225; 2.0018) 
�

� 0:2394 (0.0795; 0.7206)


� 2:9930 (2.9102; 3.0781) 
�

u 0:2189 (0.1243; 0.3854)


�

� 0:8973 (0.8570; 0.9396)
aIntercept and coordinates coefficients are not significant but required by model structure

1Statistics are produced using expert information. Data are provided by local authorities that collect
experts evaluations on area and yield of different crops (Source: http://siqual.istat.it).

http://siqual.istat.it
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Table 2 Agrarian region level estimates of the mean grapevine production (q) with estimated root
mean squared error (RMSE)

Agrarian region ni
bYi 1RMSEi Agrarian region ni

bYi 1RMSEi

Lunigiana Settentronale 32 4:67 2:40 Colline tra Era e Fine 26 10:91 1:21

Lunigiana Sud-orientale 29 6:29 4:47 Colline dell’Alto Cecina 29 5:65 2:28

Montagna di Massa 21 4:08 0:68 Colline del Monte Pisano 4 3:45 2:89

Lunigiana Sud-occidentale 20 4:19 2:35 Colline del Medio Cecina 14 14:71 6:85

Garfagnana Occidentale 5 3:23 2:26 Pianura di Pisa 59 4:95 0:92

Garfagnana Centrale 18 3:28 1:68 Casentino 30 13:15 1:48

Garfagnana Orientale 18 3:01 1:82 Alto Tevere 12 5:67 1:44

Val di Lima Lucchese 10 2:76 0:76 Valdarno Superiore 62 37:48 4:39

Montagna della Versilia 4 2:13 0:46 Alta Valle Tiberina 11 10:39 2:96

Pianura della Versilia 108 2:36 1:28 Media Val di Chiana 48 20:52 2:73

Pianura di Lucca 112 7:49 0:67 Colline di Arezzo 114 21:65 2:68

Montagna di Pistoia 185 3:18 1:07 Amiata Orientale 12 6:78 1:11

Val di Nievole 110 3:50 2:15 Alta Val d’Elsa 51 106:59 20:56

Ombrone Pistoiese 71 8:16 1:39 Colline del Chianti 34 302:53 75:45

Alto Santerno e Lamone 20 4:44 1:64 Colline di Siena 33 21:97 3:30

Montagna di Vallombrosa 16 42:95 12:98 Val d’Arbia 77 92:41 10:74

Colline del Mugello 40 43:80 7:27 Alta Val di Chiana 63 78:39 18:74

Medio Valdarno 29 51:92 42:50 Val d’Orcia 50 25:77 11:83

Colline di Firenze 34 23:89 3:04 Amiata Occidentale 40 7:15 3:39

Val d’Elsa Inferiore 48 105:60 50:75 Colline dell’Ombrone 77 13:61 5:92

Colline del Greve e Pesa 56 225:90 60:02 Colline del Fiora 92 32:90 3:73

Incisa in Val d’Arno 10 45:36 13:22 Colline di Follonica 80 14:57 3:00

Pianura di Fucecchio 27 41:42 3:22 Colline dell’Albenga 117 39:43 4:29

Colline di Livorno 45 8:52 1:43 Pianura di Grosseto 60 19:19 14:43

Colline di Piombino 95 22:35 3:34 Alto Bisenzio 6 3:12 1:70

Valdarno Inferiore 65 20:38 11:66 Colline di Prato 21 13:07 2:89

estimates, produced by ISTAT, are obtained by determination of a crop-specific
coefficient of soil productivity and are released at provincial level. We calculated the
agrarian region level expert’s estimate by multiplying the agrarian region grapevine
surfaces at year 2000 with the coefficient of soil productivity at regional level.

Finally, the accuracy of our estimates is assessed by comparing the mean of the
area-specific coefficients of variation (CVs) of both the direct and the model based

estimates. The CVs are obtained as the ratio between the 1RMSEi and the bYi and this
comparison shows an average efficiency gain for our estimates of about 32 %.
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Model based estimates Relation between alternative estimates

(b)(a)

Fig. 1 Agrarian region level estimates of the mean grapevine production. (a) Model based
estimates. (b) Relation between alternative estimates

4 Final Remarks

The interest in spatial data analysis is increased in every area of statistical research.
Particular interest is given to the possible ways in which spatially referenced data
can support local policy makers. Geographical information is frequently available
in many areas of observational sciences, and the use of specific techniques of spatial
data analysis can improve our understanding of the studied phenomena. Moreover, it
is recurrent, not only in agricultural field but also in many other applications such as
environmental and economic ones, to encounter variables that have a proportion
of values equal to zero and a continuous, often skewed, distribution among the
remaining values. The two-part model represents the leading model suggested in
literature for this sort of variables. However, there seems to be no studies which
combine jointly SAE, models for overdispersed or zero-inflated data and spatial
data.

Motivated by the real problem of estimating the per-farm average grapevine
production in Tuscany (Italy) at agrarian region level, we have developed a two-part
geoadditive model under the framework of SAE. The two-part model provides the
flexibility to model data in accordance with a scientifically plausible data generating
mechanism and the results are encouraging. Further research should investigate
the use of a two-part small area geoadditive model with a correlation between the
random effects of the two parts of the model. Such situation leads to a likelihood
that does not factor in two separate components, that is the two models cannot be
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fitted separately and the estimation process should be approached using a Bayesian
approach.

Finally we would like to underline that in literature the application of the two-part
model mainly concern biomedical data, however, our results show how this kind of
model could be usefully employed in many other application fields.
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A Unified Approach for Defining Optimal
Multivariate andMulti-Domains Sampling
Designs

Piero Demetrio Falorsi and Paolo Righi

Abstract

The present paper illustrates a sampling method based on balanced sampling,
practical and easy to implement, which may represent a general and unified
approach for defining the optimal inclusion probabilities and the related domain
sampling sizes in many different survey contexts characterized by the need
of disseminating survey estimates of prefixed accuracy for a multiplicity both
of variables and of domains of interest. The method, depending on how it is
parameterized, can define a standard cross-classified or a multi-way stratified
design. The sampling algorithm defines an optimal solution—by minimizing
either the costs or the sampling sizes—which guarantees: (1) lower sampling
errors of the domain estimates than given thresholds and (2) that in each sampling
selection the sampling sizes for all the domains of interest are fixed and equal to
the planned ones. It is supposed that, at the moment of designing the sample
strategy, the domain membership variables are known and available in the
sampling frame and that the target variables are unknown but can be predicted
with suitable superpopulation models.

1 Introduction

A unified approach (UI), which is practical and easy to implement, for defining
optimal multivariate multi-domain sampling is introduced below.

Some parts of this approach have been described with more details in the papers
of Falorsi and Righi [1] and of Righi et al. [2].
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1. The parameters of interest are R � D totals, the generic of which, t.dr/ DX
k2U

yrk�dk D
X

k2Ud
yrk, represents the total of the variable r (r D 1, : : : ,R)

in the Domain of Interest (DI) Ud (d D 1, : : : , D) which is a subpopulation (of
size Nd) of the population U. The symbols yrk and �dk denote, respectively,
the value of the r-th (r D 1, : : : , R) variable of interest of the k-th population
unit and the domain membership indicator being �dk D 1 if k 2 Ud and
�dk D 0, otherwise. The �dk values are known, and available in the sampling
frame.

2. In addition to the DIs, the other subpopulations relevant in the approach are the
Planned Domains (PDs), Uh (h D 1, : : : , H), which are subpopulations for which
the sample designer wants to plan and to fix in advance the sample sizes so as
to control the accuracy of the domain estimates. The PDs are in general defined
as subpopulations of the DIs. As described below in Sect. 2, the definition of the
PDs allows to implement different sampling designs.

3. The random selection of the sample s is implemented with the cube algorithm
[3] respecting the following balancing equations:

X
k2s

•k D
X

k2U
�k •k

in which, with reference to the unit k, �k is the inclusion probability and
•0

k D .ı1k; : : : ; ıHk/ is a vector of indicator variables, available in the sampling
frame, being ıhk D 1 if k 2 Uh and ıhk D 0, otherwise. The above equations
guarantee that in each possible sample selection, the realized sample sizes for
the planned domains Uh are fixed and equal to the expected ones. Since the PDs
are defined as subpopulations of the DIs, also the latter have planned sample
sizes.

4. The unknown yrk values are predicted with a simple working model, M, yrk D
Qyrk C urk in which, ỹrk and urk (k D 1, : : : ,N) denote, respectively, the predictions
and the random residuals which have the following model expectations:

EM .urk/ D 08kI EM
�
u2rk

� D 
2rkI EM .urk; url/ D 08k ¤ l; (1)

further we assume 
2rk D 
2r ��k where vk is an auxiliary variable, 
2
r and �

are scalar parameters which we assume as known when planning the sampling
design. In practice the scalar parameters have to be estimated from pilot or
previous survey data.

5. According to Deville and Tillé [4], an approximation of the Measure of the
Accuracy (MA) (e.g., the sampling variance or the anticipated variance) of
the balanced sampling may be defined as implicit function of the inclusion
probabilities and of the squared residual of a generalized linear regression
model linking an appropriate transformation of the target variable (which may
be known or predicted) to the auxiliary variables involved in the balancing
equations. Taking into account the Horvitz Thompson (HT) estimator, Ot.dr/ D
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X
k2U

yrk�dk=�k of the totals t(dr) and considering the anticipated variance [5] as
measure of accuracy, the MA may be expressed by:

MA
�Ot.dr/

� D AV
�
Ot.dr/

ˇ̌
ˇ  
�

Š EMEp

�
Ot.dr/ � t.dr/

ˇ̌
ˇ  
�2

D f
X

k2U

�
1

�k
� 1

�
EM

�
�2.dr/k

�
; (2)

where Ep denotes the expectation over repeated sampling,   is the vector
of the inclusion probabilities, �.dr/k D .Qyrk C urk/ �dk � �k g.dr/k, f D
N= .N � H/, g.dr/k D •0

kA�1X
k2U

•k .Qyrk C urk/ �dk .1 � �k/ ; being A DX
k2U

•k•
0
k �k .1 � �k/.

6. The MA may be expressed with a general expression based on stable generic
terms assuming different forms, according to the chosen MA and to the sampling
context

MA
�Ot.dr/

� D f

�X
k2U

!.dr/k

�k
�
X

k2U

�
'.dr/k C

X2

iD0�
i
k Ci.dr/k . /

��
(3)

The stable generic terms !(dr)k and '.dr/k are fixed quantities (which may be
known or predicted) and the Ci(dr)( ) (i D 0, 1, 2) are functions of the vector  .
For instance, the stable generic terms in the case of (2) are given by

!drk D �Qy2rk C 
2rk

�
�dk; '.dr/k D !.dr/k;

C0.dr/k . / DD 2 •0
k A�1 �Qyrk�dk bQy.dr/ C •k 


2
rk �dk .1 � �k/

�
;

C1.dr/k . / D �
h
2 •0

k A�1 �Qyrk�dk bQy.dr/ C •k 

2
rk �dk .1 � �k/

�

C •0
k A�1

h
bQy.dr/b0

Qy.dr/ C
X

j2U
•j •0

j �dj
�
1 � �j

�2

2rj

i
A�1•k

i
;

C2.dr/k . / D •0
k A�1 hbQy.dr/b

0
Qy.dr/ C

X
j2U

•j •0
j �dj

�
1 � �j

�2

2rj

i
A�1•k;

being bQy.dr/ D
X

k2U
•k Qyrk �dk .1 � �k/

The expression (3) is suitable for an automated spreadsheet of the algorithm
(see below) defining the optimal inclusion probabilities.
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7. The inclusion probabilities are defined as a solution of the following optimization
problem which guarantees lower sampling errors of the domain estimates.

8̂
<
:̂

Min
�X

k2U
�k ck

�

MA
�Ot.dr/

� � V.dr/ .d D 1; : : : ;DI r D 1; : : : ;R/
0 < �k � 1 .k D 1; : : : ;N/

(4)

where: MA
�Ot.dr/

�
is defined according to (3), V.dr/ is a fixed quantity which

defines the threshold of the measure of accuracy of the estimate Ot.dr/, and
ck is the cost for collecting information from the unit k. The dominant term
in the formula (3) is

X
k2U
!.dr/k =�k while the other addenda give a minor

contribution. The algorithm for solving the problem (4) consists of three nested
calculation loops. The outer loop fixes the values of the functions Ci(dr)k( ).
The inner loop defines the � i

k values which appear as multiplying factor of the
functions Ci(dr)k( ) and then the innermost loop is a modified Chromy algorithm
[1] which finds the solution to the minimum constrained problem (4) for given

values of
X2

iD0�
i
k Ci.dr/k . /.

2 Some Examples

As a general rule, in order to define the optimal inclusion probabilities for a given
sampling strategy, the following operations have to be done:

1. Define the DIs and the related PDs.
2. Define the estimator. The HT estimator is considered in the above section; the

generalized regression estimator is introduced in Sect. 3.
3. Define the form of the model (1) for predicting the unknown yrk values.
4. Define the form of the MA (e.g., expression 2) and reformulate it according to

the general expression (3) which is suitable for the automation of the algorithm
for finding optimal inclusion probabilities.

The theory here illustrated is developed for single stage sampling; however, the
approach could be easily extended to consider the case of multistage sampling
designs.

Some examples are given below in order to demonstrate how the proposed
sampling design could represent a way to generalize in a unified framework some
well-known sampling designs. In the following the anticipated variance is taken into
account as measure of the accuracy. Consider first the univariate and single-domain
case in which R D D D 1.

Example 1 Optimal Stratified Sampling Assume that the PDs define a single
partition of the population U, so that each PD coincides with a stratum, and suppose
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that the predicted values of the variable r (r D R D 1) of interest are constant in
each stratum with uniform stratum variance, e.g., Qyrk D Yrh and 
2rk D 
2rh (for

k 2 Uh

�
. In this context the UI defines a stratified simple random sampling without

replacement (SSRSWOR) design. If the costs ck are uniform in each planned
domain, that is, ck D ch for k 2 Uh, then the stratum sample sizes are computed
according to the optimal allocation [6, Sect. 5.5] in which nh � Nh 
rh=

p
ch. If

the costs ck are uniform for all the units in the population, then the well-known
Neyman’s allocation is realized with nh � Nh 
rh. Eventually, if the variances
are constant over strata, that is, 
rh D 
 r, then the proportional allocation is
implemented, resulting nh � Nh :

Example 2 Optimal PPS Sampling Assume that there is a single planned domain
coinciding with the population U and define the stable terms in (3) as !drk D 
2rk,
'.dr/k D !.dr/k, Ci.dr/k . / D 0 (i D 0, 1, 2). Then, according to the results
given in Särndal et al. [7, Chap 12], the UI defines optimal inclusion probabilities
proportional to the squared roots of the measures of the heteroscedasticity: �k �p

xk.
Let us consider now the multivariate multi-domain case and suppose that the

sampling estimates have to be calculated for the domains of three domain types Tl

(l D 1, : : : , 3) each of which defines a partition of the population of U of cardinality
Dl being D D D1CD2CD3 :A demonstration of how the sample size of the interest
domains may be obtained by different sampling designs is shown below.

Example 3 The standard approach, here denoted as cross-classified or one-way
stratified design, defines the strata by cross-classifying the modalities of the three
domain types.

We can obtain the one-way stratified design with the UI, by assuring that the Uh

coincide with the strata of the one-way stratified design. Then: H D D1 � D2 � D3.
The vectors •

0

k are defined as (0,..,1, : : : ,0) vectors and each Uh can be defined by
a specific intersection of the populations of three domains of interest, one for each
domain type.

Furthermore if, for every variable r of interest, the predicted values are constant
in each stratum with uniform stratum variance, e.g., Qyrk D Yrh and 
2rk D 
2rh (for

k 2 Uh

�
, then an SSRSWOR design is implemented. After some algebra the (2)

becomes

AV

�
Ot.dr/

ˇ̌
ˇ 
�

D f
X

h2�d

2rh

X
k2Uh

.1=�k � 1/ D f
XD

dD1
X

h2�d

2rh Nh .Nh=nh � 1/;

since the terms ỹrk disappear and �k D �h (for k 2 Uh

�
.

Example 4 Consider the previous situation, in which the Uh coincide with the
strata of the one-way stratified design and the predicted values are constant in each
stratum. If the model variances are proportional to a known value of some auxiliary
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variable, e.g., 
2rk D 
2r �k, then a stratified random sampling without replacement
with varying inclusion probabilities design is implemented.

Example 5 The PDs Uh are defined combining all the couples of the domains of the
domain types; then H D .D1 � D2/C .D1 � D3/C .D2 � D3/ and the •

0

k are defined
as vectors with three values equal to one, each in correspondence of one of the three
above couples, e.g., (0, : : : ,01,0 : : : 0,1,0, : : : ,0,1,0, : : : ,0).

Example 6 Some PDs Uh agree with the domains of one population partitions, for
instance, T1, and the others Uh are defined combining couples of the remaining
domain types T2 and T3. Then: H D D1 C .D2 � D3/ and the •

0

k are defined as
vectors having two values equal to one, the first in correspondence to the domains
of the partition T1 and the second in correspondence to the couple of the partitions
T2 and T3, e.g., (0, : : : ,01,0 : : : 0,1,0, : : : ,0).

Example 7 The PDs Uh agree with the domains of interest; then H D D1CD2CD3

and the •
0

k are defined as vectors with three ones each in correspondence to one of
the three domain types.

The Examples 3 and 4 describe one-way (or standard) stratified designs, while
the remaining Examples 5–7 refer to a multi-way stratified design. The choice of the
sampling design depends on theoretical and operative reasons. From the operative
view point the implementation of the one-way stratified design belongs to the
current culture of the survey practitioners and it’s implementation is uncomplicated,
while the multi-way design is seldom adopted for defining the sampling strategies
of the actual surveys; however these kinds of designs allow to face a lot of empirical
contexts in which the traditional approach fails to achieve the target objectives.

3 Remarks on the Regression Estimator

Consider the case in which for producing the sampling estimates, vectors of
auxiliary variables are available for all the population units and suppose that the
predictions based on this auxiliary information are those given in model (1). In this
context, the estimates of interest may be computed with a generalized modified
regression estimator, which may be expressed as [8, p. 20]:

gregOt.dr/ D
X

k2U
Qyrk �dk C

X
k2s

urk �dk=�k .r D 1; : : : ;RI d D 1; : : : ;D/ (5)

An approximation of the anticipated variance of the estimator (4) under balanced
sampling is

AV
�

gregOt.dr/

ˇ̌
ˇ 
�

D EM

h
f
X

k2U

�
1=�k � 1

�
greg�

2
.dr/k

i
;
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being greg�.dr/k D urk �dk��k•k

hX
j2U

•j•
0
j �j

�
1 � �j

�i�1X
k2U

•j urj �dj
�
1 � �j

�
.

The expression of the residuals greg�(dr)k is equivalent to the expression �(dr)k given
in formula (2), except for the substitution of the terms .Qyrk C urk/ �dk with urk �dk.
The derivation of the expression of stable generic terms of (3) is straightforward.

4 Remarks on Nonresponse

Suppose that, for different causes, it is impossible to collect the survey variables
from some sample units. Only to make the things simple, let us further hypothesize
that: (1) the phenomenon of nonresponse is substantially different among the PDs
Uh (h D 1, : : : ,H); (2) the response propensities, � k, are roughly constant for the
units belonging to the subpopulation Uh, that is, �k Š �h for k 2 Uh; (3) when
planning the sample design, a quite reliable estimate, say Q�h, of the response
propensity of the units belonging to Uh may be obtained from the previous surveys.
According to the strategy proposed in Särndal and Lundström [9, expression 6.4],
the estimator of the totals of interest is calculated with the calibration estimator:

calOt.dr/ D
X

k2s�

yrk�dk �k= O�k�k .r D 1; : : : ;RI d D 1; : : : ;D/ ; (6)

where: s* is the sample of respondents; O�k.is the sample estimate of the response

probability; �kD1C
hX

j2U
•j �

X
j2s�

�
�j

O�j
��1

•j

i0hX
j2s�

�
�j

O�j
��1

•j•
0
j

i�1
•k.

In the context here described, the response probabilities may be estimated by
O�k D mh=nh for k 2 s�

h D s� \ Uh being mh the sample size of s*
h. Let us note that

the stratum response probabilities have been introduced with two different symbols,
Q�h and O�h, since the first is an estimate available when planning the sample design,
and the latter is estimated from the current survey data. Under the hypothesis that
by calibrating in each PD, the nonresponse bias becomes negligible and considering
the response phenomenon as a second phase of sampling, then the MA of (6) may
be computed by [9, p. 150]:

MA
�

calOt.dr/
� D AV

�
calOt.dr/

ˇ̌
ˇ  
�

D AVsam C AVNR

in which AVsam D EmEp

�X
k2s

yrk�dk �k=�k

ˇ̌
ˇ 
�

is the anticipated variance

of the calibrated estimator in the absence of nonresponse and AVNR D
EmEp Vq

�X
k2s�yrk�dk �k= O�k�k

ˇ̌
ˇ 
�

represents the additional part of variability

due to the phenomenon of nonresponse, denoting with Vq .�/ the variance of (6)
over different sets of respondents.

Let erk D yrk � •0
k

�X
j2U

•j•
0
j

��1X
j2U

•jyrj denote the residual with respect

to the regression model in which the variables of interest yrk are regressed with
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respect to the auxiliary vectors •
0

k and let e

2
rk indicate the model variance of

erk. By adopting, in the phase of planning the sampling design, the reasonable

approximations
�

erk �dk � �k•kA�1X
j2U
�k •j �dkerk .1=�k � 1/

�2 Š e2rk �dk, and

f Š 1, the anticipated variance of (6) may be approximated by AV
�

calOt.dr/

ˇ̌
ˇ  
�

D
X

k2U
1=�k

 
e


2
rk �dk= Q�k

�
�
X
k2Ue


2rk �dk

!
, being Q�k D Q�h for k 2 Uh. Thus, having

reliable estimates of the response propensities Q�k and of the model variances e

2
rk,

it is possible to define the inclusion probabilities that individuate the minimum
cost solution, taking into account the additional part of the variance deriving from
the expected nonresponse. After some simple algebra, in this context, the terms
of the general expression (3) of the MA are given by: !.dr/k De 
2rk �dk= Q�k,
'.dr/k De 


2
rk �dk, Ci.dr/k . / D 0 (for i D 0, 1, 2). Let us note that, if the model

variance is constant in each PD h (that is, e

2
rk De 


2
rh for k 2 Uh), then �k D nh=Nh

and then the MA may be reformulated according to the sound expression [9, pp.
171–172]

AV
�

calOt.dr/

ˇ̌
ˇ  
�

D
XH

hD1Nh.Nh = Qmh � 1/e
2rk;

being Qmh D Q�h nh the expected number of respondents in Uh.
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Abstract

In the article, we consider the estimation of indicators on poverty and social
exclusion for population subgroups or domains and small areas. For at-risk-
of-poverty rate, we discuss indirect design-based estimators including model-
assisted logistic generalized regression estimators and model calibration esti-
mators. Logistic mixed models are used in these methods. For quintile share
ratio, indirect model-based percentile-adjusted predictor methods using linear
mixed models are considered. Unit-level auxiliary data are incorporated in the
estimation procedures. For quintile share ratio, we present a method called
frequency-calibration or n-calibration to be used in cases where aggregate level
auxiliary data only are available. Design-based direct estimators that do not
use auxiliary data and models are used as reference methods. Design bias and
accuracy of estimators are evaluated with design-based simulation experiments
using real register data maintained by Statistics Finland and semi-synthetic data
generated from the EU-SILC survey.
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1 Introduction

There is increasing demand in Europe and elsewhere for reliable statistics on
poverty and social exclusion produced for regions and other population subgroups
or domains (e.g. [4]). Small area estimation of indicators on poverty and social
exclusion has been recently investigated in research projects funded by the European
Commission under the Framework Programmes for Research and Technological
Development (FP). AMELI (Advanced Methodology for European Laeken Indica-
tors) included several specialized sub-projects (work packages) and covered a wide
range of topics on poverty, social exclusion and social cohesion [15]. A certain
sub-project concentrated on developing small area estimation methods of selected
poverty indicators [9]. SAMPLE (Small Area Methods for Poverty and Living
Condition Estimates) concentrated on identifying and developing new indicators
and models for inequality and poverty with attention to social exclusion and
deprivation, as well as to develop and implement models, measures and procedures
for small area estimation of the traditional and new indicators and models (http://
www.sample-project.eu/).

Indicators on poverty and social exclusion investigated in AMELI included
at-risk-of-poverty rate, relative median at-risk-of-poverty gap, quintile share ratio
(QSR) and the Gini coefficient. In this paper, we discuss small area estimation
for poverty rate and QSR using methods introduced in Lehtonen et al. [9] and
developed further in Veijanen and Lehtonen [18] and Lehtonen and Veijanen [13].
For poverty rate, we investigate design-based methods including indirect model-
assisted logistic generalized regression estimators [6, 7, 10, 12] and semi-direct and
semi-indirect model calibration estimators [13]. Logistic mixed models are used as
assisting models in these methods. For QSR, indirect model-based methods based
on percentile-adjusted predictors [18] using linear mixed models are considered.
Unit-level auxiliary data are incorporated in the estimation procedure for these
methods. For cases where aggregate level auxiliary data only are available, we
present a method called frequency-calibration or n-calibration [18]. Design-based
direct estimators that do not use auxiliary data and models are used as reference
methods. Design bias and accuracy of estimators are examined with design-based
simulation experiments using real register data maintained by Statistics Finland and
semi-synthetic data generated from the EU-wide SILC survey (Statistics on Income
and Living Conditions; [2]).

The article is organized as follows. Estimation for poverty rate is examined in
Sect. 2. Methods for QSR are presented in Sect. 3. Section 4 includes conclusions.

http://www.sample-project.eu/
http://www.sample-project.eu/
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2 Estimation of Poverty Rate for Regions

2.1 Generalized Regression Estimators

The finite population is denoted by U D f1; 2; : : : ; k; : : : ;Ng, where k refers to the
label of population element. A domain Ud, d D 1; : : : ;D, is a subset of U such as a
regional population. The number of units in the domain is denoted by Nd . In sample
s � U, the corresponding subset is defined as sd D Ud\s; it has nd observations. The
domains are of unplanned type. Inclusion probabilities are �k and design weights
are ak D 1=�k:

In order to account for possible differences between regions, a mixed model
incorporates domain-specific random effects ud � N

�
0; 
2u

�
for domain Ud. For

a binary y-variable, a logistic mixed model is of the form

Em

�
yk

ˇ̌
ˇud

�
D P

n
yk D 1

ˇ̌
ˇudI “

o
D exp

�
x0

k“ C ud
�

1C exp
�
x0

k“ C ud
� ;

where xk D �
1; x1k; : : : ; xpk

�0
is a known vector value for every k 2 U and

“ D �
ˇ0; ˇ1; : : : ; ˇp

�0
is a vector of fixed effects common for all domains. The

parameters “ and 
2
u are first estimated from the data, and estimates ûd of the random

effects ud for domains are then calculated. Predictions Oyk D P
n
yk D 1

ˇ̌
ˇOudI O“

o
are

calculated for k 2 Ud, d D 1; : : : ;D.
The domain total of a study variable y is defined by

td D
X
k2Ud

yk; (1)

where yk denotes the value of the study variable for element k. Horvitz–Thompson
(HT) estimator of domain total (1) is a direct estimator as it only involves
observations from the domain of interest:

Otd D
X
k2sd

akyk: (2)

The estimator is design unbiased but it can have large variance, especially for
small domains. HT does not incorporate any auxiliary data.

Generalized regression (GREG) estimators [12, 17] are assisted by a model fitted
to the sample. By choosing different models we obtain a family of GREG estimators
with same form but different predicted values [6, 7]. Ordinary GREG estimator

OtdIGREG D
X
k2Ud

Oyk C
X
k2sd

ak .yk � Oyk/ (3)
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incorporating a linear fixed-effects regression model is often used to estimate
domain totals (1) of a continuous study variable. For a binary or polytomous
response variable, a logistic model formulation is often chosen. LGREG (logistic
GREG; [10]) estimates the frequency fd of a class C in each domain. A logistic
regression model is fitted to indicators �k D I fyk 2 Cg, k 2 s, using the design
weights. In the MLGREG estimator [7, 11], we use a logistic mixed model involving

fitted values Opk D P
n
�k D 1

ˇ̌
ˇ OudI xk; O“

o
. The random effects are associated with

domains Ud or with larger regions Ur. The MLGREG estimator of the class
frequency in Ud is

Of dIMLGREG D
X
k2Ud

Opk C
X
k2sd

ak .�k � Opk/: (4)

The calculation of Opk for all k 2 Ud; d D 1; : : : ;D, requires access to unit-level
population data on auxiliary variables.

2.2 Model Calibration Estimators

In classical model-free calibration [3, 16], a calibration equation is imposed: the
weighted sample totals of auxiliary variables reproduce the known population totals.
Model-free calibration does not assume an explicit model. In model calibration
introduced by Wu and Sitter [19], a model is first fitted to the sample. Calibration
weights are determined using the fitted values instead of the original auxiliary
variables: the weighted sample total of fitted values reproduces the population total
of predictions. Our calibration equations for domain estimation specify that the
weighted total of fitted values over a subgroup of the sample equals the sum of
predictions over the corresponding population subgroup [8, 13].

A model calibration procedure for domain estimation consists of two phases,
the modelling phase and the calibration phase. There is much flexibility in both
phases. We have chosen a mixed model formulation involving components that
account for spatial heterogeneity in the population. The predictions calculated in
the modelling phase are used in the calibration phase when constructing calibration
equation and a calibrated domain estimator. In this phase, the target variables for
calibration are determined, possibly also including, for example, some of the x-
variables used in the modelling phase (e.g. [14]). Calibration can be defined at the
population level, at the domain level or at an intermediate level, for example, at a
regional level (neighbourhood) that contains the domain of interest. Further, in the
construction of the calibrated domain estimator, a “semi-direct” approach involves
using observations only from the domain of interest, whereas in a “semi-indirect”
approach, also observations outside the domain of interest are included.
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In population-level calibration [19], the weights must satisfy calibration equation

X
i2s

wizi D
X
i2U

zi D
 

N;
X
i2U

Oyi

!|

; (5)

where zi D .1; Oyi/
0. Using the technique of Lagrange multiplier (�), we minimize

X
k2s

.wk � ak/
2

ak
� �0

 X
i2s

wizi �
X
i2U

zi

!

subject to the conditions (5). The equation is minimized by weights

wk .�/ D ak
�
1C �0zk

�
; (6)

where �0 D
 X

i2U

zi �
X
i2s

aizi

!0 X
i2s

aiziz0
i

!�1
.

In domain estimation, these weights are applied over a domain: the estimator is

Of dIpop D
X
k2sd

wkyk (7)

A straightforward generalization of the population-level calibration equation is a
domain-level calibration equation

X
i2sd

wdizi D
X
i2Ud

zi D
0
@Nd;

X
i2Ud

Oyi

1
A

|

; (8)

where the weights wdi are specific to the domain. From (8) we see that the domain
sizes must be known. We minimize

X
k2sd

.wdk � ak/
2

ak
� �0

d

0
@X

i2sd

wdizi �
X
i2Ud

zi

1
A

subject to (8). The solution is wdk D wk .�d/, defined by (6) for

�0
d D

0
@X

i2Ud

zi �
X
i2sd

aizi

1
A

00
@X

i2sd

aiziz
0
i

1
A

�1

:
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The domain estimator is then a weighted domain sum

Of dIs D
X
k2sd

wdkyk: (9)

We call this estimator semi-direct, as the sum only contains y-observations from
the domain of interest. It is not a direct estimator, however, as the weights are
determined by a model that is fitted to the whole sample. Various semi-direct
calibration estimators can be constructed; see Lehtonen and Veijanen [13].

We introduce next various semi-indirect estimators. They are weighted sums over
a set that is larger than the domain of interest. Our goal is to “borrow strength”
from other domains, in an attempt to reduce mean squared error. A semi-indirect
domain estimator incorporates whole sample, an enclosing aggregate of regions in
a hierarchy of regions or the set of neighbouring domains, including the domain
itself. A neighbourhood of a region comprises regions that share a common border
with the specified region. In a semi-indirect estimator, we use supersets Cd  Ud

of domains with corresponding sample subsets rd D Cd \ s. In our simulations the
supersets are composed of domains (at least two neighbour domains are specified
for each domain of interest). We define the domain estimator as a weighted sum of
all observations in rd:

Of dIr D
X
k2rd

wdkyk (10)

The calibration equation is

X
i2rd

wdizi D
X
i2Ud

zi (11)

Note that the sum on the left side of (11) extends over rd which corresponds to
population subset Cd, a larger set than Ud on the right side of the equation. We have
required that the weights wdk are close to weights ak in the domain and close to zero
outside the domain. The weights minimize

X
k2rd

.wdk � Idkak/
2

ak

where Idk D I fk 2 sdg, subject to the calibration equations (11) when

wdk D Idkak C �0
dakzkI �0

d D
0
@X

i2Ud

zi �
X
i2rd

Idiaizi

1
A

00
@X

i2rd

aiziz
0
i

1
A

�1

:
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Variance estimation of GREG estimators (3) and (4) can be handled analytically
[12] but there is not yet theory of variance estimation of model calibration estimators
for domains, so bootstrap is recommended [5].

2.3 Estimation of At-Risk-of-Poverty Rate

At-risk-of-poverty rate is the proportion of poor people in a domain with equivalized
income at or below the poverty line t. Our goal is to estimate the domain
poverty rate Rd D .1=Nd/

X
k2Ud

I fyk � 0:6Mg. An estimate OM of reference median

income M is obtained from the HT estimated distribution function OFU.t/ D�
1= ON

�X
k2s

akI fyk � tg. The distribution function defined in domain Ud is estimated

by HT:

OFd.t/ D
�
1= ONd

�X
k2sd

akI fyk � tg; where ONd D
X
k2sd

ak:

Direct (default) HT-CDF estimator of poverty rate is

OrdIHT D OFd

�
0:6 OM

�
: (12)

To estimate domain poverty rate by MLGREG or model calibration, we first

estimate the domain total of a poverty indicator �k D I
n
yk � 0:6 OM

o
, which equals

1 for persons with income below or at the poverty line and 0 for others. The estimate
of the domain total td is then divided by the known domain size Nd (or, its estimate
ONd). For example, the MLGREG estimator of the poverty rate is

OrdIMLGREG D Of dIMLGREG=Nd: (13)

2.4 Simulation Experiments

For design-based simulation experiments, an artificial population of 1 million
persons was constructed from real income data of Statistics Finland for seven NUTS
level 3 regions in Western Finland. In the simulations, K D 1000 samples of n D 500
persons were drawn with without-replacement probability proportional to size (PPS)
sampling from the unit-level population. For PPS, an artificial size variable was
generated as a function of the socio-economic status of household head (wage and
salary earners, farmers, other entrepreneurs, pensioners and others). People with low
income appear in samples with larger probability than people with large income.

Our models incorporated the following auxiliary variables: age class (0–15, 16–
24, 25–49, 50–64, 65 years), gender with interactions with age class, labour force
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status (employed, unemployed and not in workforce) and the PPS size variable,
in order to account for the unequal probability sampling design used. We created
indicators for each class of a qualitative variable. As domains we used the 36 NUTS4
regions. The NUTS classification is hierarchical: each NUTS4 region is contained
within a larger NUTS3 region.

The design bias and accuracy of the methods were measured by absolute relative
bias (ARB) and relative root mean squared error (RRMSE):

ARB D
ˇ̌
ˇ̌
ˇ.1=K/

KX
kD1

� O�dk � �d

�ˇ̌ˇ̌
ˇ =�d and RRMSE D

vuut.1=K/
KX

kD1

� O�dk � �d

�2
=�d

We have chosen GREG with logistic mixed model (MLGREG) and the semi-
indirect variant (SI-regional) of model calibration methods for comparison. SI-
regional uses the same logistic mixed model as MLGREG. In SI-regional, the
superset Cd for a NUTS4 region contains the neighbouring regions and the region
itself.

The direct estimator acts as a reference. We present the averages of ARB and
RRMSE over domain classes defined by expected domain sample size (Table 1).
The logistic mixed model contains regional random effects associated with NUTS4
regions.

Both model-assisted methods indicated larger design bias than the direct esti-
mator, in the smallest domains in particular. In these domains, the semi-indirect
model calibration estimator, SI-regional, had larger bias than the LGREG estimator
MLGREG. The large bias probably was caused by the possible heterogeneity of the
ensemble of domains forming a superset Cd. The bias declined rapidly with increas-
ing domain sample size. With respect to accuracy, both model-assisted methods
clearly outperformed the direct estimator. SI-regional showed better accuracy than
MLGREG, but the difference vanished when domain sample size increased. The
choice of the model did not have much effect on the model-assisted methods.

Table 1 Mean absolute
relative bias (ARB) (%) and
mean relative root mean
squared error (RRMSE) (%)
of three poverty rate
estimators over domain size
classes, under the PPS
sampling design with sample
size n D 500

Expected domain sample size
Estimator <5 5–9 10–49 >49 All

Mean ARB (%)

Direct 6:0 2:7 2:1 1:2 2:9

MLGREG 7:7 2:9 1:7 1:8 3:1

SI-regional 16:6 9:4 2:2 1:8 7:8

Mean RRMSE (%)

Direct 123:7 94:5 64:4 29:8 85:8

MLGREG 119:5 88:3 62:2 30:1 81:4

SI-regional 99:7 80:7 59:1 30:0 73:9

GREG and MC are assisted by logistic mixed model with region-
level random effects



Estimation of Poverty Rate and Quintile Share Ratio for Domains and Small Areas 161

3 Estimation of Quintile Share Ratio for Regions

In an indirect model-based predictor-type estimator for QSR based on unit-level
auxiliary data, predictions obtained from a linear mixed model are plugged into the
formula of QSR defined at the population level. The estimator is expected to have
small variance but as a model-based estimator, it can be seriously design biased.
To decrease design bias, Veijanen and Lehtonen [18] defined a transformation that
reduces the differences between the percentiles of transformed predictions and the
percentiles of sample values.

QSR is the ratio of the average equivalized income in the poorest quintile to
the average in the richest quintile. Each quintile contains 20 % of people in the
population. The QSR is usually calculated as a ratio of Hájek estimators, weighted
means over quintiles comprising 20 % of design weights. It is a direct estimator.
The predictor-type estimator of quintile share in a domain is the ratio of averages of
predictions in the first and fifth quintiles.

3.1 Percentile-Adjusted Predictions

Differences between domains are described by incorporating domain-specific ran-
dom effects ud � N

�
0; 
2u

�
in a linear mixed model Yk D x0

k“ C ud C "k, k 2 Ud,
"k � N

�
0; 
2

�
. The parameters “, 
2

u and 
2 are estimated from the data and
the values of the random effects are predicted. The predictions are calculated as
Oyk D x0

k
O“ C Oud; k 2 Ud.

As the distribution of income is right-skewed, a linear mixed model is fitted to
zk D log .yk C 1/ and the predictions Ozk are back-transformed to Oyk D exp .Ozk/ � 1.
After this transformation, the distribution of predictions is usually still far more
concentrated around the average than the distribution of observed values yk (k 2 sd).
This leads to too small estimates of QSR. We measure the difference in distribution
by percentiles, denoted Opcd for predictions and pcd for sample values. The percentiles

pcd are obtained from the estimated c.d.f. OFd.y/ D
�
1= ONd

�X
k2sd

akI fyk � yg. We

obtain new predictions with better distribution by applying a transformation Qyk D
e˛d Oy�k with parameters ˛d and � that are chosen to minimize the sum of differences
of logarithms of percentiles,

X
d

CX
cD1

.log . Qpcd/ � log . pcd//
2 D

X
d

CX
cD1

.˛d C � log . Opcd/ � log . pcd//
2
;

where Qpcd denote the percentiles of ỹk and C D 99. The OLS estimates of ˛d and �
are incorporated in percentile-adjusted, or p-adjusted, predictions defined by

log .Qyk/ D Ǫd C O� log .Oyk/ .k 2 Ud/ : (14)
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In the experiments, the transformation (14) was applied using percentiles Opcd and
pcd calculated only from positive values of predictions and sample observations. In
some recent simulation experiments, we have preferred using nd (domain sample
size) equally spaced quantiles in each domain instead of calculating the percentiles
for every c D 1; 2; : : : ; 99: For MSE estimation, different variants of bootstrap can
be used.

3.2 Frequency-Calibrated Predictor

Unit-level information about the population is not always available. Suppose all
the auxiliary variables are qualitative and we know merely their marginal class
frequencies in each domain. Then it is seemingly impossible to calculate a predictor
incorporating nonlinear predictions, and the only alternatives are typically linear
estimators, such as GREG, and area-level estimators. The domain sums of nonlinear
predictions are tractable only if the joint frequencies of auxiliary variables are
known in each domain. But could we estimate the unknown joint frequencies?
Veijanen and Lehtonen [18] introduce a working solution under the constraint of
given marginal frequencies.

The joint domain frequencies of auxiliary variables are equivalent with the
domain frequencies of distinct values of the vectors xk. Their components include
the constant and the class indicators. Let us denote the set of distinct values of xk,
k 2 sd , by Xd D fz1; z2; : : : ; zmg. The unknown population frequency nz of z 2 Xd is
first estimated by HT as Onz D

X
k2sd

akI fxk D zg. We might base our predictor

on these estimates, but we want to use information about the known marginal
frequencies over population domains, written as equation

X
k2Ud

xk D
X
z2Xd

nzz D td; (15)

where td contains the marginal frequencies, that is, the domain sums of correspond-
ing class indicators, and the domain size corresponding to the constant included in
xk. By calibration, we derive frequencies ñz that satisfy the calibration equations
(15) without deviating too far from the HT estimates Onz. The distance of Qn D
.QnzI z 2 Xd/ to On D .OnzI z 2 Xd/,

X
z2Xd

.1=Onz/ .Onz � Qnz/
2; is minimized subject

to the calibration equation (15) by

Qnz D Onz
�
1C �0

dz
�
; (16)

where the Lagrange multiplier �d is defined by

�0
d D

0
@td �

X
z2Xd

Onzz

1
A

00
@X

z2Xd

Onzzz0
1
A

�1

:
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The estimated frequencies are used to construct the vector of predictions: for
each z 2 Xd, the vector contains ñz copies of the corresponding fitted value (the
frequency estimates are rounded). The predictions are then transformed by (14) and
incorporated in the frequency-calibrated, or n-calibrated, predictor.

There are some practical problems in applying (16). The matrix inversion in
the Lagrange multiplier is not possible unless we exclude the indicator variables
of classes that do not appear in a sample domain. In addition, if two indicator
variables had identical values in the domain, the latter variable was removed. We
replaced negative estimates ñz with zeroes, at the expense of violating the calibration
equations. This was necessary in 10 % of the estimates. In the experiments, we used
the HT estimates Onz in the case of other numerical failures.

3.3 Simulation Experiments

In simulation experiments, we used a semi-synthetic data set of about 10 million
persons, constructed from SILC data sets [1]. It describes realistically the regional
and demographic variation of income in the EU. K D 1000 samples were drawn by
SRSWOR. We made two experiments, one with n D 200, the other with n D 2000.
There were 40 regions, classified by expected sample size in experiments with
n D 200 to minor (less than 5 units) and major (5–10 units), in experiments with
n D 2000 to minor (less than 45 units), medium (45–55 units) and major regions
(more than 55 units). We modelled the equivalized income using age class and
gender with interactions, attained education level (ISCED), activity (working,
unemployed, retired or otherwise inactive) and degree of urbanization of residence
(three classes). We applied ML in fitting the mixed models with random effects
associated with regions. Design bias and accuracy were described by ARB and
RRMSE (see Sect. 2).

The p-adjusted predictor based on (14) was much more accurate than the direct
estimator in all domain size classes (Table 2). However, the estimator was design
biased, especially in small domains. In domains with less than 10 units, the p-
adjusted predictor yielded estimates on an average about 40 % smaller than the
true values. On the other hand, the direct estimator was even more biased in the
smallest domains. As expected, the frequency-calibrated estimator (Eq. 16) was less
accurate than the p-adjusted predictor but more accurate than the direct estimator.
In the smallest domains, however, numerical problems with calibration were too
common, and the estimates were deemed unusable.
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Table 2 Mean absolute relative bias (ARB) (%) and mean relative root mean squared error
(RRMSE) (%) of quintile share ratio (QSR) estimators over domain size classes in two different
sample settings, under linear mixed model formulation with region-level random effects

Sample size n D 200 Sample size n D 2000
Expected domain sample size Expected domain sample size

Estimator <5 5–10 <45 45–55 >55

Mean ARB (%)

Direct 125.0 91.5 4:9 4:6 3:4

p-adjusted predictor 43.9 40.6 12:3 8:6 5:7

n-calibrated predictor (not used) (not used) 11:1 13:3 10:6

Mean RRMSE (%)

Direct 250.3 212.5 43:5 41:7 38:5

p-adjusted predictor 49.7 46.4 16:0 13:6 11:4

n-calibrated predictor (not used) (not used) 31:3 29:6 25:9

4 Conclusions

In the estimation of at-risk-of-poverty rate for regions, the GREG estimator and the
semi-indirect model calibration estimator outperformed the direct estimator with
respect to bias and accuracy. Of the model-assisted estimators based on the same
underlying logistic mixed model, the model calibration estimator resulted in better
accuracy but slightly larger bias than the GREG estimator, in the smallest domains
in particular. The difference vanished when domain sample size increased.

For QSR, we presented certain model-based estimators as alternatives to the
direct estimator. The method based on percentile-adjusted predictions decreased the
design bias and improved the accuracy, when compared with the direct estimator.
Unit-level auxiliary information was used in these methods. The n-calibrated
predictor, which used aggregate level auxiliary information, also outperformed the
direct estimator.
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A Sample Survey on Inactive Students:
Weighting Issues in Modelling the Inactivity
Status

Lucio Masserini and Monica Pratesi

Abstract

In this paper we analyze the issue of inactive university students, that is, students
with zero university credits in career for at least a calendar year. A focus on this
topic is important not only for the negative effects of inactivity on students and
their families but also because an increasingly amount of the Ordinary Financing
Fund (FFO) is allocated to the universities taking into account the performance
of the students’ career. Data were collected through a CATI questionnaire
administered to a stratified simple random sample of 1945 students enrolled at the
University of Pisa in the academic year 2010–2011. The probability of being in
the inactive status is modelled specifying a two-level random intercepts logistic
regression model, after dealing with the issue of weighing the statistical units.

1 Introduction

The presence and the reasons of a number of inactive students in the Italian
universities are not widely investigated topics. These students spend at least one
year without achieving university credits and represent a direct cost for themselves
and their families besides creating further burdens for the university system. In fact,
the reducing Ordinary Financing Fund (FFO) and the increasingly portion allocated
taking into account the quality of the educational offer and the results of the
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training processes require a focus on this topic. More specifically, the Ministry for
Education, University and Research (MIUR) adopted two indicators for allocating a
portion of the FFO rewarding share in 2012. The first (A1) refers to regular students
in the academic year 2010–2011 who achieved at least five university credits during
the calendar year 2011; the second (A2) concerns the ratio between the credits
achieved in the calendar year 2011 and the theoretical ones by students enrolled in
the academic year 2010–2011. From this point of view, it is relevant to characterize
students having periods of inactivity during their university career. Frequently, a
number of these students spend more than one year being in an inactive status and it
cannot be excluded that such a period may result in a later dropout. The literature on
inactive university students is rather poor. The only research known to the authors is
carried out by the Faculty of Philosophy of the University of Rome “La Sapienza”
and is limited to the students enrolled in the degree programme “Education and
Training” [1]. Other studies focused on the related issue of dropouts [2]. A brief
descriptive analysis, referred to the academic year 2008–2009, can be found in the
“Eleventh Annual Report on the Condition of the University System” worked out
by the National Committee for the Evaluation of the University System [3].

In this paper we aim at modelling the probability of being in the inactive
status in the calendar year 2011 for students enrolled at the University of Pisa
in the academic year 2010–2011. We describe the sample survey designed by the
Statistical Observatory of the University of Pisa and then we specify a two-level
random intercepts logistic regression model for the probability of being in the
inactive status (Sect. 2). This section describes the data collection, the statistical
model, and the variables. Section 2.1 focuses on the sampling design and the
questionnaire. Section 2.2 specifies a two-level random intercepts logistic regression
model and discusses the estimation choice between model-based and design-based
approach. Section 2.3 describes the variables. Finally, we present the results (Sect. 3)
and the final remarks (Sect. 4).

2 Data andMethod

2.1 Data Collection

The data collection process was conceived with reference to the condition of inactive
status which defines students with zero university credits (or examinations passed)
in a calendar year. A stratified simple random sample of 1945 students was selected
from the target population (51,758 enrolled students in the academic year 2010–
2011). The stratification criteria were: Activity status (Active, Inactive), Regularity
of the enrollment condition (Regular, Not Regular by 1–2 years, Not Regular by
more than 2 years), Subject area of the course of study (four areas under the current
regulation—Medicine and Health, Science and Mathematics, Social Sciences, and
Humanities—and a miscellanea under the old regulation), and Status of freshmen
(Yes, Not). An approximately equal number of active (968) and inactive (977)
students were obtained by selecting the sample units with unequal probabilities
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from each of the two different strata. The allocation of the students into the other
strata was proportional to the population size. Data were collected using a CATI
(Computer Assisted Telephone Interviewing) system. Interviews were carried out
by a group of qualified part-time students. The questionnaire was divided into five
main sections (a–e): the enrollment condition and the short time perspectives (a);
school experience before enrolling at the university (b); motivations for enrollment
and choice of the actual course of study (c); experience in the university system
(attendance, network with other students, Erasmus programme, stages, tutorships)
(d); evaluation of personal dimensions (interest in subjects of study, skills and abil-
ities in the study, etc.) (e); socio-demographic data (f). The survey was conducted
from March 20 to May 5, 2012. The average time for interview was about 14 min
(standard deviation 3 min), the average number of call attempts to complete an
interview was 6.3 (maximum number of call attempts was 15) and the refusal rate
was 3.2 %.

2.2 Statistical Model

Data show a typical hierarchical structure [4, 5], in which lower-level units
(individuals) are nested within higher-level units (clusters). Here, students are
clustered into courses of study that, in turn, are nested within faculties, defining
a natural three-level hierarchical data structure. As a consequence, students within
the same cluster for each level of this data structure, sharing unobserved factors,
usually show correlated values of the response variable. Ignoring this structure and
analyzing lower-level units as if they were independent produce biased standard
errors of the regression coefficients [6]. The outcome variable is a binary response
and distinguishes the students with university credits from the students with zero
credits in the calendar year 2011. The analysis is performed using a two-level
random intercepts logistic regression model [7, 8] by taking into account the
hierarchical data structure and the nature of the response variable. A three-level
model was firstly estimated in order to investigate the so-called faculty-effect but the
results were not significant and show that only the lowest level of clustering (course
of study) affects the responses. Since the characteristics of degree programmes
reflect both difficulties due to subjects of study and to teaching organization,
they affect the probability of being in the inactive status more than difficulties
attributable to the faculties. The latter are usually related to a more general and less
defined “environmental” effect, often restricted only to location and logistics of the
classrooms and to the other premises where educational activities take place. As a
result, the effects due to the hierarchical data structure are limited to those exercised
by the courses of study that represent the second-level units.

The model can be defined from a binary outcome yij 2 (0, 1) observed on
student i, with i D 1, 2, : : : , Nj, in course of study j, with j D 1, 2, : : : , G, which
takes on the value of 0 for students with credits in 2011 and 1 otherwise. From
this outcome, the probability that yij takes on the value of 1 can be defined as
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Pij D Pr(yij D 1). A typical transformation of this probability is the logit transfor-
mation, where the logit is defined in terms of the natural logarithm of the odds
ratio, indicated as ln(Pij/1 � Pij). The two-level random intercepts logistic regression
model can be expressed using the single equation mixed model formulation [8]:

ln

�
Pij

1 � Pij

�
D ˇ0 C “1xij C ”wj C uj;

where xij is a vector of covariates for student i in course study j, wj is a vector
of covariates characterizing the course of study j whereas uj � N(0, 
u) is an
unobservable quantity shared by the students within a particular course of study
capturing all relevant factors not accounted for by the observed covariates. The
parameters to be estimated are “0, representing the population average of the
transformed probabilities, “1 and � , the regression coefficients, and 
u, the standard
deviation of the random effects, whose magnitude indicates the strength of the
influence of the specific course of study j.

A challenging issue concerns model estimation because data collection is con-
ceived using a stratified simple random sample, with sampling proportions differing
between strata. In presence of a complex survey design, two different approaches
to analytic inference are design-based and model-based [9]. In a model-based
approach, parameters are biased only if the distributions of the residuals are affected
by the sampling design. In this case the survey design is said to be informative
[10] and the model holding for the sample data is different from the model holding
in the population. Failure to account for the effects of informative sampling may
yield large biases and erroneous conclusions [11]. In presence of an informative
sampling design, parameters estimation can be performed using sampling weights.
On this basis, model-based (unweighted) and design-based (weighted) estimates
were compared. The weighting methods for hierarchical models are developed by
Pfeffermann et al. [12], Grilli and Pratesi [13], Asparouhov [14], and Rabe-Hesketh
and Skrondal [15]. Here, design-based estimates are obtained using the full pseudo-
maximum-likelihood estimation method proposed by Rabe-Hesketh and Skrondal
[15] for generalized linear mixed model and computed by Stata programme gllamm
using sampling weights. In our sampling design, weights are defined only at student-
level because all the courses of study in the population are included in the sample.
Weights are rescaled using “Method 2” in Pfeffermann et al. [12]:

w�
i D wi

njX
j
wij j

:

Here, wi D 1=�i, and � i defines the probability that student i is included in
the sample. Moreover, nj is the number of student in course of study j whereas
wij j is the weight for student i in course of study j. For the comparison of each
parameter estimates, under model-based and design-based approach, Asparouhov’s



A Sample Survey on Inactive Students: Weighting Issues in Modelling. . . 171

[14] informativeness measure (I2) is employed:

I2 D
b�M

h �b�W

hq
b
M

hh

;

whereb�M

h andb�W

h are the model-based and the design-based estimator for parameter
h, whereasb
M

hh is the model-based standard error. Values of this measure larger than
2 can be considered inacceptable.

2.3 Variables

Covariates characterizing students and their family status and covariates describing
the actual (university) and the previous (school) student experience are: Age,
Gender (0 D Male; 1 D Female), Having a job (0 D Not; 1 D Yes), Marital status
(0 D Unmarried; 1 D Married, Cohabitant, or Divorced), Having children (0 D Not;
1 D Yes), Father and Mother educational qualification (0 D Undergraduate;
1 D Graduate), School final mark (0 D>90/100; 1 D<91/100), Grammar school
(0 D Not; 1 D Yes), Enrollment condition (0 D Regular or Not Regular by 1–2 years;
1 D Not Regular by more than 2 years), Attending lessons (0 D Little, Enough, or A
lot; 1 D None), Current course is the one in which you wish to graduate (0 D Yes;
1 D Not), Having contacts with classmates outside the university (0 D Little,
Enough, or A lot; 1 D None), Enrolled to the same course of registration (0 D Yes;
1 D Not). At course-level, covariates are obtained from the questionnaire for the
evaluation of the teaching activities and can be considered as proxies of the course
quality: % of Overall satisfaction for teaching activities, Personal tolerability of the
study load, and % of Overall satisfaction organization of the teaching activities.

3 Results

Preliminary descriptive statistics shows that at the University of Pisa the population
percentage of inactive students in 2011 compared to the students enrolled in the
academic year 2010–2011 is 18.4 (9506 out of 51,758). Limited to students enrolled
to courses degree under the new regulation this percentage is 17.3 for the students of
the first cycle degree but drops to 11.6 among the freshmen. Instead, for the second
cycle degree, the percentage is even lower, 9.8.

Data analysis is limited to students under the new regulation and it is carried
out by estimating separate models for the first and the second cycle degree courses.
We decided to estimate different models because of the considerable differences
between undergraduate and postgraduate programmes in terms both of students (for
motivations, expectations, and so on) and for subjects of study. Such a difference, as
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reflected by the observed inactivity rates, may result not only in different regression
coefficients but also for the possible existence and/or magnitude of a course-effect.
Students enrolled under the old regulation are excluded from the analysis because
their university experience is completely different from that of the other students.
Moreover, the small number of observations does not allow for the estimation of
a separate model. The results compare the model-based approach with the design-
based approach obtained by the full pseudo-maximum-likelihood estimation. Model
selection is pursued firstly by estimating the null model in order to quantify the
unobserved heterogeneity induced by the clustering of students into degree courses.
Then, we proceed by introducing the student-level covariates and finally the model
is augmented with the course-level covariates as far as they help in explaining
the residual second-level variability. The results, reporting regression coefficients
(Coef.), standard error (SE), p-value (P), the transformed probability (Prob), and
the Asparouhov’s [14] informativeness measure (I2), are shown, respectively, in
Sect. 3.1 for the first cycle degree courses (Tables 1 and 2) and Sect. 3.2 for the
second cycle degree courses (Table 3).

Table 1 Parameters estimates for unweighted estimation

Model parameters Coef. SE P Prob I2

Fixed effects

Constant (reference profile) �1:318 0.158 0.000 0.268 3:203

Enrolled to the same course of registration: Not vs
Yes

0:668 0.151 0.000 0.343 0:178

Repeat years during high school: Yes vs Not 0:514 0.196 0.009 0.309 0:047

Current course is the one in which you wish to
graduate: Yes vs Not

�0:629 0.256 0.014 0.125 �0:418

Attends lessons more or less regularly: Not vs Yes 0:791 0.202 0.000 0.371 0:187

Having contacts with classmates outside the
university: Not vs Yes

0:519 0.190 0.006 0.310 0:318

Having a job: Yes vs Not 1:170 0.143 0.000 0.463 0:051

Having children: Yes vs Not 0:376 0.141 0.008 0.281 0:061

School final mark �90/100 �0:601 0.162 0.000 0.128 �0:427
Grammar school: Yes vs Not �0:325 0.138 0.018 0.162 0:099

Regular or not regular registration by 1–2 years: Not
vs Yes

1:585 0.167 0.000 0.566 0:346

Random effect (course of study standard deviation) 0:332 0.111 0.022 – –
Courses with high probability of inactivity (�2
standard deviation)

– – – 0.121 –

Courses with low probability of inactivity (C2
standard deviation)

– – – 0.342 –
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Table 2 Parameters estimates for the full pseudo-maximum-likelihood estimation

Model parameters Coef. SE P Prob

Fixed effects

Constant (reference profile) �2:590 0.207 0.000 0.070
Enrolled to the same course of registration: Not vs Yes 0:598 0.164 0.000 0.120
Repeat years during high school: Yes vs Not 0:493 0.190 0.009 0.109
Current course is the one in which you wish to graduate: Yes vs
Not

�0:417 0.260 0.109 0.047

Attends lessons more or less regularly: Not vs Yes 0:708 0.240 0.003 0.132
Having contacts with classmates outside the university: Not vs
Yes

0:380 0.194 0.047 0.099

Having a job: Yes vs Not 1:151 0.161 0.000 0.192
Having children: Yes vs Not 0:354 0.185 0.056 0.097
School final mark �90/100 �0:429 0.216 0.023 0.047
Grammar school: Yes vs Not �0:362 0.168 0.031 0.050
Regular or not regular registration by 1–2 years: Not vs Yes 1:443 0.198 0.000 0.241
Random effect (course of study standard deviation) 0:257 0.098 – –
Courses with high probability of inactivity (�2 standard
deviation)

– – – 0.028

Courses with low probability of inactivity (C2 standard
deviation)

– – – 0.107

Table 3 Parameters estimates for the full pseudo-maximum-likelihood estimation

Model parameters Coef. SE P Prob

Constant (reference profile) �3:075 0.230 0.000 0.044
Attends lessons more or less regularly: Not vs Yes 1:036 0.274 0.002 0.115
Having a job: Yes vs Not 0:780 0.274 0.004 0.091
Having children: Yes vs Not 0:594 0.393 0.031 0.077
Regular or not regular registration by 1–2 years: Not vs Yes 1:897 0.283 0.000 0.235
Registration motivated mainly for job opportunities Yes vs Not �0:549 0.283 0.052 0.025

3.1 First Cycle Courses Degree

The analysis comprises 1382 students within 139 courses of study. The average
number of students for each course is 9.9 with a minimum of 5 and a maximum
of 74. The null model for the model-based approach shows a significant second-
level standard deviation (
u D 0.565; p-value< 0.0001).1 The intraclass correlation
coefficient is rather high (	D 0.088) if compared with the usual values observed

1The reported p-value is based on the likelihood-ratio (LR) test but it should be noted that the null
hypothesis for this test is on the boundary of the parameter space because it refers to a variance
component. As a consequence, the LR test does not have the usual central chi-square distribution
with one degree of freedom but it is better approximated as a 50:50 mixture of central chi-squares
with zero and one degree of freedom [5].
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for similar models, indicating the presence of a substantial association in the
responses within each course of study. These preliminary results confirm that a
two-level approach is suitable for analyzing our data and thus we proceed with the
successive steps. After introducing the student-level covariates (Table 1), the model
shows a lower but still significant second-level standard deviation (
u D 0.332;
p-value D 0.0110) and, accordingly, a reduced value of the intraclass correlation
coefficient (	D 0.032).

For this model, the value of the constant defines a reference profile, correspond-
ing to a hypothetical student having a value of zero for each explanatory variable.
This profile describes a student enrolled to the same course of registration, who has a
regular or not regular registration by 1–2 years, who did not repeat years during high
school, who has a school final mark less than 90, who attends lessons more or less
regularly, who has relationships with other students, who does not have a job, who
has no children, and who did not attend grammar school. For the reference profile
the course-effect is also null. The magnitude of the between-courses unobserved
heterogeneity can be investigated by computing the probabilities obtained by adding
and subtracting a value of the random effect equal to twice the estimated standard
deviation. These values approximately correspond to the 2.5 percentile of a normal
distribution and differentiate courses with a low or a high percentage of inactive
students, still referred to the reference profile. Taking into account the student-level
covariates, the gap between courses with a high or a low inactivity rates is about
two decimal points (0.341–0.121). For to the design-based approach (Table 2) the
results show that the two approaches yield roughly similar estimates.

The Asparouhov’s [14] informativeness measure (I2) takes on a value lower than
1 for all the parameters except for the constant, whose value is 3.203, indicating a
highly significant difference between the two approaches. This result implies very
different values for the probability of being in the inactive status for students with
a reference profile, whose probabilities are, respectively, 0.268 for the model-based
approach and 0.070 for the design-based approach. In addition, the gap between
courses with a high or a low inactivity rates is narrower for the design-based
approach (0.107–0.028) due to a lower between-courses variance. Based on these
results, we point out that since the reference profile refers to students in a relatively
favorable condition, the design-based estimates seem to be closer to reality and, for
this reason, preferable. Additionally, though model-based estimates have smaller
standard errors, the difference with the design-based approach is not remarkable
and then acceptable. In this case the sampling design is informative because a
stratification variable is the response variable. The results obtained comparing
model-based and design-based estimates confirm that when the sample selection
probabilities depend on the values of the model response variable, even after
conditioning on auxiliary variables, the sampling mechanism becomes informative
and the selection effects need to be accounted for in the inference process.

Following the estimates of the design-based model and focusing on the effects
of the significant student-level covariates, we can see that the probability of being
in the inactive status for the reference profile (0.070) increases significantly above
all for students enrolled in a not regular condition by more than 2 years (0.241)
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and for students having a job (0.192). As concerns the variables characterizing
university experience, the probability is higher for students not attending lessons
(0.132), for students enrolled in a course different from that of registration (0.120),
and for students not having contacts with classmates outside the university (0.099).
Finally, about the variables characterizing the student experience before entering the
university, the probability of being in the inactive status is higher for who repeated
years during high school (0.109) but lower for students with a school final mark
higher than 90/100 (0.047) and for students attending grammar school (0.050),
respectively. Finally, motivations of registration and the status of freshmen have
no significant effect. Adding course-level covariates does not produce significant
effects, therefore the final model remains unchanged.

3.2 Second Cycle Courses Degree

The analysis comprises 371 students within 113 courses of study. The average
number of students for each course is 3.3 with a minimum of 2 and a maximum of
26. The null model shows that the second-level standard deviation is not significant
(
u D 0.001; p-value D 1.000). The final model (Table 3) is obtained following a
design-based approach, still because of a significant difference observed in the
constant. This model is much simpler from the other not only for the absence of a
course-effect but also for the limited number of covariates having a significant effect
on the response variable. These results confirm our hypothesis about the difference
between the two types of degree programmes and support further our decision to
estimate separate models. For this model, the value of the constant parameter defines
a reference profile corresponding to a student who attends lessons more or less
regularly, who does not have a job, who has no children, who has a regular or not
regular registration by 1–2 years, and, finally, who decided to enroll mainly not for
future job opportunities. The associated probability of being in the inactive status
is very low (0.044). Compared to the reference profile, the probability is higher
for students enrolled in a not regular condition by more than 2 years (0.235) and
for students not attending lessons (0.115). As concerns the variables characterizing
personal life, the probability is higher for students having a job (0.091) and having
children (0.077). Finally, we introduced into the model a variable concerning the
motivations of enrollment, though it is poorly significant. This variable indicates
that students motivated mainly by future job opportunities have a lower probability
of being in the inactive status (0.025).

4 Discussion and Final Remarks

The aim of this paper was to analyze the issue of inactive students. The literature
on this topic is poor and a focus is important not only for the negative effects of
inactivity on students and their families but also because an increasingly amount
of the FFO rewarding share is allocated to the universities taking into account
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indicators related to the students’ career. A sample survey was carried out by the
Statistical Observatory of the University of Pisa by selecting a stratified simple
random sample of students enrolled at the University of Pisa in the academic year
2010–2011. Interviews were administered through a CATI system. Data analysis is
performed using separate models for the first and the second cycle degree courses.
The probability of being in the inactive status is modelled using a two-level random
intercepts logistic regression model. To assess the informativeness of the sampling
design, analysis was performed by comparing parameter estimates under the model-
based and the design-based approaches.

The results show a considerable difference between first and second cycle degree
courses on the probability of being in the inactive status. A significant course-effect
is observed only for the first cycle degree even though we do not find covariates
for explaining this influence. In addition, school path before entering the university
(years repeated during school, final school mark, and attending grammar school)
plays a crucial role for students of the first cycle but is irrelevant for students of
the second cycle degree programmes. More specifically, the probability of being
in the inactive status is lower for first-cycle students who have contacts with
fellows outside the university and for second-cycle students whose registration is
motivated by job opportunities. Finally, in common between first and second cycle
are university experience (attending lessons and being in a regular or not regular
registration by 1–2 years), with a positive effect and, as concern personal conditions,
having a job, with a negative effect.

These results, for both first and second cycle degree, are not inconsistent with the
possibility that a significant portion of inactive students are the so-called working-
students. These students typically cannot attend lessons, have no relationships
with other students, are enrolled for a long time, and are far from the university
system. For these students, the actual university system, whose activities (lessons,
consulting, and tutorship) are carried out mainly in the morning or in the early
afternoon, might be hardly practicable. A simplest possible short path to control and
reduce the proportion of inactive students would seem to enlarge the offer of evening
and night classes. Nevertheless there is opportunity also for the improvement of
counselling and services of vocational guidance, ex ante and in itinere.
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TheMaterial Deprivation of Foreigners:
Measurement and Determinants

Annalisa Busetta, Anna Maria Milito, and Antonino Mario Oliveri

Abstract

We examine the material deprivation of foreigners on a sub-sample of the 2009
Italian Survey on Income and Living Conditions carried out by Istat. We employ
an index of material deprivation that takes into account the regional level of
analysis, and relies on the assignment of weights to deprivation items. The
effects produced on material deprivation by several variables, interpreted as
determinants, are investigated through a zero-inflated beta regression model.

1 Introduction

Although differing in methods and range of controls used, statistics on living
conditions (in terms of poverty, social exclusion, deprivation) point foreigners as
one of the more vulnerable groups [1–3]. Despite these evidences, up to the present
there are only few studies in Italy on living conditions of foreigners, mainly based
on ad hoc sample surveys.1

1The first official sample surveys on foreigners are very recent. We refer to the Istat IT-Silc 2009
survey on households with foreigner members (recently released) and to the 2008 Labour force
survey on the integration of immigrants.
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Material deprivation has often been considered as an indirect measure of
permanently low income [4] and a valid indicator of multidimensional poverty
[5, 6]. It is defined as “ : : : inability for individuals or households to afford those
consumption goods and activities that are typical in a society at a given point in time,
irrespective of people’s preferences with respect to these items” [7]. Moreover most
authors define material deprivation as “exclusion from the minimum acceptable
way of life in one’s own society because of inadequate resources” [8–13]. Another
common definition refers to “the lack of socially perceived necessities” [11, 14].
Therefore studying the material deprivation of foreigners provides us also with
information on social inclusion and living standards [15].

In this paper we investigate the condition of material deprivation experienced
by foreigners in Italy through a weighted version of the official Eurostat index of
material deprivation, in which the weights take into account the relevance of each
deprivation item at the regional level. This version of the index allows to compare
individuals in terms of diffusion and intensity of material deprivation. This index is
used as a response variable within a regression model fitted to estimate the impact
of some key explanatory variables on material deprivation. Data are a sub-sample of
foreigners drawn from the 2009 Survey on Income and Living Conditions for Italy
(henceforth IT-Silc). The sample consists of 1633 foreigners.

2 Literature Background

Much of the interest in measuring material deprivation stems from the work of
Townsend [16], who correlated the concept of deprivation to the broader notion of
ability to enjoy an acceptable standard of living. In his seminal paper Townsend
measured 11 forms of deprivation through a set of 60 indicators with binary
deprivation scores (i.e. having or not having a specific good), which were finally
synthesised in a composite indicator. Subsequent contributions have both criticised
and extended Townsend’s measurement approach. In particular Piachaud [17]
questioned the failure to distinguish between the lack of a good (or an activity)
due to a voluntary choice of individuals and the lack resulting from financial
constraints. Ringen [18] criticised Townsend’s approach complaining that it assesses
material deprivation (intended as a direct measure of poverty) through an income
threshold (an indirect measure of poverty). Other authors have raised questions on
the arbitrary list of items used and on the failure to take into account the seriousness
of different forms of deprivation [19].

By this time the literature on material deprivation has overcome most of these
criticisms and converges on some widely accepted characteristics (for a review
see [5]):

– the household is the fundamental unit within which resources are shared and
needs are satisfied;
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– individuals who cannot afford a certain good or service must be distinguished
from those who do not have this good or service for different reasons (including
free personal choice);

– the items selected should measure differences in deprivation rather than differ-
ences in tastes and preferences;

– material deprivation measures are expected to be consistent with both absolute
and relative interpretations of poverty.

Nowadays the overall measures of material deprivation are based on multiple
binary indicators referring to whether households lack various items and activities
that are perceived as necessities and their lack is because they cannot afford them
rather than because they do not like them, i.e. an “enforced lack” ([16] and later
[19–21]).

Also in the studies on separate dimensions of deprivation, multiple binary
indicators are combined into a single numerical scale [10, 11, 22–25].

Eurostat released an “official” operational definition of material deprivation,
from which a composite indicator was proposed, made up of nine binary elementary
indicators [26]. Nowadays the Eurostat’s solution is the most frequently cited and
we ourselves recurred to it in this study.

The debate on item selection still draws the attention of scholars. In particular,
alternative operational definitions have been proposed in order to measure material
deprivation, which may determine the selection of different sets of items ([5, 15] and
references therein; [27]). None of them proved to be free from drawbacks yet, and
this is why we decided to adopt in this study the official Eurostat definition, which
features two relevant advantages: (1) it allows easy cross-country comparisons; (2)
it follows most of the desirable features of measurement scales [28]. Eurostat is
currently revising its measurement system in order to propose a new set of more
reliable items [29, 30].

3 Descriptives

It is a matter of fact that in Italy material hardship is higher among foreigners both
in terms of diffusion and intensity [3]: in 2009 74.4 % of foreigners experienced an
enforced lack of at least one item (less than 50 % among natives); around 34 % were
deprived of at least 3 out of 9 items (14 % among natives) and around 20 % of at
least 4 items (6.1 % among natives) (see Table 1).

Moreover Southern regions appear in general to be poorer and more deprived
than the Northern ones, and this is also true for deprivation of foreigners within
regions: the percentage of foreigners experiencing deprivation in respect to at least
one item varies from 0 % of Molise and Sardinia to around 60 % for the autonomous
province of Trento (see Table 2). The incidence of material deprivation (i.e. having
at least 3 out of the 9 deprivation items, according to the Eurostat official definition)
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Table 1 Incidence and intensity of material deprivation in 2009

Incidence of Intensity of deprivationa

Not
deprived

At least 1
deprivation Deprivationb

Hard
deprivationc Mean Standard deviation

Foreigners 25.6 74.4 33.8 18:6 2.6 1.4
Natives 51.8 48.2 14.0 6:1 2.1 1.2
All 50.3 49.7 15.2 6:8 2.1 1.2

Source: IT-Silc survey 2009
aOnly among people who have at least 1 deprivation
bWith at least 3 out of 9 items
cWith at least 4 out of 9 items

Table 2 Incidence and intensity of material deprivation among foreigners in 2009

Not deprived Incidence of Intensity of deprivationa

% (No. of
households)

At least 1
deprivation Deprivationb

Hard
deprivationc Mean

Standard
deviation Obs

Piedmont 21:3.25/ 78.7 28:1 20:8 2:4 1:4 81

Aosta Valley 46:4.9/ 53.6 5:5 2:6 1:5 0:8 17

Lombardy 21:6.64/ 78.4 35:3 19:9 2:6 1:3 226

Bozen-Bolzano 27:4.18/ 72.6 30:3 14:8 2:1 1:2 31

Trento 59:1.11/ 40.9 17:2 4:6 2:3 1:6 10

Veneto 28:6.42/ 71.5 30:7 17:9 2:7 1:7 122

Friuli-Ven. Giulia 15:9.15/ 84.1 24:3 14:6 2:3 1:0 63

Liguria 27:7.26/ 72.3 25:2 2:4 2:0 0:9 39

Emilia-Romagna 30:9.44/ 69.1 27:0 9:8 2:2 1:2 104

Tuscany 35:7.47/ 64.3 18:2 8:2 2:3 0:9 90

Umbria 26:5.38/ 73.5 46:1 22:9 2:9 1:0 77

Marche 30:4.17/ 69.7 36:4 26:8 2:8 1:2 58

Lazio 36:5.57/ 63.5 28:9 11:7 2:7 1:4 91

Abruzzo 6:7.2/ 93.3 38:7 10:6 2:1 1:1 40

Molise 0:0.0/ 100.0 48:6 0:0 2:4 0:7 8

Campania 12:9.3/ 87.1 49:7 34:6 3:1 1:7 29

Apulia 14:0.7/ 86.0 40:3 31:0 2:7 1:5 31

Basilicata 8:2.2/ 91.8 81:8 71:9 3:6 1:0 16

Calabria 13:5.4/ 86.5 68:1 25:7 3:2 1:5 25

Sicily 9:9.7/ 90.1 75:2 63:6 4:0 1:5 33

Sardinia 0:0.0/ 100.0 57:6 3:3 2:2 1:3 4

Source: Sub-sample of IT-Silc survey 2009
aOnly among people who have at least 1 deprivation
bWith at least 3 out of 9 items
cWith at least 4 out of 9 items

varies from 5.5 % of the Aosta Valley to 81.8 % of Basilicata and the intensity of
deprivation (mean number of deprivation items) varies from 1.5 of the Aosta Valley
to four of Sicily.
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According to the last fiscal federal reform, Italian municipalities and regions are
charged with the implementation of the most part of social policies. These are the
reasons why scholars have recently adopted the regional level to analyse material
deprivation in Italy [31].

4 TheMeasurement of Material Deprivation

As reported above, we measured material deprivation as “the number of individual’s
(enforced) lack of access to essentials of life” [5]. Relying on Eurostat’s definition
[26] and to data available from the IT-Silc survey, nine “essential” items were
considered: (1) to face unexpected expenses; (2) 1 week annual holiday away from
home; (3) to pay for arrears; (4) a meal with meat, chicken or fish every second day;
(5) to keep home adequately warm; (6) a washing machine; (7) a colour TV; (8) a
telephone, (9) a personal car.

The most used deprivation scales assume that each deprivation item has the same
importance. Nevertheless, the issue of item weighting has been broadly considered
in the literature2 and many solutions have been suggested [5, 31].

We calculate the Material Deprivation (MD) index of foreigners in Italy as:

MDi D
9X

jD1
wjkXij (1)

where i D 1, 2, : : : , N indicate the sample units, j D 1, 2, : : : , 9 the deprivation
items, k D 1, 2, : : : , 21 are the 19 Italian regions and 2 autonomous provinces
(henceforth all simply named “regions”), Xj represent indicator deprivation variables
(1 D not owning, 0 D owning the item) and the wjk terms represent normalised
weights3 calculated as follows:

wjk D hjk

9X
jD1

hjk

and 8 js
9X

jD1
wjk D 1 (2)

Due to the regional nature of deprivation in Italy, it seems reasonable that such
weights may vary across regions. In Eq. (2), hjk is the weight calculated for the j-th
item and the k-th region on the whole IT-Silc sample. It represents the percentage of
sample units having the item so that higher weights are given to more possessed
items in the region; that means, individuals result more deprived if they do not
have an item possessed by most of the people living in the same region. These

2For a detailed review on the issue see the recent contribution by Decancq et al. [35].
3For a review of alternative weighting techniques see Nardo et al. [36].
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weights, usually called “prevalence weights”, are consistent with the concept of
material deprivation as a relative phenomenon, which we stressed in the above.
The approach is opposed to the “consensus weights” one, which is based on the
proportion of people considering the item i as “absolutely necessary or necessary”
in the Eurobarometer survey.

The MDi index measures the intensity of deprivation through the weighted mean
of items not owned by the individuals in our sample. It is expressed as a continuous
variable in the (0, 1) interval; the lower bound (zero) is achieved by the individual
when he/she does not suffer from any deprivation, whereas the upper bound (one)
corresponds to the lack of all considered items.

Finally it is not redundant to say that the choice of sum as the aggregation
function is chosen as material deprivation items are assumed to be mutually
independent, even if they measure the same latent trait. The validity of the sum-score
approach is supported by the recent research output by Jenkins and Cappellari [32].
They maintain the weakness of the theoretical foundations of the ‘sum-score’ scales,
showing that results obtained through item response modelling approach provided
“similar pictures of deprivation patterns and their determinants, and so our results
might be construed as providing an empirical rationale for the sum-score approach”.

5 Methodology

Under strong regional inequalities in material deprivation (see Sect. 3), a major aim
of this paper is to investigate the determinants of deprivation among foreigners in
Italy. This was done by interpreting MD as a response variable and some socio-
demographic characteristics of foreigners and of their households as explanatory
variables.4

The histogram and the box-plot in Fig. 1 present the distribution of foreigners
by their scores on the individual deprivation index. The clump-at-zero (the bar
with the dot above) in the histogram represents 26.8 % of foreigners who are not
deprived in any of the nine dimensions. We observe that the distribution of the data
is asymmetric, right-skewed with an inverted “J” shape (the mean equals to 0.18,
median 0.17 and st. dev. 0.16; trimmed distribution: n D 1195, mean 0.24, median
0.20, st. dv. 0.14). Among foreigners no one lives in households with the maximum
intensity of deprivation.

Respect to the choice of a proper statistical model, as the MD index assumes
a non-negligible number of zeros, we referred to mixed continuous–discrete dis-
tributions. This family of distributions, introduced by Ospina and Ferrari [33] and
usually defined zero-or/and-one inflated beta distributions, allows to model data that
assume values in [0, 1), (0, 1] or [0, 1]. In order to model the MD distribution via
this model, we had to evaluate if the observed inflation of zeros was generated from

4Explanatory variables were chosen recurring to the stepwise procedure and suggestions from the
literature on living conditions and on material deprivation of foreigners in Italy.
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Fig. 1 Frequency histogram and box-plot of the individual deprivation (MD) index

a distinct process or occurred through the same process as the other values (if this
last was the case, a fractional logit model would be more appropriate). For material
deprivation, the processes involved were (1) that an individual was deprived vs. not
deprived. If not deprived, the only possible outcome was zero; (2) if deprived, it
was then a process with varying intensity. The expected value was expressed as
a combination of the two processes. Therefore, it seemed adequate to use a zero-
inflated beta (ZOIB) model with two components: (1) a logistic regression model
for whether or not individuals have no deprivation (MD D 0) and (2) a beta model
for a degree of deprivation between 0 and 1, which are simultaneously estimated.

6 Model and Discussion

The zero-inflated beta model estimates the impact of socio-economic and demo-
graphic characteristics5 of foreigners and their households, controlling for the
regions where they lived. The model fits data well. Estimates6 show that the proba-
bility of experiencing material deprivation depends on a range of characteristics of
foreigners and of the households they live in (see Table 3). The relation between

5The explanatory variables included in the zero-inflated beta model are: gender, age, education
(up to upper secondary school, higher secondary school, tertiary school), labour market position
(employee, self-employed, unemployed, inactive), household composition (one person household,
two adults without children, single parent household with children, two adults with children, other
household with dependent children), working intensity (WI) status in four classes as defined by
Eurostat, having an Italian partner (respect to a foreign partner), tenants (respect to home owners),
EU citizen (respect to extra-EU), self-assessed health (bad or very bad).
6In the beta model positive estimates indicate the amount of increase in the MD index that would
be due to an increase (or to a change in state) in the explanatory variables, whereas in the logit
model positive estimates indicate the amount of increase in the predicted probability of being not
deprived. This is the reason why in most cases the same covariates show opposite signs in the two
parts of the zero-inflated beta model. All the estimates are reported on the logit scale.
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Table 3 Zero-inflated beta modela

Beta component Logit component
Coeff. Std. err. Coeff. Std. err.

Personal characteristics

Woman (ref. man) �0:041 0.043 0:057 0.138
Age 0:027 0.009 �0:061 0.026
Squared age 0:000 0.000 0:001 0.000
Education (ref. up to upper secondary school)

Higher Secondary School �0:163 0.043 0:226 0.141
Tertiary School �0:171 0.082 0:917 0.206
Labour market position (ref. employee)

Self-employed �0:082 0.086 0:591 0.226
Unemployed 0:274 0.063 �0:928 0.262
Inactive 0:021 0.057 �0:078 0.182
Household composition (ref. one person household)

Two adults without children 0:009 0.076 0:657 0.231
Single parent household with children �0:057 0.076 0:123 0.239
Two adults with children 0:105 0.124 �0:056 0.422
Other household with dependent children �0:163 0.086 0:532 0.265
Working intensity status (WI) (ref. WI D 0)

0<WI< 0.5 �0:221 0.109 �0:591 0.354
0.5 � W < 1 �0:319 0.106 �0:306 0.343
W D 1 �0:421 0.110 �0:051 0.357
Other characteristics

Having an Italian partner (ref. a foreign partner) �0:152 0.067 0:728 0.173
Tenants (ref. owners) 0:203 0.046 �0:553 0.132
EU citizen (ref. extra-EU citizen) �0:087 0.048 0:386 0.138
Bad or very bad self-assessed health (ref. not
bad/very bad) 0:070 0.094 �1:157 0.403

Parameter estimates (coeff.) and standard errors (std. err.)
aControlled for regions

age and deprivation shows that young foreigners are more exposed to the risk of
deprivation and this risk declines with age.

Both education and labour market position have an important role in reducing
the intensity of deprivation, and increase the probability of being no deprived. In
particular, having a tertiary educational level (compared to low educational level) is
associated with a lower probability of being no deprived and with lower intensity
of deprivation. Also being unemployed (vs. being employed) acts in the expected
direction since it is associated with low chance of being no deprived and high
intensity of deprivation.
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As expected, the work intensity status of the household7 has an important role
[34]: the higher the share of workers in the household, the higher the probability of
experiencing more severe forms of deprivation. The work intensity status seems to
have no effect on the odds ratio of being deprived.

In respect to the household structure, our estimates reveal that having a native
partner is important both for protecting foreigners from falling into deprivation
and for reducing the intensity of deprivation. Also the household composition
has a role in protecting from deprivation: foreign couples without children and
large households with dependent children are on average less deprived than other
households (ref. single households). The household composition seems to have no
effect on the intensity of deprivation yet.

Studies on deprivation agree that material deprivation affects far more sick and
disabled people than the rest of the population [5]. Our analysis confirms that
individuals who self-assess bad or very bad health are more likely to experience
deprivation.

Home tenure also helps to understand material deprivation. Home owners are
less likely to fall into material deprivation than renters and even if deprived, they
have a less intense experience.

7 Conclusions and Limitations

This paper sheds light on the new field of material deprivation of foreigners in Italy,
taking into account the regional nature of deprivation and explicitly including item
weighting. Nevertheless, the results of the model suffer from weakness of external
validity because data on foreigners are drawn from the standard IT-Silc survey
whose frame population is not that of foreigners but that of all Italian households.

We are conscious that the years since migration and the age at arrival have a
direct effect on the ability to enjoy a standard of living that is generally considered
acceptable, and an indirect effect on all the explanatory variables included in our
model. Unfortunately, these variables are not included in the survey and they were
consequently omitted from our model. All these limitations will be overcome
working on the sample of 6000 households included in the ad hoc survey on
foreigners carried out by Istat in 2009. A further development of this work will
consist in the evaluation of the differences in living conditions among different
nationalities in Italy.
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by Eurostat taking into account the ratio of worked months over workable months, averaged over
all work age household members and categorised as follows: WI D 0, 0<WI< 0.5, 0.5 � WI< 1,
WI D 1.
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HowDo Life Course Events Affect Paid
and UnpaidWork of Italian Couples?
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Abstract

The paper analyzes the impact of life course events, and in particular of
parenthood, on the paid and unpaid working activity of dual-earner couples in
Italy. To this purpose, we use the panel dataset provided by the 2003–2007 Istat
Multipurpose Survey. To correct misspecification due to unobserved variables,
we adopt a difference-in-differences specification of simultaneous equations of
market and domestic work supply. Our results show that the negative effect of
transition to parenthood on female paid work supply is stronger than the positive
effect of wages.

1 Introduction

Several studies analyse empirically the paid and unpaid work supply of women and
their partners adopting a life course perspective [1, 13]. However, the estimated
effect of life course events (such as parenthood) may be inconsistent as a conse-
quence of the misspecification of latent factors involving unobserved effects over
time and the unobserved heterogeneity “between” individuals [2, 3]. In this study,
we aim to solve these problems by adopting a partially original methodological
approach that allows us to correct for the effects of omitted variables. To this end,
a correction method is here applied to a longitudinal simultaneous equations model
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of the paid and unpaid work of both partners. Misspecification effects are corrected
by imposing non-null covariances in the error terms between repeated observations
over time and across the equations. In this way, the parenthood transition effect on
partners’ paid and unpaid work can be evaluated simultaneously, taking into account
that partners’ decisions on the allocation of working time are mutually correlated.
In addition, the life course events effects are specified using a two-wave Difference-
in-Differences (DID) approach. This approach allows us to disentangle the actual
life event effect from the selective nature of those who experience the life course
transition during the period of survey.

For the empirical analysis, we use a sample of 562 two-earner couples, inter-
viewed in 2003 and 2007. The source is the Istat (Italian National Institute of
Statistics) Multipurpose Panel Survey 2003–2007.

Our estimation results show that the negative impact of motherhood on women’s
labour supply is stronger than the positive impact of wages. Moreover, hourly
wage negatively affects female domestic work. This result may be interpreted as an
empirical confirmation that potential hourly wage represents for women a measure
of the opportunity cost on unpaid work and informal care activity [4, 6]. Evaluating
the impact of gender attitudes on the allocation of time, we found that the more
traditional couples adopt a more gendered division of both paid and unpaid work
after childbearing, independently of the specific earnings ability of each partner.1

The paper is organized as follows: in the next section we explain the rationale of our
methodology in relation to recent developments in life course analysis. In Sect. 3,
we report the characteristics of the dataset and the model specification. In Sect. 4
we discuss our results.

2 Methodology

In this paper we consider two misspecification problems that may affect the
estimation results of a life course transition model: (1) the influence of latent factors
determining change over time, and (2) the effect of “between individuals” omitted
factors correlated with covariates (endogeneity).

Regarding the first problem, as the data include repeated measurements of the
same subjects, observations over time may be correlated because latent factors
that predispose the subjects to self-report their paid and unpaid work hours in a
particular way initially are likely to encourage similar responses over time. The
second misspecification problem in the intra-household allocation of working time
between partners may arise from difficulties in specifying the bargaining process,
determined by latent psychological and cultural factors, such as gender attitudes.

1Several studies referring to different countries found that the birth of a child increases the
propensity to adopt a gendered division of labour in the family [3, 12, i.a.]. However, longitudinal
studies for Italy on intra-household time allocation and life course events influence are still rare.
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Researchers try to identify these latent effects by introducing random effects on
intercept and slopes in the model, that is, by adopting Fixed Effect (FE) or Random
Effect (RE) estimators [15]. In particular, to correct for the endogeneity effects given
by unobserved heterogeneity “between” individuals, cluster-specific fixed effect or
cluster-means model corrected for measurement errors [7] are properly used. With
regard to the latent influence of gender attitudes, several authors use as a proxy of
individual gender attitudes, or as a clustering classification criterion for couples,
the extent to which the subject agrees with specific statements regarding the role of
women and men in the family [3, i.a.].

However, the use of proxy variables is often not sufficient to correct for
endogeneity due to unobserved gender attitudes [3]. In addition, FE models do not
provide estimation of coefficients for time-invariant variables, but only for variables
changing in time [9, 10]. Finally, for the phenomenon we are focusing on, we also
need a method that allows us to estimate paid and unpaid work hours of both partners
simultaneously, especially taking into account the latent bargaining process between
partners in working-time allocation. For this reason, we suggest, as a possible
remedy to correct misspecification effects on estimates, to implement a dynamic
specification of paid and unpaid work equations of both partners in a Seemingly
Unrelated Regression Equations (SURE) model (four simultaneous equations in
total), where misspecification problems given by unobserved heterogeneity between
partners can be managed by imposing specific constraints on the covariance matrix
[14].

More in detail, to correct the latent influence of unobserved variables, we
assume that common latent factors influencing the paid and unpaid work of both
partners are included in the error terms of each equation. In other terms, in the
SURE specification the dependent variable of each equation is correlated with the
dependent variables of the other equations through the unobserved components
only.2 Thus, non-null covariances in the repeated observation over time and non-
null covariances between the error terms of each equation can be identified and
used to correct estimates, respectively, for the over-time bias effect, and for the
cross-sectional unobserved heterogeneity. When adopting a SURE specification,
a Generalized Least Squares (GLS) procedure to obtain efficient estimates can be
applied.

In addition, a DID specification of each equation allows us to identify the effect
of an individual’s life course events. Namely, we adopt a DID parametrization
combining a time-invariant dummy variable measuring the change of status of
the subject (“status” dummy) with a dummy indicating the wave. In this way, we
obtain a time-variant dummy variable indicating if the life course event has been
experienced by the subject before the second wave. The estimated coefficient of this
dummy variable can be considered as an unbiased measure of the impact of the life
course event experienced by the subject on his/her working activity.

2Consequently, no instrumental variables are necessary to estimate the model.
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3 Data andModel

We use data from the Istat Multipurpose Panel Survey, which refers to a sample of
9997 individuals. Interviews were conducted at two waves, in 2003 and 2007, and
information on both paid and domestic work, life course events, and fertility was
collected. The survey produced a two-wave balanced panel sample, as all individuals
are surveyed over time at the time t D 0 (first wave), and at the time t D 1 (second
wave). For our study we select a sub-sample of 562 Italian “two-earner” couples
(1124 subjects).3 In our sub-sample women are aged 18–45 and their partners are
aged 18–60 in 2003. A descriptive analysis (not presented here) shows, as expected,
that men work more in the labour market than women and, conversely, women
spend more time in domestic work than men, but we observe a reduction of this
“gap” in the year 2007. The more children there are, the fewer hours women
spend in the labour market and the more hours they spend in unpaid domestic
work.

The Istat Multipurpose dataset contains no information on income. For this
reason, we had to apply a matching procedure in order to import information
on hourly labour income data (in Euros) from the Bank of Italy Surveys on
Household Income and Wealth conducted in the years 2002 and 2006. For both
years income is converted according to the 2007 price-index. Our matching proce-
dure is based on the estimated conditional probability of assignment (propensity
score) used to import information on individual wages from both the Bank of
Italy surveys in the year 2002 (3640 individuals) and in the year 2006 (3242
individuals). Only individuals who live in two-earner couples are selected from
the Bank of Italy dataset. To estimate the probability of assignment we use a
probit regression, where the dependent variable is a binary dummy equal to one
if the observation belongs to the Istat Multipurpose dataset, and equal to zero if
the observation belongs to the Bank of Italy survey. The variables conditioning
the assignment (probit regressors) are: gender (dummy), a dummy indicating if
the subject is head of the household, the age, the geographical area of residence,
the parents’ education, the working experience in years, a dummy to indicate
if the subject is a house owner, the number of family members. Statistics on
covariate balancing demonstrate that the matching procedure here adopted (applying
a kernel-type algorithm to the estimated propensity score intervals) increases the
similarity between the Istat sample and Bank of Italy sample. In order to avoid
the risk of importing data characterized by self-selection, a Mantel–Haenszel test-
statistics has been computed to verify if latent factors affect the assignment to
treatment.4

The potential effects of life course events on partners’ working activity are here
modelled by the specification of a simultaneous labour supply and domestic work

3We take into account only partners living together in both periods (2003 and 2007).
4Matching algorithm is implemented in STATA 11. More details regarding matching procedure,
not presented here for the sake of brevity, are available on request.
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equations model for both partners. Therefore, our model is specified as follows:

ln Lwti D s0
i’Lw C �Lwt C t � s0

i•Lw C x0
i“Lw C z0

ti�Lw C uLwti (1)

ln Dwti D s0
i’Dw C �Dwt C t � s0

i•Dw C x0
i“Dw C z0

ti�Dw C uDwti (2)

ln Lmti D s0
i’Lm C �Lmt C t � s0

i•Lm C x0
i“Lm C z0

ti�Lm C uLmti (3)

ln Dmti D s0
i’Dm C �Dmt C t � s0

i•Dm C x0
i“Dm C z0

ti�Dm C uDmti (4)

Dependent variables are given by the logarithm of weekly working hours spent
in paid and domestic work by women (Eqs. 1 and 2) and men (Eqs. 3 and 4). The
indexes w and m refer, respectively, to women and men. The indexes i and t refer,
respectively, to the i-th individual and to time t. Dependent variables are observed
on the same subject at the first time period, t D 0, and at the second time period,
t D 1.

Regarding the specification of each equation, ’ is a vector of coefficients
measuring the impact of the life course events dummies included in the row vector
s0 D [s1 s2 : : : ]. Each (time-invariant) dummy signals the status of the subject as a
consequence of a specific life course event. The dummy is time invariant, meaning
that if the subject experiences the event in the time interval, its value is indicated as
1 at the two waves. Life course events considered in our study are the following: (1)
transition to parenthood, (2) change of union status from cohabitation to marriage,
(3) modification of working condition from full time to part time (and vice versa),
(4) help received (purchased or informal) in domestic activity and/or in childcare,
(5) dummies regarding the individual attitudes on woman’s role in the family
(gender role attitudes). Consequently, t � s0 D [t � s1 t � s2 : : : ] is a row vector whose
elements are dummies that signal if the subject status has changed in year 2007
compared to 2003. For example, imagine a subject becoming a parent in the interval
2003–2007. The corresponding value of his/her dummy status, s, is equal to 1. The
interacting term t � s (included into the vector t � s0) takes value zero in 2003 (t D 0)
and value 1 in 2007 (t D 1). Thus, the scalar product between the vector t � s0 and the
vector of coefficients •, given by t � s0•, measures the interaction effect of status and
time.5

The vectors xi and zi are, respectively, time-invariant and time-varying control
variables, with corresponding parametersˇ and � . Control variables, referring to the

5In our model, we consider several changes of status referred to specific life course transitions,
as in Baxter et al., 2008 (see also [15], pp. 146–151). Conley and Taber [5] found that standard
methods generally used to perform inference in DID models with more transitions, or with the same
transition observed in different groups, are not completely appropriate, and lead to underestimation
of the standard errors size. Nevertheless, we decided to estimate more transition effects in our
analysis in order to obtain a richer model specification.
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subject or to the couple,6 are given by education, the region of residence, the place of
residence, age, years of work experience, the hourly wage, the economic value of the
house of residence (as a proxy of household wealth). Other covariates are given by
gender attitudes measures and dummies representing life course events transitions
(Table 2). We adopt the logarithms of weekly working hours as dependent variables,
while explanatory variables are included in the regression using original values.7 In
doing so, coefficients of these regressors can be considered as “semi-elasticities”
measuring the impact on the dependent variable in percentage terms. This allows us
to better evaluate the joint influence of two or more regressors by adding together
the respective estimated coefficients.8

For each equation, we assume that the error terms, u, are distributed with zero
mean, and that the covariances between the error terms of each equation (cross-
sectional endogeneity) and across time (correlation between repeated observations)
are non-zero. Therefore, the covariance matrix, 
 (similar to the one used in a SURE
model), of the error terms of the four equations may be specified as follows:


 D 8�8
† ˝ n�n

I D
2
4
4�4
† 00 ˝ n�n

I
4�4
† 01 ˝ n�n

I
4�4
† 10 ˝ n�n

I
4�4
† 11 ˝ n�n

I

3
5 (5)

where
n�n
I is the identity matrix and

8�8
† is a block-matrix, in which

4�4
† 01 and

4�4
† 10

are sub-matrices of dimension 4 � 4 showing in the diagonal n constant elements
given by the covariances between the error terms across time referring to the same

subject in each equation (across time correlation).
4�4
† 00 and

4�4
† 11 are symmetrical

sub-matrices including variances of error terms of each equation in the diagonal and
covariances between the equations elsewhere (correlation “between” individuals).

The residuals of an OLS regression of Eqs. (1)–(4) are used to estimate the error
covariance matrix as previously specified. The residual-based estimation of the error
covariance matrix then allows us to run iteratively a GLS procedure. In this way, the
bias in estimates due to omitted variables can be corrected. The estimation procedure
here adopted is implemented by combining ad hoc different STATA 11 commands.9

However, a further estimation problem occurs because 47 women who were
employed in the year 2003 interrupted their working activity in the period between
2003 and 2007. Therefore, information on women’s paid work hours were censored

6To simplify the model, variables referred to the partner are not included as regressors.
7One exception is the logarithm of hourly wage, whose coefficient measures the wage elasticity of
labour supply.
8Note however that the logarithmic transformation of some variables (monotonic transformation,
in any case) may introduce small distortions.
9An iterative GLS procedure has been implemented by writing a “do” file in STATA. In particular,
we employ, at each iteration, the residual-based estimate of error terms covariances to correct linear
regressions.
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in 2007 for these 47 women. As a consequence, a selection bias may affect paid
work estimation. The solution here adopted to avoid the selection bias is to run a
Tobit Random-Effects [15] regression only for women’s paid work hours (Eq. 1)
at the first step of the GLS iterative procedure. This approach is suggested by Lee
[11] as a two-step estimator of a simultaneous equations model with limited and
censored dependent variables.10 The assumptions underlying this model are that
the error terms are normally distributed with zero means and a covariance matrix
that is constant over all observations. In particular we use a Tobit Random-Effects
regression to take into account the panel structure of dataset.

To simplify the model and to reduce the number of regressors, we estimate
the effects of parenthood transition by using three distinct sample stratifications
corresponding to different birth orders. First, we take into account the couples who
experienced the transition to the first birth, using couples without children in 2003
as reference group. Second, we estimate the effect of transition to a second-order
birth, considering couples with one child in 2003 as a reference group. Third, we
consider couples who experienced the transition to parenthood (whatever the order)
in the period 2003–2007.11

4 Empirical Analysis and Estimation Results

In order to verify empirically how omitted factors may affect model estimation for
cross-sectional endogeneity, we estimate preliminarily the correlation matrix of OLS
residuals “between” equations. We find, for women, that the correlation coefficient
between domestic work and the paid work OLS residuals is equal to �0.12 in the
year 2003 and �0.31 in the year 2007; while the correlation between residuals of
domestic work of women and paid work of men is equal to 0.095 in the year 2003
(0.079 in the year 2007).

Subsequently, we stratify the sample for different orders of birth and we
estimate the model adopting our SURE–DID procedure. In Table 1, we report
only coefficients referring to the transition to parenthood and log-hourly wage. In
particular, parenthood coefficients refer, respectively, to all orders of birth, first birth
and second birth. In Table 2, the estimated coefficients of the model considering all
orders of birth are presented extensively12 (coefficients measuring the effect of a
birth are highlighted). The effect of the birth of a child between 2003 and 2007 is
measured by the estimated DID coefficients (t*Birth), that may be interpreted as a
percentage variation of the dependent variable due to the transition to parenthood.

10Note that in several studies SURE models with censored dependent variables are estimated using
the Lee method as, for instance, the demand systems models [8, i.a.].
11The couples who had two (or more) children between 2003 and 2007 (12 couples in total) are
included only in the sample containing all orders of births.
12For sake of brevity, here we do not present extensively the estimates of the stratified analysis by
order of birth, referring, respectively, to the first-order birth and to the second-order birth transition.
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Table 1 Estimates of the SURE–DID model considering the sample with all orders of birth and
sub-samples for transition to first and second birth

Women Men
Paid work Unpaid work Paid work Unpaid work

Dependent variable (log): coeff. coeff. coeff. coeff.

Transition to parenthood (all orders, no. 562 couples; no. 1124 subjects; no. 122 transitions)

t (Dummy: 0 D 2003;1 D 2007) �0.47*** 0.05 0.01 0.15*
W (log real-hourly wage) 1.36*** �0.83*** 0.13 �0.68*
Birth 0.14* �0.31*** �0.03 0.09
t*Birth (DID coeff.) �0.40*** 0.55*** �0.02 0.05
Transition to the first child (no. 86 couples; no. 172 subjects; no. 45 transitions)

t (Dummy: 0 D 2003;1 D 2007) �0.22 0.10 0.02 0.27
W (log real-hourly wage) 0.55 �1.78*** �0.11 �1.08
Birth �0.01 �0.21 �0.05 0.15
t*Birth (DID coeff.) �0.36 0.55* 0.03 0.22
Transition to the second child (no. 182 couples; no. 364 subjects; no. 65 transitions)

t (Dummy: 0 D 2003;1 D 2007) �0.57*** �0.04 �0.04 0.30*
W (log real-hourly wage) 1.25** 0.23 0.33 �0.49
Birth 0.19 �0.23* �0.02 0.30*
t*Birth (DID coeff.) �0.51** 0.57*** 0.04 �0.11

P-value: *p< 0.05; **p< 0.01; ***p< 0.001
Only coefficients concerning to parenthood are here shown. In particular, the difference-in-
differences coefficients are written in bold

As shown in Tables 1 and 2, the estimated DID coefficient reveals that the impact
of transition to parenthood (all orders) on the labour hours of Italian married women
is negative and equal, in percentage, to �40 %. We also obtained a strong positive
influence of wage elasticity, measured by the coefficient of log (real-hourly) wage, in
the female paid work equation. However, this income effect cannot compensate for
the negative effects of the birth of the child.13 The negative impact of motherhood
on paid work is even stronger (�36 %) if we consider women who experienced the
transition to a second birth (Table 1).

Estimation results in Table 1 also show that women’s hours of unpaid activity
increase by 55 % as a consequence of transition to parenthood. Considering birth
order, women’s unpaid activity still increases by 55 % after the first child and by
57 % after the second child. Note that for men, contrary to what happens for women,
market and domestic working activities seem to be less sensitive to the transition to
fatherhood.

Analyzing the effect of gender attitudes proxies we found that several respon-
dents changed their opinion between 2003 and 2007 regarding the statement that, if
spouses get a divorce, child custody should be assigned to the mother (see dummy:

13To compensate for the reduction of paid work caused by the transition to motherhood
(�0.40 C 0.14 D �26 %) and given the wage elasticity coefficient equal to 1.36 (Table 1),
women’s hourly wage should increase by a percentage of 19 % (obtained by the ratio 0.26/1.36).
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Table 2 Estimates of the SURE–DID model considering the sample with all orders of birth and
sub-samples for transition to first and second birth

Dependent variable (log): Women Men
Work Paid coeff. Unpaid coeff. Paid coeff. Unpaid coeff.

Constant 1.91* 3.27*** 4.43*** �1.57
Controls
Expe D work experience (TV) 0.03*** �0.01** 0.01 �0.01
Age D age (TV) �0.08* �0.05 �0.05* 0.11*
Ageˆ2 D ageˆ2 (TV) 0.00 0.00 0.00 0.00*
Edu D education level—years
of schooling (TI)

0.03*** �0.01 0.00 0.01

Urban D Dummy
metropolitan area Yes D 1
(TI)

�0.02 �0.11** 0.01 0.02

House D House economic
evaluation indicator

�0.02 �0.06** 0.02 �0.03

Area D Dummy: South D 1
(TI)

�0.01 0.10* 0.00 �0.21***

t D (Dummy: 0 D 2003;
1 D 2007)

�0.47*** 0.05 0.01 0.15*

W D log (real)hourly wage
(TV)

1.36*** �0.83*** 0.13 �0.68*

Mean_W D Mean of log
(real)_hourly wage (TI)

�0.28 1.28*** 0.08 1.05*

Gender Attitude
Child custody D Dummy:
child custody if spouses
divorce 1 D Mother (TV)

0.02 0.05 0.02 �0.18*

t* Child custody 0.09 �0.16* 0.08 0.13
Eldercare D Dummy:
elder-care duty in the family
1 D female (TI)

�0.01 �0.01 �0.07* �0.13

Partneraid D Dummy: If high
order birth depends on partner
commitment: 1 D Yes (TI)

0.05 0.04 0.03 0.24***

Birth Transition (transition to parenthood, all orders)

Birth 0.14* �0.31*** �0.03 0.09
t*Birth �0.40*** 0.55*** �0.02 0.05
Work Transition
Full_part D Dummy: 1 if
work Full Time 2003 and Part
Time 2007

0.13 �0.09 0.09* �0.26**

Part_full D Dummy: 1 if
work Part Time 2003 and Full
Time 2007

�0.19 �0.05 �0.02 �0.46***

t*Full_part �0.07 0.16 �0.14* 0.18
t*Part_full 0.62*** �0.01 0.01 0.56**

(continued)
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Table 2 (continued)

Dependent variable (log): Women Men
Work Paid coeff. Unpaid coeff. Paid coeff. Unpaid coeff.

Union Status Transition
Dummy Cohabiting2003 and
2007 D 1 (yes)

�0.01 �0.01 �0.25*** 0.43*

Dummy
Cohabiting2003-married
2007 D 1 (yes)

0.00 �0.31 �0.07 0.63

t* Cohabiting2003 and 2007 0.32 �0.18 0.23* �0.58*
t* Cohabiting2003 and
married 2007

0.33 0.02 0.10 �0.43

Help Transition (Received)
Help elders D Dummy: 1 if
the family received help
caring for the elderly

0.23 1.11* 0.25 �1.25

Help children D Dummy: 1 if
family received help for
childcare

�0.01 0.17*** 0.04 0.23**

Help domestic D Dummy: 1
if family received help for
domestic chores

�0.15 0.08 �0.01 0.16

t* Help elders 0.07 �1.45** �0.10 0.76
t* Help children 0.01 �0.23** �0.06 �0.14
t* Help domestic 0.27* 0.07 �0.05 �0.18
Rˆ2 0.23 0.10 0.05 0.10

TI: Time invariant, TV: Time variant. The difference-in-differences coefficients are written in bold
P-value: *p< 0.05; **p< 0.01; ***p< 0.001

Child custody in Table 2). More specifically, 61 women and 20 men changed their
opinion from 1 D agreement to 0 D disagreement. For this reason, we model the
latter dummy taking into account the change over time by introducing a specific
DID parameter (dummy: t*Child custody). Females changing their opinions seem
to change their allocation of time, working less at home and more in the labour
market.

Estimation results of Table 2 show also that help received (informal or paid) by
the family in care activity and domestic work generally contribute to a reduction in
a woman’s domestic work. Namely, estimation results reveal a strong reduction in
domestic work as an effect of help received for caring for the elderly and children.

5 Conclusion

Analyzing the relationship between transition to parenthood and the partners’
allocation of time between paid and unpaid activities, we found that the Italian
women’s earnings ability effect on their paid work supply (measured, in Table 2, by
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education, experience and wage coefficients) is positive and significant. However,
the negative impact of the birth of a child is stronger and leads the partners to a more
gendered division of market and domestic work in the family. Moreover, as shown
in other recent studies [4], we found that changes in the couple’s fertility, working
status, marriage and changes in help received in care and domestic activities do
affect woman’s time, while man’s time remains mostly unaffected.

In this study we adopt a SURE–DID procedure. The DID specification permits
us to disentangle in parenthood transition (a) the actual life event effect from
(b) the selective nature of those who experience the life course transition. The
SURE stochastic specification of the error terms here adopted lets us check
for endogeneity effects of partners’ behaviour and over-time correlation between
repeated observations. Compared to fixed effect or change-score models adopted in
other longitudinal studies [9, 10], our SURE procedure lets us obtain estimations
also for the effect of time-invariant variables. In addition, our methodological
approach allows us to estimate simultaneously for both partners the impact of life
course events (e.g. the birth of a child) on the allocation of time in paid and unpaid
activities.

Some shortcomings of our study concern the limited number of couples (even
if this is quite a common characteristic of socio-demographic longitudinal studies)
and the selective nature of our sample, as only couples working in 2003 and still
together in 2007 are considered. Finally, some caution is needed, as for most social
studies, for the notion of causality. Thus, expressions such as “influence”, “effect”
or “depend on” should be interpreted accordingly.
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Do Rational Choices Guide Family Formation
and Dissolution in Italy?

Gustavo De Santis and Silvana Salvini

Abstract

As social pressure to adhere to accepted standards recedes, individuals are freer
to choose their preferred family arrangement. But their choices do not always
follow a strictly rational approach: rather, they appear to be guided by a trial-and-
error logic, which implies contradictions, loss of efficiency and, occasionally,
low personal satisfaction. Modern welfare states, while supporting freedom of
choices (which includes the possibility of change: e.g. divorce, or medically
assisted fertility in one’s late years), must combine this with other targets,
ranging from the empowerment of women to the protection of the weak (children,
especially), to a system of incentives that eventually ensures socially acceptable
outcomes, including a sufficient level of fertility. The now undisputed primacy
of the individual will not destroy families, but it will deeply transform them, and
increase their heterogeneity: relationships will increase in number but decrease
in duration and intensity.

1 The “Pursuit of Happyness”

“The Pursuit of Happyness” (yes, misspelt) is a 2006 movie directed by Gabriele
Muccino, based on the autobiography of Chris Gardner, once a homeless, now a
successful stock broker. It is not totally clear whether the happiness that Gardner
eventually achieves depends on his success in economic or in family matters. Both,
probably, since both began badly and ended well. Chris, who never knew his father
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(well, yes, much later: at the age of 28), spent his childhood in poverty with his
mother, his older sister, two more stepsiblings and an often drunk and violent
stepfather. Chris’s mother was imprisoned twice: first, when his stepfather falsely
accused her of cheating on welfare, and then when she took revenge and tried to kill
him by burning their house down—with him inside. Chris and his siblings went to
foster care, but the beloved uncle they lived with drowned in the Mississippi River
when Chris was just 9 years old. As an adult, Chris got married, but then started
an affair with a younger girl, who got pregnant and gave birth to his son, Chris
Jr. Understandably, his wife divorced him, but his new partner too abandoned him,
shortly after, when Chris was imprisoned for debts. Fresh out of jail, he and his son,
just a toddler then, lived as homeless for almost a year, with no money and no family
support. Scarce prospects indeed for happiness, and yet : : :

The pursuit of Happiness (but this once spelt correctly) is also listed, after Life
and Liberty, among the unalienable rights of all men, according to the Declaration
of Independence of the United States. What Thomas Jefferson, composer of
the original draft, back in 1776, intended by “Happiness” is not totally clear,
but he probably had in mind what Inglehart [1] would later call “materialist”
values: basically economic and physical security. In those hard times, these goals
required strong associations between individuals, based on hierarchy, and on a
set of structures (village, church, : : : ), among which was the family, with its
undisputed head, and its formal and rigid rules. Individual values (liberty, autonomy,
independence, : : : ) did not matter much, then.

Much later, however, and this holds especially for the cohorts born after World
War II, economic security led to the emergence, and eventually the predominance,
of “post-materialist” values (Fig. 1). This profound change of priorities did not take
place abruptly: it followed the renewal of generations because “people are most
likely to adopt those values that are consistent with what they have experienced
first-hand during their formative years” [2, p. 132], and those who grew up “with
the feeling that survival can be taken for granted” attach more importance to such
things as autonomy, self-expression, quality of life, freedom of speech, relevance
of original ideas, giving people more say in important government decisions, etc”.
It is an “aspect of a [ : : : ] broader process of cultural change that is reshaping the
political outlook, religious orientations, gender roles, and sexual mores of advanced
industrial society. The emerging orientations place less emphasis on traditional
cultural norms” [2, p. 138], and, for what concerns us here, lead to “gender
equality : : : tolerance of outgroups, including foreigners, gays and lesbians [while]
younger cohorts become increasingly permissive in their attitudes toward abortion,
divorce, extramarital affairs” [2, pp. 139–140]—with the exception of Gardner’s
wife, of course.

Note that this generation-based approach of shifting preferences is not far from
Max Planck’s earlier [3, p. 22] and disenchanted opinion that “a new scientific truth
does not triumph by convincing its opponents and making them see the light, but
rather because its opponents eventually die, and a new generation grows up that
is familiar with it”. Indeed, Fig. 1 suggests that values and orientations (including
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Fig. 1 Cohort analysis: % post-materialists minus % materialists in six west European societies,
1970–2006. Source: Based on combined weighted sample of Eurobarometer surveys and World
Values Surveys in West Germany, France Britain, Italy, the Netherlands and Belgium, in given
years, using the four-item materialist/post-materialist values [2, p. 135]

prejudices) do not vary much with age, but do evolve with generations—in the case
of Fig. 1, towards post-materialist values.

This is the “Silent Revolution”, in Inglehart’s words, which echoes, both in
terminology and substance, the “Quiet Revolution” that had taken place in Quebec
(CAN), a few years before, in the 1960s. Its most salient features are rapid
secularization and the creation of the modern welfare state, whereby health care
and education, previously in the hands of the Roman Catholic Church, passed under
the responsibility of the provincial government. Here, too, survival could finally
be taken for granted, (religious) authority started to dwindle, and new perspectives
opened up for individual preferences, in various domains, including family matters.

2 Between Tradition and Rationality

Under the impulse of Gary Becker [4], the New Household Economics (NHE)
appeared on the scene, and started to apply the paradigms of economic logic to
demography: fertility and the demand for children (where “quantity” is apparently
being traded off for “quality”), altruism in the family, intra-household bargaining
and gendered division of labour, partnering and re-partnering, and similar topics
have been studied under a different light, since then. Basically, the idea now is
that all demographic choices are taken after careful examination of the available
information, given constraints (in terms of time and money) and personal orienta-
tion, with the aim of maximizing some individual utility function. This, to be sure,
still leaves a number of important issues open: for instance, how to reconcile the not
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necessarily converging preferences of various family members, which is definitely
more difficult if all have the same rights and are no longer forced to follow the
lead of the “household head”, or how to make sure that rational individual choices
do not lead to undesirable aggregate outcomes, typically because of externalities,
insufficient information or lack a proper system of incentives and disincentives.
Fertility is a good example here: individuals may prefer to have too few children
(as in most developed countries) or too many (as in sub-Saharan Africa), and the
question then arises of how to induce them to have (roughly) the number that is
“right” for society—if this ideal number exists at all.

What does the SDT (Second Demographic Transition) theory add to all this? Not
much, in our opinion—but the vast echo that it had, and still has, in the specialized
literature reveals that demographers worldwide think differently. It shares with the
NHE the idea that choices are taken by individuals, and not by institutions (state,
church, family, tradition, etc.). But it insists on the importance of the “cultural shift”:
once freed from “authority”, individuals do not simply pursue traditional goals with
a new rationality; rather, they start to develop personal goals [5], and this explains
the increasing variety of (individual) demographic choices, family forms and living
arrangements [6, p. 137].

More generally, however, the contrast between the NHE and the SDT theory
implicitly refers to a possible opposition between “economics” and “culture”. What
is it that (mainly) drives our demographic decisions: is it our personal advantage,
that we coldly calculate, or is it the socio-cultural environment, that in part shapes
our preferences, and in part forces us along an “expected”, normative path, from
which we would like, but do not dare, to deviate for fear of social disapproval? This
may apply to de facto unions [7], out-of-wedlock births, frequency of contacts with
one’s elderly parents [8], etc. In part, this may be a false problem: internalizion
of norms and formation of desires and goals come first, and this is what the SDT
theory is about. Once these targets are defined, the problem arises of how to best
achieve them, and this is what the NHE deals with. However, with regard to family
processes, there are a few assumptions that the NHE and the SDT theory have in
common, that are relevant for family formation and dissolution, and that it might
be worthwhile to reconsider, at least in part, because they do not seem to be fully
consistent with empirical evidence.

3 What DoWeMean by Rational?

“Dynamic economic models are based on the forward looking behavior of economic
agents. In the context of life-cycle models, an individual’s consumption and savings
decision depends on her subjective beliefs about future interest rates, wage rates
and the likelihood of dying. According to these models, individuals have beliefs
about such variables and use these beliefs to make decisions today. Until recently
common practice in such studies was to assume rational expectations implying that
the individuals’ beliefs are given as objective probability distributions. The use of
objective distributions is by now put into question by numerous researchers who
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suggest to directly measure subjective expectations and to evaluate the consequences
of deviations of subjective expectations from their objective counterparts” [9].

In other words, people may take their decisions on the basis of false premises.
In part, this happens because they do not have enough information, or do not know
how to correctly interpret what they know. For instance, when asked about their
own future survival prospects, on average “people under-estimate how long they are
likely to live by over 5 years. They tend to ignore expected mortality improvements”
[10, p. 31]. At the same time, “people are optimistic: they think they will live
longer, on average, than people of their own age and sex: by about by 1.19 years
(males) and 0.76 years (females).” [10, p. 32]. This may have huge implications
on pension policies, for instance: the idea that people know what is best for them,
e.g., in terms of age at retirement, is considered almost a tautology, nowadays. But
closer inspection reveals that “policy makers : : : cannot assume that people share a
rationale to prepare for a retirement of a realistic length” [11, p. 198].

As for couple formation, how else can we interpret the fact the pre-marital
cohabitation reduces [12] or, at the very best, does not increase [13] the solidity
and the average length of marriages? Partners who have had the opportunity to test
each other do not seem to benefit from this experience: why? A possible answer
is that interpreting the available information (on the labour market, on the partner,
and on a number of other topics) proves too difficult for many, maybe even for the
majority of people.

Secondly, people are rarely capable of forecasting the future. If this holds
for professional demographers, when they try to anticipate the likely course of
populations (i.e., when they do what they should in principle be best equipped to),
what else should we expect of common people faced with experiences that are in
most cases totally new to them? So, when asked about their pension plans, in a
sample of mature Dutch workers, those who think that they will live longer than
average also (correctly) state that they intend to retire later. In practice, however,
they do not: their age at retirement is just average [14]. The same survey reveals that
all the interviewed grossly overestimate their age at retirement, by about 1.6 years,
despite the fact that they are all mature workers, aged between 50 and 64, and
therefore relatively close to retirement and well aware of the labour market situation,
both in general and with reference to their specific case.

It should not come as a surprise, then, that an even greater incapability can
be discerned in several other demographic domains, too, closer to our topic of
interest. Margolis and Myrskylä [15, p. 48], for instance, conclude that “people
seem to poorly predict how children affect their lifestyle and underestimate the costs
of children”. On the other hand, assisted reproductive technologies (e.g. artificial
insemination, or in-vitro fertilization) are on a spectacular rise, in France (where
about 5 % of all births, at the beginning of the twenty-first century, fall in this
category) and elsewhere [16]: this happens in part because people are now less prone
to accept whatever “God sends” (religious faith is dwindling, remember?), which
includes childlessness; in part, because fertility has been delayed so much (age at
first birth is now well over 31 years in Italy; [17]) that some women later find it
difficult to achieve their desired, even if relatively low, fertility. When it comes to
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the realization of fertility intentions, less than 50 % of the interviewed, in a Dutch
panel, end up exactly with the number of children they had intended to have when
they were 26 years old, and this holds especially for women [18].

But incapability of anticipating the future may be only part of the problem. The
other part—and this is the third point that we want to make—derives from the
fact that people are not consistent in their aspirations, and not on trivial matters
only. With regard to childbearing intentions, for instance, Iacovou and Tavares
[19, p. 117] agree with Liefbroer that “many people simply change their mind”,
typically wanting fewer children later than they did initially, especially after having
experienced parenthood, which frequently turns out to be less rewarding than
originally imagined (see “incapability of anticipating the future”). Similarly, Testa
[20, p. 5] warns that “reproductive ideals and intentions, as well as actual fertility,
are developmental by nature and change over the individual’s life course : : : the
adjustments of fertility goals over the life course tend to occur mainly downward in
response to different factors and events, one of which is of particular importance,
i.e., the transition to a first or a higher birth order child”.

The rise in demand for adopted children that was observed up to a few years
ago [21], and that is now being progressively substituted by a demand for medically
assisted reproduction (in those countries where this is permitted by law, technology
and resources; see again [16]) falls in part in this category, because, up to a certain
point at least, it comes from people who had formerly decided not to have children
(or had light-heartedly accepted this possibility), but later change their mind.

All the surveys on happiness and life satisfaction consistently show that those
who are married are the happiest; then come those who cohabit, then those who
are single, and last those who used to live in couple, but are now alone, because
of widowhood or marriage breakdown [15,22–25]. Yet, the share of single-person
households is everywhere on the rise: in Italy, for instance, up from 9 % in 1901 to
almost 30 % now. And it would be even higher, had it not been for immigrants,
whose households are typically larger than ours. In part, this depends on a few
structural factors, and notably population ageing, but delays in couple formation
and increases in divorce and separations, too, play a prominent part. Separations,
for instance, are high (almost 30 % of marriages end in a separation, in Italy;
between 40 % and 50 % in most of Europe) and on the rise; and couple dissolution
is even higher among the cohabiting. Besides, the divorced and the separated,
especially when they have children (which happens frequently), also face economic
difficulties and time constraints: this increases their stress [26] and is a non-
secondary cause of their low levels of happiness. It is not totally clear whether
marriage breakdown depends on incapability to interpret the initially available
information (on the partner), inability to predict the future (changes in the partner’s
traits), or inconsistency (change of preferences). But it is invariably associated with
a feeling of failure and loss of confidence (in oneself, in the future, etc.: [23]), which,
we contend, is amplified by the fact that the idea that we all proceed by trial and error
(error, especially) is not widely accepted, yet. Actually, to the best of our knowledge,
it does not even seem to have ever been discussed in the demographic literature.
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4 Making and Unmaking Families by “Trial and Error”

If people make mistakes and change their mind, there are all reasons to expect a
growing variety of family forms, and strong individual mobility among them—
unless, of course, something prevents it: for instance, law provisions, tight social
control or lack of economic resources. Indeed, the very notion of marriage has
changed over time: the label may be the same, but what was once “until death do
us part” is now “until we do us part”. Where is the difference, then, from a simple
cohabitation? Everywhere illegitimate children are no longer discriminated (the very
term, illegitimate, is now abolished or anyway avoided), and unmarried partners
are nowadays entitled to a few (and growing) rights. Breaking a marriage is, of
course, more demanding, but the tendency seems to be towards quicker and cheaper
solutions, in several (and increasing) cases regulated by prenuptial agreements,
where explicit provisions are introduced to regulate the possible termination of
marriage.

It is not unlikely that families will eventually become a non-permanent attribute
of individuals, with relatively frequent changes in arrangements, partners, houses,
etc. Should we worry? Let us rapidly review the potential shortcomings of this
evolution. One is that fertility may be (further) depressed by this system of “light”
partnering. This is possible, of course, but in the past 25 years fertility has been
much lower in southern Europe, with its “strong” families, than in northern Europe,
where the system of “modern” families first emerged. Fertility is sustained much
more by female empowerment (on the labour market, especially) and active family
support (child care facilities, notably) than by prohibition to divorce, or any other
constraint.

Children of broken families suffer, and it not easy to guarantee a fair distribution
of custodial rights and obligations after couple breakdown. True, but once partners
can no longer stand each other, forcing them to remain together may not be the best
solution, not even for the children [27]. And if marriage termination is relatively
painless for parents (e.g. thanks to prenuptial agreements), why should partners
quarrel? This should also ease subsequent cooperation, instead of conflict, in rearing
children. Besides, as Leridon [28] suggests, fertility, too, is slowly evolving towards
individualization: even without clones, an efficient system of donors (of both sperm
and oocytes) will permit individuals to have the children they want, even without
partners. If this is indeed the future that awaits us, children of broken couples
should not constitute a major problem, especially once they cease to be, and to
be considered, an exception. And if Chris Gardner made it, out of his family, why
shouldn’t anybody else?

Another possible objection is that families have traditionally been responsible for
caring for weak members, e.g. the old and the sick. Who will, if and when families
lose their strength? Good question, but let us not forget that this “nurse service”
has thus far been provided essentially by women, precisely because of their “lesser”
role in society, and in the labour market, and this is no longer going to be the case. It
simply means that care costs, thus far largely hidden (and imposed on women) will
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emerge in full, and will have to be faced, somehow. Not an easy or cheap passage,
surely, but so was the abolition of slavery: who would object to it, nowadays?

Finally, and more generally, living in large families generates economies of scale.
A future of individuals forming small families, and possibly only for short periods
will prove costly. True: but this is already happening. Just as an illustrative example,
consider that between 1901 and 2010 the population of Italy almost doubled: the
index number is 192 (if 1901 D 100). In terms of equivalence scale, however, costs
have increased considerably more: to somewhere between 231, with Carbonaro’s
scale [29], and 264, with OECD’s [30] square root scale, precisely because the
average family size has shrunk (Figs. 2 and 3). Per capita income has in the
meantime increased much more (the index number is close to 2000: see http://www.
ggdc.net/MADDISON/oriindex.htm), which simply means that we have decided to
use part of our extra riches to buy something that we value (privacy and intimacy),
even if it is expensive.

Together with intimacy (see also lines 1–5 of Table 1), we have also bought
variety: single parents, unmarried couples and reconstituted families, for instance,
are on the rise, although most of these changes can be documented only for the
past 20 years or less. There are also indications that constraints, too, and not only
choices, play their part: the number of young adults, aged 18–30, who still live
with their parents, and are therefore classified as “children” in population surveys
(Table 1), and whose growing share depends in large part on the unfavourable labour
market conditions of this age group [32].

The family is changing in Italy, and probably also elsewhere, and it has evolved
from an institution to an individual attribute. Within the limits imposed by the
respect of other’s needs, and by personal resources, and unless major structural
changes occur, this “Quiet Revolution”, which has only just begun, will most likely
continue. Individuals will thus be left to themselves in their “pursuit of happiness”,
but, in the process, mistakes, changes of opinion and direction, disappointments and
costs, of all kind, will be the rule rather than the exception.

Fig. 2 Distribution of
households by size (Italy,
selected years)

Source: Population censuses

http://www.ggdc.net/MADDISON/oriindex.htm
http://www.ggdc.net/MADDISON/oriindex.htm
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Source: Own elaboration on census data

Fig. 3 Estimated costs of larger population and shrinking household size (Italy, 1901–2011)

Table 1 Selected characteristics of households and families in Italy (1994–2007)

Out of 100 : : : 1994–1995 1998–1999 2002–2003 2006–2007

Singles Households 21:1 22:2 25:3 26:4

Households with 5C
members

Households 8:4 7:7 6:8 6:2

Extended households Households 5:1 5:5 5:3 4:8

Couples with children Nuclear families 62:4 60:8 58:9 56:8

Couples without
children

Nuclear families 26:7 28:1 29:2 30:6

Single parents Nuclear families 10:9 11:1 11:9 12:7

Unmarried couples Two-sex couples 1:8 2:4 3:9 4:6

Reconstituted families Two-sex couples 4:1 3:9 4:8 5:6

Unmarried children,
18–30 years

People aged 18–30 69:5 72:4 72:7 72:8

Source: Istat [31]
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Abstract

Understanding what characterizes patients who suffer great delays in diagnosis
of pulmonary tuberculosis is of great importance when establishing screening
strategies to better control TB. Greater delays in diagnosis imply a higher
chance for susceptible individuals to become infected by a bacilliferous patient.
A structured additive regression model is attempted in this study in order to
potentially contribute to a better characterization of bacilliferous prevalence
in Portugal. The main findings suggest the existence of significant regional
differences in Portugal, with the fact of being female and/or alcohol dependent
contributing to an increased delay-time in diagnosis, while being dependent on
intravenous drugs and/or being diagnosed with HIV are factors that increase the
chance of an earlier diagnosis of pulmonary TB. A decrease in 2010 to 77 %

B. de Sousa (�)
CINEICC, Faculdade de Psicologia e de Ciências da Educação – Universidade de Coimbra,
Coimbra, Portugal
e-mail: bruno.desousa@fpce.uc.pt

D. Gomes • P.A. Filipe
CIMA/UE, Escola de Ciência e Tecnologia – Universidade de Évora, Évora, Portugal
e-mail: dmog@uevora.pt; pasf@uevora.pt

T. Briz • C. Areias
Escola Nacional de Saúde Pública – Universidade Nova de Lisboa, Lisboa, Portugal
e-mail: tshb@ensp.unl.pt; c.areias@ensp.unl.pt

C. Pires
Instituto de Higiene e de Medicina Tropical – Universidade Nova de Lisboa, Lisboa, Portugal
e-mail: carlosandrepires@gmail.com

C. Nunes
CISP, Escola Nacional de Saúde Pública – Universidade Nova de Lisboa, Lisboa, Portugal
e-mail: CNunes@ensp.unl.pt

© Springer International Publishing Switzerland 2016
G. Alleva, A. Giommi (eds.), Topics in Theoretical and Applied Statistics,
Studies in Theoretical and Applied Statistics,
DOI 10.1007/978-3-319-27274-0_19

215

mailto:bruno.desousa@fpce.uc.pt
mailto:dmog@uevora.pt
mailto:pasf@uevora.pt
mailto:tshb@ensp.unl.pt
mailto:c.areias@ensp.unl.pt
mailto:carlosandrepires@gmail.com
mailto:CNunes@ensp.unl.pt


216 B. de Sousa et al.

on treatment success in Portugal underlines the importance of conducting more
research aimed at better TB control strategies.

1 Introduction

Although many studies have strongly indicated that tuberculosis can be controlled in
almost any socio-economical reality [9,14,16], it remains a struggle to successfully
control TB when faced with the presence of an epidemic HIV infection [8]. The
Tuberculosis Programme from the European Center for Disease Prevention and
Control (ECDC) recognizes that improvements have been made in tuberculosis (TB)
prevention, but still considers it a threat to human health both world-wide and in
Europe. Tuberculosis is currently classified as a re-emerging disease of European
importance, with Portugal in 2008 still reporting a notification rates higher than 20
per 100,000 (21 per 100,000 in 2011 [3]), together with Romania, Lithuania, Latvia,
Bulgaria, Estonia, and Poland [4]. In [3], Portugal, together with other European
countries, has a sex ratio of men to women of 2:1, yet with a tendency to become
more subtle in the future, as shown in other EU/EAA countries [5].

The HIV epidemic undermines the control of tuberculosis. Although the quality
and completeness of country data on TB/HIV co-infection vary greatly, out of the
eight countries that reported complete data in 2008, with co-infection rates between
0 and 14.6 %, Portugal has one of the highest proportions of co-infections cases,
together with Estonia and Malta. Nevertheless, Portugal, Iceland, and Slovakia
achieved the target of a treatment success rate of 85 % or higher set by the Stop
TB Partnership. Among the 22 studied countries, the successful outcome among
previously untreated culture-positive pulmonary TB cases in 2007 was 79.5 % [4].
Unfortunately, latest data shows a decrease in 2010 to 77 % on treatment success
rate in Portugal, partly due to an increase in treatment time to 1 year [3].

Hornick in 2008 [10] reports that data from the Centers for Disease Control
and Prevention (CDC) show that approximately 21–23 % of individuals coming
into close contact with patients suffering from pulmonary infectious tuberculosis
themselves become infected. A multitude of factors could contribute to the increased
risk of an individual contracting TB, as well as of disseminating it if already
ill, pulmonary and contagious. With this in mind, the current study explores the
effect of some of these factors on the delay-time in diagnosis of pulmonary TB
in Portugal. The factors considered were the addictive consumption of alcohol, IV
drugs (intravenous drugs), and other drugs, as well as sex, age, number of previous
treatments, and HIV status of an individual. A structured additive regression (STAR)
model was fit to the data in order to explore possible spatial correlations that can
arise from the individual’s municipality of residence together with the risk factors
and other environmental variables, such as being an inmate, homeless or living in a
risk area. Living in a risk area was a variable determined from a previously study
by Nunes et al. [15] where geographical areas were classified as high/not high risk
areas for contracting pulmonary TB.
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STAR models [7] is the class of complex regression models chosen in this study
since it allows to take into account a multitude of covariates while exploring possible
spatial and temporal correlations. In particular, a structured hazard regression model
is applied relaxing the strong condition of proportional hazards in the Cox model [2].

The material and methods are presented in Sect. 2, followed by the main results
(Sect. 3), and a final discussion in Sect. 4.

2 Material andMethods

The database used was provided by two official sources, namely, the National
Program for Tuberculosis Control (Pulmonary Tuberculosis notified cases between
2000 and 2009) and Statistics Portugal—INE (population data). The information
provided include lifestyle characteristics of the individuals (alcohol, IV drugs
or other drug dependence), characteristics inherent to the individual (sex, age,
number of treatments, new case, HIV), and environmental variables (municipality of
residence, being an inmate, homeless, living in a risk area). The delay-time variable
will be the focus of our analysis in Sect. 3, representing the time between the first
symptoms and the diagnosis of pulmonary tuberculosis. Table 1 contains a full
description of all variables that will be pursued in the regression analysis performed
in Sect. 4.

The results of our analysis will be based on n D 13;615 complete notified
cases, i.e., the cases for which we have all the information regarding the variables
defined in Table 1. This represents 58.7 % of the original database with a delay-
time less or equal to 365 days. By working only with complete data, it is worth
noting that we observe similar percentages of bacilliferous and HIV patients (75.3 %

Table 1 Description of variables of the Pulmonary Tuberculosis notified cases database

Variable Description

DelayTime Time between the first symptoms and the diagnosis of tuberculosis

Municipality Municipality where the individual lives (278 municipalities, excluding the
autonomous regions of Azores and Madeira)

Sex Gender of the individual with categories “male” (D 0) and “female” (D 1)

Age Age of the individual in years

Ntreatments Number of treatments before present diagnosis

Alcohol Whether an individual is alcohol dependent (1 D Yes and 0 D No)

IVDrugs Whether an individual is dependent on IV drugs (1 D Yes and 0 D No)

OtherDrugs Whether an individual is dependent on other drugs (1 D Yes and 0 D No)

Inmate Whether an individual is an inmate (1 D Yes and 0 D No)

Homeless Whether an individual is homeless (1 D Yes and 0 D No)

HIV Whether an individual has HIV (1 D Yes and 0 D No)

RiskArea Whether an individual lives in a risk area (1 D Yes and 0 D No)

NewCase Whether an individual is a new diagnosed case (1 D Yes and 0 D No)
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and 14.8 %, respectively) when compared to official data reports (70–75 % and 13–
15 %, respectively [3]). With this in mind, a brief descriptive comparison analysis
was performed between the data analyzed in this study and the notified cases that
were omitted due to missing values. Among the three variables for which we had
information for all the notified cases, namely, age, delay-time in diagnosis, and sex,
the differences between the two groups were very slight, with both groups following
the same patterns of behavior.

Survival time and censoring can be modeled through the Cox proportional
hazards model proposed by David Cox in 1972 [2]. In this model the hazard rate,
�.tju/ D lim�t!0

1
�t P.t � T < t C �tjT 	 t; u/, can be interpreted as the

instantaneous rate of an event in the interval Œt; t C�t, given survival up to time t.
The main goal of survival regression is to describe the influences of covariates

u through a regression model for the hazard rate. In the Cox proportional hazards
model, the hazard rate is assumed to have a multiplicative structured of the form

�.tju/ D �0.t/exp.u0�/; (1)

where �0.t/ is an unspecific baseline hazard rate and u0� is a linear predictor formed
of (time-constant) covariates u and regression coefficients � .

Because the ratio between the hazard rates for two individuals with covariates
vectors u1 and u2 is independent of t, the Cox model (1) is called a proportional
hazards model. This assumption is not always present in real life data and needs to
be checked for the model to be applied. To account for nonproportional hazards,
nonstandard covariate effects, and spatial dimension, the classical Cox model
is extended to a nonparametric structured hazard rate model [11] defined as
�i.t/ D exp.�i.t//; i D 1; : : :; n, with the structured additive predictor defined as:

�i.t/ D ui.t/
0� C g0.t/C

KX
kD1

gk.t/wik.t/C
JX

jD1
fj.�ij.t//; (2)

where g0.t/ D log.�0.t// is the log-baseline hazard, gk.t/ represents time-varying
effects of covariates wik.t/, fj.�ij.t// are non-linear effects of different types of
generic covariates and ui.t/0� corresponds to effects of parametric covariates.

In this study, a geoadditive predictor is chosen for the hazard rate
�.t/ D exp.�.t//, with �.t/ defined as:

�.t/ D g0.t/C f1.Age/C f2.Ntreat/C fstr.Munic/C funstr.Munic/C u.t/
0

�;

(3)

where g0.t/ denotes the log-baseline hazard rate, f1; f2 are functions of the covariates
age and number of treatments. Functions fstr and funstr model the global and local
spatial effects based on the municipality where an individual lives, representing the
effects that obey a strong spatial structured and the ones that are present locally,
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respectively. The fixed effects of the numerous categorical covariates (Table 1) are
represented by u.t/.

Inference is based on a mixed model representation of the structured additive
predictor (2) and yields either penalized likelihood estimates (from a frequen-
tist perspective) or empirical Bayes/posterior mode estimates (from a Bayesian
perspective) [12]. The structured additive predictor (2) can be partitioned into
an unpenalized part (fixed effects) and a penalized part (random effects), where
a flat prior and an i.i.d. Gaussian prior probability distributions are considered,
respectively. Both effects are estimated using REML-restricted maximum likelihood
[7, 11]. In particular, the non-linear effects, fj, are estimated based on Bayesian
P-splines [13]; and the spatial effects follow a Markov random field approach where
two municipalities are considered neighbors if they share a common boundary and
the effect of the municipality is conditionally Gaussian [6, 12].

The estimation of the models was performed in the open source software
packages BayesX [1] and R [17].

3 Results

The estimates for the log-baseline g0 and the nonparametric effects fj from model (3)
are shown in the next figure. The log-baseline, Fig. 1a, shows a steep increase
until approximately 44 days, followed by an alternate period between positive and
negative effects (approximately constant) until around 340 days. At the end of the
observation period, there is a strong increase in g0. However, only 44 individuals had
a delay-time in diagnosis more than 340 days and, therefore, this increase should not
be over-interpreted.

Fig. 1 Municipality-level analysis: posterior mode estimates of the effects of the log-baseline
(a), age (b), and the number of previous treatments (c), together with pointwise 95 % credible
intervals (dashed lines)
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From Fig. 1 there is a non-linear effect for both effects f1 and f2 in Eq. (3),
regarding age and number of previous treatments before the current diagnosis, with a
clear stronger effect in the case of the age effect. The chance of the event decreases
with age, meaning that younger people have a higher chance of being diagnosed
earlier, with a clear decrease as people grow older (Fig. 1b). Worth noting that after
45 years of age this decrease slows down when compared with younger people.

The effect of the number of previous treatments before the current diagnosis is
almost constant with a slight increase for those who had at least two treatments
before. However, since the credible intervals include zero, the influence of the
number of previous treatments can be neglected (Fig. 1c). Also of note is the large
bandwidth for values higher than 2. This is due to the small number of cases of
people with more than 2 previous treatments (44 cases).

Looking at the estimated global spatial effects in the left panel of Fig. 2a, we find
that municipalities with higher chances of a delayed diagnosis seem to occur at the

Fig. 2 Municipality-level analysis: Estimated global (a) spatial effects and pointwise 95 %
significance map (b). Black denotes municipalities with strictly negative credible intervals, whereas
white denotes municipalities with strictly positive credible intervals
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center and south of Portugal (red regions). The statistical significance of this areas
can be confirmed by the map of Fig. 2b, where black denotes municipalities with
strictly negative credible intervals and white denotes municipalities with strictly
positive credible intervals, i.e., representing a gray scale of municipalities that
clearly contribute to an increased chance of a delayed diagnosis (in black) as
compared to the ones which contribute to decreasing that chance (in white). Worth
noting that the Lisbon area and upper Alentejo (black areas, Fig. 2b) are the regions
contributing to an increase in the delay, while a decreasing effect in the delay is
present in a few regions in the Oporto area (white areas, Fig. 2b).

In terms of the estimated local spatial effects in Fig. 3a, we observe quite a
homogeneous map with most of the regions grey and some areas pink and green,
indicating no local effects in general, with some municipalities showing a tendency
for delayed diagnosis. This structure is confirmed by the significance map in Fig. 3b,

Fig. 3 Municipality-level analysis: estimated local (a) spatial effects and pointwise 95 % signif-
icance map (b). Black denotes municipalities with strictly negative credible intervals, whereas
white denotes municipalities with strictly positive credible intervals. Regions without observations
are represented with diagonal stripes
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Table 2 Municipality-level analysis: estimates (Post. Modes), standard deviations, p-values, and
95 % credible intervals of fixed effects

Variable Estimates Std. dev. p-value 95 % credible interval

const �4:218 0.138 < 0:001 �4:488 �3:947
Sex �0:103 0.020 < 0:001 �0:142 �0:063
Alcohol �0:068 0.024 0:006 �0:116 �0:020
IVDrugs 0:109 0.039 0:006 0:032 0:186

OtherDrugs �0:036 0.035 0:310 �0:105 0:033

Inmate 0:107 0.072 0:137 �0:034 0:248

Homeless 0:064 0.068 0:341 �0:068 0:197

HIV 0:170 0.029 < 0:001 0:112 0:227

RiskArea 0:058 0.058 0:317 �0:056 0:173

NewCase 0:096 0.182 0:596 �0:261 0:453

where black denotes districts with strictly negative credible intervals (higher chance
of a delayed diagnosis) and white denotes districts with strictly positive credible
intervals. The municipalities with an increased local chance for a delayed diagnosis
are in the Oporto and Lisbon areas.

Table 2 contains the estimates, standard deviations, p-values, and 95 % credible
intervals of the fixed effects of model in Eq. (3). Being an individual in a risk area,
a new case, an inmate, a homeless person, or one dependent on other drugs does not
seem to be a statistically significant factor in the delay-time in diagnosis. Among
the statistically significant factors, being female and/or alcohol dependent seems to
reduce the chance of the event (being diagnosed), i.e., increasing the delay-time in
diagnosis. On the other hand, being dependent on IV drugs and/or being diagnosed
with HIV increase the chances of an earlier diagnosis of TB.

In addition, we conducted a district-level analysis where the 278 municipalities
were classified into 18 districts. The covariates and fixed effects were very similar
to the results presented above. Of note was the very clear pattern in terms of spatial
effects presented in Fig. 4. Districts in the center and south of Portugal seem to have
a higher chance of a delayed diagnosis. In terms of the estimated local spatial effects
in the right panel of Fig. 4, it is very clear that Lisbon and Oporto are the districts
that emerged as those that contribute to an increase or decrease in the delay-time
in diagnosis, respectively. Neither global nor local spatial effects lead to strictly
negative or positive credible intervals.
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Fig. 4 District-level analysis: estimated global (a) and local (b) spatial effects

4 Discussion and Conclusions

The delay-time is the time between the appearance of the first symptoms and the
diagnosis of a pulmonary TB case by the health care system. This time period
depends on the actions of both the patient and health care. In Portugal, 95 % of the
TB cases are diagnosed because symptomatic (with cough) patients search health
care services [3]. This means that when a patient is diagnosed, he/she may well
have already infected someone, which can lead to an endless endemic state.

Understanding what characterizes those patients who suffer great delays in
diagnosis may contribute, for example, to establishing a better detection, and
therefore, a decrease of the endemic level in Portugal. Our study suggests that
younger people have an higher chance of being diagnosed earlier, with a clear
decrease as people grow older. As reported in [3], age patterns have been changing
among TB patients in Portugal as well as in other developed countries. Over time,
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a more pronounced decrease of incidence is observed in younger individuals (0–
44 years) as opposed to older groups (especially 45–74 years) [3]. Future analysis
will focus on these age groups in order to better understand the possible reasons for
this behavior.

Municipalities with longer delay-time in diagnosis seem to occur in the center
and south regions of Portugal, with the Lisbon area and upper Alentejo being the
regions which significantly contribute to an increase in the delay. Further research
is needed in order to identify possible reasons that go beyond the factors addressed
in this study that might affect these municipalities and explain the results obtained.
Three important factors that can clearly contribute to a delay in the diagnosis are: (1)
the population’s lack of knowledge, (2) inefficient health care services, and (3) low
incidence of the disease, implying a lesser chance of it being a primary diagnosis.

Among the factors that were considered in this study, being female and/or being
alcohol dependent indicates a tendency for an increasing delay-time in diagnosis,
while being dependent on IV drugs and/or being diagnosed with HIV increases the
chance of an earlier diagnosis of pulmonary TB. The knowledge of HIV status has
been increasing in Portugal, from 59 % of missing cases in 2000 to 41 % in 2009. In
future research the evolution of the results according to year of notification will be
considered in order to be able to identify possible biases due to missing data.

With this initial study, we attempted to understand some of the main risk factors
that might be responsible for greater delays in diagnosis, a pivotal piece of the puzzle
in order to successfully control TB. Further studies are needed in order to clearly
understand the problem within a more global perspective and address some of the
research questions stated in this discussion.
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Non-aggregative Assessment of Subjective
Well-Being

Marco Fattore, Filomena Maggino, and Alberto Arcagni

Abstract

In this paper, we introduce a new methodology for socio-economic evaluation
with ordinal data, which allows to compute synthetic indicators without variable
aggregation, overcoming some of the major problems when classical evaluation
procedures are employed in an ordinal setting. In the paper, we describe the
methodology step by step, discussing its conceptual and analytical structure. For
exemplification purposes, we apply the methodology to real data pertaining to
subjective well-being in Italy, for year 2010.

1 Introduction

The use of ordinal data is spreading in socio-economic analysis, as issues like
evaluating multidimensional poverty, well-being and quality-of-life are gaining
importance in applied research and policy-making. Many social surveys ask respon-
dents for self-assessments or subjective judgments, often expressed through binary
or ordinal scales. Nowadays, many datasets comprising (also) ordinal variables are
available to scholars; main examples at European and Italian level are the EU-SILC
survey and the multi-topic survey entitled “Multipurpose Survey about Families
Aspects of Daily Life”, held by Istat (Italian National Statistical Bureau). Despite
the abundance of ordinal data, statistical methodologies capable to effectively
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exploit them in studies pertaining to socio-economic evaluation are missing yet.
Often, ordinal scores are treated as or transformed into cardinal figures and standard
multivariate procedures are applied. Alternatively, ordinal data are simplified into
binary variables and counting procedures are employed [1]. In both cases, the
informative potential of ordinal data is not adequately exploited. As a matter
of fact, the development of evaluation procedures in multidimensional ordinal
settings is still an open, and largely unexplored, research field. Recently, a new
methodology has been proposed by the Authors and other colleagues with the aim
of overcoming counting and composite indicators approaches [4–6]. Its novelty lies
in the use of partial order theory as a tool to compute synthetic indicators without
aggregating ordinal variables. In the following, we give a step-by-step description
of the methodology and, for exemplification purposes, apply it to data pertaining to
subjective well-being in Italy. The paper is organized as follows; Sect. 2 introduces
the data and motivates the interest for subjective well-being; Sect. 3 outlines the
methodology; Sect. 4 presents the results of the analysis; Sect. 5 concludes.

2 SubjectiveWell-Being Data

The measurement of well-being is one of the most vivid topics in socio-economic
statistics, particularly after the Stiglitz Commission stated a growing role of well-
being measures, besides GDP, to assess the wealth of countries. In Italy, an
ambitious project devoted to well-being assessment is being led by CNEL (National
Committee for Economy and Work) and Istat. Twelve well-being dimensions have
been identified; among them, our focus is on subjective well-being. Data used in
the paper come from “Multipurpose Survey about Families Aspects of Daily Life”
for year 2010.1 The sample is composed of 48,336 statistical units. For sake of
simplicity, records with missing values have been deleted reducing the sample to
40,949 units (see Sect. 4 for a remark on the missing data problem). We have
selected four variables, pertaining to the satisfaction degree relative to:

1. personal economic status (variable v1);
2. personal health status (variable v2);
3. relationships with relatives (variable v3);
4. relationships with friends (variable v4).

All of the variables are recorded on a four-degree scale2 (1 D “not at all”;
2 D “not much”; 3 D “enough”; 4 D “very”). In addition to well-being scores,

1Data are available within a protocol agreement signed by Istat and the University of Florence.
2In the original dataset, variables are scored as: 4 D “not at all”; 3 D “not much”; 2 D “enough”;
1 D “very”. Codes have been reversed in such a way that increasing scores correspond to increasing
satisfaction.
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information about gender and the region of residence of each statistical unit in the
sample are available.

3 Evaluating SubjectiveWell-Being

As usual in studies pertaining to well-being, the primary aim is two-fold: (1) identi-
fying people who are not satisfied of their own well-being status and (2) measuring
their dissatisfaction degree. The existence of incomparabilities among well-being
self-assessments makes these goals more subtle than in the unidimensional case,
where individual achievements can be linearly ordered. Multidimensional self-
assessments can be ordered only partially and this introduces the role of partial
order theory in the evaluation procedure.

The Partial Order of Well-Being Self-assessments By self-assessments, any
statistical unit in the population is assigned a four-component vector p, in the
following called a profile, comprising his/her scores on variables v1; v2; v3 and v4. In
total, there are 44 D 256 different profiles p1; : : : ; p256, together with the (absolute)
frequencies n1; : : : ; n256 of statistical units sharing them. Profiles can be partially
ordered according to the following natural definition:

Definition 3.1 Profile ph is more satisfied than, or equally satisfied as, profile pk

(written pk E ph) if and only if pki � phi for each i D 1; : : : ; 4, where phi and pki are
the i-th components of ph and pk, respectively.

The set P of profiles endowed with the partial order E gives rise to the profile
poset .P;E/, which, for notational convenience, will be similarly indicated as P. It
has a top element (4444), denoted by >, and a bottom element (1111), denoted by
?, which represent the best and the worse element, respectively.

Setting the Threshold Given P, the open problem is how to extract information
pertaining to well-being, out of it. The identification of unsatisfied profiles ( just
like the identification of poor individuals in customary poverty studies) is a
normative act, which cannot be performed only through data analysis. As a purely
mathematical structure, P conveys no absolute socio-economic information and
cannot suffice to identify unsatisfied profiles. Identification is therefore performed
introducing exogenously a threshold (here denoted by �), which in principle is
up to experts and policy-makers to select. In the literature about social evaluation,
multidimensional thresholds are usually identified based on the selection of cut-offs
for each evaluation dimension. In a partial order framework, where emphasis is put
on profiles rather than variables, it is more natural to identify the threshold directly in
terms of profiles on “the edge of dissatisfaction”. This way, one can take into account
interactions among achievements on different well-being factors, which are crucial
in a multidimensional setting. We must also notice that due to multidimensionality,
more than one profile may be on the dissatisfaction edge and thus the threshold �
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may be (and usually is) composed of several elements. As proved in [4], under very
general conditions, � may be always chosen as an antichain of P, that is, as a set of
mutually incomparable elements of the profile poset. It is clear that, in real studies,
the choice of the threshold is a critical task, affecting all the subsequent results.
Therefore preliminary data insights, experts’ judgments and any other source of
information should be involved in selecting it.

Identification of Unsatisfied Profiles Given the threshold, the next step is to define
an identification function, denoted by idn.�/, that quantifies in Œ0; 1 to what extent
a profile of P may be classified as unsatisfied. Notice that idn.�/ does not measure
the intensity of dissatisfaction (which will be later assessed in a different way), but
the degree of membership to the set of unsatisfied profiles. The methodology is thus
fuzzy in spirit, to reflect the classification ambiguities due to multidimensionality
and partial ordering. In view of its formal definition, it is natural to impose the
following four conditions on idn.�/:

1. If, in satisfaction terms, profile p is better than profile q, then its degree of
membership to the set of unsatisfied profiles must be lower than the degree of
q, in formulas:

q E p ) idn. p/ � idn.q/:

2. Profiles belonging to the threshold are, by definition, unsatisfied profiles; there-
fore the identification function must assume value 1 on them:

p 2 � ) idn. p/ D 1:

From conditions (1) and (2), it follows that a profile is unambiguously classified
as unsatisfied if it belongs to the threshold or if it is worse than an element of the
threshold:

idn. p/ D 1 , p E q; q 2 �:

In poset theoretical terms, the subset of profiles satisfying the above condition is
called the downset of � and is denoted by �#.

3. A profile p is unambiguously identified as “not unsatisfied” if and only if it is
better than any profile belonging to the threshold:

idn. p/ D 0 , q E p; 8q 2 �:

This condition aims to exclude that a profile which is incomparable with even a
single element of the threshold may be scored 0 by the identification function.

4. If P is a linear order, then idn.�/ must assume only values 0 or 1. In other words,
if no incomparability exists, the identification function must classify profiles as
either unsatisfied or not.
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To determine the functional form of the identification function, we start by
defining idn.�/ on the linear extensions of the profile poset. A linear extension
` of P is a linear order defined on the set of profiles and obtained turning
incomparabilities of P into comparabilities. In a linear extension, all the elements
are comparable, particularly the elements of the threshold � selected in P. Therefore,
in any linear extension `, we may find an element �` of the threshold that is
ranked above any other element of � . According to condition (4), it is natural to
define the identification function3 on ` putting idn`. p/ D 1 if p E` �`

4 and
idn`. p/ D 0 otherwise. In other words, identification in linear extensions reduces
to the unidimensional problem of classifying profiles as above the threshold or not.
We now extend the definition of the identification function from the set of linear
extensions to the profile poset. The starting point is a simple but fundamental results
of partial order theory that we state without proof [7]:

Theorem 3.1 Any finite poset P is the intersection of its linear extensions:

P D
\

`2˝.P/
`

where ˝.P/ is the set of linear extensions of P.

The close connection between P and ˝.P/ suggests to express idn.�/ as a
function of the idn`s:

idn.�/ D F.fidn`.�/; ` 2 ˝.P/g/:

To specify the functional form of F.�; : : : ; �/, we require it (1) to be symmetric
(the way linear extensions are listed by is unimportant) and to satisfy the properties
of (2) associativity, (3) monotonicity, (4) homogeneity and (5) invariance under
translations. Symmetry and associativity are justified since the intersection operator
is symmetric and associative; monotonicity assures that idn. p/ increases as the
number of linear extensions where idn`. p/ D 1 increases; homogeneity and
invariance under translations assure that idn.�/ changes consistently if the idn`.�/s
are rescaled or shifted. By the theorem of Kolmogorov–Nagumo–de Finetti, it then
follows that F.�; : : : ; �/ has the form of an arithmetic mean,5 so that:

idn. p/ D 1

j˝.P/j
X
`2˝.P/

idn`. p/:

3We denote this identification function by idn` to remind that it depends upon the linear extension
considered.
4We denote with E` the order relation in `.
5More precisely, of a weighted arithmetic mean, but in our case there is no reason to assign different
weights to different linear extensions.
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Since idn` is either 0 or 1, idn. p/ may be alternatively seen as the fraction of
linear extensions where p is classified as unsatisfied:

idn. p/ D jf` 2 ˝.P/ W idn`. p/ D 1gj
j˝.P/j :

In a sense, the evaluation procedure implements a counting approach, but on
linear extensions of P and not directly on well-being variables. This way, it exploits
the structure of the underlying partial order, to quantify the degree of membership
of a profile to the set of unsatisfied profiles, with no variable aggregation. By
construction, all of the elements in � # are classified as unsatisfied in any linear
extension of P and therefore are scored to 1 by idn.�/, as required by condition (2)
above. Similarly, profiles above any element of � are scored to 0, consistently with
condition (3). All of the other profiles in P are classified as unsatisfied in some
linear extensions and as not unsatisfied in others and thus are scored in 0; 1Œ by
idn.�/. Once each profile p (and thus any statistical unit sharing it) has been scored
by idn.�/, synthetic well-being indicators may be obtained. In particular, we focus
on the (fuzzy extension of the) Head Count Ratio, which is defined as the arithmetic
mean of the identification function over the entire population and which represents
the “relative amount” of dissatisfaction in it.

Measuring Dissatisfaction Intensity Two profiles may share the same identi-
fication degree, but still represent conditions of different dissatisfaction severity.
Consider, for example, profile .4144/, which belongs to the threshold, and profile
(1111), which is the bottom of P, both scored 1 by the identification function. To
obtain a more complete picture of subjective well-being, it is therefore of interest to
separately assess the dissatisfaction intensity of a profile p, which in the following
will be called the gap6 of p. To this goal, we:

1. Introduce a metric d.�; �/ on linear orders, to measure the distance between a
profile and the threshold in each linear extension ` of P.

2. Given a linear extension `, for any profile p classified as unsatisfied in it, its
distance d. p; � j`/ to the threshold is computed. This distance is then scaled to
Œ0; 1, dividing it by the maximum distance to the threshold achievable in `, that
is, by d.?; � j`/. The rescaled distance is denoted by Od. p; � j`/.

3. Similarly to the identification step, the gap g. p/ of profile p is obtained averaging
distances Od. p; � j`/ over the set of linear extensions˝.P/.

Many different metrics may be defined on a linear extension. Here we simply
define it as the absolute value of the difference between the rank of a profile and the
rank of the highest ranked element of the threshold. Formally, let r. pj`/ be the rank

6The terminology is taken by the practice of poverty measurement.
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of profile p in linear extension ` and let

r.� j`/ D max
q2� .r. q j`//

be the rank of the highest ranked element of the threshold in `. Then the distance
between a profile and the threshold is simply d. p; � I `/ D jr. pj`/ � r.� j`/j and,
since d.?; � I `/ D r.� j`/� 1, we also have

Od. p; � I `/ D jr. pj`/� r.� j`/j
r.� j`/� 1

:

Finally we put

g. p/ D 1

j˝.P/j
X
`2˝.P/

Od. p; � j`/:

Some comments on the gap function are in order. First, it is computed only for
profiles p such that idn. p/ > 0. Secondly, it is anti-monotonic, since clearly if q ¤ p
and q E p, then d. p; � j`/ < d. q; � j`/ in each linear extension ` and thus g. p/ <
g. q/. Thirdly, the gap function achieves its maximum value 1 on the bottom element
of P (in our case, on profile (1111)). In general, it attains strictly positive values
even on the elements of the threshold, achieving value 0 if and only if the threshold
is composed of a single profile. This fact, due to the existence of incomparabilities
among elements of the threshold, reveals how subtle multidimensional evaluation
may be, compared to the unidimensional case. Once the gap function is computed,
it may be averaged on the entire population, to obtain the overall Gap indicator
which complements the Head Count Ratio previously introduced.

Computational Aspects The number of linear extensions of a poset like that
involved in the present paper is too huge to list them and perform exact calculations
of the identification and the gap functions. In practice, one extracts a sample of linear
extensions and computes approximate results on it. The most effective algorithm for
(quasi) uniform sampling of linear extensions is the Bubley–Dyer algorithm [2]. For
the purposes of this paper, the algorithm has been implemented through a C routine,
which is part of an R [8] package for poset calculations, under development by the
Authors [3]. The computations required the extraction of 1010 linear extensions and
took approximately 7.5 h on a 1.9 GB Intel Core 2 Duo CPU E8400 3.00 GHz � 2,
with Linux Ubuntu 12.04 64 bit.
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4 Application to SubjectiveWell-Being Data

To show the evaluation methodology in action, we now apply it to the data presented
in Sect. 2. First of all, a threshold has been selected, namely the antichain � D
f.1144/; .1211/; .3111/g. More emphasis has been given to dissatisfaction relative
to economics (first component of the profiles) and health (second component of the
profiles), than to dissatisfaction pertaining to relationships with friends and relatives.
However, it is the combination of scores that matters in identifying unsatisfied
profiles. Consider, for example, the first element of the threshold: no matter how
good relationships with friends and relatives are, if an individual reports heavy
economic and health problems, the corresponding profile will be scored 1 by the
identification function. Similarly, if the health status is slightly better, but relational
problems arise, then the profile is again scored to 1 by the evaluation function
(second element of the threshold). Analogously, for the economic dimension. The
choice of the threshold requires in fact judgments on the “global meaning” of the
profiles.7 Compensations among dimensions may exist, but this may depend upon
the achievement levels in complex ways. Our choices could be argued indeed, but
what is relevant here is to consider the flexibility of the approach, which allows to
tune the threshold according to the aims and the contexts. Chosen the threshold,
the identification function has been computed. The result is reported in Fig. 1. As
it may be seen, its values range from 0 to 1 and some “levels” may be identified.
Some profiles are almost unsatisfied, other are “just a little” unsatisfied and so on.
This shows how the proposed procedure is successful in revealing the nuances of
subjective well-being, overcoming rigid black or white classifications. A similar
computation has been performed to get the gap function. Table 1 reports the results
at regional and national level, also split by males and females. The Head Count
Ratio ranges from about 7 % to almost 25 % and Gap ranges from about 8 % to
about 16 %, revealing heavy interregional differences. Regions clearly separate in
three main groups, below, around or above the national levels for both indicators.
Broadly speaking, this distinction reflects the North–South axis, which is a typical
feature of the Italian socio-economic setting, where southern regions are generally
in worse socio-economic situations than the northern ones. However there is some
remarkable shuffling among territorial areas and some regions from the South
(Molise and Basilicata) turn out to score similarly to regions from the Centre
and vice versa, as in the case of Umbria. The position of Trentino-Alto Adige is
remarkable and confirms that this region is an outlier in the Italian context, due
to its prerogatives and autonomy as a region under special statute and thanks to
the efficiency of its administrative system. A closer look to Table 1 reveals also

7The choice of the threshold requires exogenous judgments and assumptions by social scientists
and/or policy-makers. It must be noted, however, that the methodology allows for such exogenous
information to be introduced in the analysis in a neat and consistent way. One could also add to
the analysis judgments on the different relevance of well-being dimensions. Partial order theory,
in fact, provides the tools to handle this information in a formal and effective way. We cannot give
the details here, but some hints can be found in [6].
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Fig. 1 Identification function (profiles ordered by increasing values of the identification function)

Table 1 Head Count Ratio and Gap at regional and national level

Head count ratio Gap
Regions ID Total Males Females Total Males Females

Piemonte - Valle d’Aosta 1 0:16 0:16 0:17 0:13 0:12 0:13

Lombardia 2 0:14 0:13 0:16 0:11 0:11 0:12

Trentino-Alto Adige 3 0:08 0:07 0:08 0:08 0:08 0:08

Veneto 4 0:15 0:14 0:16 0:12 0:11 0:13

Friuli Venezia Giulia 5 0:14 0:13 0:15 0:12 0:10 0:13

Liguria 6 0:14 0:12 0:15 0:11 0:10 0:12

Emilia Romagna 7 0:14 0:13 0:16 0:11 0:11 0:12

Toscana 8 0:15 0:14 0:16 0:12 0:11 0:13

Umbria 9 0:20 0:17 0:23 0:15 0:13 0:17

Marche 10 0:17 0:15 0:18 0:12 0:11 0:13

Lazio 11 0:19 0:17 0:22 0:13 0:12 0:15

Abruzzo 12 0:20 0:17 0:22 0:13 0:12 0:15

Molise 13 0:18 0:18 0:18 0:12 0:12 0:12

Campania 14 0:24 0:22 0:26 0:15 0:14 0:16

Puglia 15 0:24 0:21 0:26 0:16 0:14 0:17

Basilicata 16 0:20 0:16 0:23 0:13 0:11 0:14

Calabria 17 0:22 0:19 0:25 0:15 0:13 0:16

Sicilia 18 0:23 0:21 0:24 0:15 0:15 0:16

Sardegna 19 0:22 0:20 0:24 0:15 0:13 0:17

Italy 0:18 0:16 0:20 0:13 0:12 0:14
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a strong correlation between the Head Count Ratio and the Gap. As the average
level of dissatisfaction increases, the distance between the “unsatisfied” and the
others becomes larger, giving evidence of a social polarization process, particularly
affecting southern regions. Focusing on males and females separately reveals other
interesting features in the territorial pattern of subjective well-being. Regional
Head Count Ratios and Gaps are systematically higher for females than for males,
revealing a kind of “gender polarization” across the country. Female subjective well-
being differentiates regions more neatly than male scores at the extent that regions
form quite separated clusters, enforcing the evidence of strong variations in the
structure of subjective well-being along the North–South axis. Again, Trentino-Alto
Adige is an exception, in that the difference between males and females is very
small.

Remark on Missing Data As stated, records with missing data have been excluded
by the analysis. Given the aim of the paper (to present the essentials of a new
evaluation methodology), this is an acceptable choice. Indeed, an interesting feature
of the methodology is that missing data could be handled quite easily. Each
statistical unit in the population is assigned to an element of the profile poset and
his/her well-being equals the value of the identification function on that element.
When some components of a profile are missing, the statistical unit can only be
associated to a subset of the profile poset, comprising the profiles compatible with
the available information. Consequently, a range of possible well-being scores may
be associated to the statistical unit. Similarly, a range of variation for the overall
well-being score could be also derived. Due to the limited space available, here we
cannot pursue this analysis further.

5 Conclusion

In this paper, we have introduced and applied to real data a new methodology
for multidimensional evaluation with ordinal data, that overcomes the limitation
of approaches based on counting or on scaling of ordinal variables. The proposed
methodology exploits results from partial order theory and produces synthetic
indicators with no variable aggregation.8 The approach is still under development,
particularly to give it sound mathematical foundations, to tune it towards real
applications and to overcome the computational limitations due to sampling from
the set of linear extensions. Future and broader applications to real data will
determine whether the methodology is valuable. The issue of well-being evaluation

8It is of interest to notice that in standard multivariate approaches, aggregation often exploits
interdependencies among variables. Unfortunately, in quality-of-life studies, it turns out that
interdependencies may be quite weak. Our approach, which is multidimensional in nature,
overcomes this issue by addressing the evaluation problem as a problem of multidimensional
comparison.
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is gaining importance day by day, for both scholars and policy-makers. We hope to
be contributing to address the problem in a more effective way.
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Composite Indicator of Social Inclusion
for the EU Countries

Francesca Giambona and Erasmo Vassallo

Abstract

Social inclusion is one of the key challenges of the European Union Sustainable
Development Strategy (EU SDS). We use the main indicators identified by
Eurostat within the operational objectives of the specific European policies to
measure social inclusion for the 27 member countries of the European Union.
In particular, we aggregate four basic indicators in a multiplicative composite
indicator via a DEA-BoD approach with weights determined endogenously with
proportion constraints. We obtain a score of social inclusion that allows us to
grade the 27 EU countries from 2006 to 2010. In this way, we highlight the
specific role played by the four indicators in determining improvements and
deteriorations of social inclusion during the European phase of the financial and
economic crisis.

1 Introduction

The European Commission defines social inclusion as “a process which ensures that
those at risk of poverty and social exclusion gain the opportunities and resources
necessary to participate fully in economic, social and cultural life and to enjoy a
standard of living and well-being that is considered normal in the society in which
they live. It ensures that they have a greater participation in decision making which
affects their lives and access to their fundamental rights” [1, p. 10]. Social inclusion
is, therefore, complementary concept to social exclusion, that is: “a process
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whereby certain individuals are pushed to the edge of society and prevented from
participating fully by virtue of their poverty, or lack of basic competencies and
lifelong learning opportunities, or as a result of discrimination. This distances them
from job, income and education and training opportunities, as well as social and
community networks and activities. They have little access to power and decision
making bodies and thus feel powerless and unable to take control over the decisions
that affect their day to day lives” [1, p. 10]. Multidimensionality of the social
inclusion concept is evident. This complexity is manifested in the use of multiple
measures. For example, the Lisbon European Council already in 2000 has suggested
the use of a set of indicators to measure progress in relation to poverty and social
exclusion [2]. The theme and its measurement is highly topical; it represents one
of the key challenges of the European Union Sustainable Development Strategy
(EU SDS) in order to achieve a socially inclusive society, to increase the quality
of life of citizens and individual well-being. In particular, reduction of poverty and
reduction of social exclusion is one of the five main targets of “Europe 2020”, that
is, the EU’s strategy for a sustainable and inclusive growth for the next years [3].

In line with this strategy, the European debate has focused on four main pillars
or dimensions from which derive four specific policy actions for a higher social
inclusion of individuals: (a) reduction of monetary poverty; (b) improvement of
living conditions; (c) greater access to labour markets and (d) better education
[4–7]. However, in order to monitor levels, deteriorations and improvements of
social inclusion in Europe, it appears useful to identify a single measure that can
summarize these four pillars to determine a ranking of countries and, consequently,
to compare the intensity of social inclusion. For this purpose, we construct a
composite indicator of social inclusion at macro level for the 27 member countries
of the European Union by aggregating the pillars represented, each, by one specific
basic indicator related to the operational objectives and targets (so-called level 2) of
the European policies identified by Eurostat [6, 8]. These four indicators are listed
below.

1(pove). People at risk of poverty after social transfers (percentage of total
population). This indicator measures the share of persons at risk of monetary
poverty. Persons are at risk of poverty if their equivalized disposable income is
below the risk-of-poverty threshold, which is set at 60 % of the national median
after social transfers.

2(depr). Severely materially deprived people (percentage of total population).
It covers issues relating to economic strain and durables. Severely materially
deprived persons have living conditions greatly constrained by a lack of resources
and cannot afford at least four of the following: to pay rent or utility bills; to keep
their home adequately warm; to pay unexpected expenses; to eat meat, fish or a
protein equivalent every second day; a week holiday away from home; a car;
a washing machine; a colour TV or a telephone.
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3(work). People living in households with very low work intensity (percentage of
total population). Persons are defined as living in households with very low work
intensity if they are aged 0–59 and the working age members in the household
worked less than 20 % of their potential during the past year.

4(educ). Early school leavers (percentage of total). It is defined as the percentage
of the population aged 18–24 with at most lower secondary education and not in
further education or training.1

Synthesis of the four indicators in a single measurement of social inclusion
appears of great relevance to provide a unique information about the status of the
country and to identify directions for improvement in the light of the European
policies. Anyhow, aggregation of indicators is not a trivial issue and, still, the
best choice of the weights is a topic of interest. Literature proposes two main
type of aggregation, additive and multiplicative, and several weighting methods
such as equal weights, weights based on statistical models and weights based
on public/expert opinion [10]. For our goals, a multiplicative DEA-like model
in a benefit-of-doubt (BoD) approach seems the most appropriate alternative. In
effect, this method allows varying weights determined endogenously according to
an optimal solution looking for the best possible outcome for the country under
analysis. In our case, this implies that the composite indicator of social inclusion
combines the four sub-indicators in the best interest of the country. Of course, this
does not mean that the obtained weighting, certainly optimal from a mathematical
point of view, is also optimal from the point of view of politics, but it is certainly
independent from subjective experiences of the decision maker.

Finally, the composite indicator of social inclusion is calculated over the years
2006–2010, the longest available period at the time of writing without missing data
or data breaks for all the 27 EU countries, precisely: Austria (AT), Belgium (BE),
Bulgaria (BG), Cyprus (CY), Czech Republic (CZ), Germany (DE), Denmark (DK),
Estonia (EE), Greece (EL), Spain (ES), Finland (FI), France (FR), Hungary (HU),
Ireland (IE), Italy (IT), Lithuania (LT), Luxembourg (LU), Latvia (LV), Malta (MT),
Netherlands (NL), Poland (PL), Portugal (PT), Romania (RO), Sweden (SE),
Slovenia (SI), Slovakia (SK) and United Kingdom (UK). Interestingly, this period
covers the severe phase of the financial and economic crisis in Europe.

1We note that although the multidimensional nature of social inclusion is widely shared, some
dimensions are neglected in the time of measurement. In effect, EU social indicators are much
better developed for poverty, material deprivation, labour market and level of education than for
political or cultural dimensions [9]. However, the use of the same four basic indicators selected
by Eurostat allows us to maintain a strong connection with the objectives set by the European
strategies and allows us an easy comparability of the results.
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2 Multiplicative Composite Indicator

The construction of a composite indicator is not a trivial argument. The advantage
of an immediate synthesis presents also some disadvantages and risks. Synthesis,
inevitably, reduces information and, often, uses subjective options open to criticism.
However, in many cases, it may represent a very useful tool to provide a clear
view of analysis for defining appropriate policies.2 The weighted arithmetic mean

nX
jD1

wjIij is the easiest way to create a composite indicator, though the traditional

additive approach shows some important limitations. An undesirable feature of
additive aggregations is the full compensability that they imply, since low values
in some dimensions can be compensated by high values in other dimensions. On the
contrary, the geometric aggregation is a less compensatory approach, and it offers
better incentives to countries to improve underperforming dimensions. In fact,
marginal utility on the multiplicative composite indicator is higher if the indicator
value is low, this reflecting the auspices of the European policy for a progressive
improvement of all the dimensions of social inclusion [10].3 With this primary
motivation, we use a weighted product method in construction of the composite
indicator of social inclusion (SI), formulated as

SIi D
nY

jD1
I

wj

ij (1)

where Iij is the j-th basic indicator of social inclusion ( j D 1; : : : ; n) for the i-th
country (i D 1; : : : ;m) with weight wj. Here, n D 4 and m D 27. SIi looks like a
geometric mean.4

2Many composite indicators exist in literature with varying degrees of methodological complexity.
For example, the “Corruption Perceptions Index” by Transparency International [11], the “Human
Development Index” by UN [12], the “Composite Leading Indicators” by OECD [13] and so on.
A good starting point on the issue is OECD [10].
3Geometric aggregation is a good compromise between methods with full compensability and
non-compensatory approaches, for example, MCDA (Multiple-Criteria Decision Analysis) [14].
In general terms, geometric aggregation is preferable to approaches MCDA because it can lead to
the minimum information loss [15]. Furthermore, using the social choice theory, Ebert and Welsch
[16] found that geometric aggregation is particularly relevant in composite indicator construction
when the ordinal information is involved.
4With multiplicative aggregation, the sub-indicators must be larger than 1 otherwise the logarithmic
transformation obtains negative values. Therefore, it is necessary to normalize the data of the four
basic indicators extracted from Eurostat. In particular, we use a min–max transformation in a
continuous scale from 2 (minimum) to 10 (maximum) where higher values correspond to better
social inclusion. In other words, we apply the transformation: .max.y/� y/ = .max.y/� min.y// �
8 C 2. Furthermore, we note that in this way the direction of the sub-indicators is reversed so
that higher values represent, in more intuitive terms, greater social inclusion and not greater social
exclusion as in the original scale of the Eurostat indicators. For our purposes, given the techniques
used here, this does not distort the final result as it will be clear later. Finally, it should be noted
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Anyhow, results can depend strongly on the selected weights. To avoid subjective
choices easily criticized, in this paper the weights wj are determined endogenously
with an automatic mechanism based on a multiplicative optimization model similar
to a DEA-BoD model written as follows:

SIi D max
w

nY
jD1

I
wj

ij

s:t:
nY

jD1
I

wj

ij � e

wj 	 0

(2)

where e is the Napier’s constant [17–19].5

In this way, the composite indicator is obtained by multiplying the four basic
indicators of social inclusion with weights calculated in the best possible conditions,
i.e. increasing as much as possible the composite score of social inclusion for
a given country.6 In short, a low value of the composite indicator SIi, then low
social inclusion for the i-th country, is due to low values of the indicators that
compose it and not attributable to specific weights, always calculated to obtain the
best, i.e. maximum, possible result for the i-th country compared to the benchmark
country. In fact, the composite indicator is defined as the ratio of a country’s actual
performance to its benchmark performance and its maximum score is at most equal
to e D 2:718281828.

7

Searching for the best values, the optimization problem could give zero weight
to some indicators and attribute too much weight to other indicators (curse of
dimensionality): this is not desirable if all the four dimensions are theoretically
relevant. Besides, this involves no unique ranking and, in some special cases, no

immediately that correlations among the four sub-indicators are moderate; in fact, there is no risk
of double-counting: this is an ideal condition in the construction of a composite indicator.
5The Benefit-of-the-Doubt (BoD) logic assumes a favourable judgement in the absence of full
evidence using a model similar to Data Envelopment Analysis (DEA) [20]. In fact, we are not sure
about the appropriate weights, rather we look for BoD weights such that the country’s performance
of social inclusion is as high as possible [21, 22, 18, 17, 23, 24, 25, 26, 27, 28]. In brief, model (2)
is like an output-oriented DEA model where indicators y are outputs and a variable always equal
to one is the only input: it is the Koopmans “helmsman”, by which countries have an apparatus
responsible for the conduct of their social policies [29]. Therefore, the social inclusion performance
is evaluated in terms of the ability of the helmsman in each country to maximize the levels of the
four basic indicators (obviously normalized in terms of social inclusion) [30].
6It should be noted that DEA typically does not require normalization of the data, made here
for the unique needs of greater convenience of analysis. It is not even mandatory that the unit
of measurement is identical, since the weights take into account the unit of measurement of the
sub-indicators [30].
7This means a preference for an internal benchmark as the best practice country, rather than an
external benchmark that could not be realistically achievable in specific local contexts.
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feasible solution. For these reasons, we add specific constraints on the weights; in
particular, we add proportion constraints to the model (2):

0
@

nY
jD1

I
wj

ij

1
A

L

� I
wj

ij �
0
@

nY
jD1

I
wj

ij

1
A

U

(3)

where L and U, ranging between 0 and 1, represent the lower and upper bound
for the contribution (in percentage terms) of the j-th sub-indicator [17].8 To avoid
zero weights, we impose L D 20 % with U determined accordingly for all the 27
countries and the four sub-indicators.9 Different limits do not give solution to the
mathematical problem or lead to an excessive number of benchmark countries or,
also, to an unjustifiable imbalance of the indicators’ role.

We note that the multiplicative optimization problem (2) and (3) is nonlinear,
then we solve the equivalent linear problem by taking logarithms with base e; at the
end, it is easy to obtain the original multiplicative indicator SI. If social inclusion is
higher, SI value is higher, where SI D e indicates the benchmark country. We remark
that the maximum score is always e, but the empirical minimum can change; so, for
easy and accurate comparison, the scores are normalized by their range of variation.

3 Results

Table 1 shows the social inclusion (SI) score for the 27 EU countries over the
years 2006–2010. For reasons of easy comparability, SI is normalized by its range;
therefore, the score is now between 0 (the lowest level of social inclusion) and 1 (the
maximum level of social inclusion, i.e. benchmark country). For convenience of the
reader, here is also shown the additive case and the simple arithmetic mean without
weights, but for the sake of brevity we focus only on the multiplicative scores. In
detail, Table 2 shows the final multiplicative scores and their decomposition in the
four sub-indicators of social inclusion just at the beginning and at the end of the
period.

8Without constraints on the weights, the DEA model could reset the contribution of the underper-
forming dimensions to find the best solution. Thus, the results could depend even on a single
indicator and, consequently, we could have a large number of insignificant benchmarks. This
event occurs more likely when the sample is not large as in our case. Specific constraints on the
weights and use of a few indicators, compared to the number of countries, avoid this “curse of
dimensionality” [20]. Here, in particular, we use proportion constraints which offer a very intuitive
interpretation that we consider preferable to the available alternatives such as absolute, relative or
ordinal restrictions.
9For example, if in a given country three indicators reach the minimum contribution of 20 %, the
contribution of the fourth indicator will necessarily have an upper bound of 40 %. In fact, the
specification of the upper bound is not necessary since the sum of the contributions of the four
indicators must be 100 %.
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In general terms, between 2006 and 2010, only a few countries appear closer
to their benchmark of social inclusion (see, sign C in Table 1). This is enough
to raise median of SI from 0.671 in 2006 to 0.731 in 2010. However, also
variability (coefficient of variation) increases from 0.395 to 0.503, indicating a
higher dispersion of the scores with a relative worsening in some countries (mean
is reduced from 0.682 to 0.620). Bulgaria occupies the last position in all the years
due to poor performances of the four dimensions of social inclusion. Conversely,
in 2006, we have Slovenia in the first position (low levels of poverty and school
leavers) whereas, in 2007, the leadership is divided between Slovenia and Sweden
(especially for their low levels of poverty).

In 2008, the best countries are three: Czech Republic, Sweden and Slovakia (once
again, the low levels of poverty and school leavers play an important role). From this
moment on, Czech Republic will be the only benchmark in 2009 and 2010. From
2006 to 2010, only 8 countries are closer to the benchmark, in particular, Belgium
(from 0.423 to 0.750, with a strong improvement of the materially deprived people).
Differently, it is interesting to note a substantial (relative) worsening in Ireland (from
0.587 to 0.173), Latvia (from 0.478 to 0.074), Spain (from 0.617 to 0.242), Lithuania
(from 0.677 to 0.371) and Greece (from 0.671 to 0.423). In short, Lithuania loses
8 positions (from 13 to 21), Greece and Ireland lose 6 positions (from 14 to 20 and
from 18 to 24, respectively), whereas Belgium gains 10 positions (from 23 to 13)
and the Netherlands gains 8 positions (from 10 to 2). Italy loses 2 positions (from
16 in 2006 to 18 in 2010).

Further consideration should be made on the consistency of the composite
indicator with respect to the information provided in the so-called headline indicator
(HI), that is, “people at risk of poverty or social exclusion”, used by Eurostat to
represent in a simple and single measure the level of social inclusion.

The values are consistent but sufficiently different. In effect, the headline
indicator is not a composite indicator; in addition, SI includes some aspects of
education. In fact, HI considers people who are at risk of poverty or severely
materially deprived or living in households with very low work intensity and, in
case of intersections, a person is counted only once; so, one can say that SI is a
more broad measure and, at the same time, more fitting for a given country than the
headline indicator.

At a glance, the combination of the four sub-indicators of social inclusion is not
trivial denoting specificities and characteristics of each country that SI considers
properly through differentiated weights among indicators and countries without
applying external information. Of course, this does not imply that the achieved
results are preferable or better from the point of view of politics. Moreover, the
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decomposition of the SI score is useful to highlight, country by country, the most
critical aspects of social inclusion to which policies should be directed.10

4 Conclusion

The European Union has adopted the “Europe 2020” strategy aimed at a sustainable
and inclusive growth in the 27 member countries, in order to achieve high levels of
employment, productivity and social cohesion through five objectives to be reached
by 2020, including reduction of the school drop-out rates and poverty to achieve
higher levels of social inclusion that, moreover, is a key target of the EU SDS [31].
In fact, social inclusion is a complex concept with a multidimensional perspective
that, for purposes of policy, makes useful the synthesis in a single measure.

Therefore, in this paper, we have focused on the construction of a composite
indicator of social inclusion able to represent the position of each country and to
identify directions for improvement with respect to some benchmarks. In particular,
to stay close enough to the strategy of the EU and its translation in the indicators
proposed by Eurostat, also to promote greater comparability of our results, we
have used data corresponding to the four main operational objectives (or “level
2” targets) as defined in the Sustainable Development Strategy, and related to
poverty, material deprivation, labour market and education, although other political
or cultural dimensions remain neglected [32]. Our composite indicator of social
inclusion (SI) is obtained by aggregating these four dimensions using appropriate
weights determined with an automatic procedure based on a multiplicative DEA-
BoD method with proportion constraints. This optimizes mathematically the results
for every country without resorting to external judgments of experts, even if
the outcome may not be politically satisfying. Furthermore, the multiplicative
aggregation emphasizes the improvements of the countries with worse conditions
of social inclusion; in other words, this aggregation implies a partial compensability
of the four sub-indicators offering better motivations to improve underperforming
dimensions.

Data are collected from 2006 to 2010 for all the 27 EU member countries in
the largest time interval available with no missing data at the time of writing.
In general terms, from 2006 to 2010, the results show a small shift toward the
benchmark values of social inclusion, even if there are significant deteriorations

10It is appropriate to make a final comment about the robustness of the results. Some countries
may be outliers and strongly influence the score of SI. To verify this vulnerability of the results,
we have repeated m D 27 times the calculation of SI removing each time a different country. The
impact of the j-th missing country was measured through the sum of the m � 1 squared differences
between the score of the i-th countries (i ¤ j) computed including the j-th country and that one
computed excluding the j-th country. So, we obtain 27 values each representing the influence on the
SI score of the country from time to time excluded from the calculation. The differences are very
small in many cases and, sometimes, completely negligible, even when they involve the benchmark
countries.
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in some countries and greater variability of the SI scores among all the 27 European
countries. In fact, an important role is played by changes in the levels of monetary
poverty, here measured in relative (not absolute) terms as required by the European
policy. Finally, we note that some of these 27 countries worsen their levels of social
inclusion since 2008 in relation to the European contagion of the financial and
economic crisis.
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AWell-Being Index Based on theWeighted
Product Method

Matteo Mazziotta and Adriano Pareto

Abstract

It has long been accepted that the GDP per capita cannot alone explain the
well-being in a geographical area. Several have been the attempts to construct
alternative, non-monetary, indices of well-being by aggregating a variety of
individual indicators that represent different dimensions of well-being. The most
famous, in Italy, are the Index of Regional Quality of Development and the
“Il Sole 24 Ore” Quality of Life Index. An issue often not solved, from a
methodological point of view, concerns the comparability of the data over time.
In this work, we propose a ‘static’ and a ‘dynamic’ well-being measure based
on the application of the Jevons index to the socio-economic indicators. The
obtained indices are closely related and allow synthetic spatial and temporal
comparisons of the level of well-being.

1 Introduction

In the last 2 decades, many have been the attempts of different institutions (univer-
sities, statistics offices, international organizations) to construct composite indices
of well-being, sustainable development or societal progress [1, 2]. In Italy, two
interesting examples of this type are the Index of Regional Quality of Development
(QUARS) proposed by the campaign “Sbilanciamoci!” and the Quality of Life Index
published by the economic newspaper “Il Sole 24 Ore.”

Recently, the Italian National Institute of Statistics (Istat) has launched a series
of studies for measuring equitable and sustainable well-being in Italy [6]. The aim
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of the project, called BES (Benessere Equo Sostenibile), is to construct a set of
measures of the various dimensions of well-being at regional level and for particular
categories of people (e.g., male and female).

One of the main problems in order to construct composite indices is the choice
of a method that allows comparisons over time. As is known, there are several
procedures for the normalization of the data, most of which use ‘relative’ parameters
(e.g., the average value, the minimum or the maximum of a given year). These
parameters affect both the QUARS, which is based on z-scores, and the index
proposed by “Il Sole 24 Ore,” that uses a function of ‘distance from the best
performer.’ In the case of the Human Development Index (HDI), the problem has
been overcome by using a re-scaling of the indicators in the range (0, 1) with limits
independent from the observed values in a given year. This solution may lead to
future values outside the range and the only alternative is to recalculate the index
values for the past years [9].

In this paper, we propose an application of the Jevons index to the indicators of
well-being that allows to build, for each unit, both a ‘static’ index, for regional
comparisons, and a ‘dynamic’ index, for temporal comparisons, in a not full
compensatory perspective. In Sect. 2, a description of the method is reported and
in Sect. 3 an application to real data is proposed.

2 ‘Static’ and ‘Dynamic’ Well-Being Index

The Weighted Product (WP) method is one of the major techniques in composite
index construction since it represents a trade-off solution between additive methods
with full compensability and non-compensatory approaches [8]. Zhou et al. [11, 12]
showed that the WP method may lead to a lower information loss in composite index
construction compared to other aggregation methods.

When an unweighted geometric mean of ratios, such as the Jevons index, is
computed, the obtained result satisfies many desirable properties from an axiomatic
point of view [5].

Let us consider a set of individual indicators positively related with the well-
being and let xt

ij denote the value of the indicator j for the region i at time t, where
xt

ij > 0 ( j D 1, : : : , m; i D 1, : : : , n; t D t0, t1). A ‘static’ well-being index may be
defined as follows:

SWIt
i D

mY
jD1

 
xt

ij

xt
rj

100

! 1
m

where xt
rj is the reference or base value, e.g., the national average. Therefore, values

of SWI that are higher (lower) than 100 indicate regions with above (below) average
performance.
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In order to compare the data from time t0 to t1, for each region, we can construct
a ‘dynamic’ well-being index given by:

DWIt1=t0
i D

mY
jD1

 
xt1

ij

xt0
ij

100

! 1
m

:

For the ‘circularity’ or ‘transitivity’ property of the index number theory, SWI
and DWI are linked by the relation:

DWIt1=t0
i D

�
SWIt1

i

SWIt0
i

�
DWIt1=t0

r :

Note that the ‘dynamic’ well-being index is similar to the Canadian Index of
Well-Being [7], except for the aggregation function. The Canadian approach is full
compensatory since a simple arithmetic mean of ratios is used. We think that a
multiplicative approach, such as in the new HDI [10], is preferable from both an
axiomatic point of view (properties of the index) and a conceptual point of view
(full compensability is not realistic) [4].

SWI and DWI are meaningful only for positive indicators. They give more weight
to the small values and implicitly penalize the ‘unbalance’ among components [3].

3 An Application to the Italian Regions

In order to show the calculation of SWI and DWI, we consider a set of indicators of
well-being in the Italian regions in 2005 and 2009.

The variables used are: Sporting activities, Close to supermarkets, Green space,
Public transport, Parking provision, Children’s services, Elderly home care.

The data matrix is reported in Table 1.
Table 2 presents the results. Note that the base value of the ‘static’ indices (SWI05

and SWI09), for each region, is the national average (Italy), while the base of the
‘dynamic’ index (DWI09/05) is the value for the year 2005.

Moreover, the value of the ‘dynamic’ well-being index for Italy (DWI09/05 D
108.5) allows to obtain all the other ‘dynamic’ indices on the base of the ‘static’
ones. For example, we have the following result for Toscana:

DWI09=05 D
�
107:3

113:4

�
108:5 D 102:6:

As we can see from the table, not necessarily each relative increase corre-
sponds to an absolute one and vice versa. Indeed, from 2005 to 2009, Toscana
shows a reduction of the level of well-being compared to the national average
(SWI09�SWI05 D �6.2), though the values of the individual indicators, on the
whole, are increased (DWI09/05 D 102.6). This is due to a greater rise of the
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Table 2 Static and dynamic well-being index (years 2005, 2009)

Region SWI05 SWI09 SWI09-SWI05 DWI09/05

Piemonte 82:1 87:5 5:4 115:6

Valle d’Aosta 63:8 75:5 11:7 128:4

Lombardia 105:0 104:5 �0:5 107:9

Trentino-Alto Adige 106:9 105:1 �1:8 106:7

Veneto 120:9 122:5 1:6 110:0

Friuli-Venezia Giulia 108:6 107:5 �1:1 107:4

Liguria 114:7 105:3 �9:4 99:6

Emilia-Romagna 132:7 134:3 1:7 109:9

Toscana 113:4 107:3 �6:2 102:6

Umbria 136:6 143:6 7:0 114:1

Marche 113:1 115:0 1:9 110:3

Lazio 93:4 87:8 �5:6 102:0

Abruzzo 93:5 137:3 43:8 159:3

Molise 41:6 38:5 �3:1 100:5

Campania 68:4 65:9 �2:5 104:5

Puglia 55:3 55:6 0:3 109:1

Basilicata 89:7 83:7 �6:0 101:3

Calabria 59:5 65:7 6:2 119:8

Sicilia 54:9 60:0 5:1 118:5

Sardegna 70:4 73:6 3:3 113:5

performances of the other regions which has produced a large increase of the
national average in 2009.

Overall, the region in which it is possible to record the highest absolute
and relative increase of the well-being indicators, over the 5 years, is Abruzzo
(SWI09�SWI05 D C43.8; DCI09/05 D 159.3); while the largest decrease is observed
in Liguria (SWI09�SWI05 D �9.4; DCI09/05 D 99.6).

A scatterplot of SWI09 against DWI09/05 is shown in Fig. 1. Note that the ‘static’
well-being index may be viewed as the ‘speed’ of a region and the ‘dynamic’ well-
being index as its ‘acceleration.’

In this perspective, we may identify some group of regions by combining
different bands of ‘speed’ and ‘acceleration.’

So, Umbria and Emilia-Romagna have high ‘speed’ and low ‘acceleration,’
whereas Abruzzo has both high ‘speed’ and high ‘acceleration.’

Vice versa, Molise and Liguria have low ‘acceleration’ (Liguria goes in reverse
since 2005), but Liguria has a very greater ‘speed’ than Molise.



258 M. Mazziotta and A. Pareto
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Fig. 1 Comparing static and dynamic well-being index

4 Conclusions

The comparability of the data over time is a central issue in composite indices
construction. Normalization methods such as ranking and standardization (z-scores)
allow relative comparisons only. Re-scaling in range (0, 1) and indicization by
‘distance to a reference’ measures allow to evaluate absolute changes when the
limits or the reference value is independent from the observed data. Another factor
that may affect the comparability is the aggregation method, e.g., when the weights
are based on Principal Components Analysis or Factor Analysis.

In this paper we propose a method based on the indices number properties
for constructing two consistent indices of well-being: a ‘static’ index for spatial
comparisons and a ‘dynamic’ index for temporal comparisons.

The method is based on a multiplicative approach and may be applied to different
domains without loss of comparability. For example, it is possible to compute the
indices for gender and compare the values obtained with other domains.

Acknowledgements Matteo Mazziotta has written Sects. 1 and 3, Adriano Pareto has written
Sects. 2 and 4.
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A Comparison of Different Procedures
for Combining High-Dimensional Multivariate
Volatility Forecasts

Alessandra Amendola and Giuseppe Storti

Abstract

The paper investigates the effect of model uncertainty on multivariate volatility
prediction. Our aim is twofold. First, by means of a Monte Carlo simulation, we
assess the accuracy of different techniques in estimating the combination weights
assigned to each candidate model. Second, in order to investigate the economic
profitability of forecast combination, we present the results of an application to
the optimization of a portfolio of the US stock returns. Our main finding is that,
for both real and simulated data, the results are highly sensitive not only to the
choice of the model but also to the specific combination procedure being used.

1 Introduction

Due to the variety of different models proposed, model uncertainty is a relevant
problem in multivariate volatility prediction. The risk of model misspecification
is particularly sizeable in large dimensional problems. In this setting, it is well
known that the need for reducing the number of parameters usually requires
the formulation of highly restrictive assumptions on the volatility dynamics that,
in most cases, are applied without any prior testing (see, e.g., Pesaran et al.
[13]). Despite the undoubted relevance of this issue, the analysis of the statistical
implications of model uncertainty in multivariate volatility modelling has been
largely left unexplored by the statistical and econometric literature. Some recent
papers have focused on the evaluation of forecast accuracy of Multivariate GARCH
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(MGARCH) models [10–12]. In these papers the main issue of interest has been
the derivation of the theoretical properties of some matrix-variate loss functions
that can be potentially used for assessing the accuracy of multivariate volatility
forecasts. In particular, the attention has been focused on the identification of a
class of robust loss functions. In this setting robustness implies that, using a given
loss functions for evaluating predictive accuracy, we are able to obtain a ranking
of the competing forecasts which is robust to the presence of noise in the volatility
proxy used for assessing the forecast accuracy. In their paper Laurent et al. [10]
present an empirical comparison of several multivariate volatility forecasts from
a set of different MGARCH models using the MCS approach [9] to identify the
set of most accurate models. Their results suggest that, independently from market
conditions, it is not possible to identify a single model outperforming all the others.
This result leaves space for the application of forecast combinations as a tool
for improving the forecast accuracy of single, potentially misspecified, volatility
models. In a univariate setting, Amendola and Storti [1] have proposed a GMM
procedure for the combination of volatility forecasts from different GARCH models.
This procedure has been generalized to the combination of multivariate volatility
forecasts by Amendola and Storti [2]. The aim of this work is twofold. First, we
introduce and compare some alternative combination strategies for multivariate
volatility forecasts. All the procedures considered in the paper are not affected by the
curse of dimensionality, typically arising in multivariate volatility prediction, and
can potentially be applied to the combination of multivariate volatility forecasts for
vast dimensional portfolios. In order to assess the accuracy of different combination
techniques we present the results of a Monte Carlo simulation study. In particular,
our attention will be focused on the analysis of the statistical properties of different
estimators of the combination weights. Second, we are interested in assessing the
economic profitability of forecast combination in this particular setting. To this
purpose, we apply different models and combination strategies to the optimization
of a portfolio including a set of stocks traded on the NYSE and compare the
performances of the implied optimal portfolios in terms of their volatility.

The paper is structured as follows. In Sect. 2 we will introduce the problem of
combining multivariate volatility forecasts from different predictors and discuss
some alternative combination strategies. Section 3 will introduce some alternative
estimators of the combination weights that can be potentially used in practical
applications. The Monte Carlo simulation study will be described in Sect. 4 while
the results of the empirical application to stock market data will be presented in
Sect. 5. Section 6 will conclude.

2 The ReferenceModel

The data generating process (DGP) is assumed to be given by

rt D Stzt t D 1; : : :;T;T C 1; : : :;T C N (1)
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where T is the end of the in-sample period, St is any (k � k) positive definite (p.d.)
matrix such that StS

0

t D Ht D Var.rtjIt�1/, Ht D C.H1;t; : : : ;Hn;tI w/ with Hj;t

being a symmetric p.d. (k � k) matrix. In practice Hj;t is a conditional covariance
matrix forecast generated by a given “candidate model”. The function C.:/ is
an appropriately chosen combination function and w is a vector of combination
parameters. The weights assigned to each candidate model depend on the values of
the elements of w but do not necessarily coincide with them.

Among all the possible choices of C.:/, the most common is the linear
combination function

Ht D w1H1;t C � � � C wnHn;t wj 	 0

where w coincides with the vector of combination weights. Alternatively in order
to get rid of the positivity constraint on the wj other combination functions could
be selected: the exponential and square root combination function. The exponential
combination is defined as

Ht D Expm Œw1Logm.H1;t/C � � � C wnLogm.Hn;t/

where Expm.:/ and Logm.:/ indicate matrix exponential and logarithm, respec-
tively. Differently from the other two functions, the square root combination (for
St) is not directly performed on the Hj;t but on the Sj;t

St D w1S1;t C � � � C wnSn;t

with Ht D StS
0

t and Hj;t D Sj;tS
0

j;t. In this paper we focus on linear combination
functions leaving the investigation of the non-linear combination schemes for future
research.

3 Weights Estimators

For the estimation of the combination parameters we consider three different
estimation approaches: Composite Quasi ML (CQML), Composite GMM (CGMM)
and “pooled” Mincer–Zarnowitz (MZ) regressions. All the estimators considered
share the following features: (1) do not imply any assumption on the conditional
distribution of returns and (2) can be applied to large dimensional problems. In the
CQML method the estimated combination weights are obtained extending to the
model in (1) the estimation procedure proposed by Engle et al. [7] in the context of
parameter estimation of large dimensional MGARCH models. Formally, the weights
wi are estimated by performing the following optimization:

Ow D argmax
w

X
i¤j

L.r.ij/jw; IN/;
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where r.ij/t D .ri;t; rj;t/
0, Ow D . Ow1; : : : ; Owk/

0 and

L.r.ij/jw; IN/ D �0:5
NX

hD1
log.jH.ij/

TChj/� 0:5

NX
hD1

r.ij/TChH.ij/
TCh.r

.ij/
TCh/

0

is the (bivariate) quasi log-likelihood for the couple of assets (i; j) computed over
the prediction period [T C 1;T C N].

In the CGMM estimator the idea is to reduce the problem dimension using the
same framework of the CQML. The objective function for estimation is given by
the sum of bivariate GMM loss functions, defined as in Amendola and Storti [2],
referring to all the feasible bivariate systems that can be extracted from the available
dataset. The Owi are obtained by performing the following optimization:

Ow D argmin
w

X
i¤j

m.r.i;j/I w/0˝ .i;j/
N m.r.i;j/I w/

where

• r.i;j/t D .ri;t; rj;t/, for t D T C 1; : : : ;T C N.

• m.r.i;j/I w/ D 1
N

PTCN
tDTC1 �.r

.i;j/
t I w/ and �.r.i;j/t I w/ is a .p�1/ vector of moment

conditions computed from the bivariate system including assets i and j.
• ˝

.i;j/
N is a consistent p.d. estimator of

˝ .i;j/ D lim
N!1NE.m.r.i;j/I w�/m.r.i;j/I w�/0/

with w� being the solution to the moment conditions, i.e. E.m.r.i;j/I w�// D 0.

Finally, as a benchmark for comparison, we consider estimating the combination
weights by a “pooled” Mincer–Zarnowitz regression. In this case the Owi are given
by the OLS estimates of the parameters of the pooled regression model

vech. Q̇ TCh/ D w1vech. QH1;TCh/C � � � C wnvech. QHn;TCh/C eTCh

for h D 1; : : :;N, where depending on the type of combination chosen, Q̇ t and QHi;t

are appropriate transformations of Hi;t and ˙ t which is the outer product of returns

˙ t D rtr
0

t :
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4 Monte Carlo Simulation

In this section we present the results of a simulation study aimed at assessing
the accuracy of different estimators of the combination weights assigned to each
candidate model. In the simulation we have adopted a linear combination scheme
considering, as candidate models, a DCC [5] and a BEKK [6] model with scalar
parameters in the dynamic updating equation for conditional correlations and
covariances, respectively. Namely, we assume that

rt D .w1H1;t C w2H2;t/
1=2zt

where zt �
iid

MST.5I Ik/. The cross-sectional dimension of the process has been

set equal to k D 10. The models for H1;t and H2;t are, respectively, given by the
following DCC

H1;t D DtRtDt

Dt D diag.ht/ hi;t D p
H1;ii;t

H1;ii;t D a0;i C a1;ir
2
i;t�1 C b1;iH1;ii;t�1

Rt D .diag.Qt//
�1Qt.diag.Qt//

�1

Qt D .1 � a � b/R C a.�t�1�
0

t�1/C bQt�1

with �t D D�1
t rt, and by the scalar BEKK

vech.H2;t/ D .1 � ˛ � ˇ/H C ˛rt�1r
0

t�1 C ˇH2;t�1

where we have set a D ˛ D 0:03, b D ˇ D 0:96 and H D d.H/Rd.H/, with
d.H/ D diag.H/:.1=2/. In order to test the robustness of the statistical properties of
the weights estimators with respect to the choice of the candidate models, we have
constrained the two models to be characterized by equal persistence, which is indeed
a critical situation for the implementation of forecasts combination strategies.

We have considered three different time series lengths N 2 f500; 1000; 2000g
and 500 Monte Carlo replicates (nmc D 500). As far as the choice of the combination
weights wj is concerned, we consider two different settings. In the first, both
candidate models are included into the DGP with weights given by w1 D 0:35.0:65/

and w2 D 0:65.0:35/. In the second setting, only one model is contributing to
the DGP which actually means that the weight of the excluded model is set to 0:
w1 D 0.1/ and w2 D 1.0/.1 The simulation results have been summarized by means
of box-plots in Figs. 1 and 2. For the sake of brevity, in order to avoid duplication of

1We remark that, although the DGPs considered in the simulation study do impose a convexity
constraint on the combination weights, we do not impose this constraint at the estimation stage.
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Fig. 1 Simulated distributions of Ow1 (top) and Ow2 (bottom). DGP: w1 D 0:35, w2 D 0:65

information, we only report results for (w1 D 0:35, w2 D 0:65) and (w1 D 0,
w2 D 1). Results for (w1 D 0:65, w2 D 0:35) and (w1 D 1, w2 D 0) are
very similar to those reported and are available upon request. In both the settings
considered the CGMM and CQML estimator significantly outperform the estimator
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Fig. 2 Simulated distributions of Ow1 (top) and Ow2 (bottom). DGP: w1 D 0, w2 D 1

based on pooled regression with the CQML estimator being slightly more efficient
than CGMM. For (w1 D 0:35, w2 D 0:65) and N � 1000, the CGMM estimator
is affected by a slight bias component which anyway disappears for N D 2000.
Differently, the regression based estimator remains biased for any sample size. In
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the second setting considered, for (w1 D 0, w2 D 1), none of the estimators appears
to be significantly biased.

5 An Application to Stock Market Data

In this section we compare the performances of the different combination proce-
dures by means of an application to portfolio optimization. At the same time we
want to investigate the economic value of applying forecast combination techniques
for determining the asset allocation of a given portfolio. The data we use have
been already analyzed by Chiriac and Voev [4].2 The dataset contains daily open-
to-close returns and realized covariance matrices for six NYSE stocks: American
Express Inc. (AXP), Citigroup (C), General Electric (GE), Home Depot Inc. (HD),
International Business Machines (IBM) and JPMorgan Chase & Co. (JPM). The
sample period starts at January 3, 2000, and ends on March 31, 2011, covering 2828
trading days. As candidate models we consider a scalar DCC, a scalar BEKK, a
Constant Conditional Correlation (CCC) model [3],

Ht D DtRDt;

a RiskMetrics Smoother (ES)

Ht D 0:94Ht�1 C .1 � 0:94/rtr
0

t

and a simple m-terms Moving Covariance (MC) estimator implemented under
two different assumptions on the length of the moving window used for volatility
prediction, m D 22 and 100 days,

Ht D m�1
mX

jD1
.rt�jrt�j/

0

m D f22; 100g:

Our forecasting exercise is based on a rolling-window strategy. We select the first
1500 data point as in-sample period and keep the length of the estimation window
fixed over the out-of-sample period. This includes the last 1328 observations
that have been used for portfolio optimization and performance evaluation. The
estimates of the DCC and BEKK parameters obtained from in-sample data have
been reported in Table 1.3

In order to facilitate the comparison between the optimal portfolios yielded by the
different techniques considered, the optimization has been performed considering a

2The data can be freely downloaded from the online data archive of the Journal of Applied
Econometrics. The same data are also used in the paper by Golosnoy et al. [8].
3Due to space constraints, we omit reporting the estimates of the elements of the conditional
correlation matrix for the CCC model but this will be made available upon request.
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Table 1 Estimates of the
parameters of DCC and
BEKK models over the
in-sample period

DCC BEKK

a 0:0046
.0:0003/

˛ 0:0266
.0:0004/

b 0:9899
.0:0001/

ˇ 0:9713
.0:0004/

Table 2 Estimated
combination weights for
different models and
combination techniques over
the in-sample period

Model REG REG(rv) CQML CGMM

DCC 0.0000 0.0000 0.0000 0.0000

CC 0.0000 0.0000 0.2091 0.3492

ES 0.0000 0.0000 0.4558 0.6218

MCOV(22) 0.0000 0.0000 0.0000 0.0000

MCOV(100) 0.1015 0.1016 0.1638 0.0000

SBEKK 0.5060 0.1961 0.1653 0.1825

target return equal to 0 which amounts to computing the minimum variance portfolio
implied by each model. As in the Monte Carlo simulation, we adopt a linear
combination strategy while, for estimating the weights, in addition to the CGMM,
CQML and pooled regression approach, we also use a pooled regression estimator
using realized covariance matrices as dependent variables (REG(rv)). Realized
covariances are computed from 5-min returns while subsampling techniques are
used to robustify the simple RC estimator with respect to microstructure noise (more
details can be found in Chiriac and Voev [4]). The estimated combination weights
over the in-sample period have been reported in Table 2. The CQML, CGMM and
regression based estimators lead to remarkably different optimal predictors. The
CQML and CGMM give similar results with the main difference that the CGMM
is excluding the MC(100) estimator. In the regression based approaches the optimal
combination only includes the BEKK and MC(100) predictors. Also, for REG and
REG(rv), differently from the other two approaches, the sum of weights is much
lower than 1 apparently indicating the presence of a substantial negative bias in the
candidate predictors.

The optimization performance has been evaluated in terms of the empirical
variance of the optimized portfolios over the out-of-sample period (Table 3). As
a benchmark we also consider the standard equally weighted (EW) predictor
assigning the same weight to each candidate model. What is evident is that the
portfolio variance implied by the combined predictors is always lower than that
of the candidate models providing evidence in favour of a greater accuracy of the
combined predictors as well as of their potential economic profitability for risk
management. The minimum variance is obtained when the combination weights are
estimated by the CGMM approach. This is probably due to the fact that the CGMM
estimator explicitly constraints the covariance matrix of standardized residuals to
match, as closely as possible, an identity matrix.
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Table 3 Empirical variances
of the optimized portfolios

Model Portfolio variancea

DCC 2.33188

CC 2.37658

ES 2.33857

MCOV(22) 2.67185

MCOV(100) 2.10778

SBEKK 2.09339

REG 2.08733

REG(rv) 2.08441

CGMM 2.07337b

CQML 2.10192

EW 2.08147
a � 104; bminimum variance in bold

6 Concluding Remarks

In this paper we have compared different combination techniques for multivariate
volatility forecasts by means of a Monte Carlo simulation and an application to
portfolio optimization over the US stock market data. The Monte Carlo simulations
suggest that the CQML estimator of the combination weights is more efficient than
CGMM and pooled regression for all the sample sizes considered. In particular, the
CGMM is biased and less efficient than CQML for short sample sizes although its
performance improves for N D 2000. Differently, in the empirical application the
CGMM combination gives the best results in terms of the variance of the optimized
portfolios. Our research on the combination of multivariate volatility forecasts is still
in progress. Projects for future research include considering applications to large
dimensional problems (number of assets 	50), analyzing non-linear combination
schemes and a more extensive investigation of the effectiveness of combined
volatility predictors in real financial applications.
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Which Seasonality in Italian Daily Electricity
Prices? A Study with State SpaceModels

Paolo Chirico

Abstract

The paper presents a study of seasonality in Italian daily electricity prices. In
particular, it compares the ARIMA approach with the structural state space
approach in the case of seasonal data. Unlike ARIMA modeling, the structural
approach has enabled us to detect, in the prices under consideration, the presence
of stochastic daily effects whose intensity is slowly decreasing over time. This
dynamic of seasonality is the consequence of a more balanced consumption of
electricity over the week. Some causes of this behavior will be discussed in the
final considerations. Moreover, it will be proved that state space modeling allows
the type of seasonality, stochastic or deterministic, to be tested more efficiently
than when unit root tests are used.

1 Introduction

In the past 20 years, competitive wholesale markets of electricity have started in the
OECD countries in the international context of the deregulation of energy markets.
At the same time, an increasing number of studies on electricity prices have been
published. Most of these studies have sought to identify good prediction models,
and, for this reason, ARIMA modeling has been the most common methodology.
Nevertheless, electricity prices present periodic patterns, seasonality in time series
terminology, for which ARIMA modeling does not always seem to be the best
approach.
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The treatment of seasonality in the ARIMA framework is conceptually similar
to the treatment of trends: like these, seasonality entails the non-stationarity of the
process, and its non-stationary effect has to be removed before modeling the process.
More specifically, if the seasonal effects are constant at corresponding times (e.g.,
every Sunday, every Monday, etc.), the seasonality can be represented by a periodic
linear function s.t/ (deterministic seasonality). In this case, the correct treatment
consists in subtracting the seasonality, and then in modeling the non-seasonal prices
using an ARIMA model1:

�.B/�Œ pt � s.t/ D �.B/"t: (1)

On the other hand, if the seasonal effects are characterized by stochastic variability
(stochastic seasonality), the correct treatment consists in applying the seasonal
difference to the prices �spt D pt � pt�s, and then modeling the differences using
an ARIMA model:

�.B/��spt D �.B/"t: (2)

The two treatments are not interchangeable. In fact, in the case of deterministic
seasonality, the seasonal difference is not efficient because it introduces seasonal
unit roots into the moving average part �.B/ of the ARIMA model; in the case
of stochastic seasonality, the first treatment does not assure stationarity in the
second moment of the data [4]. Hence, the correct application of ARIMA models to
seasonal data requires first the identification of the type, stochastic or deterministic,
of the seasonality present in the prices.

In many cases, statistical tests indicate the presence of deterministic seasonality,
at least in the short run. For this reason, as well as for easiness reasons, many
scholars [1, 7, 10] have opted for representing seasonality by means of periodic
functions. This approach makes it possible to measure the seasonal effects, but
it is based on the strong assumption that seasonal effects remain constant over
time. On the other hand, the seasonal difference approach does not satisfy the
need to understand and model the real dynamic of seasonality in electricity prices.
Therefore, other scholars [8] turned to periodic ARIMA models, but this modeling
requires numerous parameters when seasonality presents numerous periods (e.g.,
daily pattern). On the basis of these considerations, structural state space models
could be a solution for representing seasonality in a flexible way, but using few
parameters. The paper illustrates some structural space state models that yielded
interesting findings about seasonality in Italian daily electricity prices. More
specifically, the paper is organized as follows. The next section illustrates some
items about deterministic and stochastic seasonality, and the most common test
for checking seasonality is presented. In Sect. 3, an analysis of the Italian daily

1Formally, model 1 is called the Reg-ARIMA model by some authors, ARMAX by others.
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electricity prices is discussed, comparing the ARIMA approach with the structural
(space state) approach. Final considerations are made in the last section.

2 Deterministic and Stochastic Seasonality

Seasonality can be viewed as a periodic component st of a seasonal process yt that
makes the process non-stationary:

yt D yns
t C st: (3)

The remaining part yns
t D yt�st is the non-seasonal process and is generally assumed

stochastic, but st can be either deterministic or stochastic.
Deterministic seasonality can be represented by periodic functions of time

(having s periods) like the following ones:

st D
sX

jD1
�jdj;t with

sX
jD1

�j D 0 (4)

or st D
Œs=2X
jD1

Aj cos.!jt � �j/: (5)

In Eq. (4), the parameter �j represents the seasonal effect in the j-th period (dj;t is a
dummy variable indicating the period). In Eq. (5), seasonality is viewed as the sum
of Œs=22 harmonic functions each of them having angular frequency !j D j2�=s;
j D 1, 2,. . . , Œs=2. Deterministic seasonality satisfies the following relation:

S.B/st D 0 (6)

where S.B/ D 1C B C B2 C � � � C Bs�1 is the seasonal summation operator based
on the backward operator B.3 In the case of stochastic seasonality, the relation (6)
becomes:

S.B/st D wt (7)

where wt is a zero-mean stochastic process (stationary or integrated). Now season-
ality can be viewed as the sum of Œs=2 stochastic harmonic paths hj;t:

�j.B/hj;t D wj;t (8)

2Œs=2 D s=2 for s even, and Œs=2 D .s � 1/=2 for s odd.
3S.B/st D st C st�1 C � � � C st�sC1.
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where

�j.B/ D .1 � ei!j B/.1� e�i!j B/ if 0 < !j < � (9)

�j.B/ D .1C B/ if !j D � (10)

and wj;t is a zero-mean stochastic process (stationary or integrated).
Since each seasonal operator �j.B/ is a polynomial with unit roots, each stochas-

tic harmonic path implies the presence of one or two (complex and conjugate)
unit roots in the process (more exactly, in the autoregressive representation of the
process) and vice versa. Finally, since:

�s D �S.B/ D �

Œs=2Y
jD1

�j.B/ (11)

the application of the filter�s to a seasonal process yt makes the process stationary,
removing a stochastic trend (eventually present in the non-seasonal data) and Œs=2
stochastic harmonic paths present in seasonality.

2.1 HEGY Test

A very common methodology used to test for non-stationarity due to seasonality is
the procedure developed by Hylleberg et al. [6], and known as the HEGY test. This
test was originally devised for quarterly seasonality, but it has also been extended
for weekly seasonality in daily data by Rubia [11].

Under the null hypothesis, the HEGY test assumes that the relevant variable is
seasonally integrated. This means, in the case of daily electricity prices (pt), that the
weekly difference�7pt is assumed to be a stationary process.

Since:

�7 D .1 � B/
3Y

jD1
.1 � ei!j B/.1 � e�i!j B/ (12)

(!j D 2�=7; 4�=7; 6�=7), the null hypothesis of the HEGY test entails the presence
in the process of seven unit roots: one at zero frequency (corresponding to a
stochastic trend) and three pairs of complex unit roots corresponding to three
stochastic harmonic paths with frequencies 2�=7, 4�=7, 6�=7.

The test consists in checking the presence in the process of the unit roots; in this
sense it can be viewed as an extension of the Dickey–Fuller tests [2]. Like these
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tests, the HEGY test is based on an auxiliary regression4:

�7pt D ˛ C
7X

sD2
�sds;t C

7X
rD1

˛rzr;t�1 C
pX

jD1
�j�7pt�j C "t (13)

where ds;t is a zero/one dummy variable corresponding to the s-th day of the week,
and each regressor zr;t is obtained by filtering the process pt so that:

• it will be orthogonal to the other regressors;
• it will include only one root of the seven roots included in pt.

For example, z1;t includes only the unit root having zero frequency (stochastic
trend), but not the seasonal roots; z2;t and z3;t include only the seasonal roots having
frequency 2�=7 and so on (see [11] for more details).

The number p of lags of the dependent variable in the auxiliary regression
(augmentation) has to be chosen to avoid serial correlation in the error term "t.

If �7pt is a stationary process, all roots have been removed, and the coefficients
˛s are not significant. As in the augmented unit root test of Dickey and Fuller (ADF),
the null hypothesis ˛1 D 0 is accepted against the alternative hypothesis ˛1 < 0

on the basis of a non-standard t-statistic. In regard to the seasonal roots, the test
should be performed on each couple of roots having the same frequency. Indeed,
only the hypothesis ˛2j D ˛2jC1 D 0 (k D 1; 2; 3) means the absence in �7pt

(i.e., the presence in pt) of a harmonic path with frequency 2�j=7. This assumption
can be tested by a joint F-test; the distribution of each statistic Fj is not standard,
but the critical values are reported in [9]. In conclusion: if some hypothesis ˛2j D
˛2jC1 D 0 is not rejected, the seasonality should be stochastic; if all the hypotheses
˛2j D ˛2jC1 D 0 are rejected and some coefficient �s is significant, the seasonality
should be deterministic.

3 Analysis of the Italian Daily Electricity Prices

The HEGY test was performed on the 2008–2011 Italian daily PUN5 (more
specifically the log-PUN). As reported in Table 1, none of the null hypotheses (H0)
was significant at 1% level. Nevertheless, the absence of a stochastic trend was
not confirmed by the ADF test on the same data. This might mean that the prices
process is nearly a stochastic trend, but also that the process is not homogeneous
over the whole period. Indeed, after performing the HEGY test on the sub-periods
2008–2009 and 2010–2011, it can be noted that the statistic t concerning the

4This is a standard version of the HEGY test for daily data, but it can be extended to include trends.
Nevertheless, in this case, there is no reason for doing so.
5The PUN is the National Single Price in the Italian electricity market (IPEX). The PUN series are
downloadable from the web site of the Energy Markets Manager: http://www.mercatoelettrico.org.

http://www.mercatoelettrico.org
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presence of a stochastic trend gives different signals: the 2008–2009 daily prices
seem to include a stochastic trend, whereas the 2010–2011 daily prices do not.
Such deductions were confirmed by performing the ADF test on the data (Table 1).
The absence of mean-reversion in the first period is a particular case and should
be related to the high variation of the oil prices in the same period. On the other
hand, seasonality remains nonstochastic in both periods (absence of seasonal roots).
According to these findings, the 2008–2009 daily log-PUN was represented by a
Reg-ARIMA model, but the 2010–2011 log-PUN by a Reg-ARMA model: more
specifically, a Reg-IMA(1,2) for the first period and a Reg-AR(7) for the second
one. In both cases the regression was the following:

pt D �MondMon;t C � � � C �SatdSat;t C pns
t : (14)

The models parameters and their significance are reported in Table 2.

Table 1 HEGY and ADF tests

H0 Stat. 2008–2011 (sign.) 2008–2009 (sig.) 2010–2011 (sign.)

˛1 D 0 t �3739 *** �1572 �3742 ***

˛2 D ˛3 D 0 F1 163,127 *** 65,480 *** 84,874 ***

˛4 D ˛5 D 0 F2 175,639 *** 66,215 *** 90,891 ***

˛6 D ˛7 D 0 F3 232,567 *** 103,114 *** 93,018 ***

ADF test � �2288 �1167 �3371**

**p-value< 0.05; ***p-value< 0.01

Table 2 Models parameters Model 2008–2009 Model 2010–2011
Param. value/sign. value/sign.

Const �0.001 4.136 ***

AR1 – 0.351 ***

AR2 – 0.116 ***

AR3 – 0.084 **

AR4 – 0.134 ***

AR5 – 0.088 **

AR6 – 0.038

AR7 – 0.067 *

MA1 �0.498 *** –

MA2 �0.237 *** –

Mon 0.148 *** 0.076 ***

Tue 0.173 *** 0.093 ***

Wed 0.190 *** 0.091 ***

Thu 0.169 *** 0.097 ***

Fri 0.151 *** 0.080 ***

Sat 0.103 *** 0.072 ***

*p-value< 0.10; **p-value< 0.05;
***p-value< 0.01
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Since the analyzed data are log-prices, each daily coefficient (lower part of
the table) indicates the average per-cent difference between the corresponding
daily price and the Sunday price, which is obviously the lowest price. Indeed, the
consumption of electricity is generally lowest on Sundays. To be noted is that the
daily effects are lower in the second period. This result may mean that there was
a structural break in the seasonality as a consequence of a structural break in the
daily demands or in the daily supplies of electricity. On the other hand, seasonality
may have had fluctuations of slowly decreasing intensity in the period 2008–2011
as a consequence of slow changes in the daily demands and/or daily supplies of
electricity.

In order to gain better understanding of the dynamics of seasonality in the
electricity prices, we analyzed the prices by means of state space models.

3.1 State Space Analysis of Electricity Prices

First, the following model was performed on the 2008–2011 daily log-PUN:

pt D mt C st C "t (15)

mtC1 D mt C bt C "1;t (16)

btC1 D bt C "2;t (17)

stC1 D �st � st�1 � � � � � st�5 C "3;t (18)

where mt is the non-seasonal level of the log-PUN pt; bt is the slope and st is the
seasonality (daily effect). The disturbance factors "t, "1;t, "2;t and "3;t are white
noises with variances 
2, 
21 , 
22 and 
23 .

This model, also known as the local linear trend model with seasonal effect
[3], is a common starting state space model for seasonal data. Equation (18) is a
particular case of assumption (7) (wt is assumed to be a white noise) and entails
stochastic seasonality. This assumption permits seasonality to change in the period
2008–2010 according to the findings in Table 1. The estimation results of this model
are reported in the second column of Table 3. To be noted is that the estimate of

Table 3 Three state space models for the log-prices

Parameters Local trend with Local level with Local level with
seasonal effect seasonal effect decreasing seas. eff.


 0.0856 *** 0.0858 *** 0.0858 ***


1 0.0401 *** 0.0397 *** 0.0397 ***


2 0.0000 No No


3 0.0034 *** 0.0034 *** 0.0029 ***

˛ No No 0.9923

AIC �2314.61 �2346.51 �2365.15

SBC �2293.11 �2330.37 �2343.64

***p-value< 0.01
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Fig. 1 Seasonality in the period 2008–2011

the standard deviation of "2 is zero, which means the slope of the trend bt can be
assumed to be nonstochastic; moreover, the estimate of bt converges to zero. For
these reasons, a seasonal model without slope (without bt in Eq. (16) and without
Eq. (17)), also known as the local level with seasonal effect, shows better indices of
fit (third column).

The consideration of the diagram of the smoothed seasonality (Fig. 1) shows that
the daily effects tend to decrease in the period 2008–2011 (in this case, the daily
effects should be viewed as the percentage deviations, positive on working days
and negative at weekends, from the trend of prices). According to this evidence, the
standard local level model was modified by the following seasonal state equation:

stC1 D �˛.st C st�1 C � � � C st�5/C "3;t (19)

where 0 < ˛ < 1 so that the daily effects can tend to decrease. Performing the
new model on the 2008–2011 log-PUN, the value of alpha resulted equal to 0.9923
(Table 3, fourth column); the standard deviation of the disturbance on seasonality
was equal to 0.0029 (less than 0:3%). The values of the Akaike (AIC) and Schwarz
(SBC) indices are less than in previous models, denoting an improvement in fit.
These findings prove that the daily effects were very slowly decreasing in the period
2008–2011; indeed, so slowly decreasing and so little varying that they could be
viewed as constant in a short period. For this reason, the HEGY test, which is not a
particularly powerful test, detected deterministic seasonality (Table 1).

4 Final Considerations

The analysis described in the previous sections has shown that the daily effects
(i.e., seasonality) on daily wholesale electricity prices exhibited slowly decreasing
intensity in the period 2008–2011 in Italy. We reiterate that the daily effects can
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be viewed as deviations from the trend of the prices due to the days of the week.
A reduction of the daily effects means a reduction of the differences among the
daily prices. Some causes regarding the demand and the supply of electricity can be
highlighted. In regard to the demand, a more balanced consumption of electricity
over the week has been noted in recent years. One reason is certainly that more
and more families have subscribed contracts of domestic electricity provision which
make electricity consumption cheaper in the evenings and at weekends. Moreover,
the difficulties of the Italian economy in recent years have caused a reduction in
electricity consumption on working days.

In regard to the supply, the entry into the market of several small electricity
producers has made the supply of electricity more flexible.

Regarding the methodology, structural state space models seem to be a more
powerful tool than the HEGY test for detecting the type of seasonality. From the
state sequence of the seasonal components, it is possible to gain a first view on the
kind of seasonality affecting the data. Moreover, the significance test on the standard
deviation of the disturbance in the seasonal component makes it possible to check
whether or not seasonality is stochastic. More specifically, if the standard deviation
is not significant, the seasonality should be assumed to be deterministic; otherwise
it should be assumed stochastic. Although these models are not usually employed
for electricity prices, they have interesting features for the analysis and prediction of
electricity prices. As known, state space modeling can include ARIMA modeling,
but it allows easier modeling of periodic components compared with the latter.
Moreover, structural state space models can represent electricity prices according
to an economic or behavioral theory.

This study has not dealt with volatility clustering, a well-known feature/problem
of electricity prices. As known, the GARCH models (in all versions) are typically
used to model volatility clustering. Although such modeling is generally associated
with ARIMA modeling, conditional heteroscedasticity can be considered in struc-
tural framework as well [5].
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From the Standard of Living as a Latent
Variable to the Estimation of Equivalence
Scales and Other Indices

Gustavo De Santis and Mauro Maltagliati

Abstract

A recent approach to the estimation of equivalence scales (S) suggests that a
three-step procedure be followed: one must first form clusters of households with
the same apparent standard of living (a latent dimension, to be inferred from
selected, “well-behaved” indicators), then estimate within-cluster equivalence
scales and finally, with a weighted average, obtain the general equivalence scale.
This paper further elaborates on these ideas and illustrates how the same logic
can also lead to the estimation of inflation and PPP (purchasing power parity).
Thanks to its flexibility, the method can be applied not only to “standard”
databases (expenditure surveys) but also to income surveys (e.g. the Bank of Italy
SHIW—Survey on Household Income and Wealth), and to any other database
including an indicator of resources (e.g. income or total expenditure) and a few
“well-behaved” indicators of economic well-being. Empirical results for Italy
(2004–2010) are presented and discussed.

1 Equivalence Scales: Economists vs. Statisticians

Ever since the times of Engel [4], (micro)economists have been interested in
equivalence scales, index numbers summarising the extra needs of households that
somehow differ from the reference one. Unfortunately, after innumerable papers and
debates (see, e.g., [8, 11]), “almost every aspect of equivalence scale specification
remains controversial” [9], and the gloomy conclusion now seems to be that “in
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general, there is no accepted method for determining equivalence scales, and no
equivalence scale [can be] recommended” [10].

Theoretically elusive as they may be, however, equivalence scales are in practice
indispensable (e.g. for taxes and subsidies, or for the analysis of household poverty),
so that governments and official entities have resorted to “empirical” and very
simple scales that are either scarcely defensible (e.g. in Italy, where Istat and the
government use scales that are based on Engel’s food share) or totally arbitrary, but
politically “strong” (e.g. the OECD scales—which, incidentally, have repeatedly
changed over time: the currently prevailing version is the square root one, by which
the equivalence scale is assumed to evolve with the square root of the household
dimension; [10]).

It is not easy to say why equivalence scales derived from apparently sound
microeconomic assumptions (starting, typically, from the so-called complete
demand system) do not work: they prove inconsistent, their parameters change
abruptly and illogically. This can occur from one year to the next or in the same
year and on the same database by a simple reorganisation of expenditure shares,
which are the basic elements of this procedure. Some argue that equivalence scales
cannot work, because of their implicit compensation nature: most changes in the
household structure derive from free choices (e.g. to live with a partner, or to have a
child), and these, by definition, cannot lower one’s standard of living. Nonetheless,
an equivalence scale will illogically indicate that larger households need extra
resources to be restored to their original level of well-being [12].

But this explanation is not totally convincing, for two main reasons. The first
is that inconsistencies do not depend on what one tries to measure, and emerge
both with “choices” (e.g. an extra child) and with other types of household
change (e.g. getting older, or falling ill). The second reason relates to the very
notion of “standard of living”: economists assume that consumers make all their
decisions simultaneously, so that one of them (e.g. a large family) cannot explain
the others (e.g. consumption behaviour). We however believe that some of these
decisions come first, or are inherited from the past (e.g. fertility and children),
and that, together with other dimensions (resources, but also preferences, culture,
climate, etc.), they affect the way households spend their money. This link between
expenditure behaviour, resources and household structure is precisely the reason
why equivalence scales can be estimated.

The rest of the paper is organised as follows: first the method is introduced, with
its rationale (Sect. 2) and its formulae (Sect. 3). This method is then applied to
two different datasets in Italy (income and consumption survey, 2004–2010), an
approach which is a novelty in itself. In addition, inflation and regional purchasing
power parities (PPP) are estimated together with equivalence scales, another novel
approach (Sect. 4). The two databases yield results that are comparable between
them, and consistent with the (scarce) external evidence available (Sect. 5). We
conclude that, with this approach, many more databases can be used for the
estimation of equivalence scales (and other indices) than was thus far deemed
possible (Sect. 6).
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2 The Standard of Living as a Latent Variable

Let us define the standard of living of a household as the ratio between its resources
(e.g. income, or total expenditure) and its needs (to be measured, in relative terms,
by means of an equivalence scale). The standard of living is not directly observable:
it is a latent variable that we assume to be associated with (and therefore revealed
by) a few, properly selected empirical indicators. A priori, one could draw a list of
“classical” indicators of affluence, ranging from the way people dress to the clubs
they are members of, from where they do their shopping to the neighbourhoods they
live in and so on. In this paper, however, a different path is followed: well-being
indicators are not pre-determined, but they are chosen ex post, on the basis of actual
household expenditure patterns. Our indicators are all the variables that satisfy
two requirements: firstly, they must vary monotonically with economic resources
(income Y), for any given household size N and for all the years of observation,
if there is more than one. Secondly, they must not bear any trivial relation with
household dimension N. Take total outlays X, for instance: they increase with Y for
any given household dimension N, but they are also positively affected by N, given Y,
because more people have more needs and increase household expenditure, without
any clear connection with per capita expenditure or individual “utility”. Therefore
total expenditure X does not qualify as a valid, or “well-behaved” indicator for our
purposes.

Of course, indicators that depend solely, or at least primarily, on the standard of
living would be preferable, but, in practice, one has to keep all the well-behaved
indicators that can be found, hoping that the other variables which influence them
(preferences, culture, climate, etc.) will average out and will not significantly affect
the results.

The food share, for instance, is a well-behaved indicator of economic well-being
(it decreases as income increases, for all household dimensions, in all years), and
this is why the Engel method works well, in practice. But the use of a single
indicator is dangerous. Apart from possible (indeed, frequent) measurement errors
and biases, including those that derive from observing households for only a very
short period (as it normally happens with expenditure surveys), almost all the
available indicators, including food, are also affected by something else than just
economic affluence, which we may call “style”: they depend, among other things,
on gender (women may buy lipsticks, and men sportswear), age (toys vs. canes),
religious beliefs (pork and alcohol are banned in some cases), environment and
season (bathing costumes vs. scarves), health conditions (diabetics do not buy sugar)
and so on. The food share, too, is not immune from these risks: for instance, it tends
to increase when there are very young and very old members in the households,
since in both cases most time is spent at home, and other consumption items matter
proportionally less. With several, relatively independent well-behaved indicators of
economic well-being this risk is reduced, even though it can never be totally ruled
out.
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Once a sufficient number of well-behaved indicators have been collected, such
indicators are used to form clusters of households. Within each cluster k, by
construction, all households are assumed to share a reasonably similar standard of
living: we calculate the average income of structurally homogeneous households
(for instance, with the same dimension: N, or N C 1, N C 2, etc.), and we consider
this average income Yn,k as representative of the “typical” N-member household of
cluster k. Therefore, the ratios YnCm,k/Yn,k define the equivalence scales for cluster k
and the average of these cluster-specific scales yields the general equivalence scale.

An extension of this idea is one of the novel approaches described in this paper.
The same procedure can in fact be followed when households, within clusters, are
stratified on the basis of different criteria: for instance, by region of residence (which
leads to the construction of PPP—purchasing power parity—indices) or by year of
observation (which leads to an estimate of inflation). Note that neither income Y,
nor the stratification variables (dimension, region or year of observation) are used
for clustering, which in turn means that they are not used for evaluating the standard
of living of households.

3 Cluster-Specific and General Indices

Let us assume households H to be characterised by the following set of variables:
E (a vector of well-behaved economic indicators), Y (income), N (number of
members), T (year of observation) and R (region of residence)

H D .Eh;Yh;Nh;Th;Rh/ (1)

Households are clustered on the basis of the E (observable, well-behaved) variables,
while the other variables (Y, N, T and R) will be used at a later stage. Since all E, by
definition, are linked to economic well-being (a latent, unobservable variable), we
assume that all the households that fall in the same cluster share a similar level of
economic affluence, which is an essential requirement for comparison and for the
construction of our indices.

If this assumption holds, the average income Y of all households h within cluster
k, with given characteristics (dimension n, in year t, in region r)

Yk;n;t;r D

X
h

ch;k;n;t;r Yh;k;n;t;r

X
h

ch;k;n;t;r

(2)

gives an estimate of the “true” level of income of these households, where the
coefficient c represents the weight of each specific observation, if this is provided in
the database (as it normally happens with not representative, e.g. stratified, samples).
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Within cluster k, by construction, the (unknown) level of economic well-being
is (almost) the same for all households, and this allows us to estimate the cluster-
specific indices we are interested in. For instance, for equivalence scales we get

Sk;n;t;r D Yk;n;t;r

Yk;nD1;t;r
(3)

(where one-person households, n D 1, are used as a standard of reference) and, from
these, we can compute the general equivalence scale, as a weighted mean of cluster-
specific estimates

Sn D
X

k

X
t

X
r

Sk;n;t;r wk;n;t;r (4)

where the weights wk;n;t;r

 
D p

Hk;n;t;r � Hk;nD1;t;r=
X

k

X
t

X
r

p
Hk;n;t;r � Hk;nD1;t;r

!

take into account the number of households H both in the numerator and in the
denominator of each of these ratios [3].

In addition, we can also compute the variance of the estimated indices, e.g.
of equivalence scales. Dropping a few of our classification letters for the sake of
simplicity, within clusters, the variance of S is [7]

Var .Sk;n/ D 1

.Yk;nD1/2
˚
Var .Yk;n/C S2k;n ŒVar .Yk;nD1/

�
(5)

where Var(Yk,n) stands for the estimated variance of the average income, for any
given combination of cluster k and household dimension n.

The estimated variance of Sn is [7]

Var .Sn/ D
X

k

w2k;n � Var .Sk;n/ (6)

If instead it is PPP that we want to estimate, our basic elements (in 3) are to be
constructed in a slightly different manner

PPPk;n;t;r D Sk;n;t;r D Yk;n;t;r

Yk;n;t;rD1
(7)

where an arbitrary region (e.g. the North-West) is taken as a standard of reference.
Formula (4) then becomes

PPPr D Sr D
X

k

X
t

X
n

Sn;k;t;r wn;k;t;r (8)

Finally, if we are interested in an alternative measure of inflation (or a price
index PI, which, as readers may have noted, does not require elementary prices to
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be collected and recorded), we return to formula (3) and change it slightly to

PIk;n;t;r D Sk;n;t;r D Yk;n;t;r

Yk;n;tD1;r
(9)

where an arbitrary year, normally the most remote, is used as a standard of reference.
Formula (4) then becomes

PIt D St D
X

k

X
n

X
r

Sn;k;t;r wn;k;t;r (10)

However, this does not solve all problems. Here, as in previous applications [3], we
find that both alternative clustering criteria and, for any given criterion, different
numbers of clusters result in slightly different values of our indices. As for the first
problem (type of clustering), Ward appears to be the best criterion: its results are the
most stable as the number of clusters vary. As for the second, there is an obvious
trade-off between the number of clusters (the more the better, because the compared
households then are, by our own definitions, more and more homogeneous), and the
number of observations within clusters—where “observations” are households of
all dimensions N, in all regions R, in all years T. It is however difficult to determine
where the optimum lies.

4 An Empirical Application (Italy, 2004–2010)

This method has been recently introduced and applied to expenditure data for
the estimation of equivalence scales in Italy in the years 2003–2008 [3]. In this
paper we extend it in two ways: we estimate not only equivalence scales, but also
PPP and inflation, and we apply it to two different datasets both the Istat yearly
expenditure survey and the Bank of Italy SHIW—Survey of Household Income
and Wealth, in the years 2004, 2006, 2008 and 2010. The SHIW survey is carried
out every other year, on about 8000 households (24,000 individuals), in about 300
Italian municipalities. It is focused on household incomes and savings: there are a
few questions on expenditure, including one on food expenditure, but they are not
detailed enough, so that “standard” estimation methods (complete demand systems,
based on expenditure shares) cannot be used in this case (see [13]).

For our method we need well-behaved indicators of economic well-being, and
the four that we could compute from the SHIW survey are:

1. the food share (expenditure for food as a fraction of total expenditure),
2. a subjective assessment of the adequacy of the economic resources of the

household. This derives from the six-scale answer to a question on “how
difficult/easy is it for your family to make ends meet?” (possible answers are:
very difficult, difficult, relatively difficult, relatively easy, easy, very easy),
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3. the ratio between actual household consumption and a subjectively defined
poverty line,

4. the saving share (the ratio between saving and income).

5 Main Results

Table 1 summarises our most important results. We have three different indices
(equivalence scales, PPP and inflation), each with four outputs: two come from
the Istat expenditure survey (with different sets of well-being indicators: see notes
to the table), and two from the Bank of Italy SHIW. Of these, the former is based on
household income and the other on household consumption, both reported by SHIW
respondents.

As for the equivalence scale, the results from SHIW data confirm those found
on expenditure data: large households cost more than small ones, but the increase
is small, much smaller than Engel’s food share would indicate (see, e.g., [6]), and
comparable to that of the OECD [10] equivalence scale, obtained as the square root

Table 1 Main indices (equivalence scales, PPP and inflation) found for Italy, 2004–2010

Household dimension (equivalence scale)
1 2 3 4 5

Income (SHIW) 1 1.473 1.807 2.023 2.101
Consumption (SHIW) 1 1.432 1.737 1.922 2.025
Consumption (Exp. Survey)a 1 1.282 1.542 1.675 1.781
Consumption (Exp. Survey)b 1 1.368 1.646 1.810 1.909

Region (PPP)
NW NE Centre South Islands

Income (SHIW) 1 0.969 1.023 0.763 0.734
Consumption (SHIW) 1 0.947 1.015 0.754 0.742
Consumption (Exp. Survey)a 1 0.979 0.925 0.759 0.713
Consumption (Exp. Survey)a 1 1.003 0.934 0.745 0.707

Year (inflation)
2004 2006 2008 2010

Income (SHIW) 1 1.122 1.143 1.179
Consumption (SHIW) 1 1.115 1.130 1.183
Consumption (Exp. Survey)a 1 1.042 1.058 1.041
Consumption (Exp. Survey)b 1 1.052 1.080 1.078
CPI (Istat) 1 1.038 1.089 1.115

See Fig. 1. All own estimates based on 100 clusters
CPI—Istat consumer price index (http://www.istat.it/it/archivio/30440)
aWith dummy variables (Dpresence of durables). See De Santis and Maltagliati [3]
bWithout dummies

http://www.istat.it/it/archivio/30440
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Fig. 1 Equivalence scales estimated for Italy, 2004–2010. Notes: Our estimates are obtained with
the methodology described in this paper, using Ward as a clustering criterion, and total expenditure
as a measure of resources. For income data (Bank of Italy SHIW), only the steepest (obtained with
20 clusters) and the flattest scales (with 50 clusters) are represented, highlighting how robust the
estimates are to a change in the number of clusters. For the expenditure survey (Istat), the figures
are those obtained with 100 clusters. The difference between the two versions, (a) and (b), depends
on the choice of the indicators of well-being, as explained in the notes to Table 1. Households with
more than five members have been discarded: the number of observations is 31,202 for SHIW and
187,482 for the expenditure survey (four waves in both cases). Source: own elaboration on Bank
of Italy SHIW (Survey on Household Income and Wealth) data and Istat expenditure survey data,
years 2004–2010

of household dimension (Fig. 1). SHIW data (in either of the two versions) yields an
equivalence scale that is steeper, and therefore more convincing (or at least closer to
prevalent expectations) than the one that comes from the expenditure survey.

When it comes to the estimation of PPP, or regional price differences, we
basically once again obtain the same results with SHIW data (either scale) as with
expenditure data. Prices appear to be more or less the same in the Centre-North, with
minor differences within this area, but about 25 % lower in the South and Islands.
These differences have never been measured precisely in Italy, but they are close to
common perception, and are in line with the partial empirical estimates that have
recently become available [2, 5].

There is however some inconsistency relating to the estimation of inflation. In
this case there is an extra line: the official estimation of inflation in Italy (Istat CPI—
Consumer Price Index). The estimates obtained here go qualitatively in the right
direction (prices increase over time), but, quantitatively speaking, they do not fit
well with official data. Using expenditure data, inflation is strongly underestimated
if we form clusters using also dummy variables that indicate whether the households
own certain durables (e.g. air conditioner; case “a” in Table 1). The reason for
this is probably that in years of crisis (as in 2009 and 2010) households reduce
their expenditure (which biases downward our estimates of inflation: see Eq. 9) but
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they still possess the durables they had acquired previously, and therefore appear
to be relatively well off. If durables are instead excluded from the procedure (i.e.
not used as indicators of economic well-being) as in (b), our estimates of inflation
get closer to the official value in their general trend, although not as much in each
sub-period. In opposition to this, on the basis of the Bank of Italy SHIW inflation
is overestimated: this is probably due the importance of subjective indicators (e.g.
“can you make ends meet?”: the answer to this type of questions may reflect one’s
concerns for the future, and vary with macroeconomic conditions and perspectives).

In both cases (Istat and Bank of Italy) these inconsistencies merit further analysis,
but such results may be taken as a reminder that the standard of living is an elusive
notion, with no clear empirical indicator (or set of indicators), and that all attempts
at evaluating it can only give rough approximations at best. If the standard of living
is measured incorrectly, so are all the measurements that derive from it, including
the indices (equivalence scales, inflation and PPP) that this paper tries to estimate.

6 Discussion

In this paper we start from the idea (introduced in [3]) that equivalence scales
can be estimated once we accept the assumption that the standard of living is a
latent variable, correlated with observable (or manifest) variables, which, albeit
imperfectly, indicate how rich or poor households are. Rules of consistency are
defined for the selection of these “well-behaved” indicators of economic well-being
and, when a sufficient number of them become available, they are used to form
homogeneous clusters of households assumedly with the same standard of living.
Once this is done, the estimation of cluster-specific equivalence scales is trivial
(ratios between average incomes), and so is the following step of calculating an
average of household specific scales, in order to estimate the general equivalence
scale.

This paper introduces two novelties in this approach. The first is that the same
logic may be used to estimate two more indices: inflation and PPP. Both of them
are relevant and otherwise difficult to estimate, especially in the case of PPP.
The second novelty lies in the use of alternative databases for the estimation of
equivalence scales and other indices. The Bank of Italy SHIW (Survey of Household
Income and Wealth) was used for the present application, but other datasets
could be considered in the future: for instance, the LIS (Luxembourg Income
Study) database, the ECHP (European Community Household Panel), the EU-SILC
(European Survey on Income and living Conditions), etc. This extension is possible
because of the flexibility of the definition that an indicator of economic well-being
is virtually any variable that, everything else being equal, evolves consistently with
resources.

Empirical and theoretical problems are still numerous: e.g. what indicators to
select or drop when enough are available, how to form clusters, and how many of
them to form. All of these choices affect the final results (estimates of equivalence
scale, inflation or PPP), and this constitutes a cause for concern since no clear
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indication has thus far emerged as to how to proceed in case of doubt. But a much
higher uncertainty, even if normally hidden (with exceptions: see, e.g., [1]), also
surrounds all the other estimates of equivalence scales, from the simplest (Engel’s
food share) to the most elaborate (complete demand systems). Several estimates
of the same index can be produced with relative ease, which offers the additional
advantage of providing a measure of how wide the margin of error is on the
estimated variable of interest.
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Learning-by-Exporting and Productivity:
Evidences from a Panel of Manufacturing Firms

Maria Rosaria Ferrante, Marzia Freo, and Alessandro Viviani

Abstract

This paper investigates the dynamics of productivity experienced by firms that
start to exporting. The effect of entering into international markets is disentangled
by the self-selection component and its empirical distribution is evaluated.
Results show that the impact on productivity of moving from the status of
non-exporter to the status of exporter is different at different sections of the
productivity distribution.

1 The “Learning-by-Exporting” Issue

A number of studies in the last decade, inspired by the seminal empirical work of
Bernard and Jensen [1], have focused on the relationship between the international-
isation of firms and their productivity. In general, the main theme of these studies is
that productivity is positively related to international involvement (for a review, see
[2,3]).

This paper focuses on the debated issue of the learning-by-exporting (hereinafter
LBE) hypothesis which states that firms that move from the status of non-exporter
to the status of exporter (starters) experience an increase in productivity during
the period following their entry into the export market. In fact, although an
extensive stream of empirical literature on international trade shows that the most
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productive firms undergo a self-selection process to enter foreign markets, few
empirical contributions support the LBE hypothesis. Besides, most of the literature
focusing on the test of the LBE hypothesis estimates the effect by using either
(1) regression models which estimate productivity premium by controlling for
the relevant covariates or (2) methods developed in the context of the evaluation
literature, such as the propensity score matching approach. Both of these approaches
present strengths and weaknesses, but, primarily they limit the analysis to the
estimation of the average treatment effect.

In this paper, we follow the strand of literature that purports that the international
connections of firms have a significant association with firms’ productivities and that
this effect is different for the different points of the firms’ performance distribution
[4–12]. More precisely, we estimate the whole distribution of the net productivity
premium caused by the entrance into international markets by disentangling the
(raw) LBE premium from the component due to differences in the structural
composition among three groups of firms: export starters firms, domestic firms and
incumbent firms that entered international markets before the considered period and
continue to export. In order to make inference on counterfactual distribution the
Quantile Decomposition (QD) approach [13] is adopted. We obtain the estimate of
the post-entry effect distribution by comparing the observed productivity distribu-
tion of the export starters group to the productivity distribution of its counterfactual.

The analysis is based on a newly available panel data set of firms recently
developed by the Italian National Institute of Statistics [14]. These very rich
longitudinal firm-level data allow for the solving of potential endogeneity problems
and the proper evaluation of the causal effect of exporting on the performance of
firms by also dealing with the self-selection bias.

2 Data andMethodology

A deep understanding of the structures of an economic system requires a profound
knowledge of the time-dynamics concerning the most relevant economic phenom-
ena. Obviously, the possibility to analyse the dynamics of economic system at the
micro-level is constrained by data availability. With respect to a cross-sectional data
set, panel data sets have significantly extended the research potential of data by
allowing dynamic analyses and control for unobserved heterogeneity.

To meet the information need expressed by researchers, several European official
statistical institutes have recently concentrated on designing a second generation of
data sets derived from the integration of data already collected from surveys, census
reports or administrative documents [15,16]. Obviously, this type of information is
of a different nature with respect to the first generation of firm panel data sets, where
a sample of firms or individuals was observed for multiple time periods.

In this perspective, during the last 10 years, ISTAT has promoted significant effort
to build innovative longitudinal information on micro-data at the firm level, the
Micro.3 database. Note that this type of information offers strong research potential
for the dynamic analysis compared to the information collected in a survey. In fact,
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the latter is generally limited to a few variables with a focus on one topic, whereas
Micro.3 combines the features of rich cross-sectional surveys with the potential
for long observational periods [14]. Because of the importance of observing the
behaviour of the same firm over successive time periods with references to variables
from different fields (firm behaviour, financial data, structure and so on) in analysing
the LBE effect on productivity, we base the research presented here on Micro.3 data.

This database, which covers the period 1998–2007, contains information on
firms with more than 20 employees. It is an integrated data system arising from
the following three sources: (1) the census of Italian firms, that is, the SCI
(Sistema dei Conti delle Imprese) database; (2) the PMI (Piccole e Medie Imprese)
survey, which focuses on small and medium enterprises; and (3) the annual reports
of incorporated firms collected by the Central Balance-Sheet Data Office. More
technically, Micro.3 is a catch-up panel, in which a cross-sectional data set is chosen
at some time in the past and the units of analysis are then located in the present by
subsequent observations. The validity of the database is largely supported by its
census nature, which avoids possible biases in the data collection process, and its
representativeness has been analysed in Biffignandi and Zeli [17].

2.1 Estimating Firms Productivity

To investigate the link between exporting and productivity with respect to perfor-
mance outcomes, we consider Total Factor Productivity (hereinafter TFP) from
an estimated two-factor Cobb–Douglas production function. In this framework,
the main difficulty of estimating productivity at the micro-level arises from the
simultaneity problem. In fact, the standard OLS estimates of the parameters of the
log-transformed production function are biased as at least part of the TFP is known
by the firm and influences the firm’s input decisions such that the error terms and
the regressors of the production function are correlated. The simultaneity problem
between input decisions and productivity shock is accounted for by using the semi-
parametric estimator proposed by Levinsohn and Petrin [18]. The TFP is measured
at firm level by estimating eight Cobb–Douglas production functions by industry
with value added as output, total costs of labour as labour input and the book value
of fixed and intangible assets as capital input. All nominal variables are deflated by
proper index numbers and deflated intermediate costs for goods and services are
assumed as a proxy of capital (the results referring to the estimates are available
from the authors). Because the level of TFP cannot be measured in any meaningful
units, movements relative to a representative firm must be computed. To compute
the relative movements, firm-specific TFPs are divided by the industry means. Note
that these scaled TFPs are log transformed. Hereafter, when we refer to the estimated
TFP, we always mean these log-transformations, which provide relative measures of
how firm-specific TFPs diverge from the industry means during the period.

The raw TFP premium measures the percentage of the productivity differential
between the TFP of exporter and non-exporter firms. From an unconditional
perspective, exporter firms are found to be, at the median, from 9 to 13 % more
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Table 1 Test on equality of median TFPs: export premiums by year

Median premiums

1998 1999 2000 2001 2002 2003 2004 2005 2006 2007
TFP 0.109 0.130 0.122 0.122 0.112 0.100 0.113 0.123 0.109 0.093
s.e. 0.011 0.011 0.010 0.011 0.012 0.013 0.012 0.014 0.016 0.015
Labour productivity 0.138 0.159 0.146 0.148 0.136 0.141 0.122 0.133 0.147 0.114
s.e. 0.012 0.013 0.015 0.015 0.016 0.016 0.014 0.014 0.018 0.019
Total output 0.759 0.823 0.773 0.765 0.778 0.786 0.743 0.817 0.773 0.637
s.e. 0.046 0.045 0.037 0.047 0.052 0.062 0.053 0.049 0.052 0.061
Total employment 0.569 0.597 0.606 0.564 0.631 0.571 0.612 0.540 0.482 0.396
s.e. 0.026 0.029 0.028 0.035 0.035 0.037 0.042 0.041 0.037 0.037
Capital stock 0.528 0.568 0.629 0.488 0.526 0.568 0.593 0.742 0.612 0.541
s.e. 0.059 0.055 0.057 0.064 0.056 0.065 0.063 0.058 0.050 0.066

productive than non-exporter firms in the years from 1998 to 2007. Exporters
also employ 40–63 % more workers, produce more than 60 % more output and
are strongly capitalised (Table 1). The differences reported are significant in that
they show that exporters are very different from non-exporters both in TFP and
covariates.

2.2 Estimating the Counterfactual Distribution

Starting from the raw observable internationalisation premium between two groups,
Quantile Treatment Effects on Treated (QTET), which are the net internationali-
sation premiums at specified quantiles, are estimated by using the QD technique.
QD allows to decompose the raw premium into a component explained by the
differences in the pre-entry heterogeneity and a component explained by QTET. To
properly estimate the net post-entry effect, it compares the observed productivity
distribution of the starters to their counterfactual TFP distribution that is the
distribution they would have had if they did not enter international markets. It
intuitively works as follows. Groups are recognised different in many characteristics
and effects of the treatment are assumed to differ across groups in the way they
depend on these characteristics. Then starting from quantile conditional model of
the TFP, Y, given the covariates X within the j-th group, QYjjXj.� jx/; the conditional
distribution implied for YjjXj is

F.YjjXj/.yjx/ D
Z

.0;1/

I
n
QYjjXj

.� jx/ � y
o

d�
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Given the covariate distribution FXj.x/, QD obtains estimates of functionals of
the marginal distribution of the outcome estimated by integrating the conditional
quantile model over the distribution of X. What it is interesting is that being the
marginal distribution a function of the joint distribution of covariates and conditional
distribution implied by quantile regressions, whose estimates are known after the
estimation, it becomes possible to simulate counterfactual marginal distributions
combining different scenarios for covariates and coefficients. For instance, it is
possible to compute the counterfactual TFP distribution of firms of the group 1
provided that these firms had the same characteristics of firms of the group 2

FYh1j2i.y/ D
Z

X2

F.Y1jX1 /.yjx /dFX2.x/

Finally, focusing on effects at � unconditional quantile, the observed differences
between the marginal TFP distributions over the groups are decomposed into
a component which measures a QTET owing to LBE effect and a component
explained by the differences in the composition of covariates owing to selection
bias, as follows:

QYh2j2i.�/� QYh1j1i.�/ D �
QYh2j2i.�/ � QYh1j2i.�/

�C �
QYh1j2i.�/� QYh1j1i.�/

�

The QD has been run using the Stata program written by Chernozhukov et al. [13].

2.3 Building the Quasi-Experimental Design

To properly estimate the post-entry effect, we decompose the raw premiums in a
portion due to the self-selection bias, caused by the pre-entry differences between
groups, and a portion representing the net premium due to the entry of firms into
international markets.

We focus on three groups of firms: incumbent exporters that are observed to
export along the 10-year time window, domestic firms that are observed not to export
during 9 out of the 10 years of the time window and a further group of firms that
are observed to start exporting. Unfortunately, each year, a very small fraction of
firms starts and continues exporting; thus, this last group has a small sample size.
To capture as many observations as possible, we define starters as all firms that are
observed to export for at least 5 years after having not exported for the 2 previous
years. For example, consider that for each firm we observe a 10-year sequence of
export dummies. Firms are considered incumbents if they show a full one sequence
(1-1-1-1-1-1-1-1-1-1), domestics if within the sequence only one 1 may be retrieved
and starters if their sequence nests a sub-sequence of this type 0-0-1-1-1-1-1. Then,
because starter firms may have begun to export in a year between 2000 and 2003,
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Table 2 Number of TFP
observations by status and
time to treatment

Time to treatment ( j ) �2 �1 C1 C2 C3 C4

Incumbents 1799 1811 1783 1787 1782 1779

Starters 197 205 196 195 192 193

Domestics 351 346 262 207 169 154

Table 3 Averages and per cent distribution of key variables at time t D �2 by status

Incumbents Starters Domestics

TFP (raw premium vs. domestics) 0.279 0.159 –
Per cent of producers of intermediates goods 45.0 43.9 48.4
Durable goods and instruments 33.8 32.2 20.9
Non-durable goods 21.2 23.9 30.7
Per cent of producers located in North-West 49.5 41.1 23.8
North-East 36.9 33.8 20.4
Centre 9.7 15.5 19.7
South 3.9 9.6 36.1
Total output (thousand EUR) 76,244 50,206 18,754
Total employment 324 203 109
Capital stock (thousand EUR) 16,159 12,036 6643

we fix the treatment time j D 0 in the year when each firm enters the export market,
and we align all observations with respect to the treatment time. Thus, we consider
the time to treatment variable in terms of the advance or delay to the treatment time
(since j D �2 to j D 4). After removing observations without information on the
TFP, we have three groups whose number of observations is shown in Table 2. Note
that the definition of starters group leads us to observe a 2-year long period before
the treatment ( j D �2, �1) and a 4-year long period after the treatment ( j D 1, 2, 3,
4).

Firm heterogeneity can be found in the pre-entry compositional characteristics of
the three groups of firms and, more importantly, in the pre-entry TFP that we observe
at time to treatment j D �2 (Table 3). Within the domestics, more than one-half of
the firms produce intermediate goods, and more than one-third of the firms (36.1 %)
are located in the southern region of the country. The profiles by activity and location
of starter and incumbent firms are quite similar. Incumbent and starter firms are
strongly larger than domestic firms. For example, at a mean level, incumbent and
starter firms have double the total employment of domestic firms, they have just less
than double the capital stock, and they have three times the output.

3 Self-Selection and LBE: Empirical Results

To test the presence of self-selection in the observable pre-entry outcome, we
investigate if the three previously defined groups differ significantly in TFP with a
time reference that is before the treatment time j D 0. More specifically, we compare
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Table 4 Raw TFP premium: pre-entry levels and dynamics

Incumbents vs. domestics Starters vs. domestics Starters vs. incumbents

Quantile 0.2 0.5 0.8 0.2 0.5 0.8 0.2 0.5 0.8
Level 0.312** 0.264** 0.300** 0.171** 0.159** 0.206** �0.140** �0.106** �0.094ı

Growth 0.044ı 0.011 �0.003 0.010 0.000 �0.009 �0.034 �0.011 �0.006
ı, ** significant at 90 and 99 % (Bootstrap confidence intervals)

the three pairs of groups: incumbents vs. domestics, starters vs. domestics and
starters vs. incumbents. We focus on all the TFP level and TFP growth rate to verify
if the self-selection is on the pre-entry levels and/or on the trends. To this end, first
we test whether differences across groups in the TFP level at time to treatment
j D �2 are significant and then whether the dynamics of the TFP is significantly
different across groups from time to treatment j D �2 to j D �1. The observed raw
premiums before-entry (measured by differences in TFP level across groups) appear
significantly different from zero for both the realised comparisons (incumbents vs.
domestics, starters vs. domestics and starters vs. incumbents). At time to treatment
j D �2 incumbent firms are observed (in median) to be 26.4 % more productive
than domestic firms, while starter firms are 15.9 % more productive than domestics
and 10.6 % less than incumbents (Table 4). Looking at the distributions, the
differences are higher at the extremes, that is, for the highest and lowest TFP
values. Lower performing incumbents and starters are, respectively, 31.2 and 17.1 %
more productive than less performing domestic firms (at quantile 0.20), and the
best performing incumbents and starters are 30.0 and 20.6 %, respectively, more
productive than the best performing domestic firms (at quantile 0.80). Thus, the
possible presence of different dynamics before entry is considered. If present, this
must be accounted for to appropriately evaluate the post-entry effect. The findings
indicate significant positive dynamics (even if significant at 90 %) in the raw pre-
mium of less performing incumbents with respect to less performing domestics. All
the other premiums’ dynamics are not significantly different across groups before
the entry period (Table 4). Because of the scant significance and to improve the
homogeneity and readability of the results, we assume here the absence of different
dynamics.

We estimate the net TFP premium obtained by removing the selection bias from
the raw premium. More specifically, from the perspective of the decomposition
approach, the difference of the TFP across groups measures the raw export premium,
and it can be decomposed into two parts: the component owing to characteristics that
may be interpreted as the effect of self-selection on observables and the component
owing to coefficients that may be interpreted as the estimate of the treatment effect.
To investigate the performance of starter firms in the post-entry period, we pose
the treatment period at j D 0 and focus on four post-entry periods denoted by
j D 1,2,3,4.

The first step of the QD approach consists of estimating quantile regression
models and explaining raw TFP for the different groups of starters (s), domestics (d)
and incumbents (i). With this aim, we specify the following �-th quantile regressions
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model that we estimate over each group (g D s, d, i) and different time to treatment
j D 1,2,3,4:

TFPigj D ˛g .�/C
2X

kD1
ˇ

g
k .�/ INDig;k C

3X
lD1
�

g
l .�/REGig;l C �g .�/ Zig;�2 C uigj .�/

where TFPigj is the TFP level at time to treatment j of firm i, which belongs to
group g; INDig,k are two out of three dummies indicating the principal industry
group to which firm i of the group g belongs at year 1999; REGig,l are three out
of four dummies indicating the macro-area in which the firm i of the group g is
located at year 1999; Zig;�2 is the vector of observable covariates that controls for
selection bias, that is the pre-entry raw productivity level (TFPig;�2 for firm i at time
to treatment j D �2).

The second step consists of estimating the net TFP through the QD approach,
that is, of removing the selection bias due to different group compositions observed
before entry and to raw TFP pre-entry levels. Results of the decomposition are
reported in Table 5. The estimated net TFP premiums of starters versus domestic

Table 5 Decomposition of the TFP level

TFP Raw differences Net differences

quantile 0:2 0:5 0:8 0:2 0:5 0:8

Time to treatment (j)

Incumbents vs. domestics

�1 0:315** 0:289** 0:292** 0:077** 0:069** 0:071*

0 0:364** 0:318** 0:334** 0:132** 0:124** 0:140**

1 0:366** 0:281** 0:261** 0:123** 0:079* 0:059

2 0:353** 0:264** 0:209** 0:126** 0:062 0:017

3 0:212** 0:189** 0:129** 0:102 0:039 �0:039
4 0:238** 0:215** 0:155** 0:086 0:054 0:037

Starters vs. domestics

�1 0:155** 0:161** 0:177** 0:037 0:036 0:018

0 0:237** 0:193** 0:221** 0:100** 0:073* 0:081

1 0:199** 0:146** 0:153** 0:067ı 0:029 0:014

2 0:205** 0:157** 0:115* 0:086* 0:043 �0:007
3 0:102* 0:084* 0:047 0:051 0:004 �0:053
4 0:160** 0:130** 0:055 0:078 0:038 �0:011
Starters vs. incumbents

�1 �0:160** �0:128** �0:115** �0:032 �0:030* �0:052
0 �0:127** �0:126** �0:113** �0:020 �0:037ı �0:054
1 �0:167** �0:135** �0:108* �0:075** �0:055** �0:056
2 �0:149** �0:106** �0:094* �0:070* �0:037ı �0:048
3 �0:111** �0:106** �0:081ı �0:034 �0:039ı �0:037
4 �0:078* �0:085** �0:100** �0:004 �0:018 �0:058

ı, *, ** significant at 90, 95 and 99 % (Bootstrap confidence intervals)
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Fig. 1 Net TFP premiums at time to treatment j D 1, 2, 3, 4: starters vs. domestics (s vs d) and
starters vs. incumbents (s vs i) at quantiles (q) 0.2, 0.5 and 0.8

Fig. 2 Net TFP premiums at time to treatment j D 1, 2, 3, 4: starters vs. domestics (s vs d) and
incumbents vs. domestics (i vs d) at quantiles (q) 0.2, 0.5 and 0.8

firms are positive over the post-entry period in the first half of the distribution.
At the same time, the net premiums of the starter firms in the higher half of the
TFP distribution are null or negative (Fig. 1). This suggests that, while TFPs of
lower and medium performing starter firms overcome TFPs of lower and medium
performing domestic firms, this does not occur for better performing firms. With
regards to the level of the estimated net TFP premiums of starters versus incumbents,
they are negative for low, medium and high performing firms. The evolution of the
TFP premiums during the post-entry periods may be usefully captured by jointly
considering empirical evidences from Figs. 1 and 2 in two directions. On the one
hand, net premiums of starter with respect to domestic firms along the post-entry
period are quite stable, the only exception being the fall in period j D C3. On the
other, the dynamics of net premiums of starters with respect to incumbent firms is
positive. Thus, the negative gap of starters tends to decline and becomes null either
at time to treatment j D C3 for the comparison that entails lower performing firms,
at time to treatment j D C4 for the comparison that entails medium performing
firms or suddenly at time to treatment j D C2 for the comparison that entails
higher performing firms. A first finding is that starters, in the post-entry periods,
increase their TFPs more than incumbents but do not increase their TFPs more than
domestics.

That is, the entry into international markets produces an acceleration of starter
TFPs with respect to incumbents. To better understand this finding, it must be
remembered that the analysed years represent a phase of a negative cycle of Italian
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exports during which premiums of incumbents diminished as long as they had
become not significant (Table 5). According to expectations, if a post-entry effect
had not intervened, the net premiums of starters would have experienced a decrease
of the same order of incumbents’ premiums. On the contrary, the levels of premiums
for starters remained quite stable during the post-entry period and converged to the
premiums of incumbents.

At time to treatment j D C4, premiums of lower and medium starter firms
may not be distinguished from the ones of lower and medium incumbent firms
(Fig. 2). With regards to the firms in the top section of the TFP distributions, the
net premiums are usually lower than in the other sections of the distributions, and
they are never significant, indicating that the TFPs of the best performing firms
are not sensitive to internationalisation status. The main findings draw important
conclusions in terms of economic policy. In fact, if a learning-by-exporting effect
is present, policies should remove obstacles to export entry as this may help to
increase the number of firms that successfully act on the world market in the future
and that contribute to economic growth through the increase of their productivity;
on the contrary, if the learning-by-exporting effect is absent, policies should focus
on directly fostering productivity.

4 Concluding Remarks

Many papers in the empirical literature on the heterogeneity of firms find that a
productivity premium is associated with international involvement. Two fundamen-
tal questions from this topic are still unanswered. The first question involves the
amount of the productivity premium, which, although in relative terms, is rarely
estimated. The second question involves the direction of the causality link between
productivity and international openness. Does a self-selection mechanism induce
the more productive firms to enter the international market, or do internationalised
firms, under the pressure of global competition, become more productive by means
of a learning-by-exporting process?

The present paper investigates these issues during a negative cycle for Italian
exporter performances. At first glance, the raw TFP premiums for the exporting
firms are found to be quite high according to many firms’ characteristics, such as
TFP, labour productivity, total output, capital stock and total employment.

TFP estimates are next decomposed with a QD approach. Through this technique,
the overall productivity gaps between the three groups of firms, incumbents, starter
exporters and domestics are disentangled, separating the part of the gap that is
explained by differences in firm characteristics, that is, the different pre-entry
composition of the groups, from the part that is owing to internationalisation.

The main findings support the intervention of an LBE effect in the post-entry
period for firms that begin exporting, even if not uniformly distributed across firms.
In the present study, the LBE is for the lower and medium performing starter
firms. Firms in the bottom half of the TFP distribution experience an increase with
respect to incumbent firms but not compared to domestic firms after entering the
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international market. Thus, internationalisation has resulted in at least one-half of
the firms improving their performance relative to incumbents.

Net premiums of the best performing firms from all three groups are statistically
not significant, indicating that firms that perform at their best may operate both in
domestic and export markets. For these best performing firms, the policy indication
should address the increase of TFP itself rather than the internationalisation.

Further work will involve refining the analysis. Details regarding year and
cyclical effects should be more clearly disentangled, and the analysis should be
extended to include additional performance features. Addressing these challenges
should provide more robust results.
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AMultivariate VEC-BEKKModel for Portfolio
Selection

Andrea Pierini and Alessia Naccarato

Abstract

The use of bivariate vector error correction models and Baba–Engl–Kraft–Kroner
models is proposed for the selection of a stock portfolio (Markowitz portfolio)
based on estimates of average returns on shares and the volatility of share prices.
The model put forward is applied to a series of data regarding the prices of 150
shares traded on the Italian stock market (BIT) between 1 January 1975 and 31
August 2011.

1 Introduction

The selection of a stock portfolio is broadly discussed in the literature, generally
with reference to heteroskedastic regression models [1]. The models used in the
case of multiple time series are of the vector autoregressive (VAR) type [4].

This paper proposes the use of vector error correction (VEC) and Baba–Engl–
Kraft–Kroner (BEKK) models for the selection of a stock portfolio. In other words,
it addresses the problem of estimating average returns and the associated risk on the
basis of the prices of a certain number of shares over time. This estimate is then
used to identify the assets offering the best performance and hence constituting the
best investments. While Campbell [4] proposes the use of a VAR (1) model, it is
suggested here that use should be made of VEC models, which make it possible
to take into account any cointegration between the series employed and the market
trend as measured by means of the Thomson Reuters Datastream Global Equity
Italy Index [5].
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Moreover, while Bollerslev et al. [2] employ diagonal vectorization (DVEC)
models to estimate share volatility, the use of a BEKK model, as proposed here,
makes it possible to extend the estimation procedure based on DVEC models so as
to take into account also the correlation between the volatility of the series and the
volatility of the market trend.

The series considered regard the Italian stock market (BIT), and specifically the
monthly figures for the top 150 shares in terms of capitalization, from 1 January
1975 to 31 August 2011. The estimation procedure proposed for portfolio selection
involves two phases.

In the first, a two-dimensional VEC model is developed for all of the 150 shares
considered in order to obtain an estimate of the average stock market return. A
BEKK model is then applied to the series of residuals thus obtained in order to
estimate the volatility of the series.

The second regards the selection of shares for inclusion in the portfolio. Only
those identified as presenting positive average returns during the first phase are
considered eligible. For the purpose of selecting the most suitable of these, a new
endogenous variable is constructed as the product of two further elements, namely
the price-to-earnings ratio (P=E) and earnings per share (EPS). This variable, which
indicates the “intrinsic value” of the share in question, is not constructed for the
entire set of 150 shares but only for those presenting positive average returns in the
first phase, as it would be pointless in the case of negative returns. The VEC-BEKK
model is applied once again to this new series in order to estimate the intrinsic value
of the shares, and the top 10 , as suggested in [7], are selected for inclusion in the
portfolio on the basis of the difference between this intrinsic value and the price
estimated in the first phase.

A quadratic programming model is then employed to determine the quantities to
be bought of each of the ten shares selected.

It should be noted that the variable P=E � EPS is estimated for each industrial
sector, as suggested in [9].

2 Model Summary

A concise outline is now given of the phases involved in the selection of shares for
inclusion in the portfolio as well as the quantity of shares to be bought for each type
selected. The starting point is the K D 150 series, regarding the average returns Rk;t

on the shares, and the average return of the market RM;t, t D tk; : : : ;T; k D 1; : : : ;K.
It should be noted in this connection that the length of the series considered is not
homogeneous because not all of the joint-stock companies are quoted as from the
same point in time. This aspect involves further complications in the estimation
procedure.
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Phase one: For each series, the model VAR2.p/ is constructed for the random
vector yt D Œy1;t; y2;t0 D ŒRk;t;RM;t

0

yt D �t C A1yt�1 C A2yt�2 C � � � C Apyp C ut (1)

with �t D �0 C �1t, Ai matrix 2� 2, i D 1; : : : ; p of the unknown coefficients, and
ut D Œu1;t; u2;t0 the vector of errors such that ut � N.0;˙u/.

Model (1) can be rewritten as follows to take into account and possible
cointegration of the variables considered:

This model can be rewritten in the form of VEC2.p�1/, which shows manifestly
the possible cointegration, which we use in presence of it

�yt D �t C˘yt�1 C �1�yt�1 C �2�yt�2 C � � � C �p�1�yt�pC1 C ut (2)

The AIC criterion is used to estimate the lag Op , with reference to model (2), and
the LR test is carried out to ascertain the presence of cointegration.

Finally, the method proposed by Johansen [12] is applied to obtain the maximum-
likelihood estimation (MLE) of the parameters �0; �1;˘; �1; : : : ; �p�1.

The Portmanteau test is used to ascertain the presence of correlation of residuals,
the generalized Lomnicki–Jarque–Bera test for the normality of residuals, and the
ARCH test to determine heteroskedasticity.

In the event of the latter test revealing the presence of heteroskedasticity, the
BEKK(1,1) model [6] is used to estimate the conditional variance–covariance
matrix˙t D cov.utjpast/ D ..
i;j.t//i;jD1;:::;n, which has the following structure:

�
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�
(3)

Phase two: The estimates obtained in phase one are used to select the shares for
which positive average returns are predicted. For the shares thus selected and for
each industrial sector (IS), the model VEC2.p � 1/�BEKK.1; 1/ is estimated for
the random vector yt D Œy1;t; y2;t0 D Œ..P=E/�(EPS))h;t; ..P=E/�(EPS))ISh;t

0, where
h D 1; : : : ;H is the index that identifies only the series with positive returns selected
out of the initial 150.

On the basis of the ..P=E/�(EPS))ISh;TC1 and Rh;TC1 forecasts obtained in phase
two, the shares are listed for each industrial sector in decreasing order with respect
to the values of the difference between intrinsic value and expected price. The first
n D 10 shares are thus selected to make up the portfolio.
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Finally, in order to determine the quantities to be bought of each of the ten shares
selected, it is necessary to solve the Markowitz problem [13] by estimating the
matrix of share volatility. To this end, let be OVt the estimator of the matrix n � n
of volatility Vt for t D T C1, the elements of which are vi;j.t/ D cov.Rtjpast/; i; j D
1; : : : ; n. The elements of OVt are given by:

Ovi;j.T C 1/ D
(

O
.i/
11;TC1jT se i D j

Ocij se i 6D j
(4)

with OC D . Oci;j/i;jD1;:::;n D PT
tDtmax

.Ri;t �Ri/.Rj;t �Rj/
0=.T � tmax/, tmax D maxfti; tjg,

i; j D 1; : : :; n, n D 10. On the basis of (4), the solution of the quadratic Markowitz
type problem

8̂
<̂
ˆ̂:

min!0 OV!
! 	 0

!01 D 1

(5)

for the future time T C 1 can be obtained with the approximation given by the
Goldfarb–Idnani dual method [8] that we briefly describe in the following.

The equality constraints in (5) can be seen as disequality constraints:

!01 D 1 ,
(
!01 	 1

!0.�1/ 	 �1

So the problem (5) can be rewritten as:

(
min!0 OV!
C0! � b 	 0

(6)

where

C0 D

2
6664

1 � � � 0
0
: : : 1

1 � � � 1
�1 � � � �1

3
7775 ; b D

2
666664

0
:::

0

1

�1

3
777775

(7)

We call active set a subset of the m D n C 2 constraints in (6) that are satisfied
as equalities by the current estimate !0 of the solution of (6).

A subproblem P.J/ of the problem (6) has the same objective function but only
a subset of constraints indexed by J � K D f1; 2; : : :;mg.
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Moreover if the solution !0 of a subproblem P.J/ lies on some linearly
independent active set of constraints indexed by A � J we call the pair .!0;A/
solution pair.

The basic step of the dual algorithm are:

Step 0: start with the solution pair .!0;A/ D . OV�11=.10 OV�11/;;/
Step 1: repeat until all constrains are satisfied:
(a) choose a violated constraint p 2 K � A
(b) if P.A [ fpg/is infeasible ) stop the problem is infeasible
(c) else obtain a new solution pair .!1;B/
with A1 � A;B D A1 [ fpg
so that !0

1
OV!1 	 !0

0
OV!0;

and set .!0;A/ D .!1;B/
This is always possible by solving P.A [ fpg/:
Step 2: when all constrains are satisfied stop ) !0 is the solution.

(8)

To obtain a better diversification we have also find the solution of the quadratic
problem of Markovitz type (5) without the constraint ! 	 0, for the future time
T C 1 using the explicit solution

O!opt;TC1 D OV�1
TC11=.10 OV�1

TC11/ (9)

Then we put to zero the shorting and reproportionate the remaining !i; i D
1; : : : ; n. We omit the constraint of a fixed value for the expected return to eliminate
the sensitiveness of allocation optimization to errors in predicted returns [11].

When the matrix OV is not positive definite, we propose the approximation with
the nearest matrix in the Frobenius sense, retaining the same diagonal of OV with
estimated elements given by the BEKK model part.

To find the nearest matrix H to OV we proceed as follows:

Firstly we find the matrix OVc where Ovc
i;j D Ovi;jp Ovi;i Ovj;j

.

Then with the Higham algorithm [10] we find the nearest symmetric positive
definite matrix with unit diagonal Hc to OVc.

Finally we find the matrix H where hi;j D hc
i;j

p Ovi;i Ovj;j.
To find Hc we solve the following problem

8̂
<̂
ˆ̂:

minX k OVc � X k
X 2 S D fY D YT 2 <n�n W Ypos:def:g
X 2 U D fY D YT 2 <n�n W yi;i D 1g

(10)

where k A kD
qP

i;j a2i;j is the Frobenius norm.

The solution of (7) is found by iteratively projecting onto the subspaces S;U,
after applying the Dykstra’s correction [3] to the S projection to guarantee the
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convergence. So the following algorithm is used:

�S0 D 0;Y0 D OVc

k 2 f1; 2; : : :g
Rk D Yk�1 ��Sk�1
Rk D QDQT ;D D diag.�i/;Q D fq1; : : :; qng
where�i eigenvalue of Rk;

qi the corrisponding eigenvector, i D 1; : : :; n
�C D diag.max.�i/; 0/

PS.Rk/ D Q�CQT

Xk D PS.Rk/

�Sk D Xk � Rk

� D diag.Xk � I/
PU.Xk/ D Xk � diag.�i/

Yk D PU.Xk/

if k Xk � Yk k = k Yk k� � ) stop
next

(11)

Boyle–Dykstra [3] show that Xk;Yk converge to OVc. However even if the repeated
projections converge to the point Hc in the intersection between S and U nearest to
the starting point OVc, we cannot guarantee that the norm of the difference in (10)
will be small.

Sometimes it may be better to relax the constraints in order to obtain a better
approximation in terms of smaller norm as it is shown in the results.

3 Results

Application of the model proposed in this work to the monthly figures for the 150
BIT shares with the highest level of capitalization indicates the following results:

(a) An optimal lag p of 2–9 months, see Fig. 1a.

In particular, the optimal lag is 2 months for 77 % of the entire set of 150 shares.
This means that just 2 months of observation are sufficient to predict the average
returns on the vast majority of the shares considered.

(b) The degree of cointegration proves equal to 2 for 84 % (vin)or 91 % (return) of
the 150 shares, 1 for 12 % (vin) or for 7 % (return) and 0 for the remaining 4 %
(vin) or 2 % (return), see Fig. 1b.

So there is the presence of cointegration in phase one and two indicating the need
of VEC model to better explain the time series.
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Fig. 1 Top left: distribution of optimal lag. Top right: distribution of the ranks. Bottom left:
distribution of the p value of F. Bottom right: distribution of the confidence interval

(c) The coefficients of the models estimated in both steps of the procedure prove
significant for almost all of the series considered, that is to say for 86 % of the
150 shares the p value of the F statistic is less than 0.2 , see Fig. 1c.

(d) The BEKK estimate of volatility for each share is between 0.001 and 0.01 for
93 % of the series and never above 0.021.

(e) The confidence interval at the level of significance of 95 % contains the actual
valueTC1 in 94 % of the series, see Fig. 1d.

The VEC-BEKK model can therefore be considered reliable for most of the series
for the purposes of prediction.

(f) The best portfolio has a monthly average return of 1.9 %, a monthly standard
deviation of 0.655, and a Sharpe index of 0.029.

It is obtained by ranking in decreasing order inside each of the ten industrial sector
and selecting the first stocks. We call this ranking procedure partial ranking.

We also obtained a portfolio by ranking in decreasing order selecting the first ten
stocks.We call this ranking procedure total ranking.

In Table 1 we see that different ranking procedure gives different portfolio.
The optimal partial ranking is the best portfolio because it has the greatest return

and the lowest risk (volatility) and so the highest Sharpe. However the proportional
total ranking is the best diversified portfolio because it has the greater number of
nonzero stocks. It has a return near to the best one but an almost double risk.
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Table 1 Portfolios obtained
by applying (4) or (5) with
total and partial ranking

Total ranking Partial ranking

idTR wprop:TR
i wopt:TR

i wopt:PR
i wprop:PR

i idPR

4 0.462 0 0 0.299 142

63 0 0.581 0 0 34

130 0 0 0 0.225 109

49 0.003 0 0 0 49

109 0.216 0 1 0.344 159

159 0.204 0 0 0.009 65

85 0 0 0 0 63

54 0 0 0 0.123 147

60 0.004 0.419 0 0 4

34 0.112 0 0 0 28

Return 0.011 0.003 0.019 0.011

St. dev. 1.185 0.77 0.655 0.913

Sharpe 0.009 0.004 0.029 0.012

Fig. 2 Top left: actual var–cov matrix. Bottom left: estimated var–cov matrix fixed diagonal. Top
right: estimated var–cov matrix free diagonal

There is empirical evidence that the portfolios obtained by removing the
positiveness constrain of (5), applying (9), putting to zero the shorting weights and
reproportioning the others, give far better diversification.

(g) Approximations of the actual BEKK-sampling covariance matrix OV , see Fig. 2a,
with the Higham algorithm are shown in Fig. 2b (fixed diagonal), Fig. 2c (free
diagonal).
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Although the fixed diagonal matrix has a better diagonal estimation given by the
BEKK method part, the possibility to relax this constrain gives a better overall
approximation.

(h) The dual algorithm, starting from the unconstrained solution 0, converges in 12
iterations with all constraints active with the exception of the constraint 6 which
is inactive but satisfied. The value of the objective function at the minimum is
0.0195.
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