
Social Media 
for Government 
Services

Surya Nepal
Cécile Paris
Dimitrios Georgakopoulos Editors



Social Media for Government Services



Surya Nepal · Cécile Paris 
Dimitrios Georgakopoulos 
Editors

1 3

Social Media for 
Government Services



Editors
Surya Nepal
CSIRO Data61 
Sydney
Australia

Cécile Paris
CSIRO Data61 
Sydney
Australia

ISBN 978-3-319-27235-1 ISBN 978-3-319-27237-5 (eBook)
DOI 10.1007/978-3-319-27237-5

Library of Congress Control Number: 2015956115

© Springer International Publishing Switzerland 2015
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part 
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, 
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission  
or information storage and retrieval, electronic adaptation, computer software, or by similar or  
dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this  
publication does not imply, even in the absence of a specific statement, that such names are exempt  
from the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this  
book are believed to be true and accurate at the date of publication. Neither the publisher nor the  
authors or the editors give a warranty, express or implied, with respect to the material contained  
herein or for any errors or omissions that may have been made.

Cover image: Screenshots of systems developed by Data61 at CSIRO This image is taken with the 
permission of CSIRO Data61 and contains images from the following social media systems:Emergency 
Situation Awareness (ESA), the Next Step Online Community and Vizie, a social media monitoring tool.

Printed on acid-free paper

This Springer imprint is published by SpringerNature  
The registered company is Springer International Publishing AG Switzerland

Dimitrios Georgakopoulos
RMIT University 
Melbourne, VIC 
Australia



v

Governments at all levels (local, state or federal) are seeking better communication 
means, greater transparency, more participation from and collaboration with citi-
zens in a range of government activities, ranging from disseminating information 
to formulating policies and delivering services. In addition, governments are under 
constant pressure to deliver more with less. In recent times, social media has been 
particularly appealing to advance these goals because of the increased participation 
of the population on sites like Facebook, Twitter, YouTube and Flickr. As a result, 
increasing numbers of government departments and agencies have started using 
social media as part of their channels of interactions with citizens. Although the use 
of social media has been increasing rapidly in recent times, there are still a number 
of significant challenges associated with it regarding citizens’ privacy, veracity of 
content, governance policies and framework, the integration of social media with 
organisational business processes and risk management plans, to name a few.

Aim and Scope

In this book, we bring together researchers and practitioners and present the state-
of-the-art research, development and deployment of social media use by govern-
ments through a number of case studies and systems descriptions.

The book covers many research activities CSIRO has done in social media for 
Australian government agencies, more specifically for the Department of Human 
Services under the $16 million 5-year “CSIRO-Centrelink Human Services 
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Delivery Research Alliance (HSDRA)”.1 Chapters “Social Media for Government 
Services: A Case Study of Human Services”, “Next Step: An Online Community 
for Delivering Human Services” through to “Improving Situation Awareness and 
Reporting Using the Emergency Response Intelligence Capability Tool” report on 
different activities that were undertaken under HSDRA. In addition, the book con-
tains invited and peer-reviewed chapters from both academic researchers and 
industry practitioners.

The book is useful and of interest to a wide range of people, including aca-
demic researchers, IT industries, developers of government policies and deci-
sion makers, communication staff in government departments and agencies, and 
anyone in the government sector interested in making use of this communication 

transforming medium of interaction: social media.

Organisation

The book is organised into two parts, namely Part I: Introduction and Case Studies 
and Part II: Systems and Applications. The book is composed of 17 chapters. Part 
I contains 8 chapters and Part II contains 9 chapters.

The first chapter, “Social Media in Government Services: An Introduction”, 
provides a basic introduction to social media such as a definition, the origin of 
the term, and the types of social media prevalent in the Internet. In addition, the 
chapter focuses on the adoption of social media for government services, intro-
ducing a number of popular application scenarios. The chapter also describes a 
few key challenges and issues that must be addressed, and a framework to define 
guidelines and policies to overcome those challenges. The chapter is then followed 
by a case study from the Australian Government Department of Human Services. 
The chapter, “Social Media for Government Services: A Case Study of Human 
Services”, illustrates how that department is making use of social media to sup-
port its customers and improve service delivery. It provides illustrative examples 
of some success stories, together with the challenges they had to face. The chapter 
also presents a governance framework and touches one of the difficult questions to 
be answered: how to measure the success of social media engagement?

1 See information about HSDRA and its outcomes in the following websites, all accessed 
September 29th, 2015:1 http://www.csiro.au/en/Research/DPF/Areas/The-digital-economy/
Digital-service-delivery.1 https://publications.csiro.au/rpr/download?pid=csiro:EP149489&d
sid=DS1.1 https://www.youtube.com/watch?v=lZgwyaOSMsw.1 https://www.youtube.com/
watch?v=CEQX_rGLkKM.1 https://www.youtube.com/watch?v=zrMy450eriw.1 https://ww
w.youtube.com/watch?v=caK2bRHcOEs.1 http://www.technologydecisions.com.au/content/
gov-tech-review/article/reinventing-government-customer-service-the-social-way-625131602.

http://dx.doi.org/10.1007/978-3-319-27237-5_2
http://dx.doi.org/10.1007/978-3-319-27237-5_2
http://dx.doi.org/10.1007/978-3-319-27237-5_9
http://dx.doi.org/10.1007/978-3-319-27237-5_9
http://dx.doi.org/10.1007/978-3-319-27237-5_13
http://dx.doi.org/10.1007/978-3-319-27237-5_13
http://dx.doi.org/10.1007/978-3-319-27237-5_1
http://dx.doi.org/10.1007/978-3-319-27237-5_2
http://dx.doi.org/10.1007/978-3-319-27237-5_2
http://www.csiro.au/en/Research/DPF/Areas/The-digital-economy/Digital-service-delivery
http://www.csiro.au/en/Research/DPF/Areas/The-digital-economy/Digital-service-delivery
https://publications.csiro.au/rpr/download?pid=csiro:EP149489&dsid=DS1
https://publications.csiro.au/rpr/download?pid=csiro:EP149489&dsid=DS1
https://www.youtube.com/watch?v=lZgwyaOSMsw
https://www.youtube.com/watch?v=CEQX_rGLkKM
https://www.youtube.com/watch?v=CEQX_rGLkKM
https://www.youtube.com/watch?v=zrMy450eriw
https://www.youtube.com/watch?v=caK2bRHcOEs
https://www.youtube.com/watch?v=caK2bRHcOEs
http://www.technologydecisions.com.au/content/gov-tech-review/article/reinventing-government-customer-service-the-social-way-625131602
http://www.technologydecisions.com.au/content/gov-tech-review/article/reinventing-government-customer-service-the-social-way-625131602
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The third chapter, “Use of Social Media for Internal Communication: A Case 
Study in a Government Organisation”, provides a case study of using Yammer for 
internal communication by VicRoads, a Victorian state government authority. The 
chapter explains the end-to-end processes of establishing social media for internal 
use, including choosing the right Yammer components, gaining adoption by users, 
developing the network with the guidance of a community manager, and contin-
uing the growth of the network through engagement strategies. This is followed 
by a case study from Dubai’s public sector. The chapter, “The Role of Political 
Leadership in Driving Citizens’ Engagement Through Social Media: The Case 
of Dubai’s Public Sector”, examines the use of social media in Dubai’s govern-
ment from a public policy perspective. The chapter argues that political leadership 
was found to be a major factor in the successful use of social media in the public 
sector.

The fifth chapter, “Social Media Policy in Turkish Municipalities: Disparity 
Between Awareness and Implementation”, aims to analyse the present state of 
social media policy implementation and evaluation in Turkish municipalities in 
the Marmara region. The key message from the chapter is that, although there 
is an increasing rate of awareness of the benefits of social media use, there is a 
clear deficiency with regard to implementing and evaluating a social media policy. 
This chapter is followed by a chapter entitled “From Social Media to GeoSocial 
Intelligence: Crowdsourcing Civic Co-management for Flood Response in Jakarta, 
Indonesia” that describes a use case in the context of flood disaster management. 
This chapter provides a review of PetaJakarta.org, a system designed to harness 
social media use in Jakarta for the purpose of exchanging information amongst 
citizens and between citizens and emergency management agencies about floods.

The seventh chapter, “Detecting Bursty Topics of Correlated News and Twitter 
for Government Services”, presents a framework of detecting bursty topics of cor-
related news and Twitter posts. The authors also explain how the proposed frame-
work can be integrated into government services using the 2012 London Olympic 
games as an example.

It is well known that all governments are under pressure to deliver better ser-
vices with reduced costs. The next chapter, “Webcare in Public Services: Deliver 
Better with Less?”, describes a case study around webcare, a form of social media 
that uses online communication with citizens to address client feedback in Dutch 
public organisations.

The next five chapters, from “Next Step: An Online Community for Delivering 
Human Services” through to “Improving Situation Awareness and Reporting 
Using the Emergency Response Intelligence Capability Tool”, are drawn from 
different activities at Data61 within CSIRO. Chapter “Next Step: An Online 
Community for Delivering Human Services” presents an online community 
developed as part of HSDRA. The aim of the community was to provide infor-
mational and emotional support to a specific group of welfare recipients. The 
paper describes the design, development, deployment, trial and results of the com-
munity. The success of any online community lies in the engagement of the citi-
zens. In Next Step, several techniques were employed for this purpose, including 

http://dx.doi.org/10.1007/978-3-319-27237-5_3
http://dx.doi.org/10.1007/978-3-319-27237-5_3
http://dx.doi.org/10.1007/978-3-319-27237-5_4
http://dx.doi.org/10.1007/978-3-319-27237-5_4
http://dx.doi.org/10.1007/978-3-319-27237-5_4
http://dx.doi.org/10.1007/978-3-319-27237-5_5
http://dx.doi.org/10.1007/978-3-319-27237-5_5
http://dx.doi.org/10.1007/978-3-319-27237-5_6
http://dx.doi.org/10.1007/978-3-319-27237-5_6
http://dx.doi.org/10.1007/978-3-319-27237-5_6
http://www.PetaJakarta.org
http://dx.doi.org/10.1007/978-3-319-27237-5_7
http://dx.doi.org/10.1007/978-3-319-27237-5_7
http://dx.doi.org/10.1007/978-3-319-27237-5_8
http://dx.doi.org/10.1007/978-3-319-27237-5_8
http://dx.doi.org/10.1007/978-3-319-27237-5_9
http://dx.doi.org/10.1007/978-3-319-27237-5_9
http://dx.doi.org/10.1007/978-3-319-27237-5_13
http://dx.doi.org/10.1007/978-3-319-27237-5_13
http://dx.doi.org/10.1007/978-3-319-27237-5_9
http://dx.doi.org/10.1007/978-3-319-27237-5_9
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recommenders, which have been widely used to increase the engagement. Another 
approach to boost engagement is gamification, the topic of the following chapter 
“Gamification on the Social Web”. It provides a brief introduction to gamification 
and how it has been used in game dynamics. The chapter then presents the experi-
ence and observations on using gamification techniques in Next Step.

The eleventh chapter, “Improving Government Services Using Social Media 
Feedback”, describes a social media monitoring tool, called Vizie. The tool was 
designed as part of an HSDRA project2 to help analysts identify how current gov-
ernment services could be improved by drawing on the commentary and feedback 
provided in a variety of social media including Twitter and Facebook. This is fol-
lowed by another chapter from CSIRO on Emergency Situation Awareness (ESA). 
The chapter “Using Crowd Sourced Content to Help Manage Emergency Events” 
presents the ESA platform, which collects tweets from Australia and New Zealand 
and processes them to identify unexpected incidents. The ESA platform has been 
trialled by numerous emergency services organisations throughout Australia. 
Three case studies are outlined in the chapter to explain how ESA is being used as 
an earthquake, bushfire events and a general all-hazard monitoring tool. This chap-
ter is followed by a chapter entitled “Improving Situation Awareness and 
Reporting Using the Emergency Response Intelligence Capability Tool”. It 
describes the Emergency Response Intelligence Capability (ERIC) tool,3 also 
developed as part of HSDRA for the Australian Government Department of 
Human Services. The tool automatically gathers data about emergency events 
from authoritative web sources, integrates them and presents them on an interac-
tive map. Emergency management teams can use ERIC for intelligence gathering 
and situation reporting during emergency events.

The fourteenth chapter, “A Lexical Resource for Identifying Public Services 
Names on the Social Web”, describes an approach for developing a Lexical 
Resource for Public Services Names, and how it could be exploited to collect data-
related government services. The chapter employs the British and Irish govern-
ment websites to demonstrate the use of the developed technology, which uses the 
identified names to track messages in Twitter related to governments. This is fol-
lowed by chapter “Transport Policy: Social Media and User-Generated Content in 
a Changing Information Paradigm”. The chapter describes the challenges in using 
social media in the transport sector and demonstrates that social media provides a 
complementary channel for collecting transport data.

The sixteenth chapter, entitled “‘Garbage Let’s Take Away’: Producing 
Understandable and Translatable Government Documents: A Case Study from 
Japan”, describes how a government department can use a technique to produce 

2 https://www.youtube.com/watch?v=CEQX_rGLkKM.
3 https://www.youtube.com/watch?v=lZgwyaOSMsw.

http://dx.doi.org/10.1007/978-3-319-27237-5_10
http://dx.doi.org/10.1007/978-3-319-27237-5_11
http://dx.doi.org/10.1007/978-3-319-27237-5_11
http://dx.doi.org/10.1007/978-3-319-27237-5_12
http://dx.doi.org/10.1007/978-3-319-27237-5_13
http://dx.doi.org/10.1007/978-3-319-27237-5_13
http://dx.doi.org/10.1007/978-3-319-27237-5_14
http://dx.doi.org/10.1007/978-3-319-27237-5_14
http://dx.doi.org/10.1007/978-3-319-27237-5_15
http://dx.doi.org/10.1007/978-3-319-27237-5_15
http://dx.doi.org/10.1007/978-3-319-27237-5_16
http://dx.doi.org/10.1007/978-3-319-27237-5_16
http://dx.doi.org/10.1007/978-3-319-27237-5_16
https://www.youtube.com/watch?v=CEQX_rGLkKM
https://www.youtube.com/watch?v=lZgwyaOSMsw
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documents that can be automatically translated to different languages such that the 
resulting text is understandable. This is important in countries where the society 
is homogeneous and minority people do not have access to government informa-
tion in an understandable form. The chapter describes the proposed technique and 
demonstrates its effectiveness through a case study for Japan. The tool has applica-
tion beyond Japan, as many countries are encountering similar issues due to glo-
balisation. Finally, the last chapter, “Multi-hazard Detection by Integrating Social 
Media and Physical Sensors”, describes a tool called LITMUS. It combines social 
media data with data from multiple physical sensors to handle the inherent varied 
origins and composition of multi-hazards. The results demonstrate that LITMUS 
detects more landslides than the ones reported by an authoritative source.
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Abstract Government agencies and departments all over the world have started 
using various forms of social media for different purposes. Though the use of social 
media in public sectors is increasing, the adoption path is not easy and straightfor-
ward. Furthermore, in many situations, the use is still in an infancy stage when it 
is measured against pre-set objectives. The aim of this chapter is multiple folds. 
The chapter first provides a brief introduction of social media and types of social 
media. It then describes the adoption process in government. This is followed by 
some example applications where social media has been successfully used. A few 
key challenges that are proven to be difficult in adopting social media are given. 
Finally, the chapter provides a framework to define guidelines and policies to over-
come these challenges.

Keywords Social media · Social networks · Government services · Social web

1  Social Media

What is Social Media? There are many definitions of social media in the litera-
ture. In essence, social media is an online communication tool that enables people 
to create, share, interact, collaborate and exchange multi-media information with 
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other people in virtual communities [1]. Social media tools are built using tech-
nologies based on the Web 2.0 [2].

Who coined the term social media? The term emerged in 1990s, but it is in the 
early 2000s that it gained significant popularity. Jeff Bercovici from Forbes did 
some investigations to determine who coined the term first, which he reported in 
his blog in 2010 [3]. He found four key contenders: Tina Sharkey, Ted Leonsis, 
Darrel Berry and Chris Shipley. All claimed that they were unaware of the use of 
term when they first used it.

In the technology landscape, social media is a product of the evolution of the 
Web. Figure 1 shows the evolution of the Web and where social media stands. 
The first generation web (Web 1.0) was the Web of Content, where static infor-
mation was shared between web users and web sites. Most users were consumers 
of information. This Web of Content lacked active interactions between informa-
tion providers and information consumers (users), and amongst the users. A large 
number of web sites were created during this time. At the beginning of the 21st 
century, the web evolved from the Web of Content to the Web of Communication 
(Web 2.0). This provided interactive platforms, like blogs, enabling non-technical 
users to interact with the web, create content and share with other users. Internet 
users became both providers and consumers of information, a state sometimes 
referred as “prosumers”. Social media (e.g., Twitter, Facebook, YouTube, etc.) is 
an example platform developed in this period. Around 2008, we started to see the 
emergence of semantic web (Web 3.0), or the Web of Context. We are now in the 
mobile web era (2012–2019), the Web of Things or Internet of Things (IoT). This 

Fig. 1  Social media in the evolution of the web
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era is not different than the previous ones, except that the web now has to connect 
all devices in the real world and the virtual world, in real time. The next web is 
the emotive web that supports emotional and intelligent interactions between users 
and the web. This is also called the Web of Thoughts, where human nature meets 
artificial intelligence [4].

The Federal Web Managers Council has developed the following definition of 
social media: “Social media and Web 2.0 are umbrella terms that encompass the 
various activities that integrate technology, social interaction, and content creation. 
Social media use many technologies and forms, such as blogs, wikis, photo and 
video sharing, podcasts, social networking, mashups, and virtual worlds” [5].

In terms of functionality, Kietzmann and colleagues defined social media 
using a honeycomb framework of seven functional building blocks: identity, con-
versations, sharing, presence, relationships, reputation and groups [6]. Identity 
represents the way users define, reveal and use their identity in social media. 
Conversations denote how users communicate with each other on a social media 
site; for example, conversations could be between individuals (i.e., peer-to-peer) 
or from an individual to a group. Sharing refers to how users change, distribute 
and receive social media content. Presence denotes the way a user can make oth-
ers aware of their availability. Relationships refer to the ways users can relate to 
each other on social media (e.g., friend, circle, etc.). Reputation is about the way 
to make users aware of each other’s standing in the community. Finally, groups 
relate to the way users form communities in a social media site. It is important to 
note that not all social media supports all seven functional blocks.

2  Social Media Types

Social media is still evolving. There are different types of social media prevalent 
today. In the following, we briefly describe some popular types of social media.

Social Networks: Social networks are the most popular social media tools. 
Ellison defines social networks as “web-based services that allow individuals to 
(1) construct a public or semi-public profile within a bounded system, (2) articu-
late a list of other users with whom they share a connection, and (3) view and 
traverse their list of connections and those made by others within the system” [7]. 
Example social networks include MySpace, Facebook and Google+. Social net-
works can be based around friendship, interest (e.g., people sharing a passion for 
sports), circumstances (e.g., new parents, students, or people with a specific ill-
ness) or based on a professional network.

Bookmarking Sites: Social bookmarking sites are online services that ena-
ble users to store and share internet bookmarks. In addition to simple store and 
browse, these sites also provide management tools such as annotations, categorisa-
tions, the ability to comment, etc. Examples of popular bookmarking sites include 
CiteULike [8], BibSonomy [9], Digg [10], Delicious [11], etc.
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Social News: Social news websites enable user to post stories, comment and 
rank the posts, and view the posts based on their popularity. Slashdot [12] and 
Reddit are examples of such sites.

Media Sharing: Media sharing sites enable users to share media (e.g., pictures, 
videos) with each other. YouTube [13] and Flickr [14] are currently amongst the 
most popular examples of media sharing sites.

Microblogging: Microblogging enables a short message to be sent amongst 
users. Twitter is the most popular microblogging social media platform [15]. Other 
popular microblogging sites include Tumblr [16] and Weibo [17].

Online Reviews: An online review site is a website that enables users to post 
reviews on services, businesses, products, or people. One of the most popu-
lar review site for consumers is Epinions [18]. There is now a large number of 
review sites for different domains; for example, TripAdvisor for travel, WebMD 
for health, etc.

Question Answering sites: these are dedicated websites where users can pose a 
question that is answered by another member of the public. For example, Yahoo! 
Answers is a question answering site. The question-answers pairs present on these 
websites can be later found by other users with similar questions.

3  Social Media Adoption Process

Governments at all level are increasingly adopting social media for a variety of 
purposes, ranging from providing accurate information to citizens to participa-
tion of citizens in policy formulation and improving internal communications. In 
this section, we briefly discuss the drivers, approaches and phases of social media 
adoption reported in the literature.

The adoption of social media in government services passes through similar 
phases that all new information and communication technologies go through when 
they are introduced. Mergel and Bretschneider provided a three stages process 
for social media adoption as shown in Fig. 2 [19]: Experimentation, Constructive 
Chaos and Institutionalisation. We explain these three phases briefly below.

Experimentation: In this early phase, government agencies use social media 
as an informal experimentation. This normally starts with someone who likes to 
explore new technologies, is forward thinking and ready to be a champion for 
its adoption. In this case, social media use does not necessarily go through the 

Fig. 2  Social media 
adoption process
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standard internal processes, and social media is trialled for a specific purpose, for 
example for a particular service or product. The activities in this phase include 
information dissemination and collecting feedback on services. In many situations, 
the agencies run trial projects.

Coordinated chaos: This phase involves developing a business case for social 
media. Since the use of social media started in an informal way, there will be 
many accounts in different platforms without proper policies and guidelines devel-
oped. At this phase, the agencies see the benefits of using social media. However, 
they also potentially encounter a number of unintended consequences, such as 
receiving negative coverage in the press, or a discrepancy between the dissemina-
tion of information on its official channels and on social media. In this phase, a 
solid business case is built to use social media with benefits outweighing the nega-
tive consequences. This leads to the third phase.

Institutionalisation: This phase involves developing standard policies and 
guidelines for the use of social media. In this phase, social media becomes one 
of the official channels of communication between the agency and citizens, and 
of delivery for services and products. Typically, at this point, a special team is 
appointed to look after the social media engagement and issues.

During the institutionalisation phase, agencies can use the honeycomb frame-
work discussed earlier to understand and develop their presence on social media 
platforms. Along with their framework, Kietzmann and colleagues presented 
guidelines for developing strategies using 4C: Cognize (recognise and understand 
the social media landscape), Congruity (suited to different social media functional-
ities and goals), Curate (how often to chime into the conversation and who should 
represent the agency) and Chase (understanding the velocity and flow of informa-
tion) [6].

Mergel studied the adoption of social media in the US federal government 
and reported his observations in [20]. There are two different approaches preva-
lent in adopting social media: top-down and bottom up. In the top-down approach, 
the social media initiative comes from the executive managers to staff. In this 
approach, the social media enters the institutionalisation phase quite early. In the 
bottom-up approach, the use of social media comes from the staff at the experi-
mental phase. Mergel also found the following factors played a role in the adop-
tion of social media: drive from stakeholders, need for bi-directional interactions, 
desire for knowledge sharing, having a presence in social media, better engage-
ment, networking and data mining.

4  Social Media Applications in Government Services

Social media has been used in government services in recent times, and its adop-
tion continues to grow. Magro reviewed social media use in e-government in 2012 
[21]. He surveyed the literature from 2007 to 2011 and categorised them in dif-
ferent themes such as disaster management, strategy and policy, citizen trust, 
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and participation and digital divide. Similarly but more recently, Mainka and 
colleagues provided an overview of use of social media in the government sec-
tor, based on a case study of 31 international cities [22]. They found that Twitter 
was the most popular platform used by government, followed by YouTube and 
Facebook. Abdelsalam and colleagues studied the use of social media by the 
Egyptian government through their websites [23]. The study shows that 23.2 % of 
the government agencies have a Facebook link in their websites (considering the 
active websites only). This is followed by Twitter (13.4 %) and YouTube (11.2 %).

There is still scope for more usage of social media in government sector. The 
study by Kuzma in 2010 found that only 30 % of Asian governments make full use 
of social media technology to communicate and disseminate information to their 
citizens [24].

In the following, we present some example applications of social media in the 
government sectors, in a variety of domains.

4.1  Human Services

The Australian Government Department of Human Services (also referred to as 
“Human Services”) has been an early adopter of social media, thanks to innova-
tive and forward thinking communication staff and managers who recognised as 
early as 2009 the potential of social media to support their customers and improve 
service delivery.

Human Services uses social media to listen to and engage with their custom-
ers. They do so through both Twitter and Facebook (where they have their own 
accounts) as well as joining online communities where appropriate. They have 
found that social media provides an opportunity to build relationships with citizens 
online, increasing trust.

Since 2009, Human Services has appointed and trained a (growing) team of 
communication staff to engage on social media. They have also developed pro-
cesses and policies to ensure good governance and mitigate the risks inherent 
to a government engagement on social media. (We refer the interested reader to 
Chap. 2 for more details.)

4.2  Disaster Management

Disaster management is probably the most highly publicised domain when we 
consider the use of social media. A large number of scientific literature, news 
reports and case studies can be found about this topic. Social media was, for 
example, used extensively in the Taiwan Typhoon Disaster in 2009, during the 

http://dx.doi.org/10.1007/978-3-319-27237-5_2
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earthquake in Haiti in 2010, the Queensland floods in 2012, the Boston Bombing 
in 2013,1 and, more recently the earthquake in Nepal, to name a few instances 
[25–27]. We briefly describe its use in the Taiwan Typhoon and the Haitian earth-
quake disasters below.

The Taiwan Morakot Typhoon Disaster—Huang and colleagues presented a 
case study on typhoon Morakot which occurred during 8–10 August 2009 in 
Taiwan [28]. The typhoon caused widespread damage, leaving 600 people dead 
and 24,950 people displaced. As soon as the typhoon started to hit Taiwan, people 
reported information about the real-time situation in the forum PTT,2 one of the 
most popular social networks in Taiwan, which has more than 1.2 million regis-
tered users. Concerned PTT users created an unofficial Disaster Report Center, 
where people from affected areas could not only report the situation in real-time 
but also request assistance. While this is not an example of social media use by a 
government agency, it is an interesting case of social media being used in emer-
gency management, complementing government activity. During the initial hours 
of the disaster, when the government services were overloaded, this unofficial 
center helped to co-ordinate the activities using local volunteers. The web site was 
integrated later into the local government’s communication system to provide an 
official response to the people.

Haitian Earthquake—Yates and Paquette present a case study of the 2010 
Haitian Earthquake to understand the role of social media in emergency knowl-
edge management in [26]. The US took a lead in the rescue efforts after the 2010 
Haiti Earthquake involving the United Nations, US agencies and many other coun-
tries. This was the first time the US government used social media technologies 
such as wiki and collaborative workspaces as the main tools for sharing informa-
tion and knowledge. A SharePoint system was used for knowledge sharing across 
the traditional boundaries and helped create a transient collaborative space.

4.3  Beyond Disaster Management: Building Disaster 
Resilience

Government agencies also use social media to build disaster resilient communi-
ties. Three core elements form disaster resilience, as shown in Fig. 3 taken from 
[29]: Emergency Management is one element, but Disaster Risk Reduction and 
Community Development are also required. Social media can be used as a tool to 
achieve goals in these three elements.

Emergency management: one of the goals for disaster resilience is to build safe 
communities through shared responsibility. Social media can help in different 

1http://www.govtech.com/public-safety/Social-Media-Big-Lessons-from-the-Boston-Marathon-
Bombing.html.
2http://pttemergency.pixnet.net/blog.

http://www.govtech.com/public-safety/Social-Media-Big-Lessons-from-the-Boston-Marathon-Bombing.html
http://www.govtech.com/public-safety/Social-Media-Big-Lessons-from-the-Boston-Marathon-Bombing.html
http://pttemergency.pixnet.net/blog
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ways. For example, it can be used to generate alerts by listening to social media 
and detecting potential emergencies (e.g., the ESA system described in Chap. 12); 
to disseminate information about disaster preparedness to the targeted communi-
ties, to coordinate community responses and recovery by creating social media 
sites targeted for an event (e.g., Nepal Earthquake3).

Disaster risk reduction: the goal here is to minimise the residual risk. The 
social media’s capability to disseminate information can be used to achieve this 
goal by providing information about disaster risks, supporting discussions on 
forums on ways of minimising risk, providing post-event information about the 
lessons learned and improving the resilience capacity, etc.

Community development: this is about building a community, so that it can pro-
vide informational and emotion support during and after disaster. The core idea 
behind this is to increase the social capital. The Next Step online community, 
described as part of Chap. 2 and more fully in Chap. 9, is an example of how gov-
ernment agencies can build a targetted community to increase social capital [30].

4.4  Transport

In general, social media is used quite heavily in the transport sector. Social media 
applications are helping users in a range of activities from finding the best route 
to travel from point A to point B, navigating through cities, to finding interesting 
places. It is worth noting that public transport is itself the third highest location 
(26 %) where social media is used after home (93 %) and work (32 %) [31]. A 
comprehensive study of the use of social media in transportation is presented in 
[32]. The study reported the results of the survey done for 34 transit operators in 

3See, for example: http://social-media-for-development.org/nepal-earthquake-how-social-media- 
has-been-used-in-the-aftermath/.

Fig. 3  Three elements of 
disaster resilience
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http://dx.doi.org/10.1007/978-3-319-27237-5_12
http://dx.doi.org/10.1007/978-3-319-27237-5_2
http://dx.doi.org/10.1007/978-3-319-27237-5_9
http://social-media-for-development.org/nepal-earthquake-how-social-media-has-been-used-in-the-aftermath/
http://social-media-for-development.org/nepal-earthquake-how-social-media-has-been-used-in-the-aftermath/
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USA and Canada. 85 % of these agencies are using social media to increase cus-
tomer satisfaction and 76 % to increase the image of the agency. They use social 
media in a wide range of activities, such as posting agency news, providing real 
time service alerts, service information, and meetings and event notices. The 
report also identified some of the barriers in adopting social media. Two key bar-
riers reported are: lack of staff to look after the social media activities and the use 
of social media by customers to vent their frustration and anger (i.e., criticising the 
agency).

Another comprehensive work on the use of social media for transport sector is 
presented in [33]. It provides numerous case examples of how social media has 
been used by agencies for various purposes, including how to develop policies and 
procedures, drawn from industry practices. The case examples include all modes 
of transportation, such as mass transit, highways, aviation, ferries, bicycling, and 
walking. Similarly, the use of Twitter messages based tools to move people in New 
York City is reported in [34]. The use of social media tools in the transport sector 
is getting popular for a number of reasons: (a) social media platforms are free, (b) 
their reach and coverage are very wide, i.e., the message can cover the wide area 
and reach a large number of people, (c) the platforms provide near real time deliv-
ery of messages, which is helpful to convey alerts and thus direct traffic appro-
priately, and (d) social media provides a platform for crowdsourcing (citizens can 
create share content—e.g., show pictures of a problem in situ).

Government agencies also often exploit social media to communicate with their 
customers, for example to provide real-time road closures and traffic alerts, to dis-
seminate information on planned roads closures and events, or to give road safety 
messages. For example, the state of NSW in Australia uses a social media page 
to inform, motivate and engage citizens through a number of social media plat-
forms (http://www.transportnsw.info/en/travelling-with-us/keep-updated/social.
page) such as Twitter, Facebook and YouTube. They have different accounts for 
different modes of transports as well as different geographical regions. There are 
nearly 34K people following the metro traffic in the Twitter. Similarly, VicRoads 
(the transport authority in Victoria, Australia) uses social media extensively—see 
https://www.vicroads.vic.gov.au/about-vicroads/how-we-use-social-media. In a 
nutshell, the goals of social media in transportation are to inform, motivate, and 
engage citizens in real time to improve transportation services.

4.5  Policy and Planning

Social media has also been used in the planning of government activities: from 
seeking new ideas for developments to seeking feedback on existing government 
activities. For example, the Obama administration used social media (change.gov) 

http://www.transportnsw.info/en/travelling-with-us/keep-updated/social.page
http://www.transportnsw.info/en/travelling-with-us/keep-updated/social.page
https://www.vicroads.vic.gov.au/about-vicroads/how-we-use-social-media
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to inform policy through the participation of citizens during the transition phase 
from November 2008 to January 2009 [35]. In Australia, ACT Senator Kate 
Lundley launched “Public Sphere”4 in 2009 to encourage public debate and solicit 
comments, as a step towards an open government through Gov 2.0. A “Public 
Sphere”, according to Habermas [36], is a space that “…through the vehicle of 
public opinion it puts the state in touch with the needs of society”.

The use of social media is not limited to federal/central governments. Local 
governments are also using social media to provide more engaging planning expe-
rience to citizens. For example, Future Melbourne5 engaged people in the design 
and strategy of the future shape of their city. The city of Wellington in New 
Zealand introduced E-petitions to improve citizen participation [37]. In these initi-
atives, citizens are encouraged to contribute to the design of government policies 
and have a voice. Fredericks and Forth presented the study of participatory plan-
ning in the four local government areas of Brisbane City Council, Gold Coast City 
Council, Redland City Council and Toowoomba Regional Council in South East 
Queensland, Australia [38]. They also observed that the use of social media can 
avoid political backlash of policies by giving ownership to the citizens through 
active participation in the planning process. Though social media does not replace 
physical settings like town hall meetings, it creates avenues for participation that 
complement existing participatory planning processes.

One interesting example of people’s participation in economic activity through 
social media technology is the Italian project Kublai [39]. Kublai is a small online 
community that provides people in creative industries an opportunity to develop 
projects by discussing them with like-minded people. The project had over 1600 
registered users discussing 250 creative projects of which 60 have produced writ-
ten documents. The main tool in the project was developed using Ning.6

We have so far discussed in this section how social media platforms can be 
used to engage citizens to help with planning and with the development of poli-
cies, and to obtain feedback on current policies. In these approaches, govern-
ments initiate the discussion topics and motivate citizen to participate. A different 
approach is to collect content from different social media about a certain topic 
(e.g., “listening to social media”), analysing the content, performing analyses to 
extract useful information to formulate policy. One such approach is proposed by 
Charalabidis et al. [40]. This is a bottom-up approach, consisting of four stages: 
Listen, Analyse, Receive and Act as shown in Fig. 4. In the listen phase, the policy 
makers listen to different social media and monitor what citizens are discussing 
on a certain topic. The analyse phase involves extracting positions and opinions. 
The receive phase deals with getting all relevant data and displaying it for effec-
tive use and exploitation. The final phase is to act on it by posting relevant policies 

4http://cpd.org.au/2009/09/case-study-public-sphere-as-a-gov-2-0-example-of-open-gov-
ernment/—accessed September 29th, 2015.

5http://www.futuremelbourne.com.au/wiki/view/FMPlan.
6http://www.ning.com/.

http://cpd.org.au/2009/09/case-study-public-sphere-as-a-gov-2-0-example-of-open-government/
http://cpd.org.au/2009/09/case-study-public-sphere-as-a-gov-2-0-example-of-open-government/
http://www.futuremelbourne.com.au/wiki/view/FMPlan
http://www.ning.com/
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and initiating discussions to collect feedback. The first three steps are called pas-
sive crowdsourcing, whereas the final step is active crowdsourcing on a particular 
topic or policy. When a government agency listens to its citizenry by listening to 
social media, it essentially performs the first three phases of this approach (see, for 
example, this use of social media by the Australian Government Department of 
Human Services in Chap. 2, facilitated by the tool presented in Chap. 11).

The second approach is a top-down approach, as shown in Fig. 4, where the 
process starts with active crowdsourcing on a specific topic. Staff at a govern-
ment agency may probe the public by posing questions on social media. They 
then listen to the on-going discussions, analyse them and act on the content by 
formulating the policy. The formulated policy is then fed back to the citizens to get 
feedback. The process continues until the policy decision is made.

4.6  Government Transformation

Social media has a big impact not only in government sectors, but also on gov-
ernments themselves. The impact of social media in transforming governments 
in North Africa and Middle East from Autocracy to Democracy in 2011 has 
been well recognised and noted in the literature as Arab Spring [41]. According 
to Ghannam [42], social media played a vital role in informing, mobilising and 
creating communities, increasing transparency and seeking to hold government 
accountable. As social media is used by millions of people, it becomes a tool for 
raising public awareness as well as gathering public opinion. The expectation 
is that there would be more than 100 million Arab users soon who are engaging 
on the Internet. In addition to popular global social media, people are using and 
engaging in locally created social media sites such as NowLebanon.com based 
in Beirut, and Aramram.com, 7iber.com, Ammannet.net, and AmmonNews.net, 

Fig. 4  Two approaches on using social media for policy formulation

http://dx.doi.org/10.1007/978-3-319-27237-5_2
http://dx.doi.org/10.1007/978-3-319-27237-5_11
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all based in Amman. Social media has also been used in activism and war. Some 
examples noted in the literature includes the use of social media to make the world 
aware of the shooting of Neda in Tehran in June 2009; and its use by Hezbollah in 
2006 to create a perception of failure for Israel, etc. [43].

4.7  Campaigning

Finally, social media can of course be used by individuals in government, to 
inform citizens of their whereabouts and actions, and for campaigning purposes. 
Politicians now use Twitter, Facebook and other social media platforms exten-
sively to keep the public informed and to connect with their constituency. They 
also use these platforms for campaigning purposes. The use of the social media 
to interact with citizens during Obama’s first election in 2008 was unprecedented. 
He established the Barackobama.com site in which every page had links to social 
media sites like Facebook, MySpace, YouTube, Flickr, Digg, Twitter, Eventful, 
Linkedin, Blackplanet, Faitbase, Eons, Glee, MiGente, MyBatanga, AsianAve and 
DNC Partybuilder [44]. Other examples of the use of social media for campaign-
ing and elections are discussed in [45–48].

5  Challenges in Using Social Media Government Services

Social media has not always been used to its fullest potential in governments. 
Sobaci and Karkin studied whether the use of Twitter by mayors in Turkey pro-
vided better public services [49]. They observed that Twitter was largely used for 
information sharing and personal messages, and that its use for transparent, partic-
ipatory and citizen-oriented public service delivery was not common. This is 
potentially problematic, as the use of social media can set expectations of a two-
way communication and of being listened to. This brings us to the challenges of 
employing social media in the government sector. Some of these have been identi-
fied by government agencies who trialled the use of social media for some specific 
purposes,7 others have been pointed out by researchers who studied the use of 
social media in the government sector. Issues include privacy, security, data man-
agement, accessibility, social inclusion and governance [50]. Challenges include 
resourcing the social media activities, acting on the insights gained, setting up 

7See, for example, “lessons learnt” from the FutureMelbourne experiment: http://www. 
futuremelbourne.com.au/wiki/pub/FMPlan/WebHome/Future_Melbourne_Wiki_Post_
Implementation_.pdf— accessed September 29th, 2015, or the experience of the Australian 
Department for Human Services in Chap. 2.

http://www.futuremelbourne.com.au/wiki/pub/FMPlan/WebHome/Future_Melbourne_Wiki_Post_Implementation_.pdf
http://www.futuremelbourne.com.au/wiki/pub/FMPlan/WebHome/Future_Melbourne_Wiki_Post_Implementation_.pdf
http://www.futuremelbourne.com.au/wiki/pub/FMPlan/WebHome/Future_Melbourne_Wiki_Post_Implementation_.pdf
http://dx.doi.org/10.1007/978-3-319-27237-5_2
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guidelines and policies, and evaluating success. We now briefly describe some of 
these issues and challenges.

5.1  Privacy, Security and Data Management

The privacy of an individual has become one of the critical challenges in the use of 
social media in general. The issue is even more important in government services 
as governments have a duty of care towards their citizens. Both social media pro-
viders and users, whether individuals or organisations, are struggling to deal with 
the privacy issues.

There are typically two views on the privacy issue in social media. Some peo-
ple think that individual privacy is not an issue as people are willingly sharing 
information on social media [51]. This argument is led by Facebook founder Mark 
Zuckerberg and other social media service providers. The argument is that, if sen-
sitive and private data is easily accessible in social media, it is because users have 
voluntarily submitted it, and thus it is not an issue. For example, people share their 
physical location, photos of family holidays and children, intimate details of their 
struggle and triumphs. This suggests that social media users are not concerned 
about individual privacy. There is also a widespread perception and belief that the 
new “digital generation” is not concerned about privacy.

In contrast, some believe that privacy is even more important than before. Some 
users are deeply concerned about personal information being easily accessible and 
shared on social media [52]. Users do not know where the information is stored, 
who can access it for what purpose, and what the rules and laws govern the infor-
mation. Research also shows that a significant portion of users who share personal 
information on social media regrets it later [53], as sometimes the disclosure of 
information carries significant consequences such as losing a relationship or a job 
[54].

The privacy setting in social media is typically left to the users, who often strug-
gle to understand the privacy setting in the social media sites like Facebook and 
their consequences [55]. Addressing this issue requires a better privacy-aware inter-
face design, where users are visually aware of what they are sharing with whom. In 
addition, many social media platforms like Facebook and Twitter support a large 
number of third party applications. These third party applications can extract iden-
tifiable information from Facebook and share it with advertisers [56]. The protec-
tion of users’ privacy from third party is tricky and often difficult to control.

Governments around the world have tightened their privacy laws to protect 
individual privacy. For example, the Australian Privacy Principle (APP) 11 in the 
Australian Privacy Act 2012 deals with data breaches that requires organisations 
that hold personal information to take reasonable steps to protect the information 
from misuse, interference and loss, and from unauthorised access, modification 
or disclosure. However, voluntarily submitted citizens’ data is not directly pro-
tected by APPs; this thus includes the publicly available social media data (such as 
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Twitter, Facebook, etc.) and data stored by overseas companies. In the USA, there 
are a number of acts that cover the privacy of individuals, such as the Children’s 
Online Privacy Protection Act (COPPA) and the Federal Information Security 
Management Act (FISMA) [50]. Yet, privacy issues are still challenging.

Security and data management are issues related to privacy. Having collected 
data from the public through listening to social media passively or through active 
crowd sourcing, how is the data securely managed and stored, if it is considered 
to potentially contain sensitive data? Finally, the large volume of data that might 
be acquired can compound the problem of storing it securely and managing it 
efficiently.

5.2  Resourcing Social Media Engagement

When an agency decides to engage with the public on social media, it must 
resource the activity(ies) appropriately. People who participate in social media 
conversations typically expect a prompt response to a question, regular updates, 
etc. An agency engaging in social media is expected to behave in the same way: 
in particular, it is expected to engage frequently and answer questions rapidly. It is 
also expected to provide useful and accurate information. This requires the agency 
to make the resources available for these tasks (e.g., not treat the task as an add-on 
to someone’s existing job), and potentially train staff on how to engage in social 
media and behave appropriately. Some staff might find it difficult to engage with 
new technologies and processes, or be fearful of public failure. This must be han-
dled with care and sensitivity.

Many government departments have policies which prevent their staff from 
using social media at work. As a result, staff do not have access to the internet and 
to social media through their normal IT systems. This clearly poses a challenge 
to enable some staff to access social media for the purpose of having the agency 
engaging in social media.

Policies and processes must be in place, for example to ensure the accuracy of 
the information provided, or to govern and mediate the many voices that provide 
input into a crowd sourcing activity.

None of these tasks are straightforward. We discuss the issues and challenges of 
establishing guidelines, policies and processes below. The Australian Department 
of Human Services also discuss these issues in their context in Chap. 2.

Finally, when engaging in social media, one needs to deal with potentially very 
large volume of information (“big data”). This clearly poses the challenges of pro-
cessing it efficiently and effectively in order to gain the insights that were sought 
and to properly engage with the public. Computational tools must be employed 
to help with this task. While there are a number of commercial and research tools 
available to help with the task of dealing with social media, choosing a tool to use 
is not easy, as tools typically support different tasks to various degrees.

http://dx.doi.org/10.1007/978-3-319-27237-5_2
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5.3  Having Patience and Establishing Trust

Developing a social media presence takes both resources and time. There is a 
need to recognise that an online community develops overtime, through constant 
engagement and care. As an example, one does not get a large number of follow-
ers immediately upon setting up a Twitter account of a Facebook page. This occurs 
when people realise that it is worth following the account.

Government agencies who want to use social media not only as a way to dis-
seminate information but also as a way to listen to citizens must build a trust 
relationship with the public (to avoid being seen as “big brother”). Once trust is 
established, and an online community has formed, there is a need to protect it or 
the investment that was made might be lost.

5.4  Understanding the Reach of Social Media Engagement: 
Inclusion

While many people are now using social media, one must be aware that not eve-
ryone will obtain their information from social media and engage with it, if only 
because of access issues (e.g., not everyone one might have access to the internet, 
or know how to engage with social media). It is thus important to recognise that 
social media is one channel of communication amongst others, and try to reach 
people who might not be included in the social media engagement through other 
means. Especially for a government, inclusion is key.

5.5  Acting upon the Information Gathered

When an agency engages with the public to obtain ideas for or feedback on poli-
cies, it must do justice to people’s time, effort and expertise, and act on the ideas 
and feedback received. This should be done in a transparent manner, or it will be 
at risk of a backlash from the public.

This is potentially a challenge for a government agency, if it had an a priori 
idea of what it wanted to implement and was not totally open to new ideas, or if it 
received many different opinions. In the latter case, processes must be in place to 
be able to decide how to bring all the ideas into a coherent whole, or which idea 
to favour (if it is not based purely through a democratic process), and to be able to 
explain to the public how the decision was made.
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6  Guidelines and Policies

A large number of governments departments and agencies have started using 
social media as a medium to disseminate information to citizens and inter-
act with them. As the social media tools are evolving, there are many unknowns 
about the effect of social media including reputation of the departments or even 
governments when things go astray or wrongly. In the early days of social media 
adoption by governments, social media was used without the development of 
guidelines or policies specific to social media use. As it was recognised that tradi-
tional communication policies are not always applicable to this new medium, new 
policies and guidelines started to be established. These are still evolving, as public 
sector staff obtain more experience with this new communication medium.

A large number of government organisations have developed the policies and 
have made them publicly available. The Center for Technology in Government 
has reviewed the publically available policies and guidelines and identified eight 
essential elements [57], as shown in Fig. 5: (1) employee access, (2) account man-
agement, (3) acceptable use, (4) employee conduct, (5) content, (6) security, (7) 
legal issues, (8) citizen conduct. We explain them briefly below:

Employee access: this element covers who can access which sites. Though the 
access to social media was denied to employees at the beginning,  when it was 
feared that social media would be used for personal reasons rather than work-
related, this is no longer valid when social media access becomes a part of some-
one’s work. A social media policy must thus clearly state which social media sites 
can be accessed by whom and for what in the workplace.

Fig. 5  Eight essential 
elements for developing 
social media guidelines and 
policies
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Account management: this element covers all aspects of social media accounts 
under the name of the agencies, including who can create, maintain and post from 
these accounts. It is important to keep track of all social media accounts and make 
them publicly available. It is also important to record the purpose of each account.
Acceptable use: this elements covers the circumstances under which an employee 
can use office resources for personal and private usage, and penalties for violating 
the policies. Clear boundaries between personal and professional uses need to be 
drawn so that employees know what is expected from them.
Employee conduct: this element covers the ethical code of conduct for the 
employee and sets out policies on what are the right and wrong behaviours of 
employees when engaging on social media. Most organisations have existing poli-
cies on ethical behaviour and use them as guidelines. In some cases, new guide-
lines needs to be developed to target social media specific cases such as online 
bullying.
Content: this element deals with content: who is allowed to post content in the 
official social media sites, who is responsible for content creation, verification 
(i.e., ensure its accuracy) and production, etc. Depending on the nature of the work 
and the sensitivity of the content, different government department and agencies 
may choose different strategies from minimum editorial control to assigned edito-
rial person.
Security: this element deals with the security issues related to using social media. 
It covers two aspects of security: technical and behavioural. The technical aspect 
deals with the policies of managing user names and passwords of different social 
media accounts. The behaviour aspect deals with threats pertaining to certain type 
of behaviours by users in social media, more specifically spear phishing and social 
engineering.
Legal Issues: this element deals with policies to ensure that all activities in social 
media are following existing laws and regulations such as privacy, freedom of 
information, public disclosure and accessibility. For example, posts in social 
media site should be accompanied by relevant disclaimers.
Citizen conduct: this element deals with policies and guidelines related to citizen’s 
participation on social media sites. As social media provides a two way communi-
cation between the government agencies and citizens, agencies should have a clear 
policy about whether citizen can participate, whether what they contribute is mod-
erated or not. There is also a need for clear instructions for citizens regarding their 
behaviour on the agency social media site, etc.

Developing the policies for the use of social media in public sector within 
existing rules and regulation poses many challenges. There is a need to harmonise 
the policies. Consider for example engaging in social media in the process of for-
mulating a policy. An agency might be soliciting comments on the new emerging 
policy. Citizens thus engage with the agency, and, through this engagement, they 
might ask specific questions about the policy, which the agency cannot answer 
due to laws preventing it from responding to questions during the notice and com-
ment period. This is clearly problematic, as the expectation of citizens using social 
media is to get the response immediately. Unless such policies are harmonised, 
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citizens may feel ignored during a critical time. Jaeger et al. also identified acces-
sibility and equity of access as key issues in the context of social media [58]. 
Social media platforms may not comply with the governments accessibility poli-
cies as many social media platforms are not built for disabled people.

6.1  Maturity

The use of social media in government services has been reported many times in 
the literature, with a key aspect being citizen participation and transparency (and 
openness) of government. However, various studies report that this is still in the 
infancy level [59]. In their work, Lee and Kwak present an open government 
maturity model for social media in [60].

6.2  Cost of Democratisation

There are costs associated with the adoption of social media in government ser-
vices, as has already been pointed out above (e.g., resources required). Modelling 
that cost is a challenge. Bryer has presented a way of modelling cost in social 
media [61]. We briefly describe his model below.

As social media is about the participation of citizens using information and 
communication technology (ICT), there are four costs associated with public par-
ticipation as shown in Fig. 6: production cost, participation cost, ICT cost and the 
democratisation cost.

The production cost refers to the cost to the agency related to development and 
implementation of the social media activities. This includes staff cost, facility use, 
cost for generating content and verifying it, etc. The participation cost is the cost 
that has to be borne by the citizens to participate in social media activities. This 
includes internet, computer or mobile device costs. The third cost is the ICT cost. 
This includes ICT support cost related to the implementation, deployment and 

ICT Based Public 
Participation 

Cost

Production Cost
Participation 

Cost
ICT Cost

Democratisation 
Cost

Fig. 6  Cost of adopting the ICT based public participation technology like social media
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maintenance of social media activities. The fourth cost is the democratisation cost, 
which is a challenge to measure, but very important for the success of social media 
activities.

The cost of democratisation is related to building social capital. If we raise 
citizens’ expectations and do not meet those expectations, there will be lost trust 
between the agencies and citizens. For example, citizens may expect that the 
governments will listen to them and incorporate their suggestions. However, it is 
impossible to incorporate suggestions from all, and some are bound to get dis-
appointed and refuse to participate in future. Similarly, the voices of the citizens 
may have a negative impact on public servants, who then become less responsive. 
Understanding these issues is necessary to eventually be able to measure the suc-
cess of social media use in government services.

7  Measuring Success

We have touched on the costs of using social media. A major challenge faced by 
organisations is to measure the success of employing social media: Do benefits 
outweigh the costs? What is the return on investment? These are difficult ques-
tions. We have outlined a model to start to think about costs above. Similarly, 
benefits can be multi-faceted and difficult to measure quantitatively: benefits can 
include, for example, “better” dissemination of information (where “better” can 
also mean several things: faster, wider reach, more impact, more accurate, etc.); 
“better” policies; a more trusted relationship between government and citizens; 
etc. It is clear that designing metrics is difficult, and these will depend on the orig-
inal objective for engaging with social media.

8  Concluding Remarks

This chapter provided a brief introduction of social media, types of social media, 
social media adoption process in government, a number of unique challenges 
faced by government agencies and a number of example applications where social 
media has been used by the government agencies and departments. Though this 
chapter is not a comprehensive review of use of social media in public sector, it 
covers some important aspects of adopting social media. The following chapters in 
this book revisit some of the challenges and applications discussed in this chapter 
through case studies and applications from practitioners as well as industry and 
academic researchers.
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Abstract The Australian Government Department of Human Services has been 
using social media since 2009 to support its customers and improve service delivery. 
It has done so in a number of ways: by monitoring social media to listen to citizens, 
establishing Facebook and Twitter accounts to engage with the public, and creat-
ing online communities. In this chapter, we present how we have been using social 
media, some success stories together with the challenges we had to face. We also 
briefly describe our governance framework and how we might measure success.
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1  Introduction

The Australian Government Department of Human Services1 uses social media 
technologies to support its customers and improve service delivery. Since 2009, 
the department has been using social media to engage with customers, staff and 
stakeholders [1]. It is responsible for delivering Medicare,2 Centrelink3 and Child 
Support4 services to 23.8 million Australians.5

1http://www.humanservices.gov.au/.
2http://www.humanservices.gov.au/customer/dhs/medicare.
3http://www.humanservices.gov.au/customer/dhs/centrelink.
4http://www.humanservices.gov.au/customer/dhs/child-support.
5Australian Government Department of Human Services Annual Report 2013–14.
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The work has been led by the department’s Communication Division, by staff 
with a background in communication strategy, journalism and media, public rela-
tions, and customer service. This provides the essential mix of skills needed for 
government to effectively engage with citizens online.

The department’s social media presence has grown from one Facebook and one 
Twitter account, to over a dozen official social media accounts across Facebook, 
Twitter, Google+, YouTube and LinkedIn. A small team of specialist Social Media 
Advisers manage these accounts, and also participate in a range of third party 
online communities, such as Whirlpool and Yahoo Answers, where our customers 
congregate to respond to enquiries or provide information.

In addition, the team has worked on social media research projects, such as the 
Next Step online community [6] (see Chap. 9), with the Commonwealth Scientific 
and Industrial Research Organisation (CSIRO) under the Human Services 
Delivery Research Alliance [3].

All of this social media engagement is governed by robust processes and poli-
cies, including a social media risk management plan [2].

In this chapter, we will cover topics such as social media monitoring and lis-
tening to citizen needs online to find issues and help resolve them, engaging in 
meaningful conversations with citizens online and correcting misinformation 
about government payments and services. We discuss managing risk and privacy, 
along with ideas and methods for measuring success in social media engagement 
projects. We present clear examples of our various experiences in adopting social 
media to engage with the public to achieve business objectives, and discuss the 
Australian Government Department of Human Services’ experiences in establish-
ing mutually beneficial relationships with citizens through social media.

2  Listening to Citizens

For the Department of Human Services, entering into the world of social media began 
with monitoring mentions of keywords like ‘Centrelink’ and ‘Youth Allowance’ (a 
specific payment type) to find what citizens were saying about the department online. 
As was the experience for many other government and non-government organisa-
tions, this low-risk beginning allowed the department to gather information and 
understand customer needs before implementing a proactive social media strategy.

2.1  Listening and Learning

We started out using freely available tools such as Google Alerts6 and social 
search websites such as socialmention7 to gain an insight into customer sentiment 

6https://www.google.com.au/alerts.
7http://www.socialmention.com/.

http://dx.doi.org/10.1007/978-3-319-27237-5_9
https://www.google.com.au/alerts
http://www.socialmention.com/
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about the department and the services it provides. This information provided some 
surprises—for example, that social media wasn’t simply another avenue for com-
plaint. Rather, posts showed that people wanted the opportunity to seek out infor-
mation about health and social services and ask questions about their eligibility for 
payments and support. Figure 1 shows an example post from Google Alert.

In addition, we discovered that social media was not used exclusively by young 
people, and the places our customers were choosing to congregate online were not 
always where we expected it to be. While Facebook and Twitter continue to be the 
leading social media platforms used by Australians,8 our customers were often 
choosing other platforms to share their questions and comments about Centrelink, 
Medicare and child support issues. Some niche online communities of interest pro-
vided an avenue for our customers to share their concerns with other people who 
already had their trust.

Example: A discussion thread from the ‘grey nomads’9 online community, a caravan 
enthusiast forum for older Australians, appeared in the department’s social media search 
results. Community members were sharing their experiences of travelling around 
Australia in their retirement. Some were receiving Age Pension and doing occasional cas-
ual work. There were discussions about whether customers had to visit the Centrelink 
Service Centre nearest their permanent home, or if they could visit any location around 
Australia to report their income and other changes in their circumstances. Having found 
these questions, the department was able to clarify that customers can visit any office, and 
that online and phone self service options are also available, meaning that grey nomads 
can update their changes in circumstances while they are on the road – news that was 
gratefully received!

2.2  Dealing with Volume

The results from our early social media searches were overwhelming. There 
were thousands of mentions daily, making it impossible for staff to manually sort 
through and prioritise. The problem to be resolved was how to find important men-
tions amongst the noise created by millions of social media posts every day—
complaints that could help the department improve its services, or questions from 
individuals that the department could help answer online.

The department partnered with CSIRO to develop Vizie, a social media moni-
toring tool to address this need [4; see also Chap. 11 in this book]. Vizie automates 
the social media monitoring work previously undertaken by the department’s 
social media staff and keeps records of online interactions to ensure the depart-
ment meets its record keeping requirements. At a glance, social media staff can see 
what issues are trending, which customer posts require more immediate attention, 
and the words people are using to describe their interactions with the department.

8https://www.sensis.com.au/about/our-reports/sensis-social-media-report.
9http://thegreynomads.com.au/.

http://dx.doi.org/10.1007/978-3-319-27237-5_11
https://www.sensis.com.au/about/our-reports/sensis-social-media-report
http://thegreynomads.com.au/
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One of the key differences between Vizie and other social media monitoring 
tools is that customer issues are prioritised above popular posts or those made by 
online influencers, to ensure people in need get help quickly. This work changed 
the traditional view of what is considered an important social media post to suit 
the government service delivery context that we work in.

Example: Using Vizie, social media staff identified a discussion thread in a niche online 
forum for overclocking enthusiasts10 where a member has asked his online network for 
advice about how to support his father who lived with mental health issues. He was work-
ing but that meant he couldn’t provide the care he believed his father needed, and was 
considering whether Centrelink payments may be an option. Many of the responses he 
received were negative about the idea of leaving a job to receive Centrelink payments, 
even if the reason was to support a father with disability, and an adversarial discussion 
thread resulted. To avoid inflaming the conversation further, the department posted a pri-
vate message in response to the individual with information about payments for people 
with disability and their carers, along with information about how much a person can 
work and earn before payments are affected.

10Overclocking is the process of forcing a computer or hardware component to operate faster than 
the manufacturer-specified clock frequency. Source Wikipedia: https://en.wikipedia.org/wiki/ 
Overclocking.

Fig. 1  An example post relevant to human services from Google alert

https://en.wikipedia.org/wiki/Overclocking
https://en.wikipedia.org/wiki/Overclocking
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The department would not have found this individual’s question by tracking only popular 
social media sites. By offering information to help his family’s situation, we ensured an 
individual received the help they needed, through the medium in which they had gone 
searching for it.

Figure 2 shows one of the dashboards Vizie offers to view and explore social 
media. Vizie offers an integrated interface to numerous social media platforms. As 
shown in the figure, the visualisation presents the posts separated by platform, and 
grouped per topic. The analyst can interact with this visualisation to access the 
specific posts.

2.3  Crafting Keywords

To obtain the relevant social media posts, there is a need to define keywords. 
Establishing and refining appropriate keywords is critical for successful social 
media monitoring. We started out with a simple list of payments and services to 
monitor, then refined these over time to improve the relevancy of search results.

The department is fortunate that the names of many of its payments and 
programmes are unique—such as ‘Austudy’, ‘Newstart Allowance’ and 
‘Centrelink’—making social search easier for some topics. However there are still 

Fig. 2  A Vizie visualisation and interface
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difficulties capturing all relevant information for keywords such as ‘Medicare’ and 
‘child support’ as these are terms also used in the United Kingdom and United 
States of America.

We have undertaken significant work testing and refining the keywords used in 
Vizie, drawing on the expertise of social media staff and researchers at CSIRO. 
A lot of effort has gone into excluding words from results in order to limit the 
number of irrelevant results returned. For example, during discussions in the 
United States about the future of their Medicare programme in 2012, the depart-
ment changed its search to exclude the words ‘Congress’, ‘Barack’, ‘Obama’ and 
‘Obamacare’ to try to keep the focus of search results on Australian Medicare 
references.

While the quality of search results has improved over time, some manual sort-
ing of search results for these terms is still required. The benefit of this work for 
our customers is clear, as outlined in the following example.

Example: A customer group not easily reached through traditional or direct communi-
cation channels was identified during searches for Medicare discussions in social media. 
We found several anonymous questions were posted in online forums, such as Yahoo 
Answers!, by 14 and 15 year old young people asking about seeing a doctor without a 
Medicare card, or using their family Medicare card, and seeking reassurance that their 
parents wouldn’t know. Responses shared in those forums can sometimes be unsympa-
thetic, or contain inaccurate information for a customer’s individual circumstances.

To counter this and help increase the chances that the young people would see the doc-
tor, the department responded publicly to let the young person know that doctor visits are 
private and also provided information for young people wishing to get their own Medicare 
card.

3  Changing Perceptions Through Engaging with Citizens

Social media provides a key opportunity for governments to build relationship 
with citizens online, develop trust and collaborate to co-design the future of pub-
lic services. In the years since the Department of Human Services established its 
social media monitoring processes, work has expanded to include online customer 
and community engagement. This work has allowed customers to participate in 
customer service and co-design discussions anonymously, creating an environment 
where they feel comfortable sharing honest feedback.

3.1  Joining Online Communities

Where the department has differed from most other government agencies in 
Australia and overseas is its work in online communities. As referenced in some 
of the examples above, we have sought out, joined and actively contributed to 
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numerous online communities. The aim is to reach our customers in the online 
spaces they prefer to use.

Not only has this work expanded the reach of our information online, but it has 
helped change community perceptions and build improve the department’s reputa-
tion as a progressive and transparent government agency.

Example: The department’s social media monitoring work uncovered a lively discussion 
thread about government payments for student in the Whirlpool online discussion 
forum.11 While it was exciting to see young people sharing links to the Human Services 
website, policy documents and asking clarifying questions about their eligibility for stu-
dent payments, some of the responses shared by fellow Whirlpool members offered infor-
mation that may have mislead people about what the support they could receive. As you 
would expect, member responses related to each individuals’ own experience in applying 
for payments.

The department decided to join Whirlpool to participate in the discussion, to let stu-
dents know that eligibility for payments depends on a person’s own circumstances – just 
because another student in their class does or does not receive payments, doesn’t mean 
they will be in the same situation. At first, posts by the department were not well received. 
Students wanted to know why we had entered the conversation and whether we were 
watching their conversations ‘big brother’ style. We answered their questions honestly, 
explaining our aims of making ourselves available to answer their questions online, sav-
ing them a phone call, and correcting misinformation where needed. This eventually won 
them over. In the past 5 years the relationship has changed to one where members now 
defer to our staff to answer questions when they don’t know the answer themselves, often 
saying ‘Flick from Human Services should be on here soon, she’ll know’. For the depart-
ment, this type of acceptance and change in sentiment has been a key measure in the suc-
cess of our social media outreach work.

3.2  Human Services on Facebook and Twitter

Alongside our social media monitoring and work in online communities, the 
department created official accounts on Facebook and Twitter to allow customers 
to find credible Australian Government information on the social media platforms 
they preferred most.

The first accounts were created for the General Manager and media spokesper-
son, Hank Jongen, and launched in 2010. This was chosen as a natural evolution 
to the work Mr. Jongen already did in engaging with customers through talkback 
radio interviews by taking those conversations online. Mr. Jongen answers cus-
tomer questions posted on his Facebook and Twitter accounts (see Figs. 3 and 4) 
and has participated in Facebook live Q&A events for Older Australians to answer 
their questions about retirement, Age Pension and Concession Cards.

To help present the human side of our department, the Hank Jongen Facebook 
page (shown in Fig. 3) regularly shares good news stories to highlight the work 

11http://whirlpool.net.au/.

http://whirlpool.net.au/
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our staff do in their local communities. The popular #giftofgiving series on his 
accounts demonstrate the contributions our staff make to charities.

Over time, the department expanded its approach by creating social media 
accounts to support various customer audiences, in line with the department’s stra-
tegic priorities.

Our Student Update Facebook and Twitter accounts launched in 2011 (see 
Figs. 5 and 6), targeting a young audience we knew were already active on social 
media. The accounts share information for high school, university and TAFE12 stu-
dents with an audience of 18,000.

The department built on this experience, launching the Family Update 
Facebook and Twitter accounts in 2013 (see Fig. 7) to engage with one of its 

12TAFE is a vocational education and training provider in Australia.

Fig. 3  A snapshot of Hank Jongen Facebook page
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largest customer groups. The aim is to educate and inform customers about the 
online services and mobile apps available to help them claim and manage fam-
ily payments while they are already in the digital channel. Our Family Update 
accounts are still our fastest-growing online community, gathering more than 
30,000 likes and followers in the first 18 months.

The accounts have helped influence customer behaviours from always calling 
the department or visiting an office to ask us a question or update changes to their 
circumstances. Now, customers ask us approximately 1500 questions per month 
on social media and use digital services to most transactions, saving phone calls 
and visits for more sensitive or urgent issues.

Over time the department has expanded its official social media accounts fur-
ther, to include YouTube, Google+ and Instagram.13

13www.humanservices.gov.au/socialmedia.

Fig. 4  A snapshot of Hank Jongen Twitter account

http://www.humanservices.gov.au/socialmedia
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Fig. 5  Snapshots of the student update Facebook page
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Fig. 6  Snapshot of the student update Twitter account

Fig. 7  Snapshot of the family update Twitter account
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3.2.1  Creating Content

A solid schedule of relevant and helpful content has been critical to the success of 
these accounts. An average of 2–4 proactive messages are shared each week, with 
a focus on helping customers to access services for which they are eligible, keep 
payments by accurately reporting changes in their income and circumstances, and 
supporting them in the move to self-sufficiency with tips on training and looking 
for work.

The department’s social media staff use an online calendar to plan content several 
months in advance and clearly show what content is planned for publication across 
accounts on any given day. There are robust clearance processes in place to ensure 
that published content is accurate and supports the department’s current service focus.

Proactive messages also aim to generate engagement with our customers, 
encouraging them to post questions or share their experiences in dealing with the 
department. This approach helps build the department’s reputation by ensuring we 
are open to receiving feedback and are transparent in our responses, while also 
helping keep our content in the Facebook news feeds of customers who follow our 
accounts and their friends.

3.3  Social Media Engagement During Emergencies

In a disaster event, such as flood or fire, social media is increasingly vital in deliv-
ering information to communities and strengthening relationships between emer-
gency services and Australian communities.

During these emergencies, the Department of Human Services plays a critical 
role to support affected Australians—in the physical world and the virtual world. 
Our Service Officers, along with our specialist staff such as social workers, are 
some of the first to arrive in disaster-affected communities during the recovery 
effort. Teams set up temporary offices in Community Recovery Centres to help 
affected families access Disaster Recovery Payment and other support.

The first time the department tweeted during an emergency was for the floods 
in Victoria in September 2010 [5]. Since then, we have harnessed our strong social 
media presence to effectively support customers during and after a disaster—pro-
viding timely information about office closures, emergency service centres, and 
government disaster support.

3.3.1  Our Approach

In establishing our Emergencies Social Media Strategy, we considered the need to 
share critical payment and service information with citizens after an emergency 
with the need to ensure we are not contributing unnecessarily to the large volume 
of social media noise that occurs during and after an emergency.
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Our approach recognises the differences between the work the police and State 
Emergency Services do during an emergency, and the financial aid and social 
work support that we are responsible for. While police and emergency services are 
needed immediately during a disaster, people often come to us days and weeks later 
for information and financial support, once they’ve dealt with the initial impact.

The department posts proactive messages on its official social media accounts 
to reach existing customers. The types of content shared include: information 
about Centrelink and Medicare Service Centre closures in affected areas, links to 
claim information for Disaster Recovery Payment on the humanservices.gov.au 
website, videos on how to claim and answering common claim questions, and pho-
tos and stories from staff who are working on the ground to support people in need.

Wherever possible the department also leverages trending hashtags on Twitter 
and share posts on community Facebook pages to ensure our emergency informa-
tion is seen by people in affected communities.

Our proactive social media messages are generally timed in the following way:

1. During event: Only critical messages shared, for example if a Service Centre 
is closed due to an emergency we post messages to offer alternative access to 
services.

2. Days after event: Proactive messages about Disaster Recovery Payment 
amounts and eligibility, our free Social Work Service, as well as messages 
identifying which Community Recovery Centres our staff are located at to help 
access payments and other support.

3. 2–3 weeks after event: Reminders about financial assistance and social work 
support, as well as stories and photos provided by our staff about their experi-
ences helping in disaster-affected communities.

4. 6 months after event: Proactive messages shared with information about the 
upcoming deadline for claiming Disaster Recovery Payment for the event.

4  Facilitating Online Communities

The department has established a range of online communities including Next 
Step, a research partnership with CSIRO [6] (see also Chap. 9 in this book).

Next Step was a closed community for parents transitioning between welfare 
payments and returning to work. Its objectives were to:

•	 provide informational and emotional support to parents;
•	 explore if novel technologies could help parents achieve better outcomes for 

themselves and their families; and
•	 measure social trust in the community.

Members could access tailored information—videos, resources and podcasts—
and discussion forums and live Q&A events where they could ask questions and 
receive meaningful answers, as well as engage with other community members [7].

http://www.humanservices.gov.au
http://dx.doi.org/10.1007/978-3-319-27237-5_9
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This case study will explore how moderators, staff in the Department of Human 
Services Social Media Team, managed the community and what tactics they used 
to bootstrap engagement. Firstly, we will provide more detailed information about 
the community.

4.1  Overview of the Community

4.1.1  Aim

The aim of Next Step was to explore if using social networking technologies could 
help customers achieve better outcomes for themselves by having access to informa-
tional and emotional support. Informational support was provided by having access 
to tailored resources and Human Services policy experts who could answer their 
specific questions. Emotional support was provided by having a shared space where 
members in similar situations could connect and share experiences and knowledge.

A unique aspect of the project was also examining social trust—exploring if 
trust between members and moderators developed over the life of the community 
and what could have attributed to these findings [8].

The main activities members could do in the community included:

•	 completing member profiles and finding buddies to work with on activities;
•	 completing weekly activities to help build their skills and confidence to return 

to work, including how to prepare for a job interview, identifying strengths and 
weaknesses, and searching for employment opportunities;

•	 participating in live Q&A events with experts to understand the transition pro-
cess and have their questions answered;

•	 participating in discussion forums about their hopes, fears, concerns and aspi-
rations during this life stage, as well as seeking information about the transition 
and maintaining welfare payments; and

•	 reading, listening and watching content in the resource section about the tran-
sition process, and become prepared to return to work.

4.1.2  Audience

Parents with young children who received a parenting payment (Parenting 
Payment) and would need to transition onto a parenting allowance (Newstart 
Allowance) when their youngest child turned 6 or 8 years, or transitioned in the 
past three months, were invited to join the community.

This niche audience was selected because of the complex transition process, 
and the impact it has on other aspects of a parent’s life including the need to 
become job ready.

We conducted preliminary research, including focus groups and an online sur-
vey, with this audience group before the community began to gain an understanding 
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of the issues they face, and to identify if there would be value in establishing the 
community [12, 13]. Key findings included:

•	 for many there was no clear understanding of the transition process or what was 
expected of them “I am unclear about the process…. The lack of communication 
is the biggest issue… how does the whole process work? … I am in the dark”;

•	 lack of understanding led to feelings of stress and anxiousness “Definitely 
stressful and overwhelming” and “I felt daunted”;

•	 frustration with policy requiring them to transition or perceiving it as a punitive 
measure “Why do we cease to be parents when our children turn 8?”;

•	 feelings of anxiousness about returning to work; and
•	 most parents would be open to trying an online community once the concept 

was explained to them.

The research findings were used to design the community, develop tailored con-
tent, and manage the community once live.

As Next Step was a research project, only parents in the niche audience group 
could be invited to join. This limited the ability to recruit new community mem-
bers and prevented organic growth from members through word of mouth.

Members were invited by letter of invitation via Secure Online Mail with a 
unique registration token. The double blind recruitment process meant community 
members could remain anonymous and participate freely in the community [9].

Over the twelve months the community was open, we conducted four recruit-
ment rounds and welcomed hundreds of members to the community.

Figure 8 shows the activity page of the Next Step where members perform dif-
ferent activities to enhance their skills.

Fig. 8  Activities in NextStep



40 G. Ciancio and A. Dennett

4.2  Lessons in Building Engagement

Being a new online community, the biggest challenge moderators faced when the 
community launched was engagement—overcoming what is often referred to as 
the ‘cold start’.

As there were restrictions on inviting new community members, moderators 
focussed their attention on converting as many newcomers to regular members as 
possible to achieve ‘critical mass’, i.e., the state where the community can sustain 
itself through member activity.

4.2.1  Understanding Community Purpose and Value

To create a community that members would want to return to, and engage with, 
we needed to understand what type of community we were building and where we 
could offer members value.

Online communities often fall into one of five types:

1. Place—where members share a geographic region.
2. Practice—where members undertake the same activity.
3. Interest—where members share a specific interest.
4. Action—where members are dedicated to making change in the world.
5. Circumstance—where members have a situation thrust upon them.

We identified Next Step was a hybrid community of circumstance and interest. Parents 
told us during the research focus groups that they felt thrust into this situation of need-
ing to claim Centrelink payments and felt the situation was out of their control. And 
all community members shared the specific common interest of being parents.

Understanding the type of community we were creating, we designed content 
and discussion topics to match their needs. We focussed on content that would:

– bond parents;
– push towards more focussed discussions; and
– provide support for dealing with the situation.

Moderators also strongly encouraged members to start their own discussions, and 
six months into the community launching, member-generated comments and dis-
cussions outstripped moderator activity.

4.2.2  Bootstrapping Engagement

Populating the community with tailored content and establishing relevant discus-
sion topics was important to create a community members would find valuable, 
but it was not enough to create engagement—this required members to feel a sense 
of connection and belonging in the community.
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Establishing Member Connections

The first step to create a sense of belonging was to establish member connec-
tions. Each member was asked to complete a ‘profile’ including public and private 
information. Public information, such as number of children, could be seen by all 
members and was a way for members to get to know each other without having 
to actively engage. Private information was used to ‘match’ buddies (people who 
members would work with to complete group activities) [10].

On the ‘Community’ section of Next Step, several member profiles were dis-
played to encourage all community members to get to know them. At first, this 
section displayed moderator profiles (see Fig. 9), but once members completed 
their own profiles, they were invited to feature in this section.

Providing Different Ways to Engage

The second step in the engagement process was offering different ways for mem-
bers to engage. According to Jakob Nielson’s rule for participation inequality in 
online communities [14], 90 % of people are ‘lurkers’, 9 % are ‘intermittent con-
tributors’ and 1 % are ‘heavy contributors’.

Knowing that not all members would be open to commenting and joining dis-
cussions about their personal situation, we offered a range of ways for people to 
passively engage—rating other people’s comments, watching videos, listening to 
podcasts, reading resources, and completing activities. Having a broad range of 
ways for people to engage meant that each time ‘lurkers’ visited the community, 
they could still participate in the community and be rewarded with fresh content 
[11].

Giving Social Proof14

We used social proof—evidence from other community members—to persuade 
more members to model their behaviours or take certain actions. This included 
mentioning the number of people who completed their weekly activities to encour-
age more members to do their activities, and talking about comments members 
had posted to drive more members to read and contribute to those discussions.

14Social proof, also known as informational social influence, is a psychological phenomenon 
where people assume the actions of others in an attempt to reflect correct behaviour for a given 
situation. This effect is prominent in ambiguous social situations where people are unable to 
determine the appropriate mode of behaviour, and is driven by the assumption that surround-
ing people possess more knowledge about the situation. Source: https://en.wikipedia.org/wiki/
Social_proof.

https://en.wikipedia.org/wiki/Social_proof
https://en.wikipedia.org/wiki/Social_proof
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When the community first launched and we lacked the above social proof 
because members were not yet confident to contribute to the community, we used 
evidence from the preliminary research to build our credibility and foster trust. In 
preparing to establish an online community we held focus groups with parents who 
were going to make the transition back into work to ask them about the worries and 
opportunities they identified, and to determine how an online community would best 
support them. We posted messages about the focus group process and findings to 
explain to community members that other parents in a similar situation to them had 
said that they wanted this community and that their feedback was used to shape the 
content and the way it was delivered. For example, parents in focus groups identi-
fied that going back to work after years out of the workforce while trying to arrange 
childcare is stressful, so we created discussion threads to allow people to share tips 
and experiences on this topic, as well as several activities aimed at minimising stress.

This technique of using social proof was highly valuable in making a low level 
of engagement seem more meaningful and to quickly build upon it—it helped to 
cultivate a community of regular contributors.

Fig. 9  Displaying a profile to encourage people to know each other
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Being Responsive and Setting the Tone

Underpinning these three key tactics to bootstrap engagement was the warm and 
inclusive welcome of moderators, and our ongoing responsiveness during the com-
munity. Our role was to set the tone of the community as a safe and helpful space 
where parents would be supported.

From the preliminary research, we understood members felt anxious, stressed 
and overwhelmed. We encouraged them to speak openly about their experiences 
even if they were not necessarily related to transitioning between payments or 
finding work. In the beginning, members would ask if they could talk about cer-
tain topics and we reassured them they could discuss anything so long as it was 
within the community’s Terms of Use, which mainly covered being respectful to 
all members. This opened up discussions that bonded members and allowed them 
to emotionally support each other.

Moderators also actively responded to all comments and questions as quickly 
as possible (generally within half an hour and always same day) to demonstrate 
we were listening and there to support members. We proved ourselves to be help-
ful and caring. When members saw we could offer accurate and clear advice to 
support them, they were encouraged to return for ongoing assistance. Analysis by 
the CSIRO indicated our moderation approach was the biggest influence in estab-
lishing social trust with members.

Figure 10 shows a snapshot of discussion forum in Next Step, where members 
discussed various issues relevant to them.

Fig. 10  Discussion forum in Next Step
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5  Strong Governance

Engaging in social media presents risks, particularly for a government department 
that operates in a challenging and risk averse environment. While many of these 
risks are not new, the risk level, consequences or proposed treatments may differ 
on social media that in other situations.

Undertaking risk assessments with key stakeholders, planning for issues and 
having escalation processes in place has won us the support of our Executive and 
given permission for us to grow our social media work. Importantly, it has ensured 
we deliver this work in a controlled, transparent and accountable manner—serving 
our customers efficiently and effectively in social media.

This section provides an overview of how we govern our social media activities.

5.1  Governance Framework

Our Governance Framework tells the story of how we manage social media and 
includes information such as roles and responsibilities, clearance processes, con-
straints, risk assessment and management, corporate identity, legal and other 
mandatories.

We also include all of the documents our team uses, such as the moderator 
guidelines and Acceptable Use Policies, in the attachments.

This framework has also helped build confidence amongst stakeholders and 
senior executives by demonstrating we take a proactive approach to managing the 
department’s social media presence.

5.2  Managing Risks

The first step for managing risks is to plan for them and any other potential issues 
that could arise. We consult with our IT Security, Legal, Privacy and HR col-
leagues to identify, measure and propose treatments to managing all of the opera-
tional and contractual risks associated with any social media project or campaign 
we undertake. Generally, this is in the form of a risk assessment meeting where a 
representative from every area is there to discuss the project. They are experts in 
their fields and help us ensure our project is being done properly.

We use the information from these risk assessment meetings to draw up a risk 
management plan that outlines the risks, how we propose to treat them, measure 
their consequences and appoint an Executive who is responsible for accepting 
each risk. This plan is circulated to all relevant stakeholders for approval.

While these risk plans can take time to negotiate, they enable our team to 
understand potential risks and plan ways to manage them before they arise.
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For many years we wrote individual risk plans for every project but found this pre-
sented the potential for us to not manage risks consistently. We now have an overarch-
ing risk plan and whenever we create a new project, an individual risk schedule that 
only outlines the specific operational or contractual risks for that project is created.

Some of the main ways we treat risks include:

•	 ongoing training on security measures and escalation processes
•	 ongoing training for social media moderators in communicating with vulnerable 

customers
•	 having Acceptable Use Policies for all of our social media accounts to be trans-

parent and consistent about we moderate
•	 moderator guidelines for our team—describing a range of issues that could arise 

and how to manage them—like what teams to escalate issues to and other steps 
to take

•	 seven day moderation from 9 am to 5 pm
•	 regularly changing passwords for our accounts and having banned words lists
•	 regularly reminding our audience not to share their personal information
•	 annual reviews of our social media risk management plan
•	 annual crises management simulation with our media team that crosses over 

media and social media risk management
•	 an overarching social media governance framework.

These treatment measures have helped build the skills of our staff and provide 
confidence in managing the worst-case scenario. The annual training in particular 
ensures our work is always being led by current policies and best practice.

6  Measuring Success

It is much more difficult to measure return on investment when you’re not selling 
anything. Public sector agencies across Australia and the world are seeing benefit 
results in their social media work but are still looking for the best ways to measure 
and report on its value in dollar terms.

To help measure the value of the department’s social media work, we are work-
ing on a model that tracks the cost of the social media engagement and customer 
service, alongside the return on reputation that results.

This section provides an overview of our current work on measuring return on 
reputation.

6.1  The Cost of Social Media Engagement and Customer 
Service

Over time, customer demand for information about social and health services on 
social media has been increasing. From sharing proactive messages in 2010 that 
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received less than a dozen likes or comments, the department has an active social 
media following of 100,000 and now responds to approximately 1500 customer 
questions on social media every month. That growth requires additional staff and 
technology resources to monitor and respond to questions.

The department is setting new Key Performance Indicators for answering cus-
tomer questions, modelled on measurements used by our call and face-to-face service 
channels. These include speed of answer, response accuracy and ability to answer on 
first query. This will allow for a cost comparison with other service channels.

The following is a list of considerations the department is tackling in this work, 
however measuring some of these impacts using anonymous social media data is 
very difficult.

Costs:

•	 Many social networking sites are free to establish, but over time the department 
has had to invest in technologies for social media monitoring and queuing social 
media customer questions, to make this work more efficient.

•	 Staff resources may need to grow over time to support increased social media 
demand, but this can be expensive.

•	 How long does the average social media response take? And is it more efficient 
to answer questions on Facebook and Twitter than over the phone? A social 
media response has the potential to benefit many customers who can see the 
post, however customers can’t get personalised service through social media 
because the privacy of their personal information cannot be assured.

Savings:

•	 Providing information and support to customers when they are already online 
makes it easier for them to remain there and complete many of the transactions 
they can do themselves using their online accounts. This means our staff com-
plete fewer basic transactions for customers and can spend time working on 
complex customer cases instead.

•	 The department gets an early heads-up on potential issues through social media, 
such as when content on the humanservices.gov.au website could be made eas-
ier to understand. This means issues can be addressed earlier also, before they 
have the capacity to result in numerous phone calls to the department because 
people don’t understand the eligibility information on our website.

•	 If more timely, efficient and accurate social media work results in fewer calls, 
does that save money? It will likely result in customers being able to access 
more personalised phone service from our Service Officers, who have the time 
to complete multiple services for a customer in the one interaction, reducing the 
need for staff re-work or future customer contact.

6.2  Return on Reputation

Reputation management is critical for government agencies so citizens have faith 
in the services and support they deliver. Using social media we aim to demonstrate 

http://www.humanservices.gov.au
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transparency in government communication, build trust, and create a more agile 
and responsive organisation.

We can readily see the impact of some of our proactive social media messages, 
for example our weekly Facebook and Twitter posts about our Mobile Service 
Centre15 visits to regional communities have directly resulted in people visiting 
the buses in their town.

In addition, giving customers a heads-up about planned maintenance for online 
services, and responding to their complaints about service issues quickly, has 
greatly improved our social media following and reputation.

But when citizens can choose to interact with governments anonymously through 
social media, how can you track whether an individual’s query was resolved? Did 
their dealings with government end on Facebook, or did the citizen make a phone 
call, email a complaint, then visit an office in person to seek a resolution?

The department is working on analysing a range of data sources to answer these 
questions, including sentiment analysis, and call demand and social media com-
parison data.

6.2.1  Comparing Call Centre and Social Media Data

The department forecasts demand for its services to ensure adequate resources are 
allocated to areas where demand may peak.

We are currently exploring whether our proactive social media campaigns have 
an impact on call demand by measuring the reach of social media messages as 
well as whether actual demand for phone services was greater or less than the 
forecast. This is measured on particular dates that correspond with proactive social 
media messages being published and shared.

Where the department can demonstrate a reduction in call demand compared to 
what was forecast, it is difficult to attribute all credit to social media activity. This 
is because online anonymity means there is no way for us to track that all custom-
ers who interacted with the department on social media did not call us because 
they already got the information they needed. This is an issue we will continue to 
work on as we evolve in our return on investment work.

6.2.2  Sentiment Analysis

Tracking customer sentiment about their social media interactions with us is one 
way, however automated sentiment provided by some social media monitoring 
platforms is inaccurate and has particularly difficulty dealing appropriately with 
sarcasm. Our social customer service staff required to manually attribute sentiment 
to social media posts made by our customers on the department’s official social 
media accounts.

15http://www.humanservices.gov.au/mobileoffice.

http://www.humanservices.gov.au/mobileoffice
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Early data shows that often when customers write to us online their posts are 
negative or neutral in sentiment, but after we respond the sentiment of their replies 
often changes to neutral and positive respectively.

While not an accurate measure of effective social customer service on its own, 
when tracked against call and social media demand data, sentiment analysis pro-
vides a snapshot of how well the department is managing reputation and meeting 
the needs of citizens through social media.

7  Conclusion

We have been using social media since 2009 in our efforts to support the 
Australian Government Department of Human Services improve service delivery. 
This work was led by the department’s Communication Division and has evolved 
from monitoring social media and engaging with citizens in discussion forums, 
to creating our own social media accounts and online communities. Along the 
way, we helped build new tools to monitor social media and developed a strong 
governance framework to better manage the risks involved. Our use of social 
media has enabled us to share health and social security information in an effi-
cient and effective manner, respond to citizen questions quickly, and build trust 
with the Australian public. Our work continues to evolve as we explore new ways 
to engage and collaborate with citizens through social media. We are also now 
focussed on ways to measure success (or return on investment). In this chapter, 
we described our engagement with social media, including specific examples of 
projects we delivered. We also discussed some of the challenges for government in 
social media engagement and how we dealt with them.
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Abstract Enterprise social media is evolving internal communication in organi-
sations. The networks produced by such technologies enable employees to com-
municate with a large number of people simultaneously across an organisation 
and conduct a number of activities; organising meetings and projects, sharing 
ideas, problem solving, creating awareness of work taking place in the organisa-
tion, and building social capital between work colleagues. This chapter will look 
at the main features of enterprise social media platforms, in particular Microsoft’s 
Yammer, and the implementation of Yammer as an internal communication tool 
at VicRoads, a Victorian state government authority. The main components to 
consider when adopting a Yammer network will be examined including network 
setup and gaining initial users, network development with the guidance of a com-
munity manager, and continued network growth through the use of engagement 
strategies. Examples are provided where VicRoads has used Yammer to enable 
communication between employees leading to improvements in communication, 
culture  and business practices.

Keywords Enterprise social media · Yammer · Employee engagement ·  
Internal communication · Cultural change

1  Introduction

Social media technologies have revolutionised the way government departments 
and agencies engage and interact with their publics. For some, using social media 
has allowed them to develop new and trusted relationships with the Australian 
public as well as to promote the work that they do. In 2011, the Australian Bureau 
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of Statistics (ABS) used Twitter to promote the upcoming national census. The 
ABS combined data from the 2006 census with popular culture references in tweet 
form to make the national census more current and engaging to the Australian peo-
ple. Commentators considered it a novel way for a government agency to behave 
[2] and the pop culture tweets successfully generated interest in the census with 
the ABS Twitter account receiving 10,774 new followers on census night [17]. 
Similarly, the Queensland Police Service (QPS) used social technologies, this 
time Twitter and Facebook, to build a trusted relationship with its audience during 
widespread flooding in Queensland. Using these platforms they updated citizens 
with real time emergency information such as instructing people to evacuate their 
properties and addressed misinformation from the media by posting messages to 
Twitter and Facebook with the correct information and using the hashtag ‘myth-
buster’ [13]. The QPS’s quick response times to emerging events and their efforts 
to correct misinformation showed them to be a source of accurate, trusted infor-
mation during the state emergency [1, 16]. This was reflected in the significant 
increase in traffic to their social media sites during the emergency period: QPS’s 
likes on their Facebook page increased from 6400 to 165,000 and their Twitter fol-
lowers increased from 1200 to 11,000 [16].

Social media use by organisations in the past few years has steadily been grow-
ing. The McKinsey Global Institute [10] conducts an annual survey on social tech-
nology adoption and use within enterprises. It reported that the use of Web 2.0 
technologies (such as blogs, microblogging, online videoconferencing, podcasts, 
video sharing and social networking) by organisations increased from 50 to 68 % 
between 2007 and 2013. In particular, social networking technology use, which 
this chapter will focus on, increased in the surveyed organisations from 19 to 58 % 
between 2009 and 2013. Some companies who have chosen to invest in these 
products have seen positive benefits. For example, a study conducted by Reimer 
et al. [15] on firm Deloitte Australia’s employees’ use of enterprise social network-
ing platform Yammer found that employees used Yammer to brainstorm ideas for 
products and projects and facilitate the creation of new employee knowledge. In 
addition, through Yammer’s question and answer capability, the platform also 
helped Deloitte employees access existing expertise within the company [15]; here 
employees who used the social platform put forward questions, their colleagues 
responded and transferred their knowledge to the questioner and other employees 
using the platform. How companies use enterprise social media platforms and the 
resulting outcomes can vary. Like Deloitte, Westfield shopping centres have bene-
fitted from using Yammer but they use the technology for another purpose, to min-
imise ‘exceptions’ [18]. Exceptions are tasks that employees need to attend to but 
are not part of their main duties [4]. When issues have been identified in Westfield 
stores, store managers and retailers have discussed the problem on the Yammer 
platform with each other and Westfield’s support office. This interaction has led to 
solutions being developed to on-the-ground issues in a manner faster than business 
processes would allow [18].

This chapter will focus on the social networking platform Yammer, the imple-
mentation of this platform into a state government authority VicRoads and the 
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benefits gained from its use. It will look at the main components to consider when 
implementing a Yammer network: its setup, development and growth. First, the 
chapter will briefly explore what enterprise social media is and how Yammer itself 
operates.

2  Enterprise Social Media

Enterprise social media is evolving internal communication in organisations. The 
networks produced by such technologies give employees the capacity to commu-
nicate with a large number of people across an organisation, irrespective of hierar-
chy, time and space.

In a review of enterprise social media, researchers Leonardi et al. [5] provided 
an expansive definition of the technology as “web-based platforms that allow 
workers to:

•	 communicate messages with specific coworkers or broadcast messages to every-
one in the organisation

•	 explicitly indicate or implicitly reveal particular coworkers as communication 
partners

•	 post, edit, and sort text and files linked to themselves or others
•	 view the messages, connections, text and files communicated, posted edited and 

sorted by anyone else in the organisation at any time of their choosing”.

The main format these technologies take are microblogging sites where employees 
write short messages about themselves and their interests [14]. A range of other 
tools such as wikis, document sharing and blogs can be integrated into the technol-
ogy to form a social platform [12]. The platforms enable many-to-many commu-
nication where each person using the tool can send and receive messages. This is a 
different form of communication for organisations where one-to-many communi-
cation tools, such as email, dominate. In one-to-many communication one person 
is the sender who delivers a message to a set of known recipients. In many-to-
many communication when a person sends a message it will be sent to a number 
of recipients and the sender does not know who will receive it and the recipients of 
the message may not know who the sender is [3], or their role or hierarchy in the 
organisation. The message is broadcast out to recipients where it can be seen at the 
time of sending or at a future time as the message is stored in the platform and can 
be retrieved at any time by platform users.

Reimer and Richter [14] have reviewed and compared how organisations ben-
efit from using enterprise social media. They consider the tools to be flexible, non-
prescriptive and used for a range of different communication purposes. Riemer 
and Richter [14] cite that for an organisation, the main purpose for the platform 
may best be determined over time and through employee experimentation, as the 
employees need to make sense of the tool and find ways to integrate use of the 
platform into their daily work procedures and practices. This would then lead to 



54 M. Fabre

each organisation benefitting from the tool in different ways. Through studying 
how enterprise social media platforms have been adopted by organisations they 
have identified six categories of benefits: socialising, organising, crowdsourcing, 
information sharing, awareness creation, and learning and linkages [14]. Since 
each company is different in how it adopts its enterprise social media platform, 
the extent to which an organisation will realise each of these benefits may also be 
different.

There are a number of commercial enterprise social media platforms available 
for an organisation to purchase and adopt, such as Jive and Saleforce’s Chatter. 
One of the world’s most popular enterprise social media platforms, which this 
chapter will look into further, is Yammer.

2.1  Yammer

Yammer was developed as an internal communication tool for genealogy company 
Geni before being launched as a social media product in 2008. In 2012, Yammer 
Inc. was purchased by Microsoft and is currently being used by over eight million 
people and accessed by over 500,000 companies worldwide [7, 11].

In the Yammer platform, each organisation has their own private network. Basic 
access to a Yammer network is through a freemium model; users sign up for free 
using their organisational email address, which also serves as the user’s unique 
identifier. When the first user from an organisation signs up, a network is created 
on Yammer for that organisation, and as more users from the same organisation 
sign up they are joined to this network. The network grows organically as users 
join and start to communicate and interact with each other. Yammer also offers a 
premium network for a fee, usually paid as a monthly subscription for each user. 
A premium network has the same features as the freemium network but with addi-
tional administrative control. This includes being able to:

•	 customise a network by adding company branding and usage policies
•	 control user management by adding, blocking and removing users
•	 export data from the network for analysis and record keeping
•	 integrate Yammer with other enterprise systems.

A Yammer network primarily functions as a microblogging site where users are 
prompted to answer the question ‘What are you working on?’

Within the site, users are able to:

•	 broadcast messages (including text, images, video files and web links) across 
the network or send private messages to select users

•	 ‘like’, share and comment on other users’ messages
•	 create groups that segregate discussions (groups are based on a subject, work 

team or project)
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•	 seek and share knowledge by sharing files, creating shared documents, conduct-
ing polls and asking questions.

Users can access Yammer from computer-mediated devices that are connected 
to the Internet allowing users to create and retrieve information at any time and 
location.

The features displayed in Yammer are similar to those of other social network-
ing sites. When a user signs into their Yammer network they see an interface that 
resembles social media site Facebook where a central feed collates posted mes-
sages. Similar to social sites Twitter and Instagram, Yammer works on a ‘follower’ 
principle. Users follow their colleagues and join groups and the messages posted 
by and in these will appear in their central feed. This helps users personally curate 
the information that they see. Regardless of who they choose to follow, users 
always have the option to see all messages broadcast across the network and can 
view the most popular messages as determined by Yammer algorithms.

Messages in Yammer are posted into groups, which compartmentalise the mes-
sages. Groups are set up by users and can be based on a specific topic, such as a 
business area or project. They can be open to the whole organisation or restricted 
to select membership. All groups have their own news feed where users’ messages 
appear. The default group in Yammer is the ‘All Company’ group; messages posted 
into this group can be seen by everyone in the network.

An organisation’s Yammer network is not necessarily isolated from the out-
side world. While its main ‘home’ network is accessible only to people within the 
organisation, ‘external’ Yammer networks can be created where employees can 
communicate with select customers or clients. Additional third-party applications 
can also be added to a Yammer network, including features such as analytics tools, 
calendar and scheduling tools and enterprise system integration.

As previously mentioned, enterprise social media platforms like Yammer are 
flexible technologies allowing them to be used for a range of different communi-
cation purposes. Employees have used these platforms to facilitate new ways to 
solve problems and generate ideas [15], resolve ‘exceptions’ that usually detract 
from normal business activities [18] and build social capital leading to increased 
motivation to share information with colleagues [19]. For Victorian government 
authority VicRoads the use of Yammer has enabled employees to communicate 
with each other in a way that has led to positive changes in their company cul-
ture. The rest of this chapter will explore how VicRoads integrated Yammer into 
the organisation to improve internal communication and promote cultural change.

3  Yammer at VicRoads

VicRoads is a Victorian Government authority that operates and maintains the 
Victorian road system. The organisation of approximately 3500 people has used 
social media for internal communication since 2009. Their implementation of 
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Yammer as a legitimate internal communication tool took a number of years and 
multiple engagement strategies. The stages involved in the implementation process 
include setting up the network and gaining initial users, developing the network 
with the guidance of a community manager, and continuing the growth of the net-
work through engagement strategies.

3.1  Setting up the Network

The set up process for a Yammer network is an easy and quick one. An organisa-
tion’s Yammer network is created after the first user from that organisation signs 
up. If an organisation has paid for the subscription-based premium version of 
Yammer it has access to a number of features that provide greater control of the 
operation of the Yammer network. VicRoads has had a premium Yammer network 
since 2009. With access to the full suite of Yammer features, VicRoads was able to 
personalise their network through adding a company logo (see Fig. 1) and assign-
ing administrators to the network who can access a range of regulatory options 
such as data and user management features. 

Once the network is acquired, employees can use it to broadcast messages and 
engage with one another almost instantly. Every user that signs up has their own 
user profile where they can upload an image of themselves, follow people, post 
messages, ‘like’ content, create groups and perform other functions in the network.

Fig. 1  Screenshot of VicRoads’ Yammer network
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To promote the use of the network within the organisation, formal or informal 
launch events and activities can be held. At VicRoads, they informally launched 
Yammer in 2010, which began the organic growth of the network; 1686 accounts 
were activated. In mid-2011 formal launch of the network was undertaken, which 
led to further growth and increased the number of activated accounts to 1851 out 
of a potential 3500 people in the organisation. Launching and promoting use of 
Yammer created awareness of the network and some people started experimenting 
with how to use the platform. However, Yammer developed a reputation for being 
‘Facebook for work’. In late 2011, Jacqueline Shields, a member if the VicRoads 
internal communication team, was made community manager of the Yammer net-
work in order to develop the use of Yammer into a key corporate communications 
tool.

3.2  Developing the Network: The Role of the Community 
Manager

Community management of social networks is becoming a significant part of 
internal communication roles. Community managers help develop and maintain 
engagement in the network, they advise users on how to use the platforms and 
help employees build relationships with other users. They also monitor the activity 
within the social network and mitigate risks that may arise.

For VicRoads, the community manager Jacqueline performed a number of tasks 
in her role, which included:

•	 developing an usage policy outlining appropriate employee behaviour within the 
network

•	 tracking user behaviour, reviewing content being posted by employees and 
advising people on inappropriate use (usually offline)

•	 showing employees how to use Yammer’s features
•	 conducting engagement activities that make using Yammer a positive and fun 

experience
•	 measuring the network’s usage and growth, including tracking the number of 

users and groups, top posts and influential users of the network
•	 auditing and cleaning up the network through removing old or redundant groups
•	 seeking out and recruiting leaders in the organisation to use the network
•	 advising business areas on how to use Yammer to benefit their business goals 

and objectives and assisting them with developing a presence on the network.

Jacqueline provided three examples of how she and others in her internal com-
munication team developed and managed the VicRoads’ Yammer network through 
mitigating the risks of using Yammer, building employee engagement in the net-
work, and helping business areas use Yammer to improve their reputation and 
engagement with employees.



58 M. Fabre

3.2.1  Example 1: Mitigating Risk Through Social Media Policies

Although there are many communication benefits to using social media within 
an organisation, there are a number of risks associated with giving people use of 
these technologies. Some of the major risks considered by internal communica-
tors include disclosure of sensitive information, copyright infringement, violation 
of privacy and inappropriate use of the platform [9, 18]. One way to mitigate inap-
propriate use of a social network is to implement policies that provide guidance to 
employees on how to and how not to use the network.

Organisations tend to have policies for social media networks used to com-
municate with external clients and customers, but not necessarily for internal 
networks. If an organisation uses social media for internal communication, their 
social media policies also need to include the expected and appropriate use of 
these internal networks by their employees. Further, the social media policies 
should be aligned with other relevant organisational policies, such as codes of con-
duct and IT usage policies and, where necessary, legislation such as the Privacy 
Act 1988, Copyright Act 1968, and in particular for government organisations, 
Freedom of Information Act 1982 (FOI Act).

Jacqueline developed a usage policy for the VicRoads Yammer network. 
It introduces the purpose of Yammer and outlines the behaviours expected of 
employees, their responsibilities, and their obligations under the FOI Act.

For Jacqueline, the VicRoads’ usage policy guides the behavioural expectations 
of the network. It has an educational role by stating which employee behaviours 
are condoned and how employees should use the network, for example the policy 
states that the organisation expects that posts in the network should be “informa-
tive, interesting and relevant” (see example VicRoads usage policy). The policy 
also has a risk management role; it outlines an employee’s responsibility to com-
ply with copyright legislation, to prevent disclosure of sensitive organisational 
information, and refrain from making comments that may damage VicRoads’ rep-
utation. It also informs employees that the information in the internal Yammer net-
work can be made public. This may occur when a member of the public requests 
to access information posted on Yammer through the FOI Act.

The policy provides employees with a common understanding of behavioural 
expectations and the community manager with appropriate governance documen-
tation. When undertaking her management role, if Jacqueline had to advise people 
on what was appropriate use of the Yammer network, the usage policy guided and 
supported her decisions on what was considered appropriate.

Within a premium network, such as VicRoads’, a usage policy can be added 
directly to the network and is available for users to view at any time from their 
Yammer home page. Once in place, when users sign up they are required to accept 
the policy before they are admitted to the network.
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VicRoads usage policy

Welcome to the VicRoads Yammer network.
Yammer gives all staff a voice. It provides the opportunity to share, col-

laborate and innovate right across all VicRoads offices.
Not all staff have ready access to VicRoads computers i.e., Customer 

Service Staff, Sprayline Road Service staff, Project Office staff and staff on 
leave. However all have access to Yammer via downloading the Yammer app 
on their Smartphones/tablets.

Yammer enables all staff with a VicRoads email address equal ability to 
check in, ask a question, be heard and follow what is going on across the 
organisation.

Your contribution is actively encouraged at all times.
You are not expected to be a social media expert. Enjoy learning and 

exploring how Yammer can be an effective communication tool for you. If 
you are not sure, ask a colleague, ask on Yammer in the Yammer Help group. 
Over time it will become second nature.

It is important to be mindful of Yammer etiquette:

•	 Be respectful to other users. Maintain a supportive, positive and produc-
tive work environment, free from intimidating, humiliating or offensive 
comments.

•	 Your posts in the All Company feed should be work-related. Exceptions 
are posts in non-work focused Groups i.e. the Book Club.

•	 It is your responsibility to ensure compliance with intellectual property 
laws and not upload material onto Yammer that could infringe copyright.

•	 Your posts should be informative, interesting and relevant.
•	 Check that the information you share is factual and accurate.
•	 Consider whether your comments are damaging to VicRoads’ reputa-

tion, interests and could bring VicRoads or the Victorian government into 
disrepute.

•	 Be aware that the Victorian Freedom of Information Act (FOI) 1982 gives 
members of the public the right to access information posted on Yammer 
about the activities of VicRoads.

•	 As you are using a VicRoads’ IT system take into account the Acceptable 
Use policy.

•	 Avoid disclosing information that has been collected for official VicRoads 
purposes only, without the appropriate authorisation to do so.

•	 When you express an opinion, make it clear that this is your personal 
opinion and not reflective of the views of VicRoads or the Victorian 
government.



60 M. Fabre

•	 The VicRoads Yammer Network is not a vehicle for selling personal prod-
ucts and services unless in the Group: VicRoads Swap, Buy Sell.

•	 Use your correct name and your photograph in your Profile.

3.2.2  Example 2: Maintaining Employee Engagement in the Network

A community manager performs a number of activities to help maintain engage-
ment, demonstrate behavioural expectations for sharing information, and promote 
socialisation within the network. For example, a common use for Yammer is for 
people to share information by asking and responding to questions. At VicRoads, 
when a person asks a question in Yammer and gets a response, Jacqueline tags the 
conversation with the topic #Yammerwin to highlight to users the action of seek-
ing or providing answers was a good use of the network. It also allows her to col-
late all messages tagged with #Yammerwin to have a record of conversations that 
resulted in a positive outcomes within the network.

A community manager can conduct regular fun activities to encourage social-
ising and common connections between network users. Actions like these that 
build social capital can be precursors to information sharing between employees 
[19]. For example, VicRoads has a regular post called ‘throwback Thursday’ where 
archival images of work conducted at the organisation are posted on Thursdays 
to generate interest and to give employees an insight to the VicRoads history. The 
community manager normally performs this task but employees have voluntarily 
participated in the activity by posting their own throwback images on Thursdays. 
‘Friday funny’ is also a regular activity where the community manager posts a link 
to a humorous article related to the workplace (see Fig. 2).

To increase participation in the network and decrease the number of lurkers, 
people who watch the action but do not post messages or engage with the network, 
the VicRoads’ communication team created an avatar called ‘Frog And Toad’ (see 
Fig. 3). Frog and Toad is the name of VicRoads’ corporate magazine, the avatar 
has the same name and posts messages on the network. The messages are tongue 
in cheek and are designed to show people that the network, although a work com-
munication tool, is a place where people can be relaxed and their posts can be 
casual in nature and do not have to be written in a professional tone. Creating a 
less formal culture has helped encourage people who are uncomfortable about par-
ticipating in the network to give it a go. It has also differentiated the communica-
tion channel from other channels within the organisation such as VNet, VicRoads’ 
intranet. VNet is considered the organisations key communication tool and the 
source of truth for organisational information, whereas, Yammer is positioned to 
support discussion and engagement in the organisation.
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3.2.3  Example 3: Finding Areas of Business Improvement

One of the roles of the community manager is to regularly monitor their social net-
works. They therefore have a reasonable view of:

•	 the types of messages and conversations taking place in the network
•	 which users regularly communicate with each other
•	 employee sentiment towards issues raised in the organisation
•	 where any gaps in employee knowledge or communication flow may exist.

This knowledge puts community managers in a good position to enable network-
informed associating. This occurs when, through observing connections in the 
network, an individual can see where holes may exist, not only in the network 
but also in the organisation, with the view to bridging the gap [8]. For VicRoads, 
through Jacqueline’s knowledge of the network plus the advantage of being part of 
the internal communication team she was able to identify gaps in people’s knowl-
edge and develop strategies to improve the reputation and operation of business 
groups in the organisation.

Fig. 2  Screenshot of Friday funny post
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VicRoads’ Facilities Management group has used Yammer to improve their 
reputation and engagement with employees. Previously the group had an image 
problem; their reputation was not positive in the organisation. Jacqueline believed 
there was a gap in employee understanding of the work the group undertook and a 
solution could be found using Yammer.

Jacqueline’s first step was to meet with Facilities Management leaders and 
openly discuss the issue. She alerted them to their reputational problem and sug-
gested that they could benefit from using Yammer. She highlighted that Yammer 

Fig. 3  Screenshot of Frog and toad avatar
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could give them a voice in the organisation allowing them to quickly and easily let 
people know what they do and get recognition for their efforts.

Facilities Management undertook a series of activities with Jacqueline’s sup-
port. She helped them create an avatar that represented their group so they could 
post under the one name (see Fig. 4). The group then took pictures of the jobs 
they were undertaking, such as window and carpet cleaning, and posted them 
as updates to the network. If maintenance issues were raised by employees, 
Jacqueline would privately message the group to ask them to address the issue 
on Yammer—allowing the Facilities Management team’s responses to be seen by 
everyone in the network, promoting transparency of the team across Yammer and 
positively increasing their profile.

Initially, the use of Yammer by Facilities Management was guarded. Response 
to employee questions on the network was slow due to the Facilities Management 

Fig. 4  Screenshot of VicRoads’ facilities management avatar
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leadership wanting to have approval of all responses before they were posted. 
Jacqueline’s encouragement allowed their confidence to grow and their capac-
ity to answer questions quickly increased. This also required trust to be placed 
in Facilities Management employees to answer questions appropriately without a 
heavy reliance on leader approvals.

As a result of using Yammer to communicate with employees, the Facilities 
Management group saw a positive change in their reputation within VicRoads 
and Jacqueline reported employees now have a greater understanding of what the 
group does. Today, Facilities Management effectively uses Yammer as a quick and 
easy way to update employees on their activities and also post their participation 
in initiatives such as Earth Hour to promote their corporate citizenships efforts. 
Further, the group has incorporated the use of Yammer into their future communi-
cation strategies.

Developing governance policies, maintaining user engagement and encourag-
ing business area participation in Yammer are three significant tasks that a com-
munity manager needs to undertake. These tasks also promote some of Reimer and 
Richter’s [14] determined benefits of enterprise social media: socialising, informa-
tion sharing and awareness creation. For VicRoads maintaining user engagement 
through conducting regular activities enabled socialisation and further information 
sharing, while creating awareness of the a team’s work improved the reputation of 
VicRoads’ business area Facilities Management.

3.3  Growing the network

Implementing an engagement strategy is also an important activity for the long-
term growth and maintenance of the network. During the initial stages of Yammer 
use in VicRoads, Jacqueline recalls that the sentiment from employees was that it 
was ‘Facebook for work’ implying that participating on Yammer was a frivolous, 
social activity. Her appointment to community manager in late 2011 was to focus 
on improving employee engagement with Yammer and its business value to the 
organisation. One of the first roles for Jacqueline was to develop an engagement 
strategy to change the employee mindset towards Yammer to be a genuine commu-
nication tool. This engagement strategy was implemented in two stages between 
2012 and 2014.

3.3.1  Stage 1: Moving Mindsets

The first stage, implemented in 2012, focused on changing the perception of 
Yammer from a social tool to a communication and business tool. This was a two-
phase approached: identifying key Yammer users and addressing barriers to use of 
the network, and educating employees on Yammer use.
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Phase 1: Identifying Key Users and Addressing Barriers to Use

The first phase was to identify people within the network who could use Yammer 
effectively (e.g., for discussing business activities) and who would encourage oth-
ers to use it too. Key Yammer users were identified by:

•	 their position in the organisation, such as senior staff members
•	 their influence on the network, such as subject matter experts of key 

business areas
•	 their current contribution to Yammer, popular users on Yammer can display 

informal leadership and influence the network.

To enable this, an education process was undertaken to teach key users how to 
participate in the network. The process also addressed their concerns on risks of 
using the network and encouraged subject matter experts to respond to questions 
on Yammer increasing the usefulness of the tool for employees looking for organi-
sational information.

Phase 2: Educating Employees on Yammer Use

The second phase focused on educating employees on how to use the network. 
This included identifying what business groups in the organisation could benefit 
from using it for communication and collaboration.

For a community manager like Jacqueline, to implement this strategy involved 
a lot of behind the scenes work, including:

•	 meeting with senior leaders to explain why it was important for them to contrib-
ute to the network

•	 contacting people in the organisation to respond to questions being posted on 
the network

•	 updating education materials for people to learn about the technology
•	 providing employees with additional information on how Yammer was being 

used in the organisation through other communication channels.

After implementing the two-phase engagement strategy in 2012, Jacqueline 
reported there was a high level of Yammer use across VicRoads and some business 
areas also reported benefits to their work practices. For example, the VicRoads 
Service Desk team increased their use of Yammer to communicate to employees 
the status of important IT system changes or outages. They requested an avatar 
to be developed for their group and they used it to post their updates (see Fig. 5). 
Since using Yammer the Service Desk has reported that they had an improvement 
in their operations; during system changes and outages, they have seen a reduction 
in phone calls and unnecessary enquiries from employees to them allowing them 
time to complete other necessary work. Jacqueline reported that employees now 
know Yammer is the quickest way to find out what is happening with IT if there 
is a problem. The just-in-time communication of short but relevant organisational 
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messages that can be delivered on Yammer has helped improved its reputation in 
VicRoads where it is now being considered a key communication tool.

3.4  Stage 2: Filling in the Gaps of When to Use Yammer

Building on previous success, the second stage of the engagement strategy focused 
on improving the use of Yammer through education of why, how and when people 
should use Yammer. The strategy ran for six months between April and September 
2014 and involved:

Fig. 5  Screenshot of VicRoads’ service desk avatar
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•	 The why: Demonstrating the value of Yammer to organisational leaders to 
improve communication with their business area.

•	 The how: Forming communities of practice to show employees how to use the 
network as a business tool, as well as educating employees on the technology 
through usage tips.

•	 The when: Repositioning the use of internal communication tools within the 
organisation to help employees understand when they needed to use Yammer 
compared to other options like the intranet or face-to-face communication.

Following the two engagement strategies, Jacqueline reported that VicRoads 
Yammer usage has increased significantly with the vast majority of employees 
now signed into the network. In 2014, on average 79 employees per month created 
a Yammer account. The activity on the network also increased: between June and 
December 2014, on average 1300 messages were posted each month, double the 
number of messages posted in the previous six months at an average of 661 mes-
sages per month (see Fig. 6).

The perception of Yammer has also changed, Jacqueline elaborates, “There is 
no more resistance; some people do not find it valuable but they won’t say that it is 
a waste of time. It’s definitely a work tool and it is included in people’s communi-
cation plans now. It is part of the fabric of the organisation”.

Fig. 6  Messages posted per month on the VicRoads’ Yammer network
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4  Lessons Learnt by a Community Manager

As VicRoads’ community manager, between 2011 and 2015, Jacqueline guided 
the network to its current maturity level. For future community managers, some 
of Jacqueline’s key lessons when developing VicRoads’ enterprise social network 
community included:

•	 Educate the community on how they can use the technology. Jacqueline 
found that people wanted to be ‘shown’ how to use the tool. Being shown the 
tool’s features and how to use them gave users greater confidence in using it and 
engaging with the network.

•	 Partner with IT. As a web-based platform, access to Yammer can be easily 
done without IT support, but Jacqueline found working with IT strengthened the 
development of the network. Assistance from the IT department helped her bet-
ter understand the functionality of the technology and supported her manage-
ment of the network when Yammer Inc. added new features to the enterprise 
tool.

•	 Target stakeholders to develop the network. In Jacqueline’s strategies, sen-
ior leaders of different business areas were targeted to help them understand the 
value of the technology in their operational area.

•	 Have a strategy. Growth of the VicRoads network did not happen overnight. 
Dedicated strategies were the key in building user numbers and engagement lev-
els and shifting employee mindset to where Yammer was regarded as a valu-
able communication tool. Jacqueline believes you should not start your network 
organically, “have a strategy from the get go”.

In her role, one of her major challenges was helping leaders see the value in using 
Yammer for their business area. To encourage them to use Yammer she discussed 
the tool with them and the potential benefits for their employees and their busi-
ness area. In presentations to senior leaders, Jacqueline discussed the advantages of 
using the network and the impact it has on employee engagement and the culture of 
the organisation. Her main messages about why they should use the network were:

•	 by connecting with their employees they are demonstrating that they value them
•	 by leading by example they can embed VicRoads’ direction for the corporate 

culture and the organisation’s values
•	 by sharing information and answering questions they are fostering a culture of 

transparency.

One of the main drivers to increasing Yammer use by senior leaders has been 
the success of early-adopting business areas. As discussed previously, VicRoads’ 
Facilities Management and IT Service Desk both benefitted from using Yammer: 
improving their reputation in the organisation and reducing unproductive work. 
These early case studies, when highlighted by Jacqueline to senior leaders have 
led to more business areas in the organisation wanting to use the network to com-
municate to employees and promote their work.
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A major success story for senior leadership engagement with employees at 
VicRoads was the use of Yammer by their Chief Executive (CE). Participation in 
the network by the CE has helped VicRoads achieve a positive cultural shift in 
transparency and trust within the organisation. The VicRoads’ strategic commit-
ment is to ‘Care, Share and Dare’: care about people, share to achieve better out-
comes together and be daring by seizing opportunities and taking on challenges. 
This commitment was important to the organisation as it represents VicRoads’ 
cultural goal and previous to this employees had felt that they weren’t allowed to 
question and address issues concerning them. Open question and answer sessions 
on Yammer between employees and the CE, called Yammer Chats, has been one 
way in which VicRoads has changed this sentiment and allowed people to have a 
voice and feel comfortable speaking up and asking questions.

VicRoads introduced Yammer Chats in 2011 were its Chief Executive leads 
a live question and answer session on Yammer with employees about organisa-
tional developments and changes. Employees are notified by email of the time the 
Yammer Chat will take place and, depending on the topic, the CE may be sup-
ported by a subject matter expert or a member of the internal communication 
team. VicRoads have used Yammer Chats to assist with crisis management and to 
build on its strategic commitments. In 2014, the Victorian government announced 
that VicRoads would be relocating select jobs to the town of Ballarat [6]. This 
development naturally upset employees as no internal announcement had yet been 
made. A Yammer Chat was quickly organised in the following days to discuss the 
announcement and allow employees to ask questions and alleviate their concerns 
directly to the CE. Feedback about the session was that employees appreciated the 
time that the CE took to address the issue and giving them an opportunity to raise 
any questions they had.

Undertaking a Yammer Chat takes advantage of Yammer’s capacity to enable 
many-to-many communication. The questions directed to the Chief Executive 
could be seen by everyone logged into Yammer, not just the person asking the 
question and the CE. The conversation could be viewed live by users as it took 
place or at later date and time, allowing people to read and participate in the con-
versations at a more appropriate time for them.

Today, Yammer Chats are regularly used by VicRoads as a way to communicate 
with employees when there is a need to discuss an issue or an organisational ini-
tiative. In April 2015, it was used to discuss VicRoads’ new strategic commitment 
(see Fig. 7). Jacqueline believes that the effect of initiatives such as Yammer Chats 
on VicRoads employees is that they now feel that they have a voice, she remarks, 
“Previous to Yammer people thought they weren’t able to ask questions; people 
now feel comfortable asking any question, even about the elephant in the room”.

The change in culture is one of the main benefits that Yammer has provided 
VicRoads. The open two-way communication between senior leadership and 
employees has been facilitated by Yammer. However, it has been the work con-
ducted by the community manager that has helped foster the appropriate behav-
iours to guide the cultural change.
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5  What’s Next for VicRoads? Further Integration

Technology analysts from professional services firm Price Waterhouse Coopers 
believe social media technologies are advanced to the point where organisa-
tions are embedding the software into other enterprise systems and tools for 
greater integration of social interaction and processes within the enterprise [12]. 
VicRoads’ use aligns with this finding, as it has now started to integrate Yammer 
into other platforms.

Fig. 7  Screenshot of a Yammer Chat discussing VicRoads’ strategic commitment
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In February 2015, the organisation launched a new intranet. As part of the 
new design, the Yammer All Company feed is now accessible from the intranet 
home page (see Fig. 8). Employees no longer need to access a separate web 
interface to see the conversations happening within the network. Within two 
weeks of this change VicRoads saw 400 new members signed up (see Fig. 9). 
The number of employee accounts the organisation now has totals 3166 out of a 
potential 3500.

Fig. 8  Screenshot of VNet, VicRoads’ intranet homepage with Yammer integration
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6  Conclusion

At its essence, social media is simply another way for people to communicate 
with each other. For some organisations, introducing a tool like Yammer may do 
no more than impose another communication tool on employees that they may 
or may not use. However, for business areas in VicRoads, communicating with 
employees through Yammer has brought about a sense of openness and trans-
parency that has led to improved employee understanding and trust as well as a 
reduction in unproductive work. Through the simple act of sharing images of their 
work activities, VicRoads Facilities Management were able improve their reputa-
tion in the organisation. And by posting messages on Yammer about disruptions to 
the IT service, VicRoads’ Service Desk were able to reduce the number of unpro-
ductive enquiries they received, freeing up employees to perform necessary tasks. 
Using Yammer allowed the business areas to share information in a different, more 
responsive way and by choosing to share openly they have been able to affect 
change in their own business operations.

The Chief Executive helped change the culture of the organisation; mov-
ing from a ‘no questions asked’ culture to a ‘care, dare and share’ culture where 
people felt comfortable enough to ask questions of anyone in the organisation. 
Yammer was able to help facilitate the transition. The platform enabled people 
to ask questions in an easy way to the CE, increasing employees access the CE’s 
opinions and direction for the organisation. It also allowed people in the network 

Fig. 9  New users on the VicRoads’ Yammer network after integration with the VNet intranet
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to view the conversations between the CE and other employees regardless of 
whether or not they chose to participate in the discussion. The open and accessible 
nature of the tool has reflected the open and accessible intent of the CE and the 
new culture that needed to be implemented in VicRoads.

For Facilities Management, the Service Desk and the CE, the business benefit 
they needed from Yammer was different but the tool was able to address all needs. 
The community manager was the facilitator between them and the tool. This role 
helped build the network and inform employees on how to use it. It was also the 
community manager who helped determine the gaps in understanding between 
them and employees and facilitate closing those gaps through engagement with 
the network. Through appropriate resourcing, strategic engagement and senior 
leadership participation, VicRoads have been able to develop a mature social net-
work within their organisation that has led to improved employee engagement, 
employee behaviour change and integration of Yammer into the organisation as 
highly regarded communication and business tool.
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1  Introduction

The purpose of this chapter is to analyse the utilization of social media in Dubai’s 
government to connect and interact with the public. It traces the development of 
e-government in Dubai and assesses its information and communications technol-
ogy (ICT) readiness to effectively communicate with the public. More importantly, 
the chapter sheds light on the influential role of Dubai’s political leadership in fos-
tering a culture of virtual communication with the public. While other developing 
countries of the Middle East and North Africa (MENA) region find it difficult to 
adopt and implement effective e-government programs due to financial constraints 
[4], [43], Dubai has successfully utilized its financial resources to build a state-of-
the-art ICT infrastructure.

This chapter is organized as follows. After this introduction, Sect. 2 examines 
the evolution of the World Wide Web and social media tools. Section 3 briefly 
revisits the existing literature on engaging citizens in policy-making through the 
use of social media and its impact on public administration. It discusses the posi-
tive impact that social media have on citizens’ trust in their government. Section 3 
assesses Dubai’s e-government infrastructure and technological readiness to com-
municate with citizens through social media platforms. It compares the United 
Arab Emirates (UAE) with other states of the Gulf Cooperation Council (GCC)1 
and finds that the UAE and Dubai have topped most international rankings in 
terms of information and communications technology (ICT) readiness and sophis-
tication. Section 4 illustrates the role of Dubai’s political leadership in encourag-
ing the use of social media to communicate directly with the public. It also 
presents findings from a comprehensive survey tool that was distributed to all gov-
ernment entities in Dubai in order to understand their motivation for relying on 
social media platforms for internal communications, the rationale for using social 
media channels to include citizens in policy and decision making, and key chal-
lenges that they face [7]. Moreover, it discusses some of the issues that govern-
ment entities in Dubai must tackle in order to better utilize social media networks. 
Questions on the use of social media were part of a larger pool of inquiries that 
investigated knowledge management practices within Dubai’s public sector [7].

2  The Evolution of the Web and Social Media

One of the most popular services on the Internet is the World Wide Web, a world-
wide library of information that is made available to anyone connected to the 
Internet [42]. The existence of the Web has thus transformed the practice of infor-
mation sharing, retrieval, and communication. Up until recently, however, the 

1Gulf Cooperation Council is made of six oil exporting states of Bahrain, Kuwait, Oman, Qatar, 
Saudi Arabia, and the United Arab Emirates.
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potential of web technologies for socialization and interaction had not been fully 
realized [13].

Originally, the Web was designed to be a repository of texts and information 
for human use. However, its significant growth has now initiated a considerable 
increase in the expectations for web-based information retrieval, knowledge shar-
ing, and collaborative work [12]. Although the Web has not undergone an update 
in its technical specifications, it has undergone collective changes in the ways in 
which end-users make use of it. In the past, the Web connected people to a public 
and shared environment; however, it did not allow direct communication between 
Web readers and writers unless the writers made their contact information read-
ily available [13]. A huge number of people globally use the Web as a means of 
sharing personal information, videos, and photos. Making a web page available or 
publishing it for all people on the Internet to explore is a service available to all, 
and in some cases incurs no costs [42]. The second evolution of the Web (social 
media) is being witnessed currently, in which individuals are not only connected 
to the Web, but also connected together through a web platform. This solves the 
previous gap existing between web readers and writers [13]. The combined set of 
tools used to underline activities of collaboration and sharing among end-users 
are called “social media” or “social networking tools” [12]. Millions of people are 
joining worldwide online communities known as “social media” websites. These 
websites encourage members to share their ideas, interests, studies, photos, vid-
eos, and music with other registered users. Now, millions of people publish their 
thoughts on the web by utilizing blogs, which are informal websites similar to a 
diary or journal [42]. A popular way of verbally sharing information on the Web 
is podcasts. In recent times, with the evolution of the Web and the development of 
social media tools, such as blogs, a more amorphous, self-governing approach to 
the creation, capture, and transfer of information is being offered.

Adding “SLATES” features can enhance existing information and communi-
cation technology channels and platforms. “SLATES” is an acronym for Search, 
Links, Authoring, Tags, Extensions, and Signal introduced by McAfee [29] to dis-
tinguish the key features of these new social media technologies and their poten-
tials in corporate contexts.

•	 Search: Refers to the efficiency of users to locate dispersed information on the 
internet

•	 Links: Refers to the use of links to build thorough information content intercon-
nections among collaborating enterprises

•	 Authoring: Refers to the user-driven content development and publishing across 
an organization

•	 Tags: Refers to the establishment of peer-driven classification and validation of 
online content among collaborating enterprises

•	 Extensions: Involves drawing out information from previously gathered data 
on user activities to enable users to received advice on initiating other valuable 
activities. For instance, Amazon.com offers an option indicating, “Customers 
who bought this item also bought…”
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•	 Signal: Refers to sending alerts to users about the changing state of an element 
of interest, such as the online status of other users in instant messaging clients

Table 1 highlights the most popular types of social media technologies currently 
implemented in organizations. The descriptions emphasize their online collabora-
tive nature and the platforms they provide for user-generated content sharing.

One cannot be sure what the next stage of Web evolution or social media will 
be; nonetheless, it is safe to say that there is a movement toward a semantic Web. 
Once it has matured, the semantic Web aims to connect virtual representatives of 
real people using the Web [44]. This will result in maximization of the exploration 
of Web resources [13].

3  Engaging Citizens Through the Use of Social Media: 
Impact on Public Administration

Information and communication technology advancements have introduced 
unprecedented channels of communication that defy notions of space and time. 
Social media tools provide innovative platforms for fast, effective, and direct inter-
personal and group communications among individuals regardless of their geo-
graphic locations [5]. Bertot et al. [6] classify social media tools into those for 

Table 1  Social media technologies

Source Van Zyl [55]

Technology Description

Blogging (blogs) A blog is a self-publishing tool that resembles an online journal, 
in which an owner can periodically post messages. Readers can 
subscribe to a blog, link to it, share links, post comments in an 
interactive format, and indicate their social relationship to other 
bloggers who read the particular blog

Wikis A wiki is a website that facilitates online collaboration by 
allowing multiple users to add, remove, edit, and change content. 
It also allows linking among any number of pages

Social bookmarking Social bookmarking allows users to post their lists of bookmarks 
or favourite websites for other users to search and view

Tagging Tagging is the use of keywords to track content on websites. It 
can be used as a form of social bookmarking, where a user can 
gain access to all of the content identified by other users and 
linked to a specific keyword

Really simple syndication 
(RSS)

RSS is a web feed format used to publish frequently updated 
content. It allows users to subscribe to their favorite “feeds” and 
receive automatic updates

Collaborative real-time 
editors

A collaborative real-time editor is an application that allows 
simultaneous editing of a text or media file by different  
participants in a network



79The Role of Political Leadership in Driving Citizens’ …

microblogging (Twitter), social sharing (YouTube, Flickr, and StumbleUpon), text 
messaging and discussions (wikis), virtual worlds (Second Life), and social net-
working services (Facebook and MySpace). Social media applications are primar-
ily designed to facilitate social connectivity among people, and while they have 
been widely used among friends and families to communicate and share images 
and documents, they have begun to form official communication channels between 
the public and governments [22]. Government officials are increasingly relying 
on social media sources to gather data, exchange views and opinions, and hold 
discussions with their citizenry regarding what policy options they think would 
best serve their needs. Moreover, social media offer the opportunity to include 
segments of society that have not previously been involved in policy-making pro-
cesses [6].

Social media applications offer numerous opportunities for governments 
to interact with their stakeholders in a more informal manner, and are consid-
ered extensions of traditional e-government or Web 2.0 tools [26]. The literature 
sometimes uses social media and Web 2.0 interchangeably [21], yet these two 
concepts differ quite significantly in their functions. Web 2.0 encourages the shar-
ing of web content, while social media allow the “creation and exchange of user-
generated content [37]. Mergel [30] states that the key distinction between social 
media and e-government services is that the former is provided by third parties 
and lies outside the direct control of government organizations. Social media allow 
“many-to-many” communication and user-generated content [38, 53]. Moreover, 
social media applications allow multiple contributors and active, live discus-
sions. They have not necessarily replaced the e-government channels, but rather 
have complemented and reinforced their use. Kholidy et al. [23] argue that social 
media represent a transformational movement from e-government, with its focus 
on “efficiency and service delivery to integration and participation of citizens in 
government” (p. 406). In a similar vein, Linders [25] asserts that there has been 
a gradual shift from e-government, which treats citizens as “customers,” to “we-
government,” in which citizens are no longer considered customers of government 
services, but rather partners in crafting and designing public policies. This partner-
ship serves the public sector better by allowing it to benefit from the “wisdom of 
the crowds” [33] and get invaluable primary data directly from citizens. Kholidy 
et al. [23] stresses the benefits that policy makers can harvest from data mined 
from Facebook and Twitter pages concerning ways that they can deliver policies 
that are more focused, well-targeted, and better formulated. This has the potential 
to enhance the credibility and legitimacy of the government [10].

Van Zyl [55] highlights the criteria of social media that may enable the engage-
ment of citizens. First is their capability to support social networking, namely, the 
discovery of potential relationships and the transformation of potential ties into 
weak and strong ties. This leads to the second criterion of social media: their capa-
bility to enable social feedback. For instance, a citizen can determine whether he 
or she wishes to establish a connection with another citizen needed for some form 
of social feedback, or a “digital reputation” can be formed that enables other citi-
zens to rate the contributions of others. A digital reputation is a useful feature, as 
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it allows citizens to identify whether or not a person holds the knowledge, exper-
tise, and experience he or she claims to have, and then decide whether establish-
ment of a strong or weak tie with that person would provide added value. Lastly, 
Van Zyl [55] highlights the capabilities of social media to support two or more of 
the following modes of computer-mediated communication in order to facilitate 
citizens’ engagement process: one-to-one communications, such as instant mes-
saging services, one-to-many communications, such as blogs, and many-to-many 
communications, such as wikis. Hence, contrary to the traditional information and 
communication methods that were more top-down or one-sided, the emphasis of 
social media is on conversations in which the platform is open for all participants 
to share knowledge and opinions.

McAfee [29] focuses on the social aspects of social media that enable tools to 
enrich citizens’ interactions. They are social:

•	 In the way the way they are conceived—bringing together connected tools for 
users in a networked approach;

•	 In their purpose—encouraging mutual understanding by augmenting and 
expanding online and offline social interaction; and

•	 In the way they behave—instead of forcing the user to adapt to the tools, they 
adapt to the user. The tools emerge as a form of ameliorating under-representa-
tion, thereby expanding human interaction rather than limiting it [8].

Similarly, Coakes [11] suggests that the ways in which social media allow knowl-
edge exchange and “sense-making” for tools depend mostly on social aspects of 
everyday life, and not technological ones. Thus, social media facilitate the emer-
gence and discussion of a diverse range of topics. Additionally, Tredinnick [54] 
suggests that the potential for innovation of social media in government organi-
zations does not emerge from technological breakthroughs; instead, it emerges 
from the potential to change the roles of social actors and constructs (for instance 
individuals, teams, departments, and citizens). Particularly, Tredinnick [54] high-
lights the special characteristics of social media (such as their openness and self-
organized information structures) that allow governments to take advantage of the 
collective experience of users.

In light of the above, the two main benefits that social media can provide to 
public administration are their capabilities to enhance transparency and to increase 
citizen partnership [34]. Social media have enabled citizen-created content that 
enriches discussions, diversity of opinions, and free flow of information. They are 
used to engage citizens, exchange a variety of opinions, and share information. 
In addition, public administrators can benefit from the formation of the participa-
tive culture that is instilled in many citizens to bring their attention to the area of 
municipal management, connect them in the process of local public decision-mak-
ing, and, as a result, enhance the government-to-citizen relationship [34].

Since social media tools enrich government communication with external 
stakeholders and increase internal knowledge management, their impact on the 
public sector can be perceived in four areas [32, 34]. Firstly, public sector trans-
parency can be enhanced by bringing citizens together with the public sector 
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agenda and activities, and providing updates and information on them using the 
platform preferred by citizens. Secondly, policy-making can be enhanced by using 
new ways of participation that improve citizen engagement and social conscious-
ness. Thirdly, public services can be enhanced as a result of creative means for ser-
vice delivery. Lastly, knowledge management can be enhanced through the closer 
relationships among governments and various public entities [32]. Thus, social 
media can be used in governments for mass redistribution of contents and opening 
of corporate dialogues between government officials and individual citizens [39].

Bertot et al. [6], highlights the opportunities that social media provide to gov-
ernments, including the facilitation of democratic participation and engagement. 
This is achieved by allowing the participation of the public in government discus-
sions and by giving the public a voice in policy formulation. Another opportu-
nity is in the coproduction of content between the government and the public, in 
which they collectively work on establishing and delivering government services 
to enhance government performance and quality [6]. Also, social media provide 
an opportunity for crowdsourcing solutions and innovations, in which creativity is 
sought through public knowledge and skills to develop solutions. This is achieved 
by the government sharing information so that the public has a basis on which to 
provide such innovations and solutions. However, it has been observed that most 
social media initiatives are currently used for their educational and informational 
value rather than for direct interactions with the citizenry [30, 53]. This is largely 
due to governments’ regulations and restrictions regarding the extent to which 
government officials can share information and interact with the public. Thus, 
social media have become a “central component of e-government in a very short 
period of time” [6].

Naturally, while these opportunities present a promising platform, they present 
new challenges in the transformation of government community interaction [6]. 
For instance, Van Zyl [55] explains how social media can be counterproductive by 
highlighting that the same perceived positives could turn into perceived negatives, 
i.e., employees may spend too much time posting and networking so instead of 
the tools increasing productivity they may lead to a decrease in productivity. On 
a similar note, McAfee [8] explains that there is a threat that knowledge work-
ers will either not use these technologies due to their demanding, busy schedules 
or use them but they do not produce the intended outcomes. In addition, the reli-
ability of the content is questionable, while user generated content could be an 
advantage, the content published in social media platforms is not guaranteed [55]. 
Furthermore, the efficiency of the social media platform is questionable, in rela-
tion to the bandwidth and server required and network utilisation [55]. Finally, 
issues of security, privacy and trust, knowing what, how much, when and how to 
share arise [16, 24, 31].

Martin et al. [28] discusses the challenges of implementing social media in 
government organizations, highlighting the need for policies and procedures 
to govern the use of social media. The policies and procedures can be laid out 
lightly such as the case of Microsoft (‘do not write anything on blogs that would 
get you into trouble’), in a formal manner or some social computing guidelines 
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that encourage the use of social media. Given the novelty of social media tools 
and their recent emergence in the public sector, there is a gap in the literature in 
terms of standardized policies and procedures to use. Nonetheless, there is a con-
sensus that for organisations to succeed in adopting these tools there should be 
some guidelines [28, 46]. Moreover, to ensure the successful application of social 
media tools in government organizations there are number of factors that need to 
be present. Firstly, managerial support is essential when introducing these new set 
of tools [28, 29, 36, 41]. Although previous tools such as emails did not need man-
agers to encourage the use of, they cannot also look into people’s shoulders and 
tell them ‘tag this or make a link or now blog about what you just did’ [8]. As 
easy to use and intuitive [29] the social media tools are, they depend mainly on the 
decisions and actions taken by managers [29]. A study implemented by Paroutis 
and Saleh [36] of key determinants of knowledge sharing using social media tools 
showed that the managerial role in adopting these technologies is remarkable. 
They conclude that managers should be an active role in supporting social media 
tools, considering it as a strategic communication and interaction initiative. As a 
result, showcasing its benefits to employees, training and equipping them with the 
necessary set of skills and rewarding them for adopting the tools, for instance the 
“top rated blog” award or the “most active blog” or “best wiki contribution”.

Schneckenberg [41] (p. 509), highlights the opportunity of social media to 
facilitate the process of organisational learning and knowledge exchange in pub-
lic organizations but identifies that this depends on the “openness, freedom and 
employee empowerment in corporate environments”. He enlists empowerment 
to be a key challenge for corporate innovation and for the use of social to enable 
collaboration, interaction and ideas exchange. He highlights that the main chal-
lenge is “the managerial task of balancing those inherent process inconsistencies 
that evolve between top down control and bottom up empowerment in period of 
intense organisational change” [41] (p. 517). Similarly, providing a receptive cul-
ture [41] one that encourages new collaboration practices and having a common 
platform is important. For instance one large wiki is better than many unconnected 
ones, for a common platform encourages collaboration and knowledge sharing 
[29]. These design and implementation lessons can be learned from government 
social media initiatives launched.

4  Readiness of Dubai to Engage Citizens Through  
Social Media Channels

4.1  Regional Comparisons and Perspectives

Dubai believes that building the necessary institutional and organizational support 
for e-government is essential to transform the government’s bureaucratic appa-
ratus into one that is digitalized, efficient, and smooth. Hence, Mohammed Bin 
Rashid Al-Maktoum, the Ruler of Dubai, created the E-government Department 
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in 2001 within the Ruler’s Court. The Department’s main mission is to “direct and 
supervise the implementation of e-transformation in the Dubai Government” [14]. 
It plays the role of a central unit with the direct political support of the Ruler to 
ensure that all governmental entities within Dubai’s government align their e-gov-
ernment strategies with that of the central government. Since its inception, its goal 
has been to “achieve a virtual government through the provision of high-quality, 
customer-focused e-services for individuals, businesses, and government depart-
ments, and to promote e-service adoption through customer management.” [16]. It 
has achieved remarkable success in ensuring that all government entities in Dubai 
have operational websites that provide high-quality services online. Around 2000 
government services, from car registration to utility bill payment, are currently 
offered online without the need for the public to visit any branches in person 
[27]. In 2013, the name of the department was changed to the Smart Government 
Department to inaugurate a new phase in digital government development. This 
was aligned with the mobile government (m-government) initiative that the Ruler 
of Dubai announced, which aims to provide all government services via mobile 
phone. The motivation behind this initiative is the incredibly high level of mobile 
phone penetration that has exceeded 100 % of the overall population of the UAE. 
Each individual person has at least two smart phones in the UAE if not more [18]. 
Table 2 shows Internet usage in the UAE and other GCC states, demonstrating that 
more than 95 % of the UAE’s residents used the Internet in 2014. Providing gov-
ernment services through mobile phones is expected to effectively increase peo-
ple’s satisfaction with these services and government effectiveness as a whole.

Building the physical ICT infrastructure is equally important to deliver high-
quality e-government services and bring the government closer to the public. The 
UAE’s government believes that promoting digital transformation is pivotal to 
creating an effective environment for citizens and businesses [16]. The UAE has 
succeeded in building the required technological tools for e-government, and this 
is proven by its high rankings in major international reports on innovation, edu-
cation, and ICT. According to recent reports by the World Economic Forum and 
World Bank (Table 3), the UAE achieved the 46th rank globally in innovation,55th 
in education, and 12th in ICT readiness. This makes the UAE one of the leading 

Table 2  Demographic and internet usage information in the GCC states

Source www.Worldinternet.com

GCC states Population  
(2014 Est.)

Users  
Dec-00

Internet usage 
30-Jun-14

% Population 
(penetration)

Bahrain 1,314,089 40,000 1,297,500 98.70

Kuwait 3,268,431 150,000 3,022,010 92.50

Oman 3,219,775 90,000 2,584,316 80.30

Qatar 2,123,160 30,000 2,016,400 95.00

Saudi Arabia 27,345,986 200,000 18,300,000 66.90

United Arab Emirates 9,206,000 735,000 8,807,226 95.70 %

http://www.Worldinternet.com
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states of the GCC in terms of its physical ICT infrastructure and readiness. It cur-
rently tops most of the other GCC states in the majority of these rankings.

These achievements are the result of well-guided government strategies. The 
UAE has developed both federal and local strategies that have clear guidelines and 
objectives. For example, the UAE’s e-Government Strategic Framework’s (2012–
2014) vision is to “advance the competitiveness of the UAE through the application 
of world class practices in all areas of e-government.” As Al-Khouri [1] states, this 
strategy is a roadmap that will guide the work of all government entities toward an 
effective e-transformation of all of their services. The timeframe to transform the 
government into paperless administrative system is three years [27]. The detailed 
Framework also stresses the importance of an ICT-enabling environment that cov-
ers the policies and legislation necessary to carry out the e-government initiatives.

Table 4 illustrates the rankings of the UAE in the World Economic Forum’s 
2014 Global Information Technology Report. The report ranks around 148 coun-
tries based on their readiness in terms of several ICT indicators. As the table 
shows, the UAE tops the ten best performing countries in a select range of indica-
tors. For example, among the GCC states it ranked 8th globally in availability of 
latest technologies, followed by Bahrain at 26th and Kuwait at 64th. In foreign 
direct investment (FDI) and technology transfer, it ranked 2nd globally, followed 
by Qatar in 4th place and Kuwait lagging behind with a global score of 144. It 
ranked 9th to tie with Bahrain in the Global Government Online Services Index, 
and scored 1st place in global importance of ICT to government vision. The UAE 
ranked 2nd in global impact of ICT on access to basic services and in global ICT 
use and government efficiency. These rankings are a reflection of the maturity of 
both the ICT infrastructure in the UAE and the capacity of its citizens and resi-
dents to use those technologies.

The United Nations’ E-government Development Index is another reliable 
source that ranks the e-readiness of governments worldwide. In 2014, the UAE 
ranked second among the GCC states in this indicator with a score of 0.71. This is 
far ahead of the world average, which is currently around 0.47, and also ahead of 
other GCC states such as Kuwait, which scored only 0.62. Compared to ten years 
earlier, the UAE has made substantial progress from its previous score of 0.47. 
Saudi Arabia has also made a significant jump from a low score of 0.38 to a high 

Table 3  GCC states’ rankings in innovation, education, and ICT

Sources World Bank (2014), World Economic Forum’s competitiveness report (2014)
*Bold representation in table entries show where the UAE stands when compared to the other 
countries

Innovation Education ICT

Rank Country Score Rank Country Score Rank Country Score

46 UAE 6.6 45 Bahrain 6.78 1 Bahrain 9.54

49 Qatar 6.42 55 UAE 5.8 12 UAE 8.88

57 Oman 5.88 58 Saudi Arabia 5.65 21 Saudi Arabia 8.37

64 Kuwait 5.22 63 Oman 5.23 79 Qatar 6.65

75 Bahrain 4.61 74 Kuwait 3.7 89 Kuwait 6.53

84 Saudi Arabia 4.14 89 Qatar 3.41 90 Oman 6.49



85The Role of Political Leadership in Driving Citizens’ …

Ta
bl

e 
4 

 I
C

T-
fa

cu
lty

 o
f 

la
w

, c
la

yt
on

 c
am

pu
s,

 M
on

as
h 

un
iv

er
si

ty
 in

di
ce

s 
in

 th
e 

G
C

C
 s

ta
te

s

So
ur

ce
 W

or
ld

 E
co

no
m

ic
 F

or
um

: t
he

 g
lo

ba
l i

nf
or

m
at

io
n 

te
ch

no
lo

gy
 r

ep
or

t (
20

14
)

*B
ol

d 
re

pr
es

en
ta

tio
n 

in
 ta

bl
e 

en
tr

ie
s 

sh
ow

 w
he

re
 th

e 
U

A
E

 s
ta

nd
s 

w
he

n 
co

m
pa

re
d 

to
 th

e 
ot

he
r 

co
un

tr
ie

s

 G
lo

ba
l r

an
ki

ng
 o

ut
 

of
 1

48
 c

ou
nt

ri
es

A
va

ila
bi

lit
y 

of
  

la
te

st
 te

ch
no

lo
gi

es
FD

I 
an

d 
te

ch
no

lo
gy

 
tr

an
sf

er
G

lo
ba

l g
ov

er
nm

en
t  

on
lin

e 
se

rv
ic

es
 in

de
x

G
lo

ba
l i

m
po

rt
an

ce
  

of
 I

C
T

 to
 g

ov
er

nm
en

t 
vi

si
on

G
lo

ba
l i

m
pa

ct
 o

f 
 

IC
T

 o
n 

ac
ce

ss
 to

 
ba

si
c 

se
rv

ic
es

G
lo

ba
l I

C
T

 u
se

 
an

d 
go

ve
rn

m
en

t 
ef

fic
ie

nc
y

B
ah

ra
in

26
10

9
14

18
13

Sa
ud

i A
ra

bi
a

32
8

19
8

16
7

K
uw

ai
t

64
14

4
47

12
6

78
11

1

O
m

an
56

48
35

13
34

18

Q
at

ar
20

4
27

2
1

3

U
A

E
8

2
9

1
2

2



86 M. Biygautane and M. Al-Taee

0.69, while countries like Kuwait and Oman are now closer to Qatar’s score of 
0.63 (Table 5).

The availability of both a solid ICT infrastructure, and a population that highly 
relies on and utilizes the Internet make the government of the UAE one of the 
readiest in the world to embrace social media and communicate with its citizens 
through electronic channels. Since more than 100 % of the population utilizes 
smartphones (at least two smartphones in average), the governments of Dubai and 
the UAE are now striving to provide all services through mobile phones. Recent 
statistical data (Fig. 1) show that more than 40 % of Internet users in the UAE use 
Facebook messenger, and 39 % use Facebook to communicate with their friends 
and families. Moreover, around 27 % use Twitter and Google+. These positive 
numbers indicate that the government’s investment in the needed infrastructure to 
communicate with citizens through social media outlets will be fruitful.

Table 5  E-government 
development index in the 
GCC states

Source http://unpan3.un.org (2004–2014)

2004 index 2014 index

Bahrain 0.53 0.80

United Arab Emirates 0.47 0.71

Qatar 0.40 0.63

Saudi Arabia 0.38 0.69

Kuwait 0.36 0.62

Oman 0.28 0.62

51% 49%
43%

39%

27% 27%
24% 22% 21%

18%

0%

10%

20%

30%

40%

50%

60%

Fig. 1  Leading social networks in the UAE, Source http://www.statista.com/statistics/284504/
united-arab-emirates-social-network-penetration/

http://unpan3.un.org
http://www.statista.com/statistics/284504/united-arab-emirates-social-network-penetration/
http://www.statista.com/statistics/284504/united-arab-emirates-social-network-penetration/
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4.2  Political Leadership of the UAE and Dubai  
as Drivers for the Use of Social Media

The government of Dubai is among the few pioneers in the region to adopt social 
media networks as vehicles for service delivery and citizen engagement. The 
political leadership of Dubai represented by its Ruler, Mohammed Bin Rashid 
Al-Maktoum, believes that effective service delivery and communication with the 
public are strong pillars for sustained public trust in government. He is considered 
among the top ten global leaders in terms of numbers of followers on Facebook 
and Twitter, and was followed by more than 6 million users of social media in 
2014 [47]. He actively uses Facebook and other social media channels to deliver 
messages to the public, ask for their opinions about new initiatives, and even to 
announce new policies and laws [32, 48].

Other influential political leaders in the UAE, such as the Crown Prince of 
Dubai, the Minister of State for Foreign Affairs, and other high level officials, are 
following his lead and harnessing the powers of social media to create direct and 
virtual bridges with the public. To further promote the healthy use of social media 
outlets, the Ruler of Dubai announced the “Arab Social Media Award,” which aims 
to recognize and award the most influential and innovative users of social media 
in the Arab world. The awards are judged based on the three criteria of commu-
nication, creativity and impact, and have twenty categories ranging from govern-
ment and media to the private sector and civil society [49]. This annual award 
will encourage public sector organizations to further innovate the ways in which 
they use social media to communicate and connect with people, and also motivate 
young people to use social media for constructive and positive purposes.

5  Engaging Citizens Through Social Media: The Role  
of Political Leadership in Driving Use

Since the political leadership of Dubai’s government strongly encourages the utili-
zation of social media to communicate with the public, it has not kept this posture 
only in its rhetoric, but has also translated it into action. In the past, the leaders of 
Dubai communicated with their citizens through what is known in Arabic as the 
Majlis (meeting Council) that was open for all citizens who had issues to report 
to their rulers. These open meetings with the public were held on a regular basis 
and have historically ensured the loyalty of people to their tribal leaders. Now, 
with the significant technological transformation witnessed by the Gulf region, 
this Majlis has been altered to a virtual one in which citizens’ voice their concerns 
to their political leaders not through face-to-face informal meetings, but through 
social media channels that also ensure anonymity [20, 50]. YouTube is also used 
as an official platform to announce new policy decisions and to inform the pub-
lic about policy-making mechanisms and the ways in which they can participate 
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and voice their ideas to the government [48–50]. Saeed Al-Dhaheri, a UAE social 
media expert, emphasizes the role of social media in engaging citizens with policy 
makers to generate more effective and efficient public policies that can potentially 
serve the public good, saying that it is important to make it “so social media can 
become the channel of choice for the citizen to engage with the government and to 
have their voice reach their government. The purpose in the end is to improve the 
quality of services” [1].

Another important transformation that is taking place in Dubai and the UAE at 
large is that policy makers are reaching out to the public for their input regarding 
policy-making decisions through Twitter and Facebook. Nationwide brainstorming 
sessions via Twitter, in which policy makers gather suggestions and input from the 
public regarding local issues, have become the norm in the UAE [1]. The Ruler of 
Dubai and other high level officials have mined through all of the data gathered 
to gain innovative ideas from the public and take them into consideration while 
drafting new policies and legislation. In December 2013, the Prime Minister of 
the UAE called his citizens to participate in one of the largest online brainstorm-
ing sessions yet to discuss the most pressing issues facing health and education 
policies [49–51]. This brainstorming session attracted 41,000 tweets in English 
and 2700 in Arabic, and resulted in 81,000 new ideas that were sifted through and 
scrutinized carefully by analysts and government officials [10]. This brainstorming 
session resulted in some significant policy changes related to healthcare, such as 
the creation of a specialized medical board in the UAE. Also, most members of the 
Federal National Council communicate with the public through social media and 
pass their concerns on to the Ministers and policy makers in the government.

Government entities in Dubai have demonstrated their commitment to com-
munication with the public through social media outlets. Currently, all 46 govern-
ment entities in Dubai have social media accounts that are regularly updated and 
receive feedback from the public [14]. As a case in point, the Road and Transport 
Authority (RTA) of Dubai urges the public to publish their complaints through 
the Authority’s Twitter and Facebook accounts. This helps the Authority become 
responsive to the public and more effective in handling their queries and issues. A 
spokesman of the Authority said, “Social media have changed the way we operate, 
and they are a very important tool for the RTA…We ensure that all of our employ-
ees know how to deal with social media, and this allows us to use them to their 
full potential” [45]. The same spokesperson was quoted saying, “Listening to them 
[the public] makes life easier for us—if we know what people are complaining 
about then we can solve it… We are hearing the public and listening very carefully 
to their suggestions. Managing the service is a real challenge, but for people it is 
easier to tweet us than call a call centre, and we are confident that we now have a 
clear policy and procedure to deal with these requests and are ready to respond.” 
[45]. Posting complaints on social media channels allows other members to also 
voice their concerns and experiences and to provide the authorities with sugges-
tions on how to improve their services. The Dubai Police Force is another key 
government entity that is adopting social media to enhance its service delivery. 
They publish quality insurance surveys through Twitter and ask the public for 
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suggestions on how to enhance the quality of their services. They welcome the 
public’s ideas, which are then sifted through by analysts and communicated to 
the responsible teams within the Dubai Police [51]. These are only two cases of 
how social media are becoming vital to the relationship between the governments 
and its people. Other entities are also following these examples and competing to 
demonstrate their commitment to citizen engagement in policy-making and also in 
improving the quality of services delivered to the public.

5.1  Dubai Government Entities’ Motivations  
for Using Social Media

The Dubai School of Government distributed a long survey on knowledge man-
agement and the use of social media to communicate information among employ-
ees within government entities and the public in 2012. The surveys were filled 
out by HR, IT, and strategy directors of 19 key government entities in Dubai. The 
results of the survey offer important findings regarding the motivations for using 
social media within the government of Dubai [7].

When asked why government employees use social media internally, more than 
70 % agreed that they use them to improve the transparency of knowledge and 
decision-making, and to enhance collaboration and knowledge-sharing. Social 
media create collaborative platforms that enable government officials to transpar-
ently and openly write their opinions and concerns and discuss them interactively. 
Moreover, as Table 6 illustrates, 70 % of respondents indicated that social media 
connect employees, consequently improving the efficiency of internal operations 
and innovation. Rather than using personal or group emails to communicate, gov-
ernment entities in Dubai are utilizing the faster method of internal groups on 
Facebook or WhatsApp to share ideas and news and to communicate in a more 
effective manner.

Table 6  Dubai public sector entities’ motivations for using social media outlets

Strongly 
agree

Agree Neither agree  
or disagree

Disagree Strongly 
disagree

Improving transparency  
of knowledge, information, 
and decision-making

41.9 32.6 11.6 0 0

Enhancing collaboration  
and knowledge-sharing

41.9 34.9 14.0 9.3 0

Stimulating innovation  
in organization processes

48.8 20.9 16.3 14.0 0

Increasing efficiency of  
operations by connecting  
staff

39.5 30.2 18.3 12 0
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5.2  Using Social Media to Engage Citizens  
in Decision-Making and Service Delivery

The survey results also found strong approval from government officials regarding 
the importance of engaging the public in policy-making through social media plat-
forms. As presented in Table 7, 74 % of respondents agreed that raising citizens’ 
awareness of government processes was one of their main motivations for utiliz-
ing social media to connect with the public. People are usually unaware of the 
facilities and services that government entities can offer them. However, with the 
advent of social media networks, the public can ask their questions on Twitter or 
Facebook and receive a prompt reply from the entity concerned. Moreover, 67 % 
agreed that it was essential to use social media to engage with citizens in order 
to inform and improve policy-making processes. A total of 72 % indicated that 
they use social media to engage with the public so that they can enhance service 
design and delivery. Overall, there is a strong emphasis on involving the public in 
decision-making and gaining their feedback on the quality of government services.

5.3  Challenges of Using Social Media in Dubai’s  
Public Sector

There is a myriad of challenges that come with the utilization of social media, 
especially in the government sector. The survey questions addressed some of these 
challenges and made some interesting findings. For example, only 34 % responded 
“yes” when they were asked if a lack of appropriate skills to use social media 
outlets for communicating with the public was an issue for them. However, 65 % 
answered “yes” when asked if they needed proper training to utilize and integrate 
other Web 2.0 tools for communication with the public. Most of them found the 
basic social media tools, such as Facebook and Twitter, to be handy, but were not 

Table 7  Dubai public sector entities’ motivations for using social media

Strongly 
agree

Agree Neither agree 
or disagree

Disagree Strongly 
disagree

Raising citizens’ awareness/ 
knowledge of government  
processes

37.2 37.2 14.0 11.6 0

Increasing citizens’ trust in 
government

32 35.4 18.6 14.0 0

Engaging with citizens to inform 
and improve policy-making

30.2 37.2 16.3 16.3 0

Engaging with citizens to enhance 
service design and delivery

34.9 37.2 14.0 14.0 0
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familiar with other tools that could serve the same purpose. A total of 58 % of 
the respondents viewed privacy and security when sharing personal or government 
information as a source of concern, especially now that the number of government 
Twitter and Facebook accounts are on the rise. When asked if using social media 
to communicate with the public constituted misuse of working hours, 72.1 % 
answered “no” and only 27.9 % answered “yes” to this question. To some extent, 
this demonstrates the seriousness of government entities in establishing new com-
munication channels that go beyond conventional ones such as calling or emailing. 
Moreover, 72 % of the respondents were not worried about the validity or useful-
ness of citizens’ input, as they usually have analysts who sift through all of the 
input and consider only the serious and pertinent comments from the public.

The existence of proper organizational policies is essential to organize and for-
malize the use of social media in the public sector. As illustrated in Table 8, the 
vast majority of Dubai’s government entities still lack internal policies that could 
shape the use of social media. A total of 55.8 % of respondents answered “no” 
when asked if they had internal policies put into place on the use of Web 2.0, and 
65.7 % answered “no” when asked if their organizations had an official organiza-
tional policy that covers the use of Web 2.0.

5.4  Policies and Legislation to Ensure Safe Use  
of Social Media in Dubai

While social media platforms offer an unprecedented opportunity for the public 
to communicate with their government and share news and opinions, when they 
are misused they have the potential to harm both individuals and institutions. The 
governments of Dubai and the UAE have put in place strict laws that aim to pro-
tect society against the misuse of social media. Spreading defamatory rumours 

Table 8  Challenges of using social media to communicate with the public

Yes No

Lack of appropriate skills 34.9 65.1

Proper training to utilize and integrate Web 2.0 tools 65.1 34.9

Concerns about privacy and security when sharing personal and/or  
government information

58.1 41.9

Concerns that using Web 2.0 tools might have a negative impact on one’s 
reputation

16.3 83.7

Centralized and standard tools for social media functionalities 60.5 39.5

Internal policies put on the use of Web 2.0 44.2 55.8

Official organizational policy that covers the use of Web 2.0 34.3 65.7

Misuse of working hours 25.6 74.4

Concerns about validity/usefulness of citizens’ input 27.9 72.1
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about individuals or organizations in the UAE is considered a serious criminal 
act under Federal Legal Decree No. 5 of 2012 on combating cybercrimes. This 
Decree was issued in response to the growing number of rumours circulating in 
Dubai, and also the violation of people’s privacy when private photos were pub-
lished online without the consent of their owners. Lt. Colonel Awadh Saleh Al 
Kindi, Editor-in-Chief of the UAE’s Ministry of Interior 999 Magazine, explained 
the rationale behind the introduction of the new law, saying, “We encourage UAE 
residents to educate themselves first and verify any information that they receive. 
To safeguard the country’s safety and security, the UAE has put in place strict 
laws, which include criminal charges and/or fines for damaging social peace and 
public order. These laws are a deterrent to the spread of rumours or false infor-
mation on social media and the Internet.” [19]. Sinclair [45] has pointed out that 
the Telecommunications Regulatory Authority introduced new privacy laws that 
criminalize the breach of people’s privacy by posting videos or photos that do 
not respect the religion of Islam or include material that is disrespectful to the 
religious beliefs of all residents of Dubai and the UAE. Furthermore, the Dubai 
Police Force shut down 15 Facebook and Twitter accounts that they found to be 
in violation of the laws of Dubai [20]. The Dubai Police Force affirms that while 
it respects people’s freedom to express their opinions and concerns through social 
media, they have firm policies regarding the spread of rumours, hate messages, 
and disrespect toward the religious and cultural norms of the UAE.

6  Conclusion

This chapter has examined the importance of using social media platforms to cre-
ate dynamic links between the government of Dubai and its citizens in the UAE. 
Technological readiness and the motivation of Dubai’s political leadership have 
been instrumental in successfully pushing for effective communication with the 
wider public. Using social media outlets such as twitter and facebook have ena-
bled the UAE’s citizens and residents alike to have direct and unrestricted access 
to key policy makers. Voicing their concerns publically increases the likelihood of 
addressing them by the concerned government entities. The lessons learned from 
the case of Dubai can be useful for other states of the GCC and the wider MENA 
region. However, more research is needed regarding the restrictions on expressing 
political and ideological believes through social media. Cases of arrest and trial for 
expressing political and religious commentaries are numerous in the GCC region.
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Abstract This chapter aims to analyze the present state of social media policy 
implementation and evaluation in Turkish municipalities in the Marmara region. 
We employed a questionnaire form for this purpose. We found that only a ratio of 
35.5 % have social media policy. A great majority of respondent municipalities 
lack a written guide in conducting social media use at institutional level. We do 
not observe a common policy for personnel education addressing social media use 
for better personal, or institutional interest, neither do we see a diffusive evaluation 
of social media use. Thus, we argue that there is an increasing rate of awareness 
in terms of benefitting from social media use but there is a clear deficiency with 
regard to implementing and evaluating the social media policy.
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1  Introduction

Social media is among online applications to communicate with citizens, improv-
ing the public services and strengthening democracy. Day by day public institu-
tions including local governments intensively use social media tools as Facebook, 
Twitter, or Youtube. Today local governments employ various social media tools 
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to implement their different functions. For instance, they may use blogs to gather 
opinions and proposals from different stakeholders disseminate certain documents 
and presentations through media sharing platforms, and broach discussions about 
activities pertaining to corporate social responsibility and other related initiatives. 
Moreover, social networks as Facebook and Twitter can be used to send local ser-
vice-related messages to the public and collect citizen feedback in return [1].

Regardless of these opportunities, social media use by local governments intro-
duces new challenges related to resources, legal issues, privacy, security, reputa-
tion management, governance, and information and content issues [2–5] which 
entail designating a social media policy in local governments and a relevant guide 
for elected members, managers, and other personnel. Additionally, as the social 
media tools that local governments employ diversifies and usage of Web 2.0 gets 
complicated, a necessity to design social media policy increases.

Due to the fact that social media policy has been a central theme only after 2009 
[6], issues relevant to social media policy have been a quite new theme for both prac-
titioners and scholars of social media. Though there are studies in the fields of librar-
ies [7], medical schools [8], cultural heritage institutions [9], and ministries [10], there 
is a lack of studies that focus on the issues of designing, implementing and main-
taining social media policies in local governments [3, 11, 12]. Thus, the aim of this 
chapter is to analyze whether municipalities in the Marmara Region in Turkey exploit 
from social media tools in the context of a policy. For this aim, we used a survey 
method. Therefore, this study aims to contribute to the knowledge regarding the social 
media policy for local governments and to fill in the gap in the relevant literature.

This chapter is separated into six sections. After introduction, need for social 
media policy in local governments is discussed in second section. In the third 
section an outline for designing and implementing social media policy in local 
governments is put forth. The fourth section explains the data and method of the 
empirical study and presents the findings of analysis. The fifth section discusses 
the findings of the empirical study. The chapter concludes with suggestions 
regarding social media policy in local governments.

2  Why Local Governments Need a Social Media Policy?

Social media have rapidly been disseminated among local authorities who rec-
ognize the benefits and advantages of Web 2.0 tools. Local governments popu-
larly use specific social media sites such as Facebook and Twitter for information 
exchange, better-quality services, and public engagement [2] (p. 34). To one extent 
social media apps provide opportunities for local governments, however, social 
and extremely public nature of these services bring potential hazards [7]. They 
provide an ingenuous setting for communication between officials and audiences. 
They provide opportunities for public officials to interact with service users in 
addition to the formal flow of knowledge. Due to the implicit roles and responsi-
bilities in the interaction process through social media confusion arises for public 
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officials and managers [13]. This complex interaction process bring about addi-
tional pitfalls that should be avoided such as posting of inappropriate content, mix-
ing personal social media use with professional social media use, handling public 
comments in an unprofessional manner, and posting of redundant or inaccurate 
information [12]. Due to these risks and hazards, social media policies have pro-
gressively been adopted to local governments in recent years.

Social media policy, as defined “the prescribed principle of action or prac-
tice relating to an online channel, space or environment in which people engage 
and converse” [9] (p. 4), is a component of government’s regulatory function. In 
essence, designing social media policy is one of the elements of a regulatory effort 
that includes laws such as individuals’ rights, employment law, administrative law 
and criminal law, as well as user norms, social norms, and affordances [3, 11]. 
When there is a broader government policy on the adoption and use of social media, 
it is mandatory for public bodies, and particularly local governments to design 
their own policies. For instance, in the U.S., there is a range of legal arrangements 
including laws, memos, and orders that are directly or indirectly related to the adop-
tion and usage of social media by government agencies, which thus, in turn, impel 
local governments to design their own social media policies depending on instru-
ments such as guidelines to clarify and reify the broader policy [2].

Local governments are increasingly documenting their need for organization-
specific rules for the management of their various social media accounts in forms of 
social media handbooks, social media strategy, policy for the use of social media, or 
linking strategy as well as their counterparts at government level [14] (pp. 95–96). 
These kind of documents that represent official social media policy of an institutional 
explicit how to govern the use of social media [3] by employees in a local government, 
but they also often extend beyond the official use of social media to build awareness 
that address the responsible and professional use of social media [14] (p. 96).

3  Designing and Implementing Social Media Policy  
in Local Governments

In the beginning, government managers responded to social media challenge in a 
negative manner like their counterparts in private sector. Usage of social media 
in the workplace during regular work hours was banned even for employees who 
wanted to benefit Web 2.0 tools for service issues [15]. However, undeterred dis-
semination of social media not only for personal usage but for numerous govern-
mental services, opportunities that social media offer for governmental bodies, and 
problems that rise in official usage of social media have led governments to regu-
late social media, and designate policies and strategies for more open, account-
able and participative government. Because local governments are the closest tier 
of government to citizens, they face abovementioned challenges more fiercely. 
Accordingly, local governments have begun to formulate their own social media 
policies to ensure the proper usage for both personal and professional aims.
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As the use of social media in local governments increase, the need for rules,  
regulations, and standardization has grown as well. Local governments, in line with 
their counterparts at government level, mostly adopt instruments such as hand-
books, strategy documents, codes, guidelines, protocols or standards for developing 
social media policy.

Strategy documents are preferred to reveal social media strategies and handle 
the use of the social media in a professional and responsible way. A properly des-
ignated social media strategy should be based on the mission of the organization. 
As a first step, the strategic communication and interaction objectives should be 
identified, and secondly, the divergent audiences of the organization should be 
defined [14].

As mostly addressed social media regulation form, guidelines, “provide advice on 
how to best use social media tools to achieve a desired result, such as eliciting citi-
zen engagement or providing suggestions for creating interesting content” [3] (p. 3). 
Klang and Nolin [11] have separated four types of guidelines that local governments 
use in regard to their empirical analysis of 26 Swedish municipalities. Homogenous 
guidelines are general guidelines that appropriate for YouTube, Wikipedia and 
Facebook, and heterogeneous guidelines are specific guidelines that refer to a num-
ber of different applications in character. Problem oriented guidelines take social 
media as an administrative problem that needs to be disciplined and resource ori-
ented guidelines are used as an opportunity for engaging in new practices.

A social media policy guideline should include a body of essential policies or 
strategies on employee access, social media account management, acceptable use 
of social media sites for personal use while at work, ethical social media conduct 
for public officials, posting content on official social media sites, security con-
cerns, legal issues, and code of conduct for citizens that refer to limitations such as 
offensive language, inciting violence, or promoting illegal activity [3].

Designing written documents to ensure the proper use of social media in local 
governments for personal, institutional, and professional aims do not necessarily 
assure a successful implementation and outcomes. Local governments can create 
social media training programs to show their employees how social media tools 
can be used for governmental activities, and even to improve performance and 
efficiency to improve the effectiveness of the designated social media policy in the 
implementation stage. Additionally, as Hrdinová et al. [3] put social media poli-
cies should be reviewed periodically to ensure that they continue to reflect local 
government’s changing strategy and priorities. The accomplishments of the policy, 
that is to say, should be evaluated with qualitative and quantitative techniques.

Despite the measurement challenges, a local government probably will begin 
measuring social media by primarily using baseline indicators like website sta-
tistics and search engine measures, followed by more sophisticated measures like 
affect analysis or social network analysis [16]. However, it should be stressed 
that a measurement strategy should focus not just on the quantitative data such 
as the number of followers or shares, but also aim to measure engagement in the 
content that is posted by local government and whether the content is influenc-
ing the conversation. Local governments can use tools provided by firms such as 
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MeasureMap and BlogBeat to gauge many applications such as blogs. There are 
also firms like Web Analytics and Google Analytics that ensure measurement of 
direct engagement of citizens in terms of their session lengths, comments, uploads, 
invitations to others, and so on. Moreover, if a local government intends to evalu-
ate effectiveness of its social media policy, it should use measures such as posting 
comments and interacting to the quality of decision making, citizen satisfaction 
with the process, increase in citizen trust and loyalty [17].

4  Empirical Analysis

4.1  Data and Methodology

For the methodology, we employed a questionnaire form through which the raw 
data is obtained. The sample is deducted from the members of a local government 
union affiliated with the Marmara region in Turkey. The questionnaire form is 
delivered to the municipalities by the Union. We had a great hospitality and help at 
the Union officials before and after the completion of the survey.

The region choice has various rationales as; (a) accessibility, (b) socio-economic 
indicators (c) measurability. The Marmara region and its municipalities were eas-
ily reachable due to union’s location which were close enough to reach and access. 
This accessibility is a key factor in case of having some troubles in questionnaire 
filling process. Secondly, the region is the most developed region in terms of socio-
economic indicators [18], including immigration [19] which were among key 
factors in terms of municipalities and citizens’ perceptions. Technological infra-
structure necessities of municipalities are related to socio-economic indicators 
and citizens living in the region are supposed to have necessary literacy to engage 
through social media tools, or are inclined to do so. Thus municipalities in the 
region are expected to get involved in social media use more than the rest of the 
country.

The questionnaire is derived from some sample questionnaires as the one as 
ACELG 2011 survey of social media use in Australian local governments [20], 
and some other studies [21, 22]. Using the sample scales adopted, we made nec-
essary changes in the questionnaire form in order to make some adaptations to 
municipal structure in Turkish administrative system. After all, reliability of the 
scale produced is turned out to have high reliability through Cronbach Alpha test 
in SPSS with a ratio of 0.723.

We expected that officials, directly or indirectly related to information and com-
munications management, are supposed to fill in the questionnaire form. The ques-
tionnaire forms were sent to the municipalities by and returned to the Union during 
June 20, 2014–September 20, 2014. Though the data was obtained from 95 munici-
palities but 2 of them is excluded due to excess missing information. Since the total 
number of union members is 224, the sample size reaches to an amount of 42.5 % 
in representation. We employed SPSS 15.0 evaluation version in data analysis.



102 N. Karkin et al.

4.2  Findings

Below do we present the findings obtained through frequency analysis in rel-
evant tables. The findings start with the positions of personnel in municipalities 
who filled the questionnaire forms, and conclude with a table that displays a sum-
mary of the methods through which municipalities evaluate the efficiency of social 
media as an administrative tool (Table 1).

That the questionnaire form is filled by authorized personnel is a good sign. 
We attach importance to that matter and put a blank in the questionnaire form in 
order to reveal who filled in the form. It is explicit that there is a divided appear-
ance on “who to fill in”. The five group of personnel consisting of personnel at 
directorate of press, documentation and public relations (11.8 %), personnel work-
ing in management of information processing center (10.8 %), personnel in charge 
of social media/networking (10.8 %), director of records (9.7 %), and press advi-
sors to mayors (7.5 %) constitute a ratio of 50.6 % among the total personnel who 
filled the form. The rest are divergent municipal officials such as team leaders in 
charge, director of culture and social affairs and personnel at directorate records 
with a total ratio of 43.6 %.

In Table 2, we aim to reveal whether strategic plans of municipalities include 
some provisions targeting to get benefitted from social media use. From the table, 
it is apparent that 67.7 % assert that their institutional strategic plans have provi-
sions with regard to utilize social media for the sake of municipality’s goals and 
policies. The ratio of saying “No” apparently describes a low level as of 26.9 %.

Table 1  Positions hold in institution

Frequency (f) Percent (%)

Personnel at directorate of press, documentation and public 
relations

11 11.8

Personnel at information processing center 10 10.8

Personnel in charge of social media or networking 10 10.8

Director of records 9 9.7

Press advisor 7 7.5

Director of press, documentation and public relations 4 4.3

Team leader in charge of social media 4 4.3

Director of information processing center 3 3.2

Clerk 3 3.2

Mayor 2 2.2

Deputy mayor 2 2.2

Personnel at directorate of records 2 2.2

Director of culture and social affairs 2 2.2

All others including missing 24 26.3

Total 93 100.0
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Whether municipalities have a written and formal social media policy, or not is 
crucially important for the smooth execution of duties, including engagement with 
citizens. As seen in Table 3, while the ratio of saying that they have an institutional 
social media policy is 35.5 %, the ratio of uttering that they are on to develop a 
formal social media policy is 26.9 %. Taken together, totally 62.4 % of partici-
pant municipalities are implying the awareness on raising a social media policy in 
benefitting better from the use of social media on institutional level. On the other 
hand, a ratio of 33.3 % (exactly 1/3) is saying that they do not have one. It is clear 
that the ratio of actually having one is slightly more than 1/3.

In Table 4, we present the results of the question picked by participants on 
what the best reflects social media policy of their municipalities. Before reply-
ing to these questions, participants were asked to pass to the next question if they 
did not pick the option of the previous question as “Yes, we have an institutional 
social media policy”. In result, 63.4 % of the participants passed to next questions. 

Table 2  Does your institutional strategic plan include some provisions (aims, tools, manners 
etc.) aiming that your institution get benefited from social media use?

Frequency (f) Percent (%)

Yes 63 67.7

No 25 26.9

Total 88 94.6

Missing 5 5.4

Total 93 100.0

Table 3  Is your municipality has developed/developing a written (formal) social media policy?

Frequency (f) Percent (%)

Yes, we have an institutional social media policy 33 35.5

No, we do not have an institutional social media policy 31 33.3

Yes, we are working on to develop an institutional social 
media policy

25 26.9

Total 89 95.7

Missing 4 4.3

Total 93 100.0

Table 4  Which of the following does the best reflect your municipality’s social media policy?

(f) Percent (%) in-all Percent (%) in-group

We developed our social media policy  
by following our own institutional aims

17 18.3 56.7

We adopted an existing social media policy  
and applied to our municipality

7 7.5 23.3

We adopted an existing social media policy but 
adapted to our municipality to a certain extent

6 6.5 20

Total 30 32.3 100.0
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For the rest, we see that 18.3 % of all participants (56.7 % of participants having 
an institutional social media policy) affirm that they have developed their social 
media policy by putting their institutional aims first. 7.5 % of all participants 
(23.3 % of participants having an institutional social media policy) say that they 
adopted an already existing social media policy and applied it to our municipality. 
The remaining 6.5 % of all participants but 20 % of participants having an insti-
tutional social media policy argue that they have adopted an existing social media 
policy but they have adapted already present social media policies to some certain 
extent. Actually there should be 33 participant municipalities that were supposed 
to reply to this very question; however we see that 3 more municipalities were 
passed to next question.

In Table 5, we give the ratios about the question dealing with whether munici-
palities have a formal and written guide in social media use at institutional level. 
As being clear at the Table 5, 87.1 % of the participants accept that they do not 
have one, while just a portion of participants (7.5 %) confirm that they have one.

Through this table we aim to give an opinion about municipalities’ attitudes 
whether municipal personnel could reach to their own personal social media 
accounts during working times. From the Table 6, it is clear that 58.1 % is con-
firming that they allow the personnel to reach to personal social media accounts. 
On the other hand, 36.6 % of the participants assert that they do not allow the per-
sonnel to reach their social media accounts during office hours.

In Table 7, we focus on to reveal whether municipalities tend to regulate per-
sonal social media use since institutional affiliations might have repercussions on 
other parties including citizens. 34.4 % of the municipalities assert that they do 
not have regulations over personnel use of personal social media accounts on the 
agenda yet. 26.9 % of the participants argue that they are on to develop a policy 
regarding the regulation of personal social media use of their personnel. A ratio 
of 14 % state that they keep this issue hot for the time being. That means a ratio 

Table 5  Has your 
municipality prepared a 
written (formal) guide for 
institutional social media 
use?

Frequency (f) Percent (%)

No 81 87.1

Yes 7 7.5

Total 88 94.6

Missing 5 5.4

Total 93 100.0

Table 6  Could municipality 
personnel reach to their 
own personal social media 
accounts (i.e. Twitter, or 
Facebook) during office 
hours?

Frequency (f) Percent (%)

Yes 54 58.1

No 34 36.6

Do not know 4 4.3

Total 92 98.9

Missing 1 1.1

Total 93 100.0
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of 14 % of the participants say that they still discuss the issue and continuing to 
keep the issue on the institutional agenda but without a positive, or negative move. 
A ratio of 9.7 % argues that they have no information on this issue. Only a ratio 
of 6.5 % confirm that they have already developed such an institutional policy to 
regulate the issue. 5.4 % of the participant municipalities say that they previously 
evaluated the issue and decided not to move in that direction yet.

In Table 8, we present the frequency analysis directed to evaluate whether 
municipalities have an education policy conducted on personnel in order to use 
social media effectively. Apparently most of the municipalities do not have such 
a policy to educate the personnel in proper use of social media. A ratio of 68.8 % 
assert that they do not educate their personnel. However, we see that a ratio of 
30.1 %, meaning 1 over 3, has an institutional policy directed to manage this edu-
cation issue.

In Table 9, we present the frequency analysis stating whether the municipalities 
have an institutional education policy over members of the municipal council in 
order to get benefitted from social media use. A vast majority (92.5 %) accept that 
they have no such a policy but a ratio of 5.4 % confirming the presence of institu-
tional education policy over elected.

In Table 10, we asked the municipalities whether they evaluate the efficiency of 
their institutional social media use. There is a slight difference between respond-
ents who say “yes, we evaluate” (53.8 %), and “no, we do not evaluate” (46.2 %).

Table 7  Do you have a social media policy regulating personal social media use if personnel use 
of social media might appear institutional opinion, or if understood as such?

Frequency (f) Percent (%)

Not yet on the agenda 32 34.4

Yes, we are developing a policy regarding this issue 25 26.9

Keeping the issue hot for the time being 13 14.0

Do not know 9 9.7

Yes, we developed a policy for the regarding issue 6 6.5

We evaluated the issue and decided not to develop a policy 
regarding the issue

5 5.4

Total 90 96.8

Missing 3 3.2

Total 93 100.0

Table 8  Do you educate 
your personnel in social 
media use?

Frequency (f) Percent (%)

No 64 68.8

Yes 28 30.1

Total 92 98.9

Missing 1 1.1

Total 93 100.0
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Table 11 exhibits the answers to the question of how they evaluate the effi-
ciency of social media use as a complementary question to the question whose 
frequency analysis presented in the Table 10. The six options available to the  
participants through this question are as follows:

a. To be evaluated by independent companies (option 1),
b. To follow regularly the basic statistics like retweets, likes, favorites, followers, 

comments in social media accounts such as Facebook and Twitter and discuss 
them with officials in charge (option 2),

c. To conduct an end-user satisfaction questionnaire (option 3),
d. To employ some functional tools like Google alerts (option 4),
e. To meet with the basic stakeholders (option 5),
f. Other (option 6)

According to the replies for this question, we see that 53.8 % passed to next ques-
tion. Out of the rest, 32.3 % picked just one option of all. The ratio of two-option 
picking participants is 6.5 % as the same rate with 3-option picking participants. 
Only one participant represented a four-option choice. Note that participants were 
told that they would pick options more than one. Thus the ratios for picking ups 
are independent of each other. When we evaluate the frequencies compared to  
in-group dispersions, we see that 69.7 % of the option pickings in this question 

Table 9  Do you educate 
members of the municipal 
council in how to use social 
media?

Frequency (f) Percent (%)

No 86 92.5

Yes 5 5.4

Total 91 97.8

Missing 2 2.2

Total 93 100.0

Table 10  Do you evaluate 
the efficiency of your 
municipality’s social media 
use?

Frequency (f) Percent (%)

No 50 53.8

Yes 43 46.2

Total 93 100.0

Table 11  How do you evaluate the efficiency of social media as an administrative tool used in 
your municipality?

Frequency (f) Percent in-all (%) Percent in-group (%)

1 Option picked 30 32.3 69.7

2 Options picked 6 6.5 14

3 Options picked 6 6.5 14

4 Options picked 1 1.1 2.3

Total 43 100.0 100.0
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just picked one option. The rest is divided among 2-option, 3-option and 4-option 
pickers with the ratios as 14, 14 and 2.3 % respectively.

To reveal the details of the abovementioned options, participant municipalities 
contend that they regularly follow basic statistics like retweets, likes, favorites, 
followers, comments in social media accounts such as Facebook and Twitter and 
discuss them with officials in charge (45.2 %); employ some functional tools like 
Google alerts (8.6 %); conduct an end-user satisfaction questionnaire (5.4 %); are 
evaluated by independent companies (5.4 %); meet with the basic stakeholders 
(2.2 %), and address to “the other” options that are not clearly defined (2.2 %) in 
the questionnaire but open to participants’ indications as input for evaluating the 
efficiency of social media use.

5  Discussion

As among the part of administrative reform process that public sector institu-
tions including municipalities have to prepare and execute, strategic plans [23] 
are among the very sources for institutions in order to put priorities and aims of 
institution [24]. As being at the interconnectedness as a result of a series of legal 
and administrative regulations [25], these plans foresee necessary efforts, actions 
and processes to meet the needs of end-users, citizens in that context, though not 
confined to meeting the digital needs. Therefore, any provisions in strategic plans 
with regard to institutional aims, tools, and manners would be great importance 
of social media use. In Table 2 it is clearly presented that approximately 2/3 of 
the municipalities have regarded provisions in their strategic plans for institu-
tional social media use. However we did not ask any question in order to evalu-
ate whether there are negative value loaded provisions in relevant strategic plans. 
For example, there are three times “social media” phrase is used in Istanbul 
Metropolitan municipality’s strategic plan of 2015–2019 (http://www.ibb.gov.tr). 
In first time that the phrase used with a positive value, there seems a connection 
between social media use and public awareness about natural catastrophes, mostly 
earthquakes in this case (p. 72). In the second use of social media phrase in strate-
gic plan, there is a clear negative connotation attached to social media since it cir-
culates unchecked or misguided information in mass communication (p. 77). The 
final use of social media in strategic plan that has a neutral connotation arguing for 
a one-hand management of all institutional social media accounts (p. 242).

From the perspective of whether having a written/formal and binding institu-
tional social media policy, or not, is of great importance. Martín et al. [26] rec-
ommends having an institutional policy to get better benefitted from social media, 
particularly in the improvement process of institutional strategies. Clearly seen 
from the statistical dispersion, it seems that only 1/3 of the municipalities already 
have one while approximately another 1/3 is currently on develop to have one. 
The remaining 1/3 of the municipalities do neither have one, nor in a position to 
develop one. When compared to Ontario’s municipalities, according to Spring 2014 

http://www.ibb.gov.tr
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results by Redbrick Communications [27] stating that 28 % of municipalities have 
social media policy while a 7 % is on to develop, it seems that ratios obtained due 
to this survey are not satisfactory, but good to keep on. Purser [20] asserted that 
municipalities in Australia have a social media policy with a ratio of 25.5 % and a 
portion of 49.7 % is on to develop one, while 24.8 % has no social media policy for 
the time being. Besides Scott [28] asserts that it is found that 34 % of the munici-
palities neither do have a social media policy nor do have a link directed to insti-
tutional social media account on institutional website. Eventually, the ratios found 
by our research and found in the literature appear to resemble for having a formal 
social media policy at institutional level.

Throughout the literature analysis part we asserted the conceptual framework 
where we imply why municipalities should have a social media policy in addition 
to tools and manners that municipalities implement and designate it. However we 
should also keep an eye on what are the priorities while having and implementing 
this policy. We see through the Table 4 that municipalities put institutional objec-
tives first while designing and implementing social media policy with a rate of 
19.1 %. In total a ratio of 14.6 % is either adopted or adapted an already present 
social media policy to their municipalities among the participant municipalities, 
evident from the Table. On the other hand, when evaluated form in-group percent-
ages, we see that municipalities with a rate of more than half (56.7 %) is con-
firming that contextual, or institutional conditions are the first to frame the social 
media policies among all. Together with the ratio of 20 % that saying they have 
adopted but adapted to a certain extent, we see that nearly 76.7 % of municipali-
ties having social media policy asserting the priorities and circumstances of their 
own institutions as the main definer of institutional social media policy. We may 
argue that there is some level of harmony between institutional circumstances 
playing important role in defining social media policy and Fountain’s conceptu-
alization of technology enactment framework [29] where she argued for objective 
technologies being enacted by subjective institutional factors and organizational 
environment [30].

As a complementary but not necessary step to having an institutional social 
media policy, social media guides are quite functional to move as an allied 
entity, free from being unharmonious as an institution present in any social hub. 
Departing from that point of view, we see that 87.1 % of the participant munici-
palities do not have a formal and advising guide addressing both elected and 
appointed personnel. This is of importance since public institutions should have an 
awareness to have citizens’ trust and interactions by employing social media tools. 
Zavattaro [31] argues that public institutions employ social media policies and 
guides to control employee use of social media tools by referencing the U.S. GSA 
[31] that released a social media guide including 18 rules to align both employees 
and contractors representing the institution. On the other hand Bonsón et al. [32] 
states that recent guidelines on social media use proposes to post/send tweets, or 
postings between 2 and 10 per day at institutional level.

Personnel loafing, misinterpretation by public and uncontrolled nature of 
online sources in terms of exact addressees are among the potential barriers that 
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could be put before personal social media use during office hours. In order to 
propose a solution, for instance, Model Employee Handbook for South Carolina 
Municipalities says that municipalities must produce a solution for “employee’s 
rights of free expression with the municipality’s need to maintain an orderly 
work environment” [33]. Similarly, it is advised in another social media tools 
report prepared for Tennessee municipalities that access to social media could be 
banned or allowed during working hours for the municipality’s best interest, but 
cell phones or handheld devices [34]. Thus it can be argued that access to social 
media accounts could be limited, prohibited or allowed by using municipality 
infrastructure but there should be no interferences if personal devices are used. 
From Table 6, it is evident that 58.1 % of the participant municipalities allow the 
employees to reach to their personal accounts, while a ratio of 36.6 % does not 
allow to do so, irrespective of using municipality’s infrastructures, or through per-
sonal devices.

Complementary to employee use of social media in or out of office, personal 
use of employees or contractors to municipalities that represent the munici-
pality is another important issue with regard to institutional social media use. 
Misinterpretation, misuse or unintended shares, or postings may lay institutions 
under suspicions. Uncontrolled and unconfirmed postings over social media may 
produce compensations to pay for municipality, or degrade the trust in the eyes 
of citizens. Clarifying this point in legal perspective, Bojorquez and Shores [35] 
(p. 46) state that “even unofficial, non-sanctioned postings by an agency employee 
to friends can trigger obligations under the Records Retention Act, the Public 
Information Act, and the Open Meetings Act” in U.S. case. Similarly, Cox and 
Rethman [36] (p. 17) assert that “personal use of social networking by employ-
ees—both on the job and off the clock—can cause major headaches for employers 
who fail to take the proper precautions”.

For this dimension, we asked a question focusing on whether there is a specific 
set of criteria that regulate the personal use of social media in case of a poten-
tial representativeness for the municipality. Dadashzadeh [37] sees “the formali-
zation of how agency evaluates social media use and employees’ participation in 
it” as among the important outputs of organizational strategy pertaining to insti-
tutional social media use. A survey performed in 2011 shows that federal employ-
ees use social media at work with a rate of 74 and 19 % arguing there being a 
ban over social media tools, proving the federal institutions trust over employee 
use of social media during office hours [38]. Purser [20] found that 27.4 % of 
the respondent municipalities have a social media regulation policy and a rate of 
19.7 % is about to develop a policy while a ratio of 31.8 % is currently evaluating 
the issue. In contrast, this study shows that municipalities in the Marmara region 
have no clear steps taken, or to be taken in regulating this issue except for a ratio 
of 6.5 % who have already regulated, or a ratio of 40.9 % who are on to develop a 
regulation in future.

Education of elected and appointed personnel for social media use is among the 
hot topics for local governments, including the municipalities. Lori Lein, author of 
the article “Social Media and Municipal Employees: Tweet Them Right” argues 
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that completely banning social media in work places is not realistic, rather she 
argues for a social media policy and employee training for smooth use of social 
media in and out of office hours [39]. Purser [20] found that respondent munici-
palities in Australia have no educational providence to elected and appointed 
employees. Our study also shows that participants are not delivering necessary 
training for their elected and appointed personnel with ratios of 92.5 and 68.8 % 
respectively.

Evaluating the efficiency of institutional social media use proves the func-
tionality of social media in government business at local level, among others. 
Majority of the respondents contend that they do not evaluate the efficiency and 
effectiveness of official social media accounts with a slight disparity. Additionally, 
municipalities state that they mostly (32.3 %) utilize only one tool for evalua-
tion. However, as mentioned above evaluation of social media use in municipali-
ties is important for monitoring the success of social media strategies and policies. 
Among the tools that are employed to gauge the efficiency of social media most 
of the participants (45.2 %) regularly follow basic statistics like retweets, likes, 
favorites, followers, comments in social media accounts such as Facebook and 
Twitter that all belong to the category of so-called baseline indicators. A slight 
number of participants resort to surveys for measuring citizen satisfaction with 
the official social media management and policy, and meeting with stakeholders 
is the sole qualitative technique that municipalities use for evaluating social media 
performance.

6  Conclusion

In this study we aimed to examine the potential expectations and present attitudes 
of municipalities in the Marmara region in Turkey, towards designing, implement-
ing and measuring social media policy. We contend that there is a high level of 
awareness with regard to having a social media policy. Nonetheless, it is arguable 
that this level of awareness has no practical return if we take the present ratios 
that just 35.5 % of participant municipalities have a policy and 87.1 % has no for-
mal guide in conducting social media use at institutional level. In addition to that, 
due to the fact that delivering education and training on how to use social media 
accounts properly for council members and administrative personnel are not a 
common approach for the participant municipalities, it seems there is a clear defi-
ciency in terms of social media policy implementation.

This study has some limitations as; having a limited focus in terms of sample 
selection (one geographical region, the most developed, out of seven regions). 
We propose the next studies to focus on all the geographical regions, or to focus 
on sample gathered from all the regions. Besides, scholars may incline to make 
researches on countries from comparative perspective.

We argue that at least three conclusions could be drawn from this study: (a) 
social media use has become globally pervade and developing a social media 
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policy is also becoming a common necessity for all local governments in both 
developed and developing countries, (b) though it seems there is no governmental 
policy on regulating social media use in public institutions in Turkey, local govern-
ments, depending on their dynamic, entrepreneur, and innovative characteristics, 
have recently begun to develop their own social media policy, (c) not compliant 
with the conclusion (b), there is a lack of implementation and evaluation of the 
designated social media policy which entails an institutional capacity improve-
ment for municipalities that intend to maintain their social media policy.
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From now on there is an interconnection, an intertwining, even 
a symbiosis of technologies, exchanges, movements, which 
makes it so that a flood—for instance—wherever it may occur, 
must necessarily involve relationships with any number of 
technical, social, economic, political intricacies that keep us 
from regarding it simply as a misadventure or a misfortune 
whose consequences can be more or less easily circumscribed.

—Jean-Luc Nancy [17, pp. 3–4].

Abstract Here we present a review of PetaJakarta.org, a system designed to har-
ness social media use in Jakarta for the purpose of relaying information about 
flood locations from citizen to citizen and from citizens and the city’s emergency 
management agency. The project aimed to produce an open, real-time situational 
overview of flood conditions and provide decision support for the management 
agency, as well as offering the government a data source for post-event analysis. 
As such, the platform was designed as a socio-technological system and developed 
as a civic co-management tool to enable climate adaptation and community resil-
ience in Jakarta, a delta megacity suffering enormous infrastructural instability due 
to a troubled confluence of environmental factors—the city’s rapid urbanization, 
its unique geographic limitations, and increasing sea-levels and monsoon rain-
falls resulting from climate change. The chapter concludes with a discussion of 
future research in open source platform and their role in infrastructure and disaster 
management.
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1  Introduction

Social media has a powerful role to play in infrastructure management in the 
twenty-first century, particularly where infrastructural systems are strained by 
complex and unpredictable events (e.g. erratic weather or power disruptions), 
and where quick response times are of the essence. Information gathered from 
social media users and networks can yield a real-time picture of rapidly chang-
ing conditions that affect—and often threaten—the well-being of infrastructural 
systems and, more importantly, their users. However, the great technical chal-
lenge for systems designers and administrators is to elicit or invite social media 
users to provide this valuable information and to make this information valuable 
in high-pressure situations—i.e. to filter and visualize this information quickly and 
reliably.

In this chapter, we present an overview of PetaJakarta.org (peta: map), a plat-
form designed to harness social media use for the purpose of relaying information 
about flood locations amongst Jakarta’s citizens and between citizens and the pri-
mary government stakeholder, the emergency management agency of Jakarta 
(BPBD DKI Jakarta). We saw that the remarkably high level of mobile device and 
social media use amongst Jakartans, particularly their use of Twitter,1 afforded the 
city an incredible information resource. The aim of the project was thus to elicit 
and process relevant information in order to produce an open, real-time situational 
overview of flooding conditions and to provide decision support for the manage-
ment agency, as well as offering the government a data source for post-event anal-
ysis. As such, the platform was designed as a socio-technological system and 
developed as a civic co-management strategy to enable climate adaptation and 
community resilience in Jakarta, a delta megacity suffering enormous infrastruc-
tural instability due to a troubled confluence of environmental factors—the city’s 
rapid urbanization, its unique geographic limitations, and increasing sea-levels and 
monsoon rainfalls resulting from climate change.

Before detailing the technical aspects and outcomes of PetaJakarta.org, how-
ever, it is important to first survey the environmental context from which the project 
emerged and in which it was intended to serve the residents of the city of Jakarta.

2  Jakarta: A Delta Megacity

Jakarta, and the surrounding conurbation known as Jabodetabek, is the world’s 
second largest contiguous conurbation (after the metropolitan area of Tokyo), 
and one of the fastest urbanising environments on the planet. Figure 1 shows the 

1Jakarta has one of the highest numbers of Twitter users of any city on the planet, contributing to 
approximately 2.4 % of the world’s total tweets in 2012 [24].
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simultaneous urban sprawl and densification of the city since the early 1970s; the 
region’s population has exploded from approximately 11 million in 1972 to almost 
28 million by 2014 estimates. In Jakarta, change is simply a fact of life [28].

Situated in a low-lying delta region, the city is fed by 13 rivers that flow north-
ward from the mountains south of the city out to the Java Sea. To understand the 
context of flooding in Jakarta, three of its defining geographical features must be 
considered. First, drinking water for its millions of inhabitants is extracted from 
ground aquifers, which causes subsidence of more than 180 mm per year in 
some districts of the city. Second, the majority of water from the 13 rivers must 
be pumped up from the city, 40 % of which is below sea level, over the sea wall 
in North Jakarta. Third, to support its rate of growth and combat these environ-
mental conditions, the city has an extremely high density of interconnected infra-
structure. The overlay of these three geographical features results in a series of 
critical infrastructure interdependencies that bear heavily on flood management in 
Jakarta. The collapse of one infrastructure component can trigger cascading fail-
ures across urban systems, dramatically worsening the situation. If the power to 
the pumps fails or is disrupted, the pumps will not operate, causing further flood-
ing, as was the case in 2015 [12]. Notably, in this instance, the power grid of the 
flooded neighbourhood was shut down to reduce the risk of electrocution, one of 
the leading causes of mortality during flooding [20]. However, this inadvertently 
cut power to the pump, which in turn increased the severity of the flooding. This 
example, and the many others like it, demonstrate how, in the context of flood 
management in Jakarta, the assessment of infrastructure cannot simply attend to 
physical assets, such as power stations and pumps, but must use a more holistic 
methodology in order to comprehend the complete socio-technological system and 
its interconnected character.

Indeed, by conventional standards, Jakarta is a data-scarce environment [1]. 
The urban environment changes so rapidly that traditional empirical observations 

Fig. 1  False-colour images of Jakarta from the Landsat and ASTER earth observation satellite 
sensors showing the growth of urban hardscape (green) and reduction in vegetation (red). From left 
to right: 1972 (population 11 million), 1994 (population 19 million), 2006 (population 25 million). 
Image credit: NASA/GSFC/METI/Japan Space Systems and U.S./Japan ASTER Science Team
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meant to aid in governmental decision-making cannot keep pace. In this rapidly 
changing environment, where urban infrastructure is in direct conflict with water 
flowing in and through the city, existing data are often unsuitable, unavailable, or 
not properly coordinated between organisations charged with understanding the 
situation in real-time or conducting thorough post-event analyses [1]. As a result, 
it has not been possible to develop measures of resilience to quantify the risk of 
flooding across the city, nor to develop methods of adaptation or mitigation to the 
monsoon—a phenomenon worsening with climate change [19].

2.1  Infrastructure Complexity and Fragility in Jakarta

Jakarta is dependent on a complex system of interconnected hydraulic and hydro-
logical infrastructure that moves water from the mountains of west Java into the 
Java Sea. Increased runoff coupled with the growing amount of impermeable sur-
face ([14]; see also Fig. 1) and ground subsidence mean that over 40 % of the 
city is now below sea level and requires active intervention from pump stations to 
move water from ground to sea level. Failures in pump infrastructure during the 
annual monsoon season regularly lead to severe flooding events causing loss of 
life, property damage, and economic loss [8, 9].

In this context, flooding in Jakarta is largely a function of fragile infrastructure, 
whose breaking points cannot be adequately predicted with traditional modelling 
approaches. Given the increase in severe weather events and sea level rise under 
global climate change [29], if one wanted to understand Jakarta’s potential for 
resilience in the face of future flood events, one would need to consider the city’s 
infrastructure as a complex system of interconnected infrastructures and people. 
However, there is currently very little data in Jakarta detailing the city’s responses 
to flooding, without which the government is unable to make informed evidence-
based decisions concerning flood response [1, 18, 28].

Seasonal flooding has been recorded in Jakarta since the 1600s, and a formal 
system of hydraulic infrastructure was established and maintained by the Dutch 
in the colonial city of Batavia from 1850 to 1918. Despite a series of ongoing 
infrastructure investments by the Indonesian government following Independence 
in 1945, the city has been plagued by severe flooding more than six times since 
1979. The floods of 1996–1997 were particularly disastrous, where over 30,000 
people were forced to evacuate their homes. A decade later, the situation wors-
ened: the floods of 2007 inundated 320,000 residences and claimed the lives of 80 
people [25]. At present, 72.7 % of Jakarta is prone to flooding [23], threatening the 
lives of over nearly 1,000,000 residents (nearly 10 % of the population of Jakarta 
proper), with residents in North Jakarta facing the highest risk [23].

The situation in Jakarta is further worsened by changes in upstream catchment 
management outside of the city. The majority of the rivers flowing through Jakarta 
originate in the mountainous area around the city of Bogor, 60 km to the south of 
Jakarta. Undeveloped land around Bogor (which is the head of the catchment area) 
provides natural surface absorption and infiltration during rainfall events. Despite 
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being covered by designated conservation areas, this land is under increasing pres-
sure from development [21], decreasing natural infiltration and increasing surface 
runoff into the river system, putting a serious strain on the downstream hydrologi-
cal system in Jakarta during the annual monsoon rains.

2.2  Jakarta’s Flood Mitigation Infrastructure

Jakarta relies on hydrological and hydraulic infrastructure to manage the move-
ment of water through the city and mitigate intense periods of rainfall that occur 
during the annual monsoon season (November to March). Despite previous 
administrations having focused investment on construction of new physical infra-
structure assets, in 2012 only 414 of Jakarta’s 555 pumps were operational for 
the monsoon season [13]. Evidence-based decision making on new infrastruc-
ture investment as well as targeted and prioritised infrastructure maintenance 
is currently restricted by a lack of data and understanding of Jakarta’s critical 
interdependencies, energy demands, and integrated infrastructure assessment. 
Development of new infrastructure to alleviate infrastructure stress and increase 
resilience adds layers of complexity, uncertainty, and risk to urban planning 
and design [26]—complexity and risk that cannot currently be quantified using 
Jakarta’s existing datasets on flooding. Furthermore, because infrastructure facili-
ties are not independent but are highly interconnected [7, 26], functional failures 
in one flood management facility can make any attempt to add new components to 
the system difficult to plan [11, 28].

Related to Jakarta’s data scarcity problem [1], information and communication 
technologies (ICT) are not currently prevalent within the city’s flood management 
infrastructure. And yet, given the high penetration of mobile devices and social 
media use in the region, the Jakarta government is well positioned to collaborate 
with its citizens to gather data via public participation to monitor and respond to 
flood events across the city during the monsoon season. Such a process of civic co-
management would help tackle the problem of limited data and provide an evidence 
base for both situational management of infrastructure as well as future planning 
efforts. Critically, though, such an integration of public ICT infrastructure into flood 
response and planning should be complemented by an open data approach, prefer-
ably using open source software, to help support and foster the disaster risk man-
agement and infrastructure planning within the megacity’s digital ecosystems [11].

3  Social Media as a Platform for Civic Co-management

Jakarta has one of the highest numbers of Twitter users of any city on the planet, 
contributing to approximately 2.4 % of the world’s total tweets in 2012 [24]. The 
twenty-first century rise in social media usage, particularly in Asia, has been sup-
ported by the growth of ubiquitous computing in the form of internet-connected 
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mobile devices [6, 10]. The creation of global-scale, two-way communication net-
works via internet devices and social media provides unprecedented volumes of 
data relevant for analysis of urban systems [10, 27]. In a disaster risk management 
(DRM) context, data captured by mobile devices (text, images, etc.) and distrib-
uted via social media along with geospatial location metadata are an invaluable 
source of real-time situational information, particularly in dense urban environ-
ments with a high proportion of networked users [16].

Making sense of this flood of real-time information during emergency situa-
tions is a key challenge for governmental actors responding to extreme weather 
events [16]. The PetaJakarta.org project was developed as a GeoSocial Intelligence 
Joint Pilot Study (of the SMART Infrastructure Facility, BPBD DKI Jakarta, and 
Twitter Inc.) to investigate the utility of social media networks as a tool to pro-
mote intra-urban resilience during extreme weather events, and as a data source 
for studying the longer-term effects of climate change in Southeast Asian meg-
acities. The key concept behind GeoSocial Intelligence is a “people-as-sensors” 
paradigm, where confirmed situational reports are collected directly from the 
street in a manner that removes the need for computationally expensive filtering 
and data processing undertaken either by machines or humans [16]. In the latter 
case, previous projects have successfully crowdsourced analysis of incoming data, 
creating communities of “digital humanitarians” [16], however, the disadvantage 
of this approach is the time lag between data received and its processing, i.e. it’s 
availability for decision support. Extending these lessons, the PetaJakarta.org pro-
ject was developed as an experimental research and design project to prototype a 
system for the creation of a real-time, crowd-sourced map of flood conditions in 
Jakarta, enabled by the submission of confirmed reports directly from the users 
on the ground. Based on prior research [5, 28], it was envisaged that such a map 
would be of direct benefit to both the public and to government decision makers 
tasked with responding to the flooding. The remainder of this section describes the 
methodology and evidence-based design practice that led to the parameterization 
and development of the system. Following this, Sect. 3 describes the process of 
system operation and use by the government stakeholder, the Jakarta emergency 
management agency (BPBD DKI Jakarta).

3.1  Spatio-temporal Perspectives on Flood-Related  
Tweets in Social Media

Jakarta was chosen as the study area for this joint pilot study because of the sever-
ity of annual flooding there, coupled with the density of social media users. Prior 
to the development of the operational system, analysis of flood-related social 
media activity was conducted using two data sets. Twitter was selected as the 
social media network for use in this study due to the speed of response observed 
on the platform in the context of previous natural hazards [2, 4] and because of the 
purported high density of users in Jakarta [24].
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To quantify Twitter activity in Jakarta related to flooding, an initial system 
test was conducted by connecting to the public Twitter API and recording tweets 
with selected keywords related to flooding including banjir (flood), tinggi (high), 
genangan (pool), and terendam (submerged) within the bounding box of Jakarta. 
The test took place over a 24-h period spanning February 5 and 6, 2014, during 
which time heavy rains caused a number of significant flood events across the city. 
The system test captured over 150,000 tweets matching one of the aforementioned 
keywords within the specified period, of which 5000 tweets contained precise 
geolocation information.

The level of Twitter activity related to flooding captured by the system testing 
was corroborated using a second data set: the Twitter #DataGrant program pro-
vided an archive of eight million tweets related to flooding for the 2012–2013 and 
2013–2014 monsoon seasons. Figure 2 shows the geolocated tweets across the city 
during the latter period. Strikingly, these data (see Fig. 2) show a high spatial cov-
erage of relevant tweets across the city, wherein the road network is discernable. 

Fig. 2  Map of tweets related to flooding during the 2013–2014 monsoon season. Data source 
Twitter #DataGrant; [11]
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These results indicated confirmed that Twitter was a valuable source of real-time 
situational information during flood events in Jakarta.

3.2  Big Crowdsourcing

Social media provides a ready-made communication network that can be used 
to capture and transmit the experience of citizens during extreme weather events, 
which, in a DRM context, can provide actionable information for decision sup-
port in government agencies. Still, it is important to stress that social media is not a 
replacement for traditional forms of communication, existing data sources, commu-
nity outreach, or preparedness planning during disasters. The PetaJakarta.org project 
was grounded in this hypothesis: leveraging social media data to transform data into 
information, using a geosocial intelligence methodology, would enable the creation 
of a real-time knowledge network of unprecedented spatial and temporal resolution.

The challenge facing decision makers seeking to use social media as a source 
of data for situational overview is two-fold: first, data volume and selection of 
appropriate filtering methodologies is critical. Second, verification of information 
is imperative, even after filtering. In particular, where social media data is har-
vested in a passive manner based on a specific keyword or hashtag, there is no 
indication as to whether the information received relates specifically to the situa-
tion at the user’s reported location, and in many cases could simply be conversa-
tional in nature. Furthermore, the potential volume of relevant tweets in Jakarta as 
recorded in the system testing and Twitter #DataGrant data sets indicated that, in 
the case of Jakarta, a robust filtering methodology was required to transform the 
“noise” of Twitter activity into actionable knowledge. While approaches to remov-
ing outlying or non-relevant data have been successfully used for decision-making 
(see e.g. [15], 22), to conduct this kind of filtering in a real-time DRM context is 
challenging both from a programming and a computational perspective [16].

As part of its GeoSocial Intelligence approach, PetaJakarta.org developed 
a new methodology, “big crowdsourcing,” to collect verified reports of flood-
ing from residents in Jakarta, without the need for further data processing. 
By “listening” to the Twitter stream in a manner similar to the system testing, 
PetaJakarta.org was able to detect conversations featuring specific keywords. 
Tweets containing these words were subsequently recorded as “unconfirmed 
reports,” and the relevant users were then invited to confirm whether flooding was 
taking place at their location. Based on an evaluation of the system testing and the 
Twitter #DataGrant, a number of keywords such as tinggi (high) generated high 
numbers of false-positives (i.e. tweets not related to flooding), thus for the opera-
tional system only the keywords “flood” and “banjir” were selected.

A unique aspect of the PetaJakarta.org pilot project was its attempt to harness 
the power of the social media network by automating the distribution of invitation 
tweets from the PetaJakarta.org Twitter account, @petajkt, calling on citizens to 
submit their flood reports. Invitation tweets also used the Twitter Card technology 
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to feature an embedded sixty second video explaining the project. To submit a 
confirmed report of the situation on the ground, users were simply requested to 
send a geo-located tweet from their mobile device to @petajkt with the keywords 
“flood” or “banjir.” Once received, these reports were classed as “Confirmed,” 
and contributors were able to see their tweets appear on the publicly-available 
map at PetaJakarta.org in real-time. This map also acted as the government inter-
face to the reports (see Sect. 3.4), helping to maintain transparency of data access 
between citizens and the government.

Similar to crowdsourcing of Earthquake reports in the late nineteenth and early 
twentieth centuries, PetaJakarta.org afforded users the opportunity to report the 
flood situation in an unrestricted manner, including text and media, to generate an 
effective and reliable situational data set from non-specialist observers [3]. Using 
this approach, PetaJakarta.org was the first project in the world to programmati-
cally send invitations to Twitter users to participate in a crowdsourcing effort to 
map a natural hazard in order to collect confirmed situational reports from the 
ground.

To support the sending of programmatic invitations and the collection of data, 
Twitter provided access to its PowerTrack service, which provides real-time fil-
tering of all available tweets at the specified location. Over the course of the 
2014–2015 monsoon season, PetaJakarta.org sent 89,000 programmatic tweet invi-
tations, which were seen by over 2.2 million users. This outreach generated 1000 
confirmed reports of flooding during five major flood events. Figure 3 shows the 
relationship between Twitter impressions and the flood events, highlighting the 
relationship between flooding and “tweet engagement” from PetaJakarta.org on 

Fig. 3  Timeseries of Twitter impressions from the @petajkt account during five flood events of 
the 2014–2015 monsoon season. Data source Twitter Analytics; [11]
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the Twitter platform. Engagement is measured by the Twitter metric “impressions,” 
defined as the number of times a user views a specific tweet in their timeline or 
from a search request. This relationship occurs because programmatic invitations 
are sent in response to conversations about flooding, “unconfirmed reports.” As 
more users are tweeting the word “banjir” during flood events, more invitations are 
sent and viewed by more users, thus generating more impressions. In this manner, 
the system highlights the potential for this methodology of programmatic invita-
tion to reach a high number of users in order to generate a self-selecting filtered set 
of data of confirmed situational reports in real-time. The results and an evaluation 
of this process are discussed below in Sect. 4.

3.3  CogniCity: An Open Source GeoSocial Intelligence 
Framework

To facilitate the collection and mapping of citizen flood reports via Twitter, a suite 
of open source software (OSS) termed “CogniCity” was created. CogniCity is a 
GeoSocial Intelligence Framework OSS, for which PetaJakarta.org was the pilot 
project. The framework is divided into three components. The reports module 
manages the connection to the Twitter PowerTrack data stream and the sending of 
programmatic invitations to users in Jakarta. When a tweet is received, the mod-
ule classifies the report as Unconfirmed or Confirmed, and if required sends the 
user an invitation to participate. To avoid repeated invitation messages being sent 
to the same user, the reports module keeps a record of users who have previously 
been contacted by the system. User privacy is a central theme within the design 
of CogniCity and all user names are stored separately from received messages to 
ensure the anonymity of submitted reports. Furthermore, user names are recorded 
using a one-way cryptographic hash function. As a result CogniCity does not cre-
ate a record of individual users and their comments regarding flooding, minimis-
ing the risk of storage of potentially sensitive information received during flood 
events. All reports and user hashes are stored by the reports module in a spatial 
database.

The CogniCity server module connects to the spatial database populated by the 
incoming reports and provides an open application programming interface (API) 
to access the recorded data. APIs enable machine-to-machine requests and transac-
tions of information and, in this case, provide geospatial data representing uncon-
firmed and confirmed reports generated from Twitter data. The API also provided 
additional ancillary geospatial data to aid data visualisation for decision support. 
The data included municipal boundaries in the city at different spatial scales, and a 
representation of Jakarta’s hydrological infrastructure network. In addition to pro-
viding the data used by the PetaJakarta.org map, the open API, by using indus-
try-standard geospatial data formats and protocols, enabled any interested third 
party to connect to the API and request data in real-time. For example, BPBD DKI 
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Jakarta were able to connect their existing geographical information system (GIS) 
directly to the PetaJakarta.org API to gather data for off-line analysis and to sup-
port scenario planning.

The server module also encompassed the third and final component of 
CogniCity, the PetaJakarta.org website and real-time map. The website was avail-
able in both Bahasa Indonesian and English and included instructions on how to 
submit reports using Twitter and the same instructional video used by the Twitter 
Card in the programmatic invitation. The real-time map worked by connecting the 
client’s device to the open data API to gather the data for the required map layer. 
Once the data was received by the user’s device, it was then able to render the data 
on the map. Users connecting to the website using a touch screen mobile device 
were presented with a point-based visualisation of confirmed and unconfirmed 
reports near their current location. The interface for users connecting from a non-
mobile device (e.g. a personal computer) consisted of the aggregate overview of 
reports across the entire city, designed to match BPBD DKI Jakarta’s existing 
reporting systems (as described in the next section).

Both the reports and server modules were developed using the NodeJS software 
platform to maximise scalability and were deployed in a cloud environment that 
automatically adjusted the computing resources required, depending on the num-
ber of incoming reports and connected users.

3.4  Cartographic Interface for Government  
Decision-Support

The design of PetaJakarta.org and its underlying open source software CogniCity 
was based on an integrated co-research methodology, and developed in partner-
ship with the Jakarta government. To optimise the system’s utility and integra-
tion within the government emergency management informatics division, it was 
necessary to understand the agency’s existing operational procedures and proto-
cols in response to flooding. This institutional ethnography required many formal 
meetings, interviews, and group discussions. Building on the existing knowledge 
base, CogniCity was developed to be highly transferable, not only to other regions 
within Indonesia but also to other domains of application, geographies, and lan-
guages. These two objectives—building a system suitable to the needs of the 
Jakarta government and maintaining application transferability—helped param-
eterize the design requirements of the PetaJakarta.org interface and its underlying 
software.

The Jakarta Emergency Management Agency (BPBD DKI Jakarta) is respon-
sible for coordinating the government response to flood events in Jakarta. BPBD 
DKI Jakarta was the key stakeholder and government user of the information gath-
ered by PetaJakarta.org. In October 2012, eight members of BPBD DKI Jakarta 
travelled to Wollongong, Australia, to participate in a research workshop hosted 
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by the SMART Infrastructure Facility at the University of Wollongong. The objec-
tive of this workshop was to detail the institutional ethnography of BPBD DKI 
Jakarta’s operational structure, decision-making process, and the information path-
ways within the existing disaster information management system (DIMS). The 
workshop allowed the PetaJakarta.org research team to understand how existing 
streams of data were consumed and used for decision support during flood events 
in BPBD, and enabled both organisations to agree on the design and development 
requirements for the interface to the PetaJakarta.org system. One of the important 
outcomes of the workshop was a defined perspective on the role of social media 
within the organisation during flood events; the purpose of PetaJakarta.org, it 
was agreed, was to complement existing, traditional data sources, and feed into 
existing decision making structures within BPBD, so as to maximise utility of 
the collected data. In this regard, the technical specifications of the system were 
developed in conjunction with an understanding of the operational concerns and 
existing logic of the agency. Without such an intensive institutional ethnography 
that included technical, social, and ethical dimensions, it is evident that the project 
could not have succeeded.

Building on its unique method of outreach, PetaJakarta.org is capable of trans-
forming tweets into actionable knowledge for decision-support. As a result, reports 
were mapped in real-time so that users could see the location, time, and content 
of reports in a spatial format, highlighting areas of the city currently experienc-
ing flooding. To match existing spatial and temporal representation of flood reports 
from BPBD’s formal data sources, the PetaJakarta.org map aggregated counts of 
reports by municipal area over 1, 3 or 6 h periods (Fig. 4). This aggregation was 
conducted across the entire city in an interactive manner so that the user could see 
the situation at the city-scale and identify hot-spots of activity. The user was then 
able to “drill down” through the map, in a manner consistent with existing geo-
spatial business intelligence platforms [30], to interrogate data at the street-level, 
including viewing individual reports. The interface was further enhanced by the 
inclusion of optional geospatial layers showing Jakarta’s hydrological network. It 
is anticipated that future implementations of the system could enhance this feature 
by linking flood reports to failures of specific infrastructure assets, furthering the 
utility of information available for decision makers.

4  Functional Evaluation

The PetaJakarta.org project was officially launched in December, 2014, by the 
governor of Jakarta, Basuki Tjahaja Purnama. The first tweet, sent by the gov-
ernor, called on the president of Indonesia, Joko Widowo (known colloquially 
as Jokowi), to submit his reports of flooding in Jakarta to PetaJakarta.org. The 
acceptance, promotion, and championing of the project by the governor helped 
to promote and legitimise the project for the Jakarta government and the general 
public. During the monsoon period, following the launch, PetaJakarta.org received 
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over one thousand confirmed reports of flooding. The website was visited more 
than 97,000 times and during the most severe flood events during more than 3000 
users per hour. This section describes the reports received, and evaluates the sys-
tem’s use and uptake within the Jakarta government.

4.1  Tweet Typologies

Of the 1000 confirmed flood reports received over the 2014–2015 monsoon season, 
there were three distinct typologies of message. The first consisted of flood reports 
detailing the current situation at the user’s current location (Fig. 5). These reports 
contained detailed information on flood conditions, often including the height of 
the water either in empirical units or by reference to the human body (e.g. knee-
high, etc.). Many of these reports also included photos of the flood conditions, 

Fig. 4  Screencapture of PetaJakarta.org Map showing aggregate display of “Banjir” Tweets on 
23 January, 2015



128 T. Holderness and E. Turpin

which were frequently used by BPBD DKI Jakarta in conjunction with user text as 
a means of verifying and classifying the severity of the situation (see Sect. 3.2).

The second report typology was made up of requests for help and evacuation. 
These reports involved two-way communication between citizens and the gov-
ernment, facilitated by PetaJakarta.org. In instances where tweets corresponded 
directly to individual requests for assistance, reports were sent directly to BPBD 
DKI Jakarta, to ensure appropriate response was coordinated. The project’s strong 
working relationship with BPBD DKI Jakarta was critical to ensuring citizen 
safety. In addition to direct requests for help, PetaJakarta.org also acted as a con-
duit for information dissemination on government response to flooding (Fig. 6), 
and as a peer-to-peer re-broadcasting platform for confirmed information relating 
to government and community response, such as confirming the location or con-
tact details of evacuation shelters.

The last type of tweet typology was comprised of reviews and feedback regard-
ing the project, including thanks and votes of confidence. In some cases, these 
reports also contained information about pre-existing reports, either confirming 
their validity or reporting that the situation had changed (e.g. flood waters had 

Fig. 5  A confirmed flood report containing estimated water height, user location by government 
area, and photograph of the situation
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receded). Although the real-time map only displayed reports for the hour after 
they were received, one of the criticisms of the platform was that there was no 
procedure for citizen users or BPBD DKI Jakarta to remove reports which were 
no longer deemed relevant. Instead, many users sent PetaJakarta.org screenshots 
of existing reports on the map, using their mobile device, to show which reports 
where incorrect or no longer relevant.

4.2  BPBD DKI Jakarta Operational Usage

Using the confirmed reports received by PetaJakarta.org as described above, the 
project helped BPBD DKI Jakarta gain a real-time situational overview of the 
flood conditions in the city. In addition to the collection and aggregation of con-
firmed flood reports, the project also helped form a two-way communication chan-
nel between BPBD and citizens, helping to disseminate key messages back to 
citizen users by re-tweeting information including water levels and rainfall fore-
casts. Further, the @petajkt Twitter account retweeted information about response 
and relief efforts carried out by the Jakarta government, such as operating emer-
gency pumps and delivering food, aid, and medical supplies to evacuation shelters. 
It is worth noting that this dissemination function was performed manually, based 

Fig. 6  Tweet from Jakarta Government Department for Social Services reporting emergency aid 
supplies being delivered to a flood evacuation centre
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on collaborative efforts between the PetaJakarta.org social media coordinator and 
BPBD DKI Jakarta. In contrast to the process of soliciting, collecting, and aggre-
gating reports for decision support, which was an automated process, the manual 
collaboration and sharing of information between the two organisations high-
lighted the value of human oversight and management as an integrated component 
of the system’s operation.

Ultimately, BPBD found the use of the maps of aggregated Twitter activity 
for situational overview inadequate. Despite being designed to match the existing 
spatial and temporal scales of reporting used by the agency, these processes did 
not hold for social media because of the volume of incoming information and the 
potential to overlook critical reports in areas of low Twitter activity. From an oper-
ational perspective, the veracity and quality of the reports was significantly more 
important to BPBD DKI Jakarta than the overall volume of reports; the agency 
recognised that a point-based representation of reports would be more useful, 
especially if in future interfaces this could include a representation of change over 
time to enable identification and verification of incoming reports.

4.3  SmartCity Jakarta Usage

In addition to BPBD DKI Jakarta using the system as a data source for operational 
response to flooding, the SmartCity Jakarta project used the PetaJakarta.org open 
API to access reports of flooding. The Smart City project was developed by the 
Jakarta government’s Office of Communication and Information Services (Dinas 
Komunikasi dan Informatika Provinsi, DKI Jakarta) as a data hub for the gov-
ernment and citizens alike; it is a government initiative to provide better service 
delivery by enabling the sharing and access of data in an open manner. Data from 
PetaJakarta.org was added to the project to show citizen reports of flooding along-
side existing relevant data feeds from other government sectors, such as a traffic 
disruption as a result of flooding. The use of PetaJakarta.org by SmartCity Jakarta 
highlights the value in providing data beyond the interface developed for BPBD 
DKI Jakarta, through an open API, so that other government agencies can make 
use of the data for a variety of purposes.

5  Conclusion and Discussion

The PetaJakarta.org project has demonstrated the utility of using a GeoSocial 
Intelligence approach to derive actionable information from social media for dis-
aster risk management. The project created a two-way communication channel 
between Jakarta’s citizens and BPBD DKI Jakarta to coordinate the creation of a 
crowdsourced flood map and relay information about government responses to the 
flooding, both in real-time. As a result, the project was able to initiate a process of 
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civic co-management as a methodology for promoting resilience to flooding in the 
flood-prone, coastal megacity of Jakarta.

PetaJakarta.org and the underlying open source software CogniCity harnessed 
the power of the Twitter social media network to reach a large number of Jakarta’s 
citizens and request relevant information. Despite the potential for an overwhelm-
ing volume of non-relevant and trivial information, based on the number of con-
versations detected with the keywords “flood” or “banjir,” citizen reports were of a 
high quality and veracity. This suggests that the automated programmatic invitation 
process used is effective in reaching a high number of users and, through the invi-
tation text and embedded video, fostering a process of self-selection by citizens, 
effectively creating a real-time filter for information gathering. In this context, it 
is important to understand the system as a socio-technical process, wherein the 
human interaction by citizens, PetaJakarta.org team, and BPBD was as important, 
if not more so, than the computational elements. This was especially the case when 
classifying requests for assistance and ensuring that these were forwarded to BPBD 
DKI, and when using the @petajkt account to manually disseminate relevant mes-
sages from government agencies and communities. This approach is in contrast to 
previous studies focusing on social media for flood response, which often advo-
cated using a technology-centric approach to disaster risk management (e.g. [11]). 
Such approaches undervalue existing work by government agencies who use social 
media as a method of two-way communication. In our view, future research in this 
area should focus on new, holistic approaches to flood detection, management, and 
response and leverage new sources of information such as social media.

PetaJakarta.org was developed in conjunction with BPBD DKI Jakarta as the 
key government stakeholder. Through this collaboration, it was possible to ensure 
that the system was compatible with existing technologies and processes at BPBD 
and thereby ensure its utility for decision-support during the flood season. The 
launch of the system by Jakarta’s Governor added to the legitimacy of the system 
and acceptance of the potential for social media to be a useful addition to the gov-
ernment’s existing information stack.

The use of data collected by PetaJakarta.org by the Jakarta SmartCity project, 
as well as BPBD, highlights the importance and value of developing systems with 
open data APIs to enable such collaborative data sharing between government 
departments. It is envisaged that the continuation and extension of this approach 
would also help foster the disaster risk management ecosystem, not only within 
government but also across public, education and private sectors as well.

BPBD used the system throughout the monsoon season in parallel with exist-
ing formal information systems and decision-making processes. As a result BPBD 
recognised the utility and role of social media to support real-time situational 
overview of flood conditions. The use of PetaJakarta.org prompted an evalua-
tion of the existing reporting structure with regards to its suitability for social 
media. The Agency recognized the need for new formats of reporting from social 
media, focusing not on aggregate counts of activity but access and visualisation 
of individual reports so that they can be appropriately classified and actioned for 
response.
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BPBD primarily used the @petajkt Twitter stream to direct their use of the 
PetaJakarta.org map, and to verify and cross-check information about flood 
affected areas in real-time. The real-time nature of the tweets often meant that 
they provided the most up-to-date description of the situation on the ground across 
the entire city. As a result of the findings from this project, future research should 
examine the development of an open source platform to integrate multiple sources 
of data, consolidating existing formal government sources with newer informal 
sources such as social media [11]. Such a system would further enable emergency 
agencies to perform real-time evaluations of flood risk; the inclusion of multi-
ple and disparate data sources would continue to enhance decision-support dur-
ing flood events, while maintaining resilience within the information ecosystem 
through multiple applications and media for relaying reports from citizens to one 
another and to the emergency agencies.
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Abstract This chapter presents a framework of detecting bursty topics of corre-
lated news and twitter, and discusses how to integrate the framework into govern-
ment services. Especially, as a specific application of the proposed framework of 
detecting bursty topics of correlated news and twitter, this chapter gives an exam-
ple of collecting news and twitter that are related to “the 2012 London Olympic 
game” and applying the proposed framework.

Keywords Time series news and twitter · Topic model · Kleinberg’s burst model

1  Introduction

This chapter presents a framework of detecting bursty topics of correlated news 
and twitter, and discusses how to integrate the framework into government ser-
vices. This framework is quite applicable to various situations that are concerned 
with formulation of governmental policies on government services including 
education, economy, diplomacy, technology, welfare, finance, etc. Among those 
issues, this chapter concentrates on issues regarding government services for 
sports event. Especially, as a more specific application of the proposed frame-
work of detecting bursty topics of correlated news and twitter, this chapter gives 
an example of collecting news and twitter that are related to “the 2012 London 
Olympic game” and applying the proposed framework.
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Olympic games are known as one of the most important international and 
national sports event, where governments of many countries in the world are 
involved in various processes regarding the events. In the case of Japan, the 
Ministry of Education, Culture, Sports, Science and Technology which is respon-
sible for the events of the Olympic games has budgets on the Olympic games and 
works on promoting the events. When the ministry formulates its policy on how 
to promote the Olympic games, it is quite desirable that it carefully watches how 
the news and the TV report the events and how people feel and have opinion on 
the policies of the ministry regarding the Olympic games. Especially, it quite often 
happens that the situation all over the world as well as in one’s own country sud-
denly changes and the news and the TV report the sudden changes and people occa-
sionally react to the changes through various social media including twitter. For 
example, in the case of sports events such as the Olympic games, a large number 
of people have concerns as well as opinions on matters such as who takes over as 
the coach of a national team, who are to be selected as members of the national 
teams, whether the national teams of one’s own country are to have berths in the 
next Olympic game, as well as whether the national teams of one’s own country 
win or lose in the Olympic game. An example of one typical situation is that, if peo-
ple might have concerns on how to spend the budget for the 2020 Olympic game to 
be held in Tokyo, and the concerns might grown into a burst, then the local Olympic 
Organizing Committee has to carefully watch people’s concerns and opinions.

Considering such a motivation, this chapter presents the framework of detecting 
bursty topics of correlated news and twitter, and shows how to apply the frame-
work to news and twitter that are related to “the 2012 London Olympic game”.

2  Overview of the Framework of Detecting Bursty Topics 
of Correlated News and Twitter

The background of our framework is in two types of modeling of information flow 
in news stream, namely, burst analysis and topic modeling. Both types of mod-
eling, to some extent, aim at aggregating information and reducing redundancy 
within the information flow in news stream.

First, when one wants to detect a kind of topics that are paid much more atten-
tion than usual, it is usually necessary for him/her to carefully watch every article 
in news stream at every moment. In such a situation, it is well known in the field 
of time series analysis that Kleinberg’s modeling of bursts [1] is quite effective in 
detecting burst of keywords.

Second, topic models such as LDA (latent Dirichlet allocation) [2] and DTM 
(dynamic topic model) [3] are also quite effective in estimating distribution of topics 
over a document collection such as articles in news stream. Unlike LDA, in DTM, we 
suppose that the data is divided by time slice, for example by date. DTM models the 
documents (such as articles of news stream) of each slice with a K-component topic 
model, where the kth topic at slice t smoothly evolves from the kth topic at slice t − 1.



137Detecting Bursty Topics of Correlated News and Twitter …

Based on those arguments above, Takahashi et al. [4] proposed how to integrate 
the two types of modeling of information flow in news stream. Here, it is impor-
tant to note that Kleinberg’s modeling of bursts is usually applied only to bursts 
of keywords but not to those of topics. Thus, Takahashi et al. [4] proposed how 
to apply Kleinberg’s modeling of bursts to topics estimated by a topic model such 
as DTM. Typical results of applying the technique to time series news stream can 
be illustrated as in Fig. 1a. In this example, we first estimate time series topics 
through DTM, among which is the one “wrestling” as shown in this figure. Then, 

(a)

(b)

Fig. 1  Optimal state sequence for the topic “wrestling”. a News. b Twitter
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we can detect the burst of the topic on the dates when those two Japanese wrestlers 
won the gold medals.

In order to show the applicability of the framework proposed in Takahashi et al. 
[4] as well as how general the framework is, we study another issue, which is time 
series topic modeling and bursty topic detection of possibly correlated news and 
twitter. News and twitter are sometimes closely correlated, while sometimes each 
of them has quite independent flow of information, due to the difference of the 
concerns of their information sources. In order to effectively capture the nature 
of those two text streams, it is very important to model both their correlation and 
their difference. Our framework first models their correlation by applying a time 
series topic model to the document stream of the mixture of time series news and 
twitter. This approach successfully models the time series topic models of news 
and twitter as closely correlated to each other. Next, we divide news streams and 
twitter into distinct two series of document streams, and then we apply our model 
of bursty topic detection based on the Kleinberg’s burst detection model. With this 
procedure, we show that, even though we estimate the time series topic model 
with the document stream of the mixture of news and twitter, we can detect bursty 
topics individually both in the news stream and in twitter. This approach again 
successfully models the difference of the two time series topic models of news and 
twitter as each having independent information source and its own concern.

Actually, in the case of the real situations regarding the Japanese government 
and international sports events such as the Olympic game and the FIFA World 
Cup, it is well known that the Prime Minister of Japan bestowed People’s Honor 
Awards to Saori Yoshida, who won a gold medal in the London Olympic game 
and achieved thirteen-peat in international wrestling games, and to Japan women’s 
national football team, who won the 2011 FIFA Women’s World Cup. It can hap-
pen that such decisions by the Japanese government are to be made by carefully 
watching people’s concerns and opinions. In such a case, it is recommended that 
the Japanese government continues to examine people’s concerns and opinions 
through bursty topics in twitter that are closely correlated to bursty topics in news.

3  Time Series Documents Set for Evaluation

In this chapter, we collect time series news articles of a certain period as well as 
tweets texts of the same period that are closely related to the news articles. Then, 
as shown in Table 1, we construct a time series document set consisting of the 
mixture of the news articles and tweets texts and use it for evaluation.

Table 1  Time series documents set for evaluation

News Twitter Total # of document

2,308 articles relevant to “the 
London Olympic Games” 
(2012/07/24–2012/08/13)

57,414 tweets relevant to “the 
London Olympic Games” 
(2012/07/24–2012/08/13)

59,722
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3.1  News

As the news stream documents set for evaluation, during the period from July 24 
to August 13, 2012, we collected 3,157 Yomiuri newspaper articles,1 4,587 Nikkei 
newspaper articles,2 and 3,458 Asahi newspaper articles3 which amount to 11,202 
newspaper articles in total. Then, we select a subset of the whole 11,202 newspa-
per articles which are related to “the London Olympic game”, where we collect 
2,308 articles that contain at least one of 8 keywords4 into the subset. The subset 
consists of 659 Yomiuri newspaper articles, 679 Nikkei newspaper articles, and 
970 Asahi newspaper articles.

3.2  Twitter

As the tweet text data set for evaluation, during the period from July 24 to August 
13, 2012, we collected 9,509,774 tweets from the Twitter5 with the Streaming API. 
Then, we removed tweets with official retweets and those including URLs, and 
7,752,129 tweets remained. Finally, we select a subset which are related to “the 
London Olympic game”. Here, we collect 57,414 tweets that contain at least one 
of the 8 keywords listed above, which are closely related to “the London Olympic 
game”, into the subset. Since each of the collected 57,414 tweets contain at least 
one of the 8 keywords, most of them have certain contents regarding “the London 
Olympic game”.

4  Kleinberg’s Bursts Modeling

Kleinberg [1] proposed two types of frameworks for modeling bursts. The first 
type of modeling is based on considering a sequence of message arrival times, 
where a sequence of messages is regarded as bursty if their inter-arrival gaps are 
too small than usual. The second type of modeling is, on the other hand, based on 
the case where documents arrive in discrete batches and in each batch of docu-
ments, some are relevant (e.g., news text contains a particular word) and some are 

1http://www.yomiuri.co.jp/.
2http://www.nikkei.com/.
3http://www.asahi.com/.
4Gorin (“Olympic” in Chinese characters), rondon (“London” in katakana characters), orinpikku 
(“Olympic” in katakana characters), kin medaru (“gold medal”), gin medaru (“silver medal”) 
dou medaru (“bronze medal”), senshu (“athlete”), and nihon daihyo (“Japanese national team”).
5https://twitter.com/.

http://www.yomiuri.co.jp/
http://www.nikkei.com/
http://www.asahi.com/
https://twitter.com/
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irrelevant. In this second type of bursts modeling, a sequence of batched arriv-
als could be considered bursty if the fraction of relevant documents alternates 
between reasonably long periods in which the fraction is small and other periods 
in which it is large. Out of the two modelings, this chapter employs the latter, 
which is named as enumerating bursts in Kleinberg [1].

Enumerating Bursts Suppose that there are m batches of documents; the tth 
batch Bt in the sequence B = (B1, …, Bm) of m batches contains rt relevant doc-
uments out of a total of dt. Let R = 

∑m
t=1 rt and D = 

∑m
t=1 dt. Now, we define 

a 2-state automaton A2, where the state q0 denotes the non-burst state, while the 
state q1 denotes the burst state. For each qi of the two states q0 and q1, there is an 
expected fraction pi of relevant documents. Set p0 = R/D, and p1 = p0s, where 
s > 1 is a scaling parameter, while p1 ≤ 1 holds for p1.

Viewed in a generative fashion, state qi produces a mixture of relevant and irrel-
evant documents according to a binomial distribution with probability pi. The cost 
of a state sequence q = (qi1 , . . . , qim) in A2 is defined as follows. If the automaton 
is in state qi when the tth batch Bt arrives, a cost of

is incurred, since this is the negative logarithm of the probability that rt relevant 
documents would be generated using a binomial distribution with probability pi. 
There is also a cost of τ(it, it+1) associated with the state transition from qit to qit+1

. 
τ(it, it+1) is defined so that the cost of moving from the non-burst state to the burst 
state is non-zero, but there is no cost for the automaton to end a burst and drop 
down to a non-burst. Specifically, when j > i, moving from qi to qj incurs a cost of 
(j − i)γ, where γ > 0 is a parameter6; and when j ≤ i, the cost is 0.

Then, given a sequence of batches B = (B1, …, Bm), the goal is to find a state 
sequence q = (qi1 , . . . , qim) that minimizes the cost function:

σ(i, rt , dt) = − ln

[(

dt
rt

)

p
rt
i (1− pi)

dt−rt

]

6In Kleinberg [1], τ(i, j) is defined not as (j − i)γ, but as (j − i)γ lnm, where m is the number of 
batches in the sequence B = (B1, . . . ,Bm). In this chapter, we omit the term lnm in this definition 
for simplicity.

τ(i, j) =

{

(j − i)γ

0

(j > i)

(j ≤ i)

c(q|B) = (

m−1
∑

t=0

τ(it , it+1))+ (

m
∑

t=1

σ(it , rt , dt))
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5  Applying Time Series Topic Model

5.1  Topic Model

As a time series topic model, this chapter employs DTM (dynamic topic model) 
[3]. Unlike LDA (Latent Dirichlet Allocation) [2], in DTM, we suppose that the 
data is divided by time slice, for example by date. DTM models the documents 
(such as articles of news stream) of each slice with a K-component topic model, 
where the kth topic at slice t smoothly evolves from the kth topic at slice t − 1.

In this chapter, in order to model time series news stream in terms of a time 
series topic model, we consider date as the time slice t. Given the number of topics 
K as well as time series sequence of batches each of which consists of documents 
represented by a sequence of words w, on each date t (i.e., time slice t), DTM esti-
mated the distribution p(w|zn)(w ∈ V, the vocabulary set) of a word w given a topic 
zn(n = 1, …, K) as well as that p(zn|b)(n = 1, …, K) of a topic zn given a document 
b, where V is the set of words appearing in the whole document set. In this chap-
ter, we estimate the distributions p(w|zn)(w ∈ V) and p(zn|b)(n = 1, …, K) by a 
Blei’s toolkit,7 where the parameters are tuned through a preliminary evaluation as 
the number of topics K = 50 as well as α = 0.01.

5.2  The Procedure of Applying a Topic Model to the Mixture 
of News and Twitter

The DTM topic modeling toolkit is applied to the time series document set shown 
in Table 1, which consists of the mixture of the news articles and tweets texts. 
Here, as a word w (w ∈ V) constituting each document, we extract Japanese 
Wikipedia8 entry titles as well as their redirects.

6  Modeling Bursty Topics in a Topic Model

Based on the formalization of Kleinberg’s bursts modeling, this section proposes 
how to model bursty topics [4] among those estimated through the topic modeling 
framework of the previous section.

In the modeling of keyword bursts, Kleinberg [1] simply regarded a document 
as relevant when containing a particular keyword, and then count the number rt of 
relevant documents out of a total of dt. In the modeling of topic bursts [4], on the 

7http://www.cs.princeton.edu/~blei/topicmodeling.html.
8http://ja.wikipedia.org/.

http://www.cs.princeton.edu/blei/topicmodeling.html
http://ja.wikipedia.org/
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other hand, a document b is first regarded as relevant to a certain topic zn that are 
estimated through the DTM topic modeling procedure, to the degree of the amount 
of the probability p(zn|b). The number rt of relevant documents out of a total of 
dt is then estimated simply by summing up the probability p(zn|b) over the whole 
document set:

Once having the number rt, then the total number of relevant documents through-
out the whole batch sequence B = (B1, …, Bm) as R = 

∑m
t=1 rt can be estimated. 

Having the total number of documents throughout the whole batch sequence as 
D = 

∑m
t=1 dt, the expected fraction of relevant documents can be estimated as 

p0 = R/D. Then, by simply following the formalization of keyword bursts pre-
sented in the previous section, it is quite straightforward to model bursty topics in 
a topic model.

7  Modeling Bursty Topics Independently  
from News and Twitter

The previous section describes how to model bursty topics given the result of esti-
mating the time series topic model with DTM. It is assumed in the bursty topic 
modeling of the previous section that the time series documents originate from a 
single source.

In this section, on the other hand, we are given a time series document set 
which consists of the mixture of two types of documents originating from two dis-
tinct sources, e.g., news and tweets. In this situation, we assume that a time series 
topic model is estimated with the mixture of two types of time series documents, 
where the distinction of the two sources is ignored at the step of time series topic 
model estimation. Then, the following procedure presents how to model bursty 
topics for each of the two types of time series documents independently. This 
means, in the case of news and twitter, that, although the time series topic model 
is estimated with the mixture of time series news articles and tweets texts, bursty 
topics are detected independently from news and twitter.

In this bursty topic modeling, first, we suppose that, on the date t (i.e., time 
slice t), we have two types of documents bx and by each of which originates from 
the source x and y, respectively. Then, for the source x, we regard a document bx 
as relevant to a certain topic zn that are estimated through the DTM topic modeling 
procedure, to the degree of the amount of the probability p(zn|bx). Similarly for the 
source y, we regard a document by as relevant to a certain topic zn, to the degree 
of the amount of the probability p(zn|by). Next, for the source x, we estimate the 
number rt,x of relevant documents out of a total of dt,x simply by summing up the 
probability p(zn|bx) over the whole document set (similarly for the source y):

rt =
∑

b

p(zn|b)
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Once we have the number rt,x and rt,y for the sources x and y, then we can esti-
mate the total number of relevant documents throughout the whole batch sequence 
B = (B1, …, Bm) as Rx = 

∑m
t=1 rt,x and Ry = 

∑m
t=1 rt,y. Denoting the total numbers 

of documents on the date t for the sources x and y as dt,x and dt,y, respectively, 
we have the total numbers of documents throughout the whole batch sequence 
as Dx = 

∑m
t=1 dt,x and Dy = 

∑m
t=1 dt,y, respectively. Finally, we can estimate the 

expected fraction of relevant documents as p0,x = Rx/Dx and p0,y = Ry/Dy, respec-
tively. Then, by simply following the formalization of bursty topics presented in 
the previous section, it is quite straightforward to model bursty topics indepen-
dently for each of the two sources x and y. In the following evaluation, we con-
sider the sources x and y as time series news articles and tweet texts shown in 
Table 1. As the two parameters s and γ for bursty topic detection, for time series 
news articles, we compare two pairs s = 4, γ = 3 and s = 3, γ = 2, and for tweets 
text, we compare two pairs s = 3, γ = 2 and s = 2, γ = 1.

8  Evaluation

8.1  The Procedure

As the evaluation of the proposed technique, we examine the correctness of the 
detected bursty topics, where we judge the detected bursty topics as appropriate 
when the following two requirements are satisfied:

(i) For each topic zn, collect the documents b which satisfies zn = argmax
z′

p(z′|b) 
into the set B1st(zn).

Then, judge whether most of the collected documents (both news articles and 
tweets texts) b ∊ B1st(zn) have relatively similar contents.

(ii) Examine the dates when bursty topics are detected, and also examine news 
articles or tweets texts on the dates of the bursty topics, then judge whether 
contents of news articles and/or tweets texts of the bursty topics can be 
regarded as a certain kind of bursts.

More specifically, we evaluate the detected bursty topics per day or per topic. 
As for “per day evaluation”, we examine whether, on each day of the burst, the 
detected burst is appropriate or not. As for “per topic evaluation”, we examine 
whether, for each topic, all of the detected bursts are appropriate or not.

rt,x =
∑

bx

p(zn|bx) rt,y =
∑

by

p(zn|by)

B1st(zn) = {b|zn = argmax
z′

p(z′|b)}
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Out of the whole 50 topics, we manually select 34 that are relevant to “the 
London Olympic games”, and show the evaluation results of detecting bursty top-
ics in Table 2. Here, as the two parameters s and γ for bursty topic detection, we 
show those with s = 4 and γ = 3 for news and s = 3 and γ = 2 for tweets, for 
which we have the highest precision in bursty topic detection.9 We also classify 
the detected bursts per day and detected bursty topics (i.e., per topic) into the fol-
lowing two types:

(a) If, on a day, a topic is detected as bursty for both news articles side and tweets 
texts side, then we judge that the bursty topic is shared between news and 
twitter on the specific day of the burst. We also count the number of distinct 
topics for all of the detected dates of bursts.

(b) Otherwise, we judge that the bursty topic is detected only in one of news and 
twitter on the specific day of the burst. Also, separately for news and for twit-
ter, we count the number of distinct topics for all of the detected dates of 
bursts.

In Table 2, precisions of the bursts of type (a) are shown in the column “precision 
of bursts detected in both news and twitter on the same date/topic”, while those of 
the bursts of type (b) are shown in the column “precision of bursts detected only in 
one of news and twitter”, separately for news and for twitter.

8.2  Evaluation Results

As shown in Table 2, for the bursty topic of type (b) that is detected only in one of 
news and twitter, precisions for both “per day” and “per topic” evaluation are 

9Those evaluation results are still based on inside evaluation, which means that the two param-
eters s and γ are optimized with the news and tweets for evaluation we show in this chapter. 
However, we tune the two parameters across the 34 topics for evaluation, where we observed that 
the optimal values of the two parameters are mostly consistent across 34 topics for evaluation. 
Parameter optimization with held-out training data is one of our future work.

Table 2  Evaluation results: detecting bursty topics (for 34 Topics relevant to “the London 
Olympic Games” out of the whole 50 topics)

Precision of bursts detected in both news 
and twitter on the same date/topic (# of 
correctly detected bursts/# of detected 
bursts)

Precision of bursts detected only in one of 
news and twitter (# of correctly detected 
bursts/# of detected bursts)

News Per day: 87.5 % (14/16) Per day: 100 % (2/2), per topic: 100 % 
(1/1)

Twitter Per topic: 87.5 % (7/8) Per day: 100 % (32/32), per topic: 100 % 
(13/13)
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100 % (both for news and twitter).10 This result clearly shows that the proposed 
technique is quite effective in detecting many bursty topics that are observed only 
in twitter.

For the bursty topic of type (a) that is shared between news and twitter, over 
detection of bursty topics is only for one topic, which is about “politics”. The 
reason why this over detection occurred is mainly because we observed fewer 
numbers of news articles and tweets on politics during the period of “the London 
Olympic games”, and then, the periods other than “the London Olympic games” 
are detected as bursty.

Also for the bursty topic of type (a), reasons of bursts in news articles and 
tweets texts are almost the same as each other. This result clearly supports our 
claim that the proposed technique is quite effective in detecting closely related 
bursty topics in news and twitter.

8.3  Examples

Figures 1 and 2 plot the optimal state sequence for the topic “wrestling” and “soc-
cer” for both news and twitter. For those two topics, some of the bursts are shared 
between news and twitter, so we also show the results of aligning bursts between 
news and twitter. Figure 3 also plots the optimal state sequence for the topic “good 
looking athletes”, where for this topic, all the documents are from the source twit-
ter and bursts are detected only for twitter. In Figs. 1, 2 and 3, we compare per-
formance for two pairs of the values of the parameters s and γ, i.e., s = 4, γ = 3 
and s = 3, γ = 2 for news articles, while s = 3, γ = 2 and s = 2, γ = 1 for tweets 
texts.

First, as shown in Fig. 1, in the case of the topic “wrestling”, in both news 
and tweets, bursts are detected when each of three wrestling athletes won a gold 
medal in the women’s wrestling. Also as shown in Fig. 1a, in the case of news arti-
cles, when detecting bursty topics with values of parameters as s = 3, γ = 2, we 
observe an additional burst focusing on the fact “Yonemitsu won a gold medal in 
the men’s wrestling”. By carefully examining the news articles of the topic “wres-
tling” on that day, we found that they reported that another wrestling athlete won 
a bronze medal, and they also had articles on reporting the fact that Japan won a 
gold medal in the men’s wrestling for the first time in 24 years. Also by carefully 
examining tweets texts of the topic “wrestling” on that day, we found that people 
did not pay so much attention to the event, compared with the days when each of 
the three wrestling athletes won a gold medal in the women’s wrestling.

10Although Table 2 only shows the evaluation results for 34 topics that are relevant to “the 
London Olympic games”, even for the whole 50 topics, precision of the detected bursty topics is 
about 90 % per day/topic for both news articles and tweet texts.
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Next, as shown in Fig. 2, in the case of the topic “soccer”, in both news and 
tweets, bursts are detected when Japan won the first games in the men’s soccer and 
the women’s soccer. However, after that event, we observed bursts only in tweets. 
Throughout the whole period of “the London Olympic games”, both Japan’s 
men’s and women’s soccer national teams continued to win the games until they 
had the semifinals. This is why people kept paying attention to soccer in “the 
London Olympic games”. It is also true that they reported the results of the games 
of Japan’s men’s and women’s soccer national teams in news articles. However, 
throughout the whole period of “the London Olympic games”, the number of news 
articles reporting the results of the Olympics soccer games were constantly large 
and it is rather difficult to be judged as bursty in time series news.

Finally, Fig. 3 shows the case of the topic “good looking athletes”, where bursts 
are detected only for twitter. It is surprising that tweets that mentioned good look-
ing athletes are collected altogether in this topic. Many tweets collected in this 
topic on the non-bursty days said that one who posted the tweet likes a certain 

(a)

(b)

Fig. 2  Optimal state sequence for the topic “soccer”. a News. b Twitter
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athlete. And, those tweets share the terms senshu (athlete) and suki (like). This 
means that, throughout the whole period of “the London Olympic games”, many 
people posted that they liked certain athletes. But, especially on the days when 
the bursts were observed, much more people posted that the Japanese judoka 
Matsumoto and the German gymnast Nguyen were so impressive because of their 
looking. This is why we observed bursts on those days. These bursts are typical 
cases of source specific bursts that are observed only for twitter. Obviously, spe-
cific benefit of detecting such source specific bursts observed only for twitter is 
that the proposed model is sensitive to people’s concerns and opinions that are 
not directly concerned with events reported in news. This is actually beneficial for 
governments that carefully watch people’s concerns and opinions, especially when 
they are regarding issues other than those reported in news such as subcultures like 
comics and cartoon films.

9  Related Work

Compared with related works, the proposed method has its own significance in that 
it applies the Kleinberg’s burst modeling to statistical time series topic models such 
as DTM [3]. This chapter shows that the Kleinberg’s burst modeling can be easily 
applied to statistically estimated time series topic models in a quite straightforward 
fashion. Furthermore, this chapter shows that, even though we estimate the time 
series topic model with the document stream of the mixture of news and twitter, we 
can detect bursty topics independently both in the news stream and in twitter.

Fig. 3  Optimal state sequence for the topic “good looking athletes” (observed only in twitter)
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Mane and Borner [5] also employs the Kleinberg’s modeling of keyword burst 
and applies it to the time series scientific publications. Unlike our approach, how-
ever, Mane and Borner [5] represent topics in terms of co-occurrence matrix of 
frequent and bursty keywords. AlSumait et al. [6] also studied how to rank LDA 
topics in terms of their significance, although AlSumait et al. [6] did not study 
time series document streams nor the issue of bursty topics.

Wang et al. [7] studied how to detect correlated bursty topic patterns across 
multiple text streams such as multilingual news streams, where their method con-
centrated on detecting correlated bursty topic patterns based on the similarity of 
temporal distribution of tokens. Zhang et al. [8] also studied how to apply an evo-
lutionary hierarchical Dirichlet process to the task of time series topic modeling 
of more than one correlated time series information sources such as news streams 
and blogs.

Some of recent works on event detection from document streams focused on 
techniques of detecting events in twitter (e.g., Petrović et al. [9], Weng and Lee 
[10], Li et al. [11]), where most of those techniques rely on keyword bursts. In our 
framework, on the other hand, we reply on topics estimated through topic mod-
eling techniques, which is the most important difference between previous works 
and the technique proposed in this chapter. Unlike those works above, Diao et al. 
[12] proposed a topic model for detecting bursty topics from microblogs, where 
we are planning to comparatively evaluate our DTM based bursty topic detection 
technique with that of Diao et al. [12]. One of the major differences between our 
proposal in this chapter and that in Diao et al. [12] is in that we mainly focus on 
the modeling of correlation and difference between news and twitter.

10  Conclusion

This chapter presented a framework of detecting bursty topics of correlated news 
and twitter, and discusses how to integrate the framework into government ser-
vices. Especially, as a specific application of the proposed framework of detecting 
bursty topics of correlated news and twitter, this chapter gave an example of col-
lecting news and twitter that are related to “the 2012 London Olympic game” and 
applying the proposed framework.

From a technical viewpoint, this chapter studied an issue of time series topic 
modeling and bursty topic detection of possibly correlated news and twitter. This 
chapter first modeled the correlation of time series news and twitter by applying a 
time series topic model to the document stream of the mixture of time series news 
and twitter. This approach successfully modeled the time series topic models of 
news and twitter as closely correlated to each other. We actually observed that, 
although the length and term distribution of news and twitter texts have quite dif-
ferent nature, the approach of having the mixture of time series news and twitter 
is quite beneficial in terms of ignoring the noise in twitter. Quantitative evalua-
tion on the advantage of this approach is one of our future works. Next, we divide 
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news streams and twitter into distinct two series of document streams, and then we 
apply our model of bursty topic detection based on the Kleinberg’s burst detection 
model. This approach again successfully modeled the difference of the two time 
series topic models of news and twitter as each having independent information 
source and its own concern.

Future plans include improving the proposed framework through a larger scale 
evaluation from various perspectives. Evaluation of recall should be introduced 
within the overall evaluation procedure. Parameters of topic models such as the 
number of topics should be examined through further evaluation. Other topic mod-
els such as hierarchical ones should be also examined. More theoretical formali-
zation where topic estimation and bursty topic detection are integrated within a 
single model is also along the direction of future plans. Another issue is how to 
incorporate online features in the process of detecting bursty topics, where bursty 
topics should be detected exactly on their early dates when their bursts start with-
out any future time series stream data. Toward this direction, online topic models 
such as on-line LDA [13] should be examined.
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Abstract Social media monitoring and webcare are gradually becoming common 
practice in public organizations in the Netherlands. This chapter focuses on web-
care, i.e. the act of engaging in online communication with citizens to address cli-
ent feedback. We investigate four cases of webcare by Dutch public organizations. 
The main goal of webcare is to gain a better insight into relevant sentiments within 
target groups. Reputation management and anticipation of clients’ questions and 
needs prevail in this endeavour. Improvement of information provision and service 
delivery on the basis of citizens’ feedback are other important motives. In some of 
our cases, signs of co-production are visible. However, in none of the cases are the 
impacts of webcare systematically monitored.
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1  Introduction

Social media are becoming important instruments for interactions between govern-
ments and citizens [13]. Social media technologies enable citizens to be “active 
participants in creating, organizing, sharing, commenting, and rating Web content 
as well as forming a social network through interacting and linking to each other” 
[7, p. 2]. Clearly, the public sector could benefit from the capabilities of social 
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media tools, which include, but are not limited to, micro-blogs, content communi-
ties, social network sites, multimedia sharing, and internet-based platforms [8, 21]. 
At the same time, the organizing and sharing potential of social media poses sev-
eral challenges for public organizations. Social media facilitate a scale shift that 
makes the organization of collective action, with large numbers of participants, 
more efficient [6]. Strategic surprises may occur through the number and con-
tent of virtual complaints about the quality of public services. The revolt of Dutch 
secondary school students in 2007 is one such example. The rapid expansion of 
issues regarding the quality of education and the ad hoc synchronization of mes-
sages in web-based protest politics produced a strategic surprise for the Ministry 
of Education [3]; see also [27].

Public organizations may perceive a need for strategies to cope with these sur-
prises. These strategies include social media monitoring and webcare. This chap-
ter addresses the practice of webcare by public organizations in the context of 
service delivery. In this context, webcare can be defined as the act of engaging in 
online communication with citizens (in their role of clients of public services) by 
actively searching the web to address client feedback (e.g. questions, concerns, 
and complaints), with the aim of improving the quality of public service delivery.1 
Social media monitoring means actively searching the web to retrieve online com-
munication between clients without engaging in online interactions with them. 
Various software tools are available to perform this activity. In many cases, agen-
cies need first to monitor the online platforms on which their services are likely to 
be discussed. In other words, social media monitoring can be followed up by 
webcare.

In terms of public values, social media monitoring and webcare entail some 
tensions. On the one hand, they can facilitate the tuning of policies to citizens’ 
needs and demands, and this may result in more responsiveness. On the other 
hand, webcare involves communication with ordinary citizens in virtual domains 
that they may perceive as private. This poses ethical questions, especially when 
the public agency is not transparent regarding its activities vis-à-vis social media 
users. Our central research question is how public organizations use webcare, for 
what purposes, and how they deal with aspects regarding privacy and transpar-
ency. The empirical part of the chapter addresses emerging practices of webcare 
in four public organizations in the Netherlands. Section 2 introduces webcare, 
indicating the origins of these practices in the private sector. Section 3 presents 
our theoretical framework and discusses a number of dilemmas. Section 4 presents 
the research strategy and the analytical framework. Section 5 analyses the four 
selected cases. Section 6 concludes and provides further reflections on this new 
phenomenon of webcare by public organizations.

1This definition is based on van Noort and Willemsen [33], who refer to webcare by companies 
in support of customer relationship, reputation, and brand management.
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2  Webcare: A First Exploration

The rapid increase in citizens’ usage of internet and social media, the possibility 
of strategic surprises, and security threats have induced governments to develop 
various online strategies and tools. The use of tools to access and follow relevant 
communications on social media, as well as to engage in online communication 
with citizens and clients, is a new development. Social media monitoring and web-
care have their origins in the private sector. Dutch examples of companies deploy-
ing webcare teams are ING Bank, Rabobank, KLM Royal Dutch Airlines, and the 
Dutch Railways (NS).

Broadly speaking, these practices are aimed at customer relationships and repu-
tation management. Most publications about these practices and tools are hand-
books for companies (e.g. [9, 26, 29]). Building on van Noort and Willemsen’s 
[33, p. 133] definition of webcare in the private sector, we define webcare as the 
act of engaging in online transactions with citizens to provide information and to 
address questions, concerns, and complaints. Two forms of webcare can be dis-
tinguished. In reactive webcare, messages are sent in a situation of two-way or 
dialogical communication, in which participating citizens may expect the organi-
zation to react to their individual comments. In proactive webcare, messages are 
sent unsolicitedly [33]. In many cases, webcare will be preceded by social media 
monitoring, which involves “the continuous systematic observation and analysis of 
social media networks and social communities” [12].

3  Theoretical Framework

3.1  Theoretical Approaches to Social Media Monitoring  
and Webcare

Bekkers et al. [4] distinguished three approaches to social media monitoring and 
webcare, namely, a rational-instrumental, a political-strategic, and a communica-
tive approach. The three approaches start from different premises about the rela-
tionship between the monitoring organization and the monitored subjects.

In the rational-instrumental approach, social media monitoring and webcare are 
primarily conceived of as a means to find out what is going on in the virtual world 
in order to intervene in this environment with communication that can be expected 
to be successful in accomplishing certain policy goals. The main advantage of 
social media monitoring in this approach is that it can be a useful tool to identify 
relevant trends in society, citizens’ opinions about specific policy issues, and tar-
get groups’ needs. Furthermore, social media monitoring, if embedded in webcare, 
can be used to correct false, incomplete, or misperceived statements by citizens on 
social media. Webcare is primarily aimed at fine-tuning policies within the exist-
ing policy frameworks.
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In the rational-instrumental approach, social media monitoring faces several 
risks. First, the reliability and quality of information shared in social media can be 
doubtful [2]. There is a strong perception that an overwhelming amount of irrel-
evant ‘noise’ and ‘chatter’ flows through social media outlets [5, 31]. Furthermore, 
social media can distribute and enlarge news very quickly, potentially leading 
to lots of attention on incidents and misconceptions of the day. Third, it is often 
unclear whether the participants in social media are representative of a larger 
group. It is a real challenge to select and interpret the relevant and representative 
signals from the mass of online interactions. An important risk of social media 
monitoring is that it can result in information overload, which can result in a ‘para-
dox of choices,’ in which one cannot see the wood for the trees [25]. For all these 
reasons, social media monitoring can entail an overestimation of the signalizing 
power of public sector organizations, i.e. their ability to detect and select relevant 
signals from citizens.

In the political-strategic approach, the public agency acknowledges the pres-
ence of other actors in the environment who have their own orientations, goals, 
and action plans. Information is seen as a source and an object of power [23]. In 
this approach, agencies perceive their clients not as passive recipients of commu-
nicative interventions, but as active players and opposite numbers. Information 
generated by social media monitoring can be used by government agencies to 
serve their organizational interests, for example to find out what is being said 
about the agency and its policies. In this way, social media monitoring and web-
care can contribute to online reputation management. Through webcare, govern-
ment agencies can try to mitigate (potential) resistance to a policy measure by 
influencing citizens’ points of view in certain directions. In this context, one can 
speak about ‘strategic communication’.

However, online interactions with citizens and clients are politically risky. 
Statements or messages on social media sent by public organizations can be mis-
perceived or unwelcomed by citizens, thereby (further) harming the public organi-
zations’ reputation. Furthermore, information that a public service agency puts on 
social media can be wrong or incomplete, a mistake, or a result of insufficient 
internal coordination. Information can also be political, although public service 
agencies are expected not to make political statements. An example is a police 
chief who made a political statement about a Dutch political party. This was a 
clear case of misjudgement. Specific conditions pertaining to the character of 
public organizations also constrain the use of webcare for strategic communica-
tion. Government organizations face some formal restrictions and regulations in 
their interactions with citizens because in representative democracies they have 
to consider the primacy of politics. Political decision makers function within a 
highly politicized environment. Public servants always have to ensure that their 
statements are consistent with the policies endorsed by the political decision 
makers.

In the communicative approach, social media monitoring and webcare are 
aimed at a co-production of policies [15] on the basis of a shared problem defi-
nition. The first stage involves gathering information about citizens’ perceptions, 
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needs, grievances, and demands, and getting feedback about policies that are being 
developed or implemented. In the second stage, government organizations react 
to, and interact by organizing ‘collective intelligence’ [30]. This can result in new 
ideas and lead to policies that are better attuned to the problems experienced on 
the ‘work floor’ of public policies and in the life world of citizens.

An important risk in this communicative approach is that monitoring can be 
perceived as an unwelcome interference in peer-to-peer interactions or even a vio-
lation of privacy in the social media domain. Furthermore, webcare raises certain 
expectations among the participants. In a communicative approach, a government 
agency has to be sincere and consistent in its behaviour, in terms of giving serious 
attention to citizens’ wishes and grievances, and providing room for real coopera-
tion in designing policies. The risks concerning the primacy of politics in repre-
sentative democracy also apply.

3.2  The Main Challenges of Social Media Monitoring  
and Webcare

The three approaches indicate the most important goals or driving principles [24] 
of social media monitoring and webcare. First of all, social media monitoring and 
webcare can be used to strengthen the effectiveness and efficiency of public ser-
vice delivery, by fine-tuning and adapting public services, and by serving a vari-
ety of customers together (‘one to many’ principle). However, ethical questions 
regarding privacy and transparency are at stake, especially when agencies enter 
online communities which the participants regard as private [1]. ‘Perceived pri-
vacy’ denotes “the degree to which group members perceive their messages to be 
private to that group” [14, p. 126]. If citizens’ online activities take place in net-
works that are (perceived by them as) public, social media monitoring can be seen 
as an extension of traditional media monitoring directed at gauging public opinion 
on political issues. Few ethical considerations seem to apply when these commu-
nications are used for social media monitoring and webcare. When citizens com-
municate on networks that they perceive as private, social media monitoring and 
webcare can be seen as an unwelcome intrusion into their private sphere [2, 11].  
If the perceived privacy of a social network is higher, there is a greater need to 
approach the network as protected [10]. Public organizations can make differ-
ent ethical decisions based on their organizational goals and the role of citizens. 
Webcare by the police and the tax agency, where the citizen has the position of 
a subject of the state, has a different function than social media monitoring by 
public agencies with a service function, such as in the domains of education and 
welfare [4]. The position of a subject of the state implies that the notion of com-
pliance with rules and regulation takes precedence over considerations regarding 
reputation.

Secondly, public organizations can engage in webcare activities to increase their 
reputation or to avoid reputational damage. Webcare activities provide various 
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opportunities for approachable interactions with citizens, or to react to questions or 
complaints from citizens. However, wrong information or political statements by 
civil servants can harm the reputation of public organizations.

Webcare can also facilitate more responsiveness. This can be accomplished in 
a top-down manner by fine-tuning communicative messages and policy content to 
citizens’ wishes. However, it can also be used to facilitate governance processes 
in which citizens participate on a more or less equal footing with public offi-
cials, and in which public organizations take into account the ideas and sugges-
tions expressed by citizens. The emergence of the governance paradigm since the 
1990s reflects the attention that should be paid to the network interactions through 
which actors with different interests, beliefs, and resources co-produce policies 
(e.g. [28]). Social media constitute a new challenge to the classic government par-
adigm, because they can facilitate bottom-up participation and self-organization. It 
is interesting to investigate how webcare can support co-production with citizens 
and responsiveness.

3.3  Conceptual Framework

The use of social media monitoring and webcare can be placed in a broader frame-
work of involving citizens through social media interactions in public service 
delivery. Figure 1 presents this broader overview.

2.Citizen involve-
ment in public 
service delivery

Gathering information about 
situations and user needs

Gathering information about 
situations and public services

Adapting regulations to 
facilitate self-provision and 
other forms of support

1.Fine-tuning of,
releasing

information on,
public services

3.Co-production in 
public service 

delivery

4. Self-provision of 
public service

Anticipating user needs Adapting public services to 
user demands

Reciprocal cooperation on 
the basis of user ideas and 

policy assumptions

Sharing information and 
experiences

Micro-mobilisation, self-
organization

Fig. 1  Involving citizens through social media interactions in public service delivery
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The upper part of the figure represents the agency’s online activities, the lower 
part the online activities of citizens. These activities are ordered along a ‘ladder of 
participatory social service delivery’. Building upon Mergel’s [17] conceptualiza-
tion of three objectives of social media uses by governments (transparency, partici-
pation, and collaboration), we distinguish four models of public service delivery. 
In the first model, a government agency uses social media monitoring and webcare 
for gathering information about user needs. This information can be tapped from 
social media platforms, where users share information and experiences about pub-
lic services and their life circumstances. This enables the agency to better antici-
pate user needs and to fine-tune their service delivery. In this model, there is no 
direct citizen involvement in the design of service delivery. Government informa-
tion about public services is broadcast via social media sites. The second model 
provides for citizen engagement in public service delivery. Citizens are invited to 
provide opinions and give their feedback. Alternatively, users can organize them-
selves through social media (‘micro-mobilization’: [3]), thereby expressing their 
demands unsolicitedly. Depending on the openness and responsiveness of agen-
cies, this will lead to public services being adapted to user demands. Webcare 
involves dialogical communication, in which participating citizens may expect 
the agency to react to their comments (‘reactive webcare’: [33]). The third model 
(co-production) indicates a higher level of citizen engagement. In this case, social 
media are used for reciprocal conversations that might lead to innovative insights 
and ideas on how existing services can be improved or new services can be con-
ceptualized. Community building can be an outcome of collaboration [17]. In col-
laborative practices, user ideas are treated on an equal footing with policymakers’ 
assumptions (‘reciprocal cooperation’). Under certain conditions, citizens may 
attempt to satisfy their needs by self-provision of services. These conditions may 
include situations of combined market and government failures [22], but in some 
countries (the United Kingdom and the Netherlands are prominent examples: [34]) 
governments are deliberately and explicitly encouraging citizens to create self- 
production arrangements, especially in the domains of care and neighbourhood 
and community services. Social media and online collaboration platforms enable 
citizen groups and communities to self-organize and engage in self-service [15].

4  Research Design

4.1  Research Strategy

The strategy adopted in this research is a multiple case study approach. A case 
study recognizes the complex nature of social phenomena in a coherent and inte-
grated way, thereby acknowledging the complex and meaningful interaction 
between relevant social processes and actors instead of limiting the study of social 
phenomena to a very specific set of variables and the relations between them [35]. 
We sought cases of (semi-) public organizations that fulfil or deliver different 
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types of tasks and public services, from which we selected four. The first case is 
the Dutch Tax and Customs Administration. This agency fulfils a traditional gov-
ernment function, in which the citizen has the role of a subject rather than a cli-
ent. However, because the effective implementation of taxation laws depends on 
compliance, the agency’s reputation among the taxpayers is an important concern. 
This organization started social media monitoring activities in 2009. Two years 
later, the webcare domain was explored by a Twitter experiment around citizens’ 
questions about tax returns. More webcare pilots followed. The second case is the 
Employee Insurances Implementing Agency. The tasks of this agency are com-
prised of government functions that are typical for the welfare state. The role of 
the citizen is that of both a subject and a client. To a certain extent, this agency can 
adapt its services to the specific needs of (individual or categories of) clients. This 
agency formed a webcare team in 2009 with the idea of increasing customer sat-
isfaction. The third case is the Dutch Police. The maintenance of domestic order 
and security is a traditional government function, and in this respect is of the same 
type as taxation. However, effective policing, especially at local level, entails close 
relationships between the police and local residents. Local policing is a public 
service, the implementation of which can be adapted to the needs and wishes of 
the public. Moreover, (local) policing is dependent on information from the pub-
lic. The fourth case is an institution for secondary education (‘ROC Mondriaan’), 
comprised of five campuses in the western part of the Netherlands. The system 
of secondary education in the Netherlands is characterized by public funding of 
privately governed (including privately founded) schools. In the 1990s, the system 
underwent a process of deregulation and autonomization. Moreover, the govern-
ment has encouraged larger schools and school mergers. As a result, the Dutch 
system approaches a market-like situation relatively closely [32].

We used different research techniques to collect the empirical data, namely, a 
combination of desk research and semi-structured interviews. The interviews were 
conducted in two time periods. In 2012 and 2013, we conducted interviews with 
five public servants responsible for social media monitoring and webcare within 
the tax agency and the employees’ insurance agency. Some additional questions 
to the two agencies were answered by e-mail. In 2014, we conducted additional 
enquiries by e-mail with our contact persons within these two agencies. In 2012, 
we conducted five interviews with police officers and communication staff in the 
Rotterdam-Rijnmond police region. The data collection for the Dutch Police case 
is also based to a great extent on secondary sources (research reports and articles). 
We conducted two interviews with communication staff in the ROC Mondriaan in 
2014.

4.2  Analytical Framework

Our analytical framework, presented in Table 1, consists of a framework of topics 
and items for the description of cases, combined with key characteristics of the 
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three theoretical approaches referring to the goals of webcare, and its usage. This 
framework also covers the topics discussed in the second round of interviews.

5  Analysis

5.1  The Dutch Tax and Customs Administration

The interest in social media monitoring and webcare that had been gradually tak-
ing hold in the Dutch Tax and Customs Administration (Belastingdienst) was 
given concrete form in 2009. This interest was not triggered by a strategic sur-
prise but was rather driven by an innovative quest for more organizational open-
ness. Because the implementation of taxation laws strongly depends on taxpayers’ 
compliance, the agency’s reputation among the taxpayers is an important con-
cern. Furthermore, efficiency considerations were important because the facili-
ties for telephone communication with taxpayers were becoming more and more 
overburdened.

Goals—The tax agency’s primary goal in social media monitoring is to gain 
insight into taxpayers’ sentiments about taxes and their images of the organiza-
tion. Many sentiments on the internet are fuelled by the traditional press: “Popular 
moods in the traditional media often result in a snowball effect on social media” 
(interview). A second goal is to gain a better insight into the questions and prob-
lems that clients have with their tax return forms. This can result in a fine-tuning 
of the information provided to taxpayers as well as in more client-friendly imple-
mentation procedures.

Table 1  Analytical framework

Primary topics Research items/characteristics

Goals – Goals of webcare
   Effectiveness, efficiency
   Reputation management
   Dialogue, co-production

Way of operating, 
Surveillance

– Selection of medium, relevant online forums and communities
– Selection of relevant content
– Performers of webcare within the organization
– Analysis of communication
–  Position of webcare in communication package of the 

organization
– Openness towards social media users

Usage – Usage of results of webcare, e.g.
   Anticipating user needs, fine-tuning
   Adapting services to user demands
   Co-production of services

Effects – Effectiveness, strategic control, responsiveness
– Costs and benefits (efficiency)
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Way of operating—The agency focuses more or less permanently on a small set of 
online communities where members of important target groups communicate about 
tax issues. Until now, the number of personnel engaged in social media monitor-
ing and webcare has been very limited, but the agency’s ambition is to enlarge this 
capacity. In 2014, the webcare team became a line department, so webcare activities 
are strongly embedded in the organization. Furthermore, the professionalization of 
the webcare team has been strengthened through training, including social and lan-
guage skills. Process indicators have been developed to steer the webcare process.

Since 2011, the agency has launched various experiments with webcare, includ-
ing a Twitter experiment to help people with filling in their tax return forms. This 
experiment is celebrated as a success within the organization. Since 2012, the 
webcare team has been present with reactive webcare (direct interaction) on some 
online forums—including higherlevel.nl, a platform for entrepreneurs with innova-
tive ideas. When necessary, the webcare team participates in discussions and 
answers questions. Only small steps are being taken in webcare because of the 
(potential and perceived) risks of interaction with citizens, for example by making 
errors that could damage the reputation of the organization.2

Surveillance—The agency is transparent about its involvement when giving 
answers to taxpayers’ que stions. Because of the agency’s reactive webcare pres-
ence on some online forums, participants can be aware of the agency’s presence 
in terms of monitoring as well. On the higherlevel.nl website, the tax agency is 
named as one of the partners.
Usage—Insights yielded by social media monitoring into the sentiments of tax-
payers can lead to concrete interventions in the context of reputation management. 
Various managerial issues are addressed in the webcare team so that the organiza-
tion is less vulnerable as well as more client-friendly. For instance, signals from 
clients about weaknesses in the information provided result in improvements in 
website content.
Effects—Analysis of the Twitter experiments showed that the community appreci-
ated this initiative and that many questions were answered [16]. According to our 
interviewee, it is very difficult to measure the effects of webcare, specifically to 
ascertain whether it leads to adjusted images of the organization and gains in terms 
of efficiency and quality of service delivery.

5.2  Employee Insurances Implementing Agency

The Employee Insurances Implementing Agency (UWV) is an autonomous 
agency that implements the laws and regulations on unemployment benefits and 

2One such example is a Tweet from a civil servant working at the Dutch Department of Security 
and Justice. She characterized Islamic State as a Zionist plan to cast Islam in a bad light. After 
this Tweet, she was suspended.
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employment reintegration. Against the background of a thorough reorganization 
process aimed at more efficiency and client satisfaction, the UWV decided to 
use the internet as its primary communication channel. In 2009, the organization 
started a pilot with social media monitoring, followed one year later by webcare.

Goal—The UWV’s primary webcare goal is to help clients with their questions 
in their own virtual environment. The social media monitoring pilot revealed that 
clients often pose questions to one another about benefits and regulations. In quite 
a few cases however, they get wrong answers from other people. Another goal 
concerns the conversion from individual answers by telephone to answers within 
an online community, which is more efficient for the organization. Reputation 
management is not a primary goal of social media monitoring and webcare in this 
case; rather, it is seen as a by-product of better service and more client satisfaction.
Way of operating—The webcare team consists of about five experienced employ-
ees of the Client Contact Centre. Special attention is given to complaints. In most 
cases, questions are dealt with by placing links in communities to information on 
the UWV’s website. In this way, the UWV maintains unity in information provi-
sion and tries to strengthen clients’ self-reliance. Clients with complicated ques-
tions are contacted by telephone.
Surveillance—At the beginning, when the webcare started, negative reactions 
were encountered from clients who wondered why the UWV was penetrating 
‘their’ communities. Since then, webmasters and moderators of communities 
and web forums have been informed beforehand about the UWV’s virtual pres-
ence and the goals behind it. They then inform their forums and in this way often 
serve as ambassadors for the UWV. In November 2012, the webmaster’s team of 
the ‘partners-in-misfortune-forum’ (lotgenotenforum.nl) congratulated the UWV’s 
webcare team on winning the public’s Accenture Innovation Award.
Usage—The organization is trying to develop a more proactive approach to infor-
mation provision. As noted above, one important aim of webcare is to strengthen 
clients’ autonomy and self-reliance in solving their problems. A further usage of 
the webcare results would consist of offering products and services that make this 
possible. This can be seen as a specific way to enhance responsiveness.
Effects—According to our interviewee, the return on investment in webcare is dif-
ficult to establish. Gaining a better insight into the impact of webcare on efficiency 
and quality of service delivery is currently one of the UWV’s priorities.

5.3  The Dutch Police Force

The Dutch Police Force is increasingly using social media to send information to 
citizens and to receive information from citizens. The number of Twitter accounts 
within the police organization is growing rapidly, especially among community 
police officers. New media, such as Twitter, are supposed not only to help the 
police to communicate effectively and fast with large groups of citizens, but also 
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to facilitate citizen input in police work. The use of Twitter can also contribute to 
police effectiveness and public trust in the police [20].
Goals—The Dutch police use Twitter to strengthen their contacts with citizens, 
to boost feelings of safety, to urge citizens to take preventive action, to improve the 
knowledge, and the image, of the police (reputation management), and to obtain infor-
mation from citizens about criminal investigations [19]. A distinction can be made 
between two levels. At the local level, community police officers use social media in 
order to improve safety in neighbourhoods. At the regional level, social media are pri-
marily used by the police with the intention of strengthening the detection of crime.
Way of operating—Twitter is used by police officers at various levels in the organ-
ization. Most Twitter communication takes place through decentralized channels. 
The number of centrally controlled Twitter accounts is lower, but these accounts 
are used more intensively and have a much bigger audience than the decentralized 
Twitter accounts. The message content of Tweets is quite diverse. Police officers 
tweet messages about criminals that have been apprehended, they tweet informa-
tive messages about traffic situations and warnings about specific crime scams, 
they ask citizens for information about crime and inform them about safety in 
the neighbourhood, and they urge citizens to stay alert to certain types of crime. 
A rather successful system implemented nationwide in 2012 (after two pilots 
between 2004 and 2006) is Burgernet (‘Civil network’), a cooperation between 
citizens, municipalities, and the police, aimed at enhancing safety in the local 
environment [18]. Citizens who are willing to participate register on the Burgernet 
website by providing their name and address. They receive messages from the 
police and the municipality via SMS, e-mail, Twitter, or a special Burgernet app. 
These messages are aimed at engaging citizens by alarming them, tracing suspect 
or missing persons, and the less time-critical activities of informing and involving. 
Citizens are viewed as partners in the domain of safety, a focus which constitutes 
a dimension of co-production. However, the use of Burgernet in specific situations 
can be initiated only by the police, not by citizens.

The police officers tweet thousands of messages every day which are received 
by more than one million (non-unique) followers [20]. Most police departments 
have strict guidelines for Twitter use that prescribe how the medium should be 
used. Policy officers are generally instructed to ensure that their messages are in 
line with department policies and the general ‘Code Blue’. Nevertheless, errors 
can be made. An example is a police chief who compared the Dutch Party for 
Freedom (Partij voor de Vrijheid) to a fascist organization. After this political 
statement, the police chief was put on non-active duty. These incidents can dam-
age the reputation of the police. Improper use of Twitter can also have a negative 
effect on police investigations when sensitive information leaks out. The manage-
ment of communicative risks is an important challenge for the Dutch police [20].
Effects—The perceived benefits of social media in this context are the realization 
of a better network in the neighbourhood, the police sharing better information, and 
better informed citizens. This can improve the detection of crimes and co-produc-
tion in the security domain. However, it is too early to detect ‘hard’ effects, because 
the use of social media by the police is still in an experimental phase.
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5.4  ROC Mondriaan

ROC Mondriaan is an institution for intermediate vocational education. It offers 
education to 18,000 vocational students and 4000 adult students. It employs about 
1900 teachers and staff. The interest of this school in crisis management, includ-
ing social media monitoring and webcare activities, was triggered by a strategic 
surprise in September 2011, namely, a weapon incident at one ROC Mondriaan 
location in Delft. In January 2015, another incident occurred at the same location.

Goals—The primary goal of social media monitoring in this case is to find out 
what is being said about the school (reputation management) and to anticipate pos-
sible calamities (strategic issue management). An important goal of webcare is 
to inform (potential) students and other relevant stakeholders and to answer their 
questions.

Way of operating—On the central level of ROC Mondriaan, two employees 
within the communication department are involved in monitoring social media and 
webcare, in addition to their other (offline) activities. Social media activities are 
not part of a specific online strategy. ROC Mondriaan does not have specific social 
media guidelines for their employees, because the school relies on the profession-
alism of its staff. The practical advice of the communication department is to ‘use 
common sense’.

A challenge is that social media are fast, but in an organization of 28 schools a 
quick response is not always possible. At specific times, especially during holidays, 
schools are closed and cannot answer (online) questions from (potential) students. 
“Because of the costs, it is unthinkable for schools to be online 24/7” (interview).

Surveillance—Searching activities online are based on a combination of gen-
eral search terms (for example ‘ROC Mondriaan’) and customized search terms, 
based on specific incidents (for example fraud and violence at schools). One 
problem with social media software is the high level of irrelevant data. “For ROC 
Mondriaan in The Hague it is less relevant to identify online what is going on at 
another ROC” (interview). Another problem is that a growing number of young 
people, including students, use mobile social media like WhatsApp instead of 
Twitter and Facebook.

Usage—Within ROC Mondriaan, around 50 Twitter accounts are in use. The 
utilization of these bottom-up-activated accounts varies. Some Twitter accounts 
are hardly ever used, whereas others are used actively. The perception exists that 
many accounts are opened without the intention to interact. “Some accounts are 
opened because people feel the ‘need’ to do something with social media (sup-
ply-driven focus) instead of solving specific problems” (interview). Another factor 
is that the number of questions on Twitter is relatively too low to justify major 
investments in social media tools. Finally, many followers on the ROC Mondriaan 
Twitter accounts are not (potential) students, but professionals. In terms of infor-
mation provision and service delivery, social media fulfil as yet a supplementary 
role alongside surveys, the website, face-to-face contacts (e.g. information days) 
and surveys (feedback).
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Effects—The effects of social media monitoring and webcare are not system-
atically investigated, because the interactions with the outside world are rather 
limited. “The volume of our webcare activities is too modest to make founded 
statements about it” (interview). Feedback on issues such as class schedules is 
mainly collected in other ways, for example by surveys among students. A current 
challenge is linking the website, social media, and face-to-face communication in 
the front office of the Study and Career Centre. An encompassing communication 
strategy is still lacking.

Lessons and experiences with social media are shared within the network of 
communication professionals in secondary Vocational Education and Training 
(VET: MBO ‘MBO’ in Dutch) in the Netherlands.

6  Conclusions and Discussion

The three theoretical approaches enable us to distinguish typical practices in pub-
lic organizations’ use of social media monitoring and webcare in policymaking 
and external communication. This involves analytical generalization, in which a 
case study seeks to generalize a particular set of results to some broader theory 
[35]. The rational-instrumental approach is clearly present in the Dutch Police 
Force, because webcare is assumed to strengthen the effectiveness and efficiency 
of police work. Efficiency was, initially, also a main driver of the UWV’s and tax 
agency’s webcare activities, because it allowed a conversion from individual com-
munication by telephone to communication within an online community.

The strategic approach can be recognized in the tax agency’s orientation 
towards gauging taxpayers’ sentiments for purposes of reputation management, as 
well as in the orientation of ROC Mondriaan. Educational institutions have a very 
strong interest in having a good reputation to attract students, because they operate 
in a market-like environment.

The communicative approach is visible in the case of the UWV. This agency 
integrates social media monitoring into webcare, with the aim of strengthening cli-
ents’ autonomy and self-reliance in solving their problems. Whether this can be 
seen as a communicative approach, however, depends on whether the agency also 
integrates its clients’ problem definitions into the design of services. In that case, 
a quest for responsiveness comes somewhat closer to real co-production between 
the agency and its clients. In the Burgernet system also, the Dutch police exhibit 
a communicative approach towards citizens. A communicative approach is also 
discernible in the tax agency’s endeavour to improve its information services on 
the basis of online feedback from specific target groups. The UWV stands out for 
its transparency about its presence in virtual communities. This transparency was 
more or less enforced by the participants when they challenged the agency’s covert 
presence in ‘their’ community. This can also be taken as a sign of a communica-
tive approach to social media monitoring and webcare. On our ladder of participa-
tory citizen delivery (Fig. 1), the Mondriaan school hardly reaches stage 1, the tax 
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agency reaches stage 2 (if we see information provision as a specific service in this 
case), whereas the police and the UWV are approaching stage 3.

The cases suggest that among public organizations in the Netherlands webcare 
is gaining a fully-fledged position alongside the more traditional ways of inter-
acting with citizens. The main goal of social media monitoring and webcare is to 
gain a better insight into the relevant sentiments within each organization’s target 
groups. Reputation management and anticipation of clients’ questions and needs 
prevail in this endeavour. Improvement of information provision and service deliv-
ery on the basis of citizens’ feedback are other important motives. In some of our 
cases, signs of co-production are visible. Real co-production would involve the 
direct participation of clients in product development on the basis of their problem 
definitions.

Webcare is not only a communicative task, it requires various organizational 
efforts, including front- and back-office attunement, and the integration of differ-
ent information streams from social media as well as from traditional media. The 
challenge is to translate webcare into an overall communication strategy. We con-
cur with Mickoleit’s [21] observation that there is little guidance on how govern-
ment agencies can appraise the impact of social media monitoring and webcare 
on people’s satisfaction with public services, on the effectiveness and efficiency 
of public service delivery, and on greater openness overall. In none of the cases 
are the impacts of social media monitoring and webcare systematically monitored. 
The question of how citizens’ perceptions match those of the public organizations 
also needs to be explored.
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Abstract With the expansion of the Internet, the number of online support groups 
has grown rapidly, and they have become a serious alternative to face-to-face meet-
ings. Online support groups or communities allow their members to connect and 
share with others and get the support they need. In our work, in collaboration with 
a Government Department, we wanted to investigate whether these benefits could 
also occur in the public administration domain, in particular to support people in 
receipt of welfare payments. We designed and deployed an online community to 
support a specific group of welfare recipients. Our intent was to provide them with 
both informational and emotional support. In this paper, we present the design 
of the community, with a specific focus on the support it provided its members, 
together with a qualitative analysis of what happened during our trial. We observed 
that people found the targeted information and the emotional support they received 
in the online community useful and that they welcomed it. We also found that the 
community provided a way for participants to feel heard by the government.

Keywords Social networks · Online community · Human services · Gamification ·  
Content analysis

1  Introduction

Social media has become a crucial way in which people engage with each other, 
with businesses and governments. According to a 2015 Sensis report, close 
to 50 % of consumers access social media every day, and even more for young 
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people (18–29 age group) [1]; 93 % of internet users have a Facebook account. 
Government agencies have started to recognise the power of social media and to 
make use of it to disseminate information, listen to citizens and engage with the 
public (e.g. [2–4]; Chaps. 2 and 10 in this book).

In this chapter, we report on our investigation on the use of online communities 
by governments to provide support to specific groups of citizens. Such online com-
munities are now common in a number of domains: e.g., health (see, for example, 
patientslikeme,1 or Daily Strength2), parenting, e.g., Community baby centre,3 or 
sports.4 These communities typically provide information deemed relevant to their 
members. Equally important, by enabling people to meet others with similar cir-
cumstances, they offer social and moral support to their members, which in turn 
leads to positive outcomes [5–7]. For example, [7] found that an online support 
forum on smoking cessation had a significant positive impact for its participants.

To our knowledge, there has not been any research on the use of online commu-
nities by government to support specific group of citizens. Governments have rec-
ognised the potential of the social web, and they have begun to actively increase 
their online presence, both to disseminate information and to engage citizens (e.g., 
[4]). Politicians and public servants now use Twitter and Facebook extensively to 
keep the public informed (e.g., tweetMP to follow Australian Members of 
Parliament on Twitter, the Facebook page of the Bedfordshire Police in the UK, 
the Facebook pages5 of Centrelink in Australia, etc.). They also use social media 
for campaigning purposes, e.g., [8–12]).

Many governments (at all levels: local, state or national) capitalise on social 
media to engage citizens. For example, Public Sphere6 was a platform to involve 
people in public policy development; the city of Wellington (New Zealand) intro-
duced E-petitions to improve citizen participation [13]. In these initiatives, citizens 
are encouraged to contribute to the design of government policies and have a voice.

In other initiatives, the government is crowdsourcing information. For exam-
ple, the Victorian State Road Authority uses social media to obtain information 
about road hazards. In our work, we are exploring the use of social media not as a 
way to engage citizens in policy making, but to support specific groups of citizens 
through the creation and mediation of online communities.

1www.patientslikeme.com/.
2www.dailystrength.org/support-groups.
3www.babycenter.com.au/community.
4http://www.athletenetwork.com/.
5For example, the page for students, accessed May 7th, 2013. https://www.facebook.com/Student 
Update.
6While the original site www.katelundy.com.au/category/campaigns/publicsphere/ is no longer 
available, a full archive of the original website from when Kate Lundy was Senator for the ACT 
has been retained by The National Library of Australia through Pandora and is accessible at: 
pandora.nla.gov.au/pan/38983/20140908-1403/www.katelundy.com.au/index.html—Accessed 
September 19th, 2015.

http://dx.doi.org/10.1007/978-3-319-27237-5_2
http://dx.doi.org/10.1007/978-3-319-27237-5_10
http://www.patientslikeme.com/
http://www.dailystrength.org/support-groups
http://www.babycenter.com.au/community
http://www.athletenetwork.com/
https://www.facebook.com/StudentUpdate
https://www.facebook.com/StudentUpdate
http://www.katelundy.com.au/category/campaigns/publicsphere/
http://pandora.nla.gov.au/pan/38983/20140908-1403/
http://www.katelundy.com.au/index.html
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Online communities (and social networks in general) have been shown to have 
the potential to provide social and emotional peer-support—e.g., [14–18]. For 
some groups of citizens, such support would be important. Some researchers have 
looked into the use of new media to empower disadvantaged groups of citizens, 
e.g., [19], but these initiatives were organised by Non-Government Organisations, 
not governments. To the best of our knowledge, none of the previous work has 
looked at providing emotional and information support to disadvantage citizens 
through a government-run online community. This is what our research addresses.

Together with the Australian Government Department of Human Services 
(herein after referred to as Human Services), we trialled an online community 
for a specific group of welfare recipients, to provide them with informational and 
emotional support. The specific cohort we worked with were transitioning from 
one type of welfare payment to another, as a result of new legislation introduced 
to encourage welfare recipients to increase their amount of paid employment. The 
new payment type resulted in less income and came with a requirement to look for 
a job. Understandably, the transition was a difficult one for many people, causing 
them a large amount of stress. Our trial aimed to see if an online community, with 
the support it can bring its members, could be useful to ease the transition pro-
cess. This chapter reports on the design, implementation, deployment and analysis 
results of this community.

The chapter is structured as follows. Section 2 provides some background on 
our research project. Section 3 describes the design and implementation of the 
online community we developed, while Sect. 4 describes the result of our analysis 
of the interactions in the community. We provide a discussion and some perspec-
tives on the work in Sect. 5, and, finally, we conclude in Sect. 6.

2  Background

In many countries, including Australia, governments play a social role. Welfare sys-
tems provide a safety net for disadvantaged citizens, such as parents with low or no 
income, the disabled and the elderly, ensuring they have a minimum standard of liv-
ing. Recent past has seen some of the systems change, with increasing restrictions 
on the financial assistance provided, or the assistance provided in exchange for 
work. Examples of such changes include TANF legislation in the US7 introduced in 
1996 or the Work for the Dole Legislation introduced in 1997 in Australia.8

Early studies on the impact of these reforms have found that the new require-
ments (and transitioning to them) could be very difficult and stressful for some, 
and thus people need help—e.g., [20–22]. A lot of research has looked at the role 

7TANF: Temporary Assistance for Needy Families: http://www.tanf.us/ (retrieved September 
15th, 2015).
8Work for the Dole (Legislation introduced to Parliament 1997) https://employment.gov.au/work-
dole (retrieved September 15th, 2015).

http://www.tanf.us/
https://employment.gov.au/work-dole
https://employment.gov.au/work-dole
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of social support in handling stress (e.g., [23–26]). We hypothesised that social 
and emotional support, provided through a social network, could therefore be ben-
eficial. This was supported by the results of a requirements gathering activity per-
formed through focus groups and a questionnaire [27–29].

We thus set out to design, develop and deploy an online community in collab-
oration with Human Services to help deliver this support to a specific group of 
welfare recipients in a transition phase. These citizens were required as a result 
of a new legislation to move from a parental payment to a new payment type, 
Newstart, typically paid at a lower rate than the parental payment and with the 
requirement to find a job. Our aim was to provide a community which would bring 
people in similar circumstances together, so that they could share experiences, 
information, tips, etc., thus providing social, emotional and moral support to each 
other. The community would also enable the government to target its information 
and services to this specific cohort. Finally, the online community was intended to 
provide a platform for its members to go on a reflection journey, through a set of 
weekly activities, in order to better prepare them for the transition and their return 
to work [30].

Our design was based on the results of our requirements gathering activity  
[27–29] and many discussions with relevant staff at Human Services. The commu-
nity, Next Step, was launched in March 2012 and lasted one year. Our participants 
were invited directly by Human Services, using a double blind process, as follows. 
We provided a set of tokens to Human Services, who, in turn, invited parents from 
their customer data base and gave them a unique token. Parents used their token to 
register in the community and choose a screen name and a password. They could 
also set a security question to retrieve their forgotten password.

With this process, Human Services knew who had which token, but did not 
know who had actually used their token to register and what their screen name 
was. In contrast, we knew which screen name corresponded to which token, but 
had no information about the real identity of the participants. The letter of invita-
tion made it clear that this was an experiment with a fixed duration, and that we 
(the authors) were present as researchers who would be collecting and analysing 
data during the trial. This process was put in place to address ethical issues, which 
are particularly important when the research involves Government and citizens 
who receive payments from the Government [31].

Once the registration was completed, a user became a member of the commu-
nity and could log in the community portal at any time with their screen name and 
password.

3  Next Step Design and Implementation

Next Step was designed as a portal with a set of pages, and it included both indi-
vidual and community spaces. Its main components and features, and how they 
appear on the community home page, are shown in Fig. 1.
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Fig. 1  Next Step components and features
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Figure 2 shows a user’s home page. A navigation ribbon at the top of the page 
enabled users to move from one feature of the community to another (e.g., profile, 
forum, activities, etc.). The homepage itself contained information about the com-
munity (e.g., community events or statistics about what was happening in the com-
munity) and personalised information (such as announcements relevant to the user, 
his or her personal statistics, etc.). Members could subscribe to a “weekly digest” 
which contained information about the major events happening in the following 
week (e.g., Live Chats). An “About page” provided explanations about the com-
munity: what it was about, whom to contact for queries, concerns and help. It also 
provided a form for users to give feedback to the community providers.

We now briefly explain some of the main elements of Next Step, starting with 
the elements that were explicitly featured in the navigation ribbon, followed by 
mechanisms we introduced to encourage engagement in the community.

3.1  The Community Page

The community page is displayed in Fig. 3. It provides various statistics about the 
community, e.g., which discussion thread had the most readers, who had the most 
ratings. It also informed members when new resources were available, when Live 
Chats sessions with experts were scheduled, etc. To foster a sense of community, 
we encouraged people to introduced themselves publicly (see the “Meet me” box 
on the left of Fig. 3). At the beginning of the community, we used this feature to 
introduce ourselves (both the CSIRO staff and the Human Services moderators) 
and start a trust relationship with the members. We encouraged new comers to the 
community to fill in such a “meet me” template, and sometimes invited specific 
members based on their interactions in the community. Figure 4 shows a profile 

Fig. 2  Next Step HomePage (landing page) for community members
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filled in by a community member. We note that it indicates the desire to connect 
with others in this situation, get social, emotional and informational support, and 
share one’s own knowledge with others to support them.

Fig. 3  The community page

Fig. 4  A meet me profile from a community member
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3.2  Individual Profiles

As with other communities, members had individual profiles, which members 
were meant to fill in upon joining the community, using the “My Profile” tab in the 
navigation ribbon. This was in fact done as the first activity in our activity journey. 
This profile included information that was used for recommendations. It was struc-
tured in three parts:

1. Socio-economic information, where members provided information about 
themselves and their family, including their level of education, source of 
income, housing and transport arrangements. This information was never made 
visible to the rest of the community.

2. A self-assessment of their personal qualities (e.g., dependable, honest, car-
ing) and skills (e.g., numeracy, people, communication skills). By default, this 
information was private, but members could choose to make it public to others 
in the community.

3. Preferences about the person(s) with whom they would like to buddy (see 
below). People could choose from a number of criteria, with a mix of demo-
graphic information (e.g., someone close to me), personal qualities (e.g., honest, 
confident, enthusiastic) and skills (e.g., someone good at communication), and 
give a weight to each of them from 0 (not important at all) to 5 (very important).

Members were free to complete as much of the profile as they wished.

3.3  A Buddy Programme

One of the aims of the Next Step community was to provide emotional and social 
support to its members. We hypothesised that one way this would happen was for 
participants to find a “buddy”, someone who could support them through the jour-
ney, in a more personal way than the community as a whole. As participants were 
strangers to each other, the buddy programme aimed to help find such a buddy, 
by recommending community members to each other. This followed the social 
matching model proposed in [32]—profile, match and introduce users, and enable 
their interactions. We designed and implemented two types of profiling and match-
ing processes: one based on the individual profiles members filled in, and the other 
based on interactions.

1. Exploiting the profiles members provided [33]. This implementation of the 
buddy programme relied on the explicit profile information (social-economic, 
qualities and skills, preferences) that the community members provided upon 
joining the community. Three social matching algorithms exploited these pro-
files. One matched people based on demographic similarities,  as people typi-
cally like others who are similar to themselves, and demographic attributes 
are shown to correlate with interpersonal attraction [34]. The second one used 
the members’ stated skills, based on how well members would complement 
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each other’s skills and personal qualities. The third one exploited the prefer-
ences people selected about the characteristics of their buddy. With all three 
algorithms, we ensured that the same person was not recommended to several 
people, to increase the likelyhood that everyone would be recommended as a 
buddy to someone else.

2. Exploiting social interactions. In this implementation of the buddy pro-
gramme, the system exploited user behaviour and observed interactions 
[35]. The idea behind this implementation is as follows: if two users interact 
(whether passively, e.g., a user reading the other user’s posts, or actively, e.g., a 
user rating the other user), they are similar in some way and might enjoy being 
buddies. While the recommender based on profiles could be used immediately, 
this implementation of the buddy programme was used once there were enough 
interactions and behaviours in the community.

On their “My Buddies” page, a community member could invite someone to become 
their buddy. They could invite anyone in the community or select a person from the 
recommended list. The “My Buddies” page displayed the list of current buddies, the 
invitations this member had received and the ones he or she sent out, the list of peo-
ple recommended by the system, and the list of all community members (see Fig. 5).

3.4  Journey of Reflection Through Activities

Finally, to support people going through the required transition process, we devel-
oped a journey of reflection through a set of reflective activities, released to com-
munity members one at a time, in a structured format. The activities were designed 

Fig. 5  “My Buddies” page—from left to right: the list of buddies; the list of invitations received 
and sent; the list of all members with at the top the buddy recommendations
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with the help of social workers from our government collaborators. They aimed to 
help parents face obstacles, regain confidence, plan their return to work, and ena-
ble a critical self-review (with respect to attitudes, beliefs, skills and aspirations), 
self-development and empowerment. There were two main types of activities:

•	 Activities to help people be better equipped to look for a job—e.g., exploring 
the type of jobs one desires, or writing a CV.

•	 Activities to encourage people to develop a support network.

Some activities were to be done individually, others in collaborations with others 
(e.g., a buddy). Activities were typically accompanied by resources. The interested 
reader is referred to [36] for additional details.

3.5  The Discussion Forum

To enable participants to communicate with each other—e.g., ask questions, get 
advice, share their knowledge and experiences, or simply chat with each other, Next 
Step included a discussion forum. One concern that was raised during our require-
ments analysis was the veracity of the information that would be disseminated through 
the community. To address this concern, staff from Human Services moderated the 
discussion forum. They also were active participants in it, responding to questions as 
the need arose, providing support (for example for people in distress), actively help-
ing participants getting access to the appropriate help when required, giving relevant 
information, and, especially at the beginning, trying to encourage members’ participa-
tion by initiating discussions. They also ensured that the forum remained as positive as 
possible under the circumstances and did not focus solely on people’s frustration and 
negative feelings (another concern that had emerged from our initial analysis).

3.6  Providing Useful Resources: Media, Toolkit and Live 
Chats

As is common in many online communities, Next Step also provided a variety of 
resources that were deemed to be relevant and useful for this cohort (“Media” and 
“Toolkit”). This enabled staff from Human Services to provide specific informa-
tion to members, for example fact sheets about the transition process, list of use-
ful websites, etc. These resources were provided in text, videos or audio materials 
(with transcripts), as appropriate.

Another way in which Next Step participants received relevant information was 
through Live Chat sessions, which provided opportunities to chat online on spe-
cific topics with experts during designated times. These Live Chat sessions usu-
ally lasted 1 or 2 h, and anybody was free to join the session and participate in the 
discussion. A transcript was later made available, so that those who had missed the 
sessions could still read the questions and their answers.
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3.7  Gamification

Gamification is often used in online communities to enhance engagement and 
foster collaboration [37–39]. We applied some gamification techniques for this 
purpose in Next Step. We briefly describe them here. Chapter 10 provides further 
details about gamification in general, its origin, its elements and its application in 
our online community.

The main gamification element we used in Next Step was in the form of badges 
that were awarded to participants based on their activities in the community—see 
Fig. 6. These badges were displayed in the individual member’s landing page (i.e., 
their home page), so that members could reflect on their achievement—see Fig. 2. 
There were two types of badges: permanent and temporary. Each of the temporary 
badges was refreshed fortnightly, and, to keep them, members had to sustain a par-
ticular behaviour or being ranked among the top ten performers. In contrast, per-
manent badges were retained by members throughout their time in the community.

3.8  Content Recommendation

We mentioned above that we implemented a people’s recommender (recommend-
ing a buddy) based on the social interactions that were taking place in the commu-
nity. We also used the social interactions to recommend content to members. This 
was another mechanism to further engage members, encouraging them to read 
someone’s post, a new discussion or a new resource.

Fig. 6  Member activities 
and badge allocation

http://dx.doi.org/10.1007/978-3-319-27237-5_10
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Given individual users, this recommender identified and ranked a set of content 
items with which others in their network had interacted. Several variables contrib-
ute to the content items relevance score (1) the network graph, (2) the user to user 
trust, (3) the user to content trust, (4) the user to community trust. These variables 
are illustrated in Fig. 7. The reader is referred to [35] for details.

3.9  Next Step Implementation

Next Step is implemented by customising Liferay9 core functionalities through the 
Hooks Plug-in.10 New services and portlets have been added using the Service 
Builder and portlet Plug-ins.11 We developed Model View Controller (MVC) port-
lets12,  and the connection between presentation layer and core was through JSP/
Tags/Http and Ajax calls. Sending emails was done using Java Mail embedded 
system. Custom SQL have been executed using embedded JDBC connection. The 
platform was instrumented so that we could record all interactions both to monitor 
the community and for future analysis.

A lot of preparation occurred prior to the community’s launch, alongside the 
design. The project underwent a careful ethics process, approval was obtained, and 
we liaised with privacy, security and legal experts at Human Services. Together 
with our collaborators in Human Services, we planned the whole activity journey 

9http://www.liferay.com/.
10http://www.liferay.com/community/wiki/-/wiki/Main/Portal+Hook+Plugins.
11http://www.liferay.com/documentation/liferay-portal/6.2/development/-/ai/leveraging-the- 
plugins-sdk-liferay-portal-6-2-dev-guide-02-en.
12https://dev.liferay.com/develop/tutorials/-/knowledge_base/6-2/developing-jsp-portlets- 
using-liferay-mvc.

(a) (b)

Fig. 7  The different variables contributing to content score

http://www.liferay.com/
http://www.liferay.com/community/wiki/-/wiki/Main/Portal%2bHook%2bPlugins
http://www.liferay.com/documentation/liferay-portal/6.2/development/-/ai/leveraging-the-plugins-sdk-liferay-portal-6-2-dev-guide-02-en
http://www.liferay.com/documentation/liferay-portal/6.2/development/-/ai/leveraging-the-plugins-sdk-liferay-portal-6-2-dev-guide-02-en
https://dev.liferay.com/develop/tutorials/-/knowledge_base/6-2/developing-jsp-portlets-using-liferay-mvc
https://dev.liferay.com/develop/tutorials/-/knowledge_base/6-2/developing-jsp-portlets-using-liferay-mvc
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and had a schedule for the release of each activity. Staff from the Human Services 
compiled a set of resources to be made available. Together, we thought of discus-
sion topics to bootstrap the discussion forum, to mitigate the risk of the commu-
nity never taking off because of the “cold start” problem [40].

Human Services call centre staff were briefed when the invitation letters were 
sent to potential members to ensure that they could answer any questions recipi-
ents might have about the community. Finally, throughout the community, the 
discussion forum was constantly monitored for expressions of distress on the 
part of participants, which would have necessitated direct intervention from a 
Human Services staff or a social worker. As per our ethics approval, it was only 
when such intervention was required that Human Services would be able to obtain 
the identity of a participant, by requesting from CSIRO the token correspond-
ing to the screen name. A process was put in place to decide whether an inter-
vention was required and how to proceed. Human Services established a roster to 
ensure the forum was monitored at all times, and CSIRO staff also had a roster to 
ensure someone would be available at any time to provide the token information 
if required. We are pleased to note that no such direct intervention was required 
throughout the trial.

4  Next Step: The Trial

The community was launched in March 2012 and remained open for 12 months. 
The community portal was hosted by our organisation, whereas staff from Human 
Services were responsible for producing resources and moderating the interactions 
in the forum.

During the trial, four groups of parents were successively invited to join the 
community. All were parents on the appropriate payment schemes (e.g., either on 
parental payment, about to transition, or on the new payment, having just transi-
tioned). In addition, they had to have an online account with Human Services and 
have agreed to participate in research activities.

A small subset of invited people actually registered, and yet a smaller number 
accepted the Terms of Use. While this was disappointing, this is a typical pattern 
of participation in online communities, and a good result given that the community 
was a closed one (i.e., by invitation only), so that not everyone could join at will. 
(We had in fact a number of examples of community participants wanting to invite 
their friends but unable to do so as the latter were not eligible—this is illustrated 
in the following post: “I know of some single parents that would probably come 
and maybe even find the forum useful. Am i able to give them the link or do they 
have to be specifically invited?".) In total, 263 people registered, from which 181 
actually visited the community.
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We now turn to the number of active participants. Not all community partici-
pants were active in the community. Again, this follows a known pattern of partici-
pation in online community, the so-called “90-9-1 Jacob Nielson rule”,13 which 
states that although only 1 % of people might be highly active, 9 % are active and 
90 % “lurk”, meaning that Next Step was no different than other communities. We 
note that the word “lurk” is a negative word which we do not believe is appropri-
ate—we refer to these people as “passive” participants, or people who absorb 
information even if they do not produce any. These people were members who 
came to the community to read the forum, the resources and take advantage of 
what was on offer in the community, but did not necessarily make themselves 
heard by writing comments in the forum. We should not expect all members of a 
community to be active participants. (After all, in non virtual communities, not 
everyone talks—some people choose to listen. Virtual communities are no differ-
ent in this respect.) We observed from the statistics we collected during the trial 
that a reasonable number of participants logged in, viewed the forum and the 
resources, did some activities and then logged out. They were not visible in the 
community through the forum, but they benefited from the community (reading 
the discussions and resources). Some people logged in consistently every week, 
sometimes several times a week (up to 39 times a week). We had a total of 2268 
logins, and 696 posts by members. This clearly indicates that many people entered 
the community but did not submit a post to the forum. If people came consistently 
several times a week, we presume they saw benefits in coming to the community.

Table 1 shows various statistics about the community. The resources were heav-
ily consulted, and many participants worked on the activities. People did not take 
much advantage of the buddy programme, and few members attended the Live 
Chat Sessions, potentially as it turned out to be very hard to find a time for these 
sessions that would be good for many people.

We now focus on the forum, as it was by far the most popular feature of the 
community. In total, 180 threads were initiated, generating 1233 posts. The 
forum was organised into two sections: one for general discussion, and one for 

13Nielsen Norman Group. http://www.nngroup.com/articles/participation-inequality/—Accessed 
September 14th, 2015.

Table 1  The community at 
a glance

Viewing of forum 6075

Commenting 734

Ratings 491

Viewing of resources 666

Media views 38

Activities 280

Live Chat 7

Profile updates 512

Buddies invited/accepted 53/15

http://www.nngroup.com/articles/participation-inequality/
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discussions specifically related to the activities. The general discussion section 
was the most active (1139 posts). The in-depth analysis that follows was per-
formed on this section.

In the first 6 months of the community, the moderators initiated twice as many 
threads as members, as they attempted to bootstrap discussions—see Table 2. This 
reflects a normal “cold start” problem. In the second half of the trial, however, the 
community started having “a life of its own”, with the moderators initiating much 
fewer threads than members, and members generating many more replies than 
moderators. This is illustrated graphically in Fig. 8, which shows the cumulative 
counts of posts by both members and moderators. Week 34, when Group 4 joined 
the community, saw a surge in activity. This is likely due to two factors: (1) Group 
4 was generally the most active and vocal, and (2) there were already many posts 
and resources in the community at that point, so that it was also easier to engage 
immediately. In general, we found that people talked about a variety of topics and 
expressed a number of emotions.

We performed a number of qualitative analysis on the data collected, including:

1. A three-prong language analysis of the forum posts to get an understanding 
of (1) the types of communications that occurred (a speech-act analysis); (2) 
what people talked about (a topic analysis) and (3) how people felt (a sentiment 
analysis). This was done through a manual annotation task.

2. An analysis of the role the moderators played throughout the project, from the 
planning of the community to the trial itself. We examined the tasks that had to 
be fulfilled and the skills they required. We also looked at the impact the mod-
erators had in the community.

Table 2  Discussion threads

Initiated by 
moderators

Initiated by 
members

Replies from 
moderators

Replies from 
members

First 6 months 20 10 74 83

Last 6 months 13 95 231 613

Fig. 8  Cumulative counts of posts by members and moderators, per week during the trial
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3. An analysis of the content of the forum with the explicit aim of identifying the 
“barriers to work” presented, as it provides some valuable insights into this 
specific user group and their challenges.

We now briefly describe our results below, focusing on what actually happened in 
the forum in terms of support. As we had hoped, we saw members supporting each 
other through their posts, listening and acknowledging each other’s posts, agreeing 
and empathising with each other, providing encouragement and advice, and also 
sharing tips and information.

4.1  Communications Amongst Community Members

We observed that many members shared their stories, as a way to introduce them-
selves to the community, to take part in the conversation, to acknowledge each 
other and to empathise with others. We note that acknowledging someone and 
empathising with someone is a form of emotional support.

Members also often expressed some negative feeling (e.g., frustration) about 
the situation, the transition and the process, to which others agreed and sometimes 
reinforced. This was reflected in the use of language, with expressions such as 
“the majority of us”, “our plight”, and “how we feel”, suggesting that people were 
thinking of themselves as a united group. A sense of cohesiveness is also a form of 
emotional support, as individuals no longer felt alone in their situation, and they 
could share their stories and feel understood. Finally, participants started sharing 
ideas and tips, and asking information of each other.

Beyond simple acknowledgements or sharing life stories and information, inter-
actions also showed evidence of explicit support between members, with people 
offering help, advice or posting caring comments. Examples of posts from mem-
bers to members are provided in Table 3.14

We analysed the marks of support conveyed between members, looking at the 
expressions of positive and neutral feelings. We employed a subset of the taxon-
omy developed by [41], and the posts were annotated by two annotators, using the 
commercial annotation tool QDA Miner.15 The inter-coders agreement were com-
puted with the metric provided by QDA Miner, Scott’s pi [42], the disagreements 
reviewed and discussed, and revisions took place when necessary. The overall per-
centage of agreements observed between the coders was 94.1 %, with individual 
annotation label percentage ranging from 82.9 to 99.7 %.

We counted as marks of support feelings of gratitude, compassion, “congratula-
tions” (a category which, in our analysis, comprises congratulations, encourage-
ment and good wishes) and various forms of “listening” (to capture expressions 

14All posts are reported verbatim.
15http://provalisresearch.com/products/qualitative-data-analysis-software/.

http://provalisresearch.com/products/qualitative-data-analysis-software/
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of interests, use of language showing that people paid attention, listened and 
acknowledged what was being said).

Figure 9 reports the cumulative counts over the trial of all these expressions of 
support. We observe that members started to acknowledge each other (labeled “lis-
tening”) quite early in the trial, and, later, showed marks of gratitude, compassion 
and encouragement.16 We conclude that our participants did obtain emotional sup-
port and, to a lesser extent, informational support from each other.

16We also observed 341 positive ratings, another form of support from members to each other.

Table 3  Examples of posts, showing relationship building amongst community members

Communicative act Example

Introducing oneself by sharing one’s life story 
and providing personal information

“Hi there, I am a new forum member, received 
my letter on Friday. I became a single parent in 
2003 with a 6 month old. I Started uni in 2007, 
completed a cert 3 in aged care this year and. 
[…]”

Agreeing with a previously expressed negative 
sentiment

“Hi bewildered, can I just say that I think your 
posts high-light our plight very well.[…]”

Responding to tips “Emm, I like your idea of paying the advance 
on your credit card, I might use some of mine 
to do that too and then work on my low interest 
loan.”

Providing explicit support “hi Kayte, would you like to have a chat, I 
understand your frustration, I know a little 
about the changes, maybe two heads could 
work on your situation with your health card. 
Call me [phone number removed for privacy 
reasons] and I will give you my home number. 
My real name is Maree.”

Providing emotional support Hugs to you Tox
Wishing you and your son the best outcome for 
his health. The rest just sucks! Hang in there!

Fig. 9  Cumulative counts of marks of support offered from members to members
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4.2  Communications Between Community Members  
and the Moderators

Members quickly used the forum as a channel to get accurate and timely informa-
tion. The moderators became an interface to Human Services, and the community 
a privileged way to source information that was sometimes difficult to obtain.

Some examples of questions asked are shown in Table 4. (“Gigi”, mentioned in 
post 2, was a moderator.) Some were of a general nature (e.g., 1 and 3 in Table 4), 
others very specific to the member’s circumstances (e.g., 2 in Table 4).

Throughout the trial, the moderators provided relevant and up-to-date informa-
tion to members in the forum (and by publishing resources). They did so in a num-
ber of ways:

•	 By responding to explicit requests or demands for clarifications. Typically, mod-
erators included explanations in their responses so that people could understand 
the information given and put it in the appropriate context;

•	 By spontaneously offering information on a topic, when that topic was raised by 
members;

•	 By taking advantage of responding to a specific question to add more informa-
tion about the topic more generally, to ensure the post was relevant to more than 
one person; and

•	 By providing links and additional pointers for people to investigate further.

Because of the information the moderators were providing, some members started 
to come quite regularly to get updates; some several times a week, others several 
times a day.

The moderators also provided emotional support by listening to members’ 
concerns and collecting feedback about the transition and social welfare policies 
in general. Listening to people’s experiences, their struggles in coping with the 
changes, and their frustrations towards Human Services or the government in gen-
eral was an important part of the moderators’ role. It also became an important 
aspect of the community. People wanted to be heard and understood. The mod-
erators responded to this need by letting members know that they were listening 
to them, and by showing understanding, concern and compassion. Table 5 shows 
some sample posts from the moderators displaying compassion and understand-
ing. As we will see below, this support was greatly appreciated by community 
members.

Table 4  Examples of questions to moderators

1 “I live in a regional area that seems to be limiting my ability to gain employment. Is there 
any help in relocating to a city to increase chances of employment?”

2 “Hi Gigi, I know u r busy, do u have time to see how my Education Entry Payment query  
is going. Because it was showing online as being paid, I have actually spent this money 
and need to repay it. Thanks!”

3 “can we earn $400 a fortnight or $62”
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Finally, the moderators collected feedback, whether it was in the form of com-
plaints, reports of communication breakdown, system malfunctions, concerns, 
frustration or angst, and passed on the information to the relevant entities (i.e., 
business units, policy makers, government departments, etc.).

4.3  Usefulness of the Support Provided

We now examine the impact of the support provided in the community and 
whether it was considered useful and welcome by the community members. We 
asked for explicit feedback, but very few people provided it. Instead, we take the 
ongoing feedback we obtained throughout the trial, via the posts (e.g., thanking 
the moderators for “useful links”, or for their support) to be a good reflection of 
people’s feelings about the community and the support they received.

We looked at the expressions of gratitude. This is shown in Fig. 10. We note 
that members expressed gratitude towards the moderators from the beginning of 
the community (essentially because moderators answered their questions and lis-
tened to their concerns). We see the expressions of gratitude from members (to 
both members and moderators) increasing steadily during the trial, with a sharper 
increase starting week 34 (when Group 4 joined).

Table 5  Examples of posts by moderators, explicitly acknowledging members

“Hi Angbrennil. Thanks for coming back to the forums and giving us an update on what’s been 
happening. I really hope you get the support and advice you need to help you through. Let us 
know if there are any resources, activities or live chat sessions we can organise to help you be 
as prepared as possible to ‘hit the pavement’".
"I wish you all the best in this tough time - keep us posted :-)”
“Hi bunniesmum A few people have reported similar issues. We have asked these people to email 
our boss so we can investigate on 2 Jan. If you would like us to do this for you too, […]"

Fig. 10  Cumulative count of expressions of gratitude expressed in the community
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Table 6 shows some expressions of gratitude towards the moderators. We see 
that this gratitude is in response both to information that the moderators provided 
(and the speed with which they provided it) and their emotional support. We con-
clude that community members appreciated the support the moderators gave them.

Next Step became a hub for information, and members visited the site regularly 
for information and updates. The information was relayed to others sites, other 
single parents and friends. Some wanted to invite their friends to join. We believe 
this shows that the community was useful to its members, and that they thought 
it could be helpful for others. We have already mentioned how members appre-
ciated the support they received from the moderators. They also appreciated the 
support they received from each other, as illustrated by the following post: “It has 
also been a pleasure to interact with other members of the community, I wish you 
all the best of Luck, good health and understanding from all you come in contact 
with.” It is also worth noting that, although the Next Step community was clos-
ing, the community formed was not to be completely dissolved as active mem-
bers were organising themselves to continue staying in touch with each other as 
illustrated by these comments (“Hi everyone, Just wanted to invite anyone who is 
interested to come and join the forum I have set up so we can continue to keep in 
contact and up to date with what’s going on.”). We thus conclude that, all and all, 
the participants did find the support useful.

We also observed that the moderators had another impact through their interac-
tions in Next Step. Because of their prompt, courteous, accurate and sympathetic 
responses, they were able to change people’s perception and attitudes towards 
Human Services and its staff. At the beginning of the community, people tended 
to bundle the government (and its policies), Human Services (as a specific depart-
ment) and its staff into one “nasty” entity, and one that could not be trusted. As 
time passed, members established a relationship with the moderators, and started 
to understand that Human Services (as a whole) were only responsible to carry out 
policies (not make them), and that staff in Human Services (as exemplified by the 
moderators) were really trying to help. This shift increased the trust relationship 
between members and Human Services. In general, we saw that the moderators 
played an important role both in increasing the social capital and social trust in the 
community and in changing perceptions and attitudes towards Human Services.

Table 6  Sample posts showing gratitude from members to moderators

“Thank you for the quick answer and the Link Gigi. :D.”
"Hi Gigi, Thanks for the prompt response and the welcome.”
“Thanks Gigi, your support is great. I’d also like to thank you for your promptness in answer-
ing our queries and for looking into more serious issues - normally we just wait on hold with 
the call centre. It’s great that you are really involved in this project and your sincerity is very 
welcome.”
“Thanks Marian [another moderator]. It’s good to get some positive reinforcement and 
encouragement.”
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4.4  Barriers to Work Analysis

Our aim in building Next Step was to provide informational and emotional support 
to a specific cohort of citizens. Through our analysis of the posts, we also noticed 
that they contained a lot of information that could be useful to Human Services to 
understand the difficulties these citizens were facing with respect to re-entering 
the workforce, what we termed “Barriers to work”. We thus performed another 
annotation task to identify these barriers, as expressed in the forum. We first iden-
tified all topics related to barriers to work mentioned in discussions, by going 
through all members’ posts. We then grouped all the topics into categories, and all 
member posts were annotated by two researchers into these categories.17 Finally, 
we examined the annotated content to identify more precisely the major topics 
related to barriers to work discussed in the forum.

We used the following high-level categories:

1. Job market. This referred to the current economic situations, potentially for a 
specific (regional) area.

2. Processes and policies. Participants found many of the government policies 
and processes becoming difficulties to overcome to find a job. This category 
included communication issues, issues with the specific agencies that custom-
ers were meant to work with, and clarity in the required processes. Some of 
these topics may not have been clearly identified as a barrier to work, but they 
were discussed in the forum in the context of looking for jobs.

3. Cultural. Cultural issues included flexibility, ageism, exploitation, incentives, 
etc. Some of these issues were related to members, whereas some belonged to 
employers. We also noted that, in many discussions, parents showed their frus-
tration at not being able to be flexible to fit in employers’ environments. Parents 
considered this as a burden to the employer.

4. Life situation. Many parents expressed the fact that their own life situations 
prevented them from transitioning to work. Some parents felt that they were 
not even in a position to look for a job, whereas others could not find a job that 
fitted their life situation. Examples of life situations included children with spe-
cial medical conditions, lack of recent work experience, etc.

5. Logistics. This included caring of children while at work, transport to and from 
work, etc. These topics were discussed in terms of their affordability and avail-
ability. Affordability is related to finance and policies, but we chose to label such 
posts as logistics, as we identified logistics as a primary issue in these cases.

6. Financial. This topic included the need for financial support to prepare and 
appear for job interviews, cost related to further education and retraining, etc.

We also identified an additional orthogonal dimension on which we could place 
the topics above: intrinsic versus extrinsic. We defined intrinsic factors as those 

17We had a high level of inter-annotator agreement, ranging from 87 % to 100 % depending on 
the categories.
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factors that are inherently associated with parents’ own conditions and environ-
ment (e.g., having a sick child, the lack of recent work experience). In contrast, 
extrinsic factors were factors outside the parents’ control (e.g., non-availability of 
childcare or the lack of jobs in their area).

All posts were annotated along these dimensions. Figure 11 summarises 
our findings: the occurrences of various categories over all the members’ posts. 
We first look at barriers using high-level categories. The dimensions of Intrinsic/
Extrinsic are represented by the two left-most columns in Fig. 11, and the remain-
ing columns are the high-level categories mentioned above. We see that the 
Intrinsic category is the largest. This means that members expressed their own sit-
uations and environments as major barriers to work. This is also seen through the 
fact that the “life situation” and “financial” categories (both intrinsic factors) are 
the top two high-level categories for the topics. We examine these categories and 
identify specifically what contributes to their high number of occurrences.

Within the “life situation” category, all low-level categories (i.e., “Children 
with special needs”, “No social/family support”, “Education” (other than cost), 
“Medical/disability” and “No recent experience”) were discussed about the same 
number of times. Many people explained why they found themselves having “No 
social/family support”: very often, they had moved away from their family while 
in a stable relationship with their partners. When the relationship had broken up, 
they had found themselves away from their own family, and often unable to move 
for many reasons.

Fig. 11  Topics mentioned as barriers to work
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In the “financial” category, the “cost of education” was the major topic dis-
cussed, followed by “work and income” test. With respect to education costs, par-
ents were very willing to take further education to improve their chances of getting 
back into the workforce. However, parents who did not have savings and were left 
with no or very low discretionary money after meeting their basic needs found the 
cost of education to train themselves to enter the workforce to be a real barrier. 
We also found a number of occurrences of the lack of clarity on various processes 
and policies (e.g., “the Pensioner Education Supplement” and the “Job Education 
and Training child care fee assistance”). As for the issues with “work and income 
test”, it was clear that members found no incentive to join the workforce, as there 
was no financial incentive: the amount of money they would receive after tax was 
low compared to the other costs (cost of childcare, transport, etc.). As a result, our 
members did not see the advantage of working as making up the disadvantages 
(e.g., working long hours, being away from children, etc.).

In the “logistics” category, “childcare” occurred more often than “transport”. 
Parents found it hard to find good arrangements for their children while they were 
at work. We found that this was, in fact, the biggest barrier faced by our partici-
pants, as expressed through their posts. We had indeed observed during the topic 
identification process that a large number of discussions in the forum were about 
childcare availability, affordability, quality, cost, and flexibility. We note that this is 
consistent with other studies on barriers to work [43–45].

A significant number of parents talked about jobs availability (the “job market” 
category). Two major factors were mentioned here: the global financial crisis and 
the local job market in rural and regional areas. Well educated parents in rural and 
regional areas found it difficult to find jobs suited to their skills. Finally, the “pro-
cesses and policies” category is fairly evenly split between the “lack of support 
from government hired providers” and the “lack of clarity in processes and accu-
rate information”.

A close observation of discussions in the forum also revealed that there was 
hardly a single category responsible for creating hurdles for parents to enter the 
workforce. Most parents expressed a number of categories within a single post. 
We conducted a co-occurrence analysis to identify which set of barriers were men-
tioned together, and observed the following:

•	 “Ageism” appeared together with “job market” and “no recent experience”. 
We observed that many parents felt that there were no jobs for them. Members 
explicitly mentioned the age 45+ when they discussed ageism. As for work 
experience, members felt that they were discriminated in situations where jobs 
meeting their skills were advertised at a junior level; members felt that, in these 
situations, employers would not offer them the jobs, despite them having the 
right skills, because of their age—even though parents clearly indicated that 
they would be willing to take up the positions with a pay at the junior level.

•	 “Childcare/caring for children” occurred most times with “flexibility” and “no 
social/family support”. Members felt (or had the experience) that employers 
were not willing to offer flexible working hours to enable parents to provide 



192 C. Paris and S. Nepal

quality care to their children while working. They also mentioned that they 
would feel comfortable leaving their children under the supervision of family 
members while at work, but that they were away from their immediate family 
for a variety of reasons, and hence this option was not available to them.

•	 “Children with special needs” occurred more frequently with “education” and 
“no social/family support”. Some members told us that they had children with 
medical conditions, such as autism. These members expressed the hurdle of 
obtaining further education and training while looking after autistic children 
with no family support available.

5  Discussion

The goal of our community was to trial a new way of providing services and sup-
port to customers. We found that community members became actively involved—
logging in regularly, commenting, asking questions and providing peer support. As 
with other communities, some members were very vocal (i.e., posting heavily on 
the forum), while others were more passively engaged (e.g., logging in frequently 
and reading the forum, thus indicating that what they were reading was useful to 
them, but not posting any messages).

Even if it was not explicitly acknowledged, the community became a hub for 
information. Often members would post their questions in the community before 
calling Human Services in the hope they could avoid the need to call. Some people 
mentioned they only had mobile phones and could not afford to call, others wanted 
to avoid the waiting times experienced at Human Services call centres. This indi-
cates that our participants had a preference for getting information through a 
secure online community, as they could post their questions at a time that suited 
them and then go about their day, knowing it would be responded to promptly.

In addition, participants built a trust relationship with the moderators: they knew 
they would get relevant and accurate answers, as the moderators took the time to 
understand people’s circumstances and got to “know” them through the trial. Such 
a relationship is much harder to achieve through a phone call (or even a visit to an 
office), as one is unlikely to talk to the same person. In general, participants tended 
to verify in the community the information they had obtained via other means.

From the perspective of Human Services, the community enabled one-to-many 
targeted service delivery/information provision. As all community members were 
in similar situations, they often had the same questions or concerns. Moderators 
would answer questions individually, but these were visible to the whole com-
munity. It was evident through thumbs up ratings, multiple participants thank-
ing moderators for answers, and people logging regularly to read the forum that 
answers benefited many members. Participants also mentioned relaying the 
information to others sites, other single parents and friends. Interestingly, as the 
community closed, some passive members (those who had never posted before) 
decided to comment in the community to say that they had visited it regularly to 
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get up-to-date and reliable information, but that they had never needed to ask a 
question as others always did this for them. This shows that online communities 
can be a valuable service delivery channel, providing tailored information to a 
broad audience, helping customers, sometimes before they even need to ask. On 
the negative side, however, some members found the site depressing, because of 
the numerous sad stories expressed. But while there were sad stories shared, there 
were also stories of hopes, humour and success.

We also discovered an interesting tension. Some people expressed doubts about 
the usefulness of such a forum “run by the government”, as it “meant they could 
not express themselves freely” (although, from what we observed, it seemed that 
people did not feel constrained in their posts, sometimes openly critisising Human 
services).18 However, one of the aspects of the community people found most use-
ful was that it gave them prompt access to information, precisely because it was 
run by the government and moderated by government employees. Finally, we note 
that the community was thriving when we had to close it.

6  Conclusions

In this work, we investigated whether an online community run by a government 
agency could be used to support specific target groups, in particular welfare recipi-
ents. We designed and deployed an online community whose aim was to provide 
informational and emotional support to its members. Our analysis of how partici-
pants used the forum and what posts they wrote leads us to believe that the com-
munity achieved its purpose, also providing a welcome voice to its participants 
who wanted to be heard by the government. Based on our experience, we believe a 
community might be an effective way to provide support to specific target groups. 
We observed that the moderators played a crucial role in engaging the participants, 
supporting them, and helping them support each other. They also were key to 
trust forming in the community, by always providing prompt and accurate infor-
mation and by showing understanding, concern and compassion. Finally, we note 
that providing information through social media (as in an online community) can 
be a very effective way to provide information, as it is a one-to-many channel, as 
opposed to a one-to-one, as in call centres or office visits.
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Abstract The emergence of the social web has caused a significant movement 
in the way e-government initiatives are implemented and deployed. The focus of 
e-government has moved from delivering public services using information and 
communication technologies to enticing the active participation of citizens in 
service delivery through social web platforms, whereby people perform the role 
of partners rather than customers. The success of this new movement relies on 
the active participation and engagement of citizens on these platforms. A major 
question then arises: how to incentivise citizens to remain active and contrib-
ute as equal partner in the public service delivery. In recent time, gamification 
has emerged as a promising technique to enhance engagement, foster collabora-
tion and induce desirable behaviour amongst people. Gamification is the use of 
gaming techniques in a non-gaming context. With a wide ranging application 
from business and marketing to social networks, health and well-being, gamifica-
tion has proved to be effective in bootstrapping participation and improving col-
laboration amongst people while maintaining their motivation to remain engaged. 
Gamification could be equally valuable for government departments and agen-
cies to incentivise citizens to engage with governments in their ever increasing 
presence on the social web. This chapter first provides a brief introduction on 
gamification and how it has been used in game dynamics. We then present our 
experience and observations on using gamification techniques in the public service 
delivery through the case study of NextStep, an online community described in 
Chap 9. Finally, we provide a review of some of the current popular techniques 
and service platforms for gamification.
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1  Introduction

Due to the ubiquitous nature of connectivity and the increasing popularity of 
social connectedness, budget-strapped government departments and agencies 
have started using a new way of delivering public services using the social web 
[46]. Most e-government initiatives were, at the beginning, focused on providing 
information to citizens on the Web [51]. With the advancement of information and 
communication technologies, there is now a movement from e-government to we-
government, whereby citizens perform the role of partners rather than customers 
[53]. This is also termed as citizen co-production. Citizen co-production is clas-
sified into three categories: citizen to government (C2G), government to citizen 
(G2C) and citizen to citizen (C2C).

We have seen an increasing number of social web initiatives towards citizen 
co-production. For example, President Obama created the Change.gov website as 
a vehicle to engage citizens to collect input to set the agenda for his presidency, 
including for healthcare [1]. This website falls into the C2G category. Similarly, 
in the G2C category, governments around the world are making their data open 
through open data initiatives that enable citizens to be informed about useful infor-
mation, such as health risks [27]. In the C2C category, citizens can form online 
communities to address their needs. These include, for example, communities for 
patient driven healthcare models, e.g., Yelp (http://www.yelp.com), Angie’s List 
(http://www.angieslist.com), HealthGrades (http://www.healthgrades.com) and 
Physician Reports (http://www.physicianreports.com) [74].

A key challenge for all these initiatives is to keep citizens engaged on the social 
web. This has been recognised as a major issue. All communities on the social web 
experience some attrition (people failing to engage or leaving the community). For 
example, an online community to help with diet and healthy lifestyle, the Online 
Total Wellbeing Diet Portal, showed attrition rates of almost 50 % in the first 
weeks of membership [13]. It is thus highly likely that e-government initiatives 
that include the social web, online communities and rely on citizens participation 
and engagement will encounter similar issues. There are two important tools avail-
able to address this problem: recommendation and gamification. Recommendation 
systems have been well researched and used successfully to decrease attrition and 
increase participation in online communities [37]. This chapter focuses on gamifi-
cation: what it is, what it is based on, and whether it might be applicable in e-gov-
ernment. We first define what gamification is, and look at its history and trends. 
We then briefly present gamification theory, followed by the main elements gami-
fication typically employs. We then discuss applying gamification to government 
services, in the context of a case study. Finally, we present a review of gamifica-
tion in other application domains, including its criticisms.

http://www.yelp.com
http://www.angieslist.com
http://www.healthgrades.com
http://www.physicianreports.com
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2  Gamification

2.1  Definition

The term gamification has its origin in the digital media industry, with its first 
encountered use in 2008 and a widespread acceptance in 2010 [24]. The following 
terms have also been used to mean something close to gamification [25]: “pro-
ductivity games” [61], “surveillance entertainment” [41], “funware” [75], “playful 
design” [34], “behavioral games” [26], “game layer” [69], and “applied gaming” 
[4]. Montola et al. [64] have used the terminology “Achievement Systems” to 
describe a reward structure providing additional goals for users; the method itself 
is close to what is broadly covered by gamification.

The following two definitions broadly sum up gamification [25]: “the use of 
game design elements in non-game contexts” [24], and “the process of game think-
ing and game mechanics to engage users and solve problems” [88]. In addition, 
mentioning its role in changing the behaviour of users, Gartner IT glossary [45] 
defines it as “the use of game mechanics to drive engagement in a non-game 
business scenarios to change behaviors for a target audience to achieve business 
outcomes”. In 2014, to address market confusions leading to unrealistic expecta-
tions from gamification, Gartner redefined it as “the use of mechanics and experi-
ence design to digitally engage and motivate people to achieve their goal” [16]. 
An important addition here is the use of the term “digitally engage”. As opposed 
to person engagement, digital engagement here highlights the engagement of the 
user with digital devices such as computers or smartphones. “Experience design” 
as a key element of the definition underlines the importance of a good game play 
design that is capable of taking users through the experience journey.

2.2  History

A brief evolution of gamification is outlined by Professor Kevin Werbach in his 
coursera course on gamification [80] and Griffin [43] in the HRDirector. We pre-
sent some highlights of this history from these two sources.

American Cracker Jack popcorn’s inclusion of a free surprise toy in its packets 
in the year 1912 is seen as a first use of gamification idea in marketing. Earlier in 
1910, through the use of ranks and badges for achievements in activities, the Scout 
movement introduced a form of gamification in education. Gamification in the form 
of frequent flyer programs was first used by Western Direct Marketing for United 
Airlines in 1972 [81] followed by others with variations in the following years.

Thomas Malone’s publication of two books, What Make Things Fun to Learn 
[58] and Heuristics for designing enjoyable user interfaces: Lessons from com-
puter games [59] from 1980s are considered the first academic publications 
around gamification of learning.
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The 1990s saw the introduction of gamification techniques in the teaching of 
mathematics in classrooms through two games: Math Blaster and the Incredible 
Machine. The Serious Games Initiative1 in 2002 aimed at bringing together the 
electronic games industry and people working on projects that used games in edu-
cation, training, health and public policy. Conundra,2 a UK based consultancy that 
had a short existence in 2003, is believed to be the first company that intended to 
introduce gamification in its current form. Its founder, Nick Pelling, wanted to 
make game-like user interfaces to make electronic transactions through ATMs, 
vending machines, etc., fun and fast; however, citing the lack of significant cus-
tomer interest, the company was closed in 2006 [68].

Games for change (G4C)3 in 2004 introduced social impact games to serve 
humanitarian and educational efforts.

Gamification as we know it today came into existence in 2007 with the release 
of the first gamification platform, Bunchball,4 which introduced Points, Badges 
and Leaderboards (known in short as PBL). The popularity of the term gamifica-
tion is due to the Design, Innovate, Communicate and Entertain (DICE) confer-
ence in 2010. The first gamification summit was held in San Francisco in 2011, 
and it attracted numerous participants. In the same year, the term gamification was 
added to Oxford dictionary.

As of 2015, gamification has seen a widespread application and has gone 
mainstream, largely due its corporate acceptance. Many organisations followed 
the trend of gamifying their websites or their internal human resource systems to 
incentivise people to participate corporate activities. However, not all these initia-
tives met with success, as stated by Gartner that gamification was being driven 
by “novelty and hype”, and predicted that 80 % of current gamified applications 
would fail to meet their objectives [47]. Blame for failure was mostly attributed 
to poor game designs and to the focus on PBL implementations only, without 
appropriate attention to issues of competition, collaboration, skill and challenges. 
Spreading gamification in the social web is seen as the future of gamification. 
Gamification also has, of course, its critics. We present and discuss them in Sect. 5 
of this paper.

2.3  Trend

Gamification has found its wide use in a diverse range of settings ranging from call 
centre employee engagement [18] to marketing [70, 71], education and health [50, 
52], to innovation [15, 82], crowd sourcing [21] to Geographic Information System 

1http://www.seriousgames.org/.
2http://www.nanodome.com/conundra.co.uk/.
3http://www.gamesforchange.org/about/.
4http://www.bunchball.com/.

http://www.seriousgames.org/
http://www.nanodome.com/conundra.co.uk/
http://www.gamesforchange.org/about/
http://www.bunchball.com/
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(GIS) [62]. It is also used in social analytics [40]. Gamification has evolved as an 
effective method to enhance user engagement by inserting game dynamics, such as 
competition elements and rewards, into user interactions [14, 25, 88].

The trend in gamification adoption has been very positive. It has grown from 
media buzz in 2012 to its integration with mobile, social and collaboration plat-
forms with the expectation that innovative uses of gamification analytics can influ-
ence behaviour [17]. M2 research estimated the market to reach to $2.8 billion by 
2016 [56]. In 2011, Gartner thought that, by 2014, more than 70 % of Global 2000 
organisations will have at least one “gamified” application” [38].

A gamification vendor survey of vertical market segments by M2 Research 
[63] shows that the uptake of gamification is spread amongst 11 different market 
segments, with enterprise, entertainment and media/publisher seeing most of the 
applications, with 25, 18 and 17 % of the market respectively. This is followed by 
consumer goods (10 %), retail (9 %), healthcare/wellness (4 %), financial (4 %), 
education (4 %), telecom (4 %), utility (1 %) and government (1 %). Though the 
use of gamification in the government sector is quite low, it is likely to increase 
as the social web is increasingly becoming the platform of choice to deliver 
government services to the citizens. Therefore, it is important to understand the 
gamification techniques and their potential uses in the government context to 
enable government departments and agencies to engage successfully with citizens 
through the social web.

3  Gamification Theory, Mechanics and Motivational 
Psychology

3.1  Gamification Theory

As stated above gamification is applying game theory in a non-gaming context. 
There are two main branches of game theory: cooperative and non-cooperative 
game theory. The cooperative theory is combinatorial and describes only the out-
comes of the results, whereas the non-cooperative is procedural and describes all 
potential actions that can be taken. For example, providing group activities in an 
online community to achieve a certain goal [20] and awarding the group that com-
pletes the tasks on time is a cooperative game. On the other hand, providing an 
individual activity where a person can collaborate with buddies, but does not have 
to, in order to complete the task is an example of non-cooperative game.

One of the applications, where game theory has been studied, is economics [72, 
73]. In economics, game theory is defined in three categories: decision theory, 
general equilibrium theory and mechanism design theory.5 We briefly describe 
them below.

5http://levine.sscnet.ucla.edu/general/whatis.htm.

http://levine.sscnet.ucla.edu/general/whatis.htm
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Decision theory: Decision theory is viewed as a theory of one person games, 
where the focus is on preferences and the formation of the best decision. 
Probability theory is widely used in order to represent the uncertainty of out-
comes, and Bayes Law is frequently used to model the way in which new informa-
tion is used to revise the decision making process [6]. Alternative theories such as 
fuzzy logic [85], possibility theory [29], and Dempster-Shafer theory [7] can be 
used to acquire information before making a decision.

General equilibrium theory: This theory deals with trade and production, and 
typically with a relatively large number of individual consumers and producers. 
The fundamental principal behind this theory is to explain the behaviour of supply, 
demand and prices in the economic context [78].

Mechanism design theory: This theory differs from game theory, but naturally relies 
on game theory. Unlike game theory that takes the rules of the game as given, the 
mechanism design theory asks about the consequences of different types of rules [48].

3.2  Motivational Psychology

A common objective of using gamification across all implementation scenarios is 
to drive user participation by making engagement with the system more fun and 
appealing, thus addressing the challenge of low contribution and attrition rate. 
At the same time, through careful design of the system, implementers are able to 
drive behavioural change of the engaged mass. Chamberlin sees behaviour change, 
improvement in collaboration, crowd sourcing of ideas, accelerated learning, 
increased participation and loyalty to be the drivers for the uptake of gamification, 
whereas games without proper motivation and poor game designs are labelled as 
some of the inhibitors to growth of gamification [17].

According to Gartner, gamification offers four principal means to drive engage-
ment: (a) accelerated feedback cycle, through the increased velocity of feedback 
loops, (b) clear goals and rules of play, through simple, user friendly and well 
defined goals, (c) a compelling narrative that encourages user participation, and 
(d) challenging but achievable tasks offering thrill and enjoyment [39]. To engage 
users (who could be company employees or customers), a good design for gami-
fication, would thus have to incorporate one or all of these principles. It must also 
find a balance between the users’ skill level and challenge level. Radoff [70] men-
tions that a low challenge and high skill situation causes boredom, while the oppo-
site triggers anxiety for the user.

3.3  Gamification Elements

Another important aspect to take into consideration when choosing the design for 
a gamification process is the likely desires of the users in the community, as it is 
those that the gamification targets to fulfill. For example, if users wish for a sense 
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of achievement, a challenging task is appropriate; competition will be suitable in 
some contexts, appealing to altruism in others. Bunchball outlines six possible 
human desires (namely status, achievement, self expression, competition, altru-
ism and reward) that a gamification model can target to motivate and engage users 
through the use of number of gamification elements [14].

A number of gamification elements have been used to inject game dynamics 
in non gaming environment [14, 25, 70, 88], including: Loyalty Points, Leader 
Boards, Badges, Progress Bars, Virtual Currencies and On Boarding, which will 
be introduced and described later. These elements, the scores the users obtain, the 
competition that might occur amongst players, championships, rewards, social 
recognition, self-satisfaction, feelings of achievement, intrinsic motivation, fan 
clubs, etc. all drive the level of passion and engagement. Understanding these ele-
ments and modelling them in their context of applications is thus the primary step 
towards the design of gamification.

Metrics or scores are the most important elements of gamification. They create 
a feeling of competition and help engaging the users. Thus, statistics lie at the core 
of gamification. They influence reward, status, achievement and competition [14].

Examples of statistics being related to status, achievement, competition and 
reward include eBay feedback profiles (transaction history), view records in 
YouTube, Facebook likes, run miles in Nike+IPod, performance measurements 
and goal achievements in Health Month plans, Four Square check-in counts, etc. 
All these elements of gamification have their roots in statistics.

We next describe some elements that have been popular and explain how they 
are used in different contexts. We will see later that not all of them are applicable 
in the government context.
Points System: Points System are now everywhere in online services, albeit in dif-
ferent forms. EBay’s reputation, YouTube and Facebook’s likes, friend numbers, 
online game scores, contribution scores, negative scores, virtual cash, etc. are all 
depicted in the form of points. Points are the basic metrics used in assessing qual-
ity of contributions and experiences of members online. Hence, they form a very 
important component of engagement game mechanics, and they are an absolute 
requirement for any gamified system [87]. Community behaviours can also be 
shaped by the notion of earning points, and different categories of points can be 
used to reward members in the community [14].
Badges: Badges are another way of rewarding members in a community. Studies 
have shown the positive impact of rewards in motivation. Antin and Churchill 
mention badges as a key element in gamifying social media experiences [2]. In 
their study, they deconstruct badges to five social psychological functions in social 
media context, namely: goal setting, instruction, reputation, status/affirmation and 
group identification. They further note that upcoming research should explore 
these psychological functions in specific application contexts.
Leader Boards: Leader boards are lists expressing a position of status in a com-
munity. For example, the most viewed video over YouTube, most rated videos, 
the best looking member of the community, the employee of the month, etc. Their 
presence is not only limited to online forum; they are often used to highlight 
player positions in video games. By giving people a position in the community, 
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leader boards stand as an interesting and popular game mechanics. Positions help 
in driving users' motivation. The wish to gain a better position engages community 
members more in community activities.
Loyalty: Loyalty programs as a tool for marketing and holding customers are 
not new concepts. Airlines and Bank loyalty programs are by far the most known 
ones. There has been considerable debate over how effective loyalty programs are 
in retaining customers [28, 79]. However, the programs are still in practice and are 
increasingly being adopted. In the context of online communities, loyalty can be 
depicted in terms of the Visitor Return Frequency (VRF). By giving extra incen-
tives to returning visitors and treating long standing members in a special way, 
loyalty programs can prove to be effective in engaging visitors.
On-Boarding: On-boarding is a behavioural mechanics of gamification. It has 
more to do with the quality of experience of the user than with a metric. It can be 
understood as the first experience of a user with the system. How welcoming and 
interesting did the user find the system in its first use? First impressions count a lot. 
This is also true with the first experience with a computer system or an online social 
network. If users experience difficulties in their first use, their chances of returning 
back get slimmer. So, it is very important to ensure that users are not exposed to the 
detailed complexities of the system in their first use. Zichermann and Cunningham 
mention that revealing the complexity of the system slowly, reinforcing the user 
positively, removing opportunities to fail and learning something about the player 
during first use are the key elements of a good on boarding process [88].
Challenges: Challenge can drive a user in continuing with the activities. 
Challenges can be skillfully presented in the form of games. It is, however, impor-
tant to rightly assess the level of challenge posed to the user, as the appropriate bal-
ance of skill and challenge is an important aspect of engagement. Setting too high 
a challenge for the user’s skills will lead to disinterest or anxiety. Conversely, lack 
of challenge can lead to boredom. Figure 1 from [70] illustrates this phenomenon:

Fig. 1  Balance of skill and 
challenge [70]
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Lifecycle and Level: Presence of a lifecycle for users is another important aspect 
of engagement. Lifecycles are important in giving a feeling of progression to 
users, and this feeling keeps the user in a loop of continuous engagement. An 
example of such lifecycle could be: motivation, action, engagement and reward. 
Subsequently, the reward enhances the level of motivation, and the cycle contin-
ues. Zichermann and Cunningham [88] present a social engagement loop designed 
to maximise user engagement and re-engagement. It is shown in Fig. 2.

With an ongoing cycle of events, if users can see a difference in their presence 
in the community, their motivation to go forward remains high. With the progres-
sion in life cycle, different levels for the user can be designed, and, if desired, the 
status can be made public in the community.
Identity: Users like to have different possible identities over the social web. 
Identities can be chosen according to mood. This flexibility of representing self is 
another interesting gamification element, as this is something not available in the 
real world. Many online environments present a choice of Avatars to users. This 
has been one of the most popular elements of gamification.
Virtual Goods: Just like the possession of materials is significant in the real world, 
having virtual goods holds an importance in the virtual world. Points (like in the 
form of virtual cash) can be spent on buying virtual goods. Having more goods can 
remain a desire of the user,  and thus the user engages with the system to acquire 
more. Possession of virtual goods can also define the identity of users online.

It is important to understand what might motivate users to get engaged with the 
gamification elements above. Incentives are typically a way to increase motivation. 
In the government context, incentives cannot be monetary as all citizens need to 
be treated equally. In social psychology, Liu et al. looked at non-monetary incen-
tive mechanisms such as location based leader board based on points to increase 

Fig. 2  Social engagement 
loop to maximise player 
engagement [88]
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contributions to online systems [54]. The use of social psychological theories 
such as social loafing [49] and goal setting [3, 55] to tackle the under-contribution 
problem in online communities is studied in [5], in the context of the Movie Lens 
online community. Their findings show that reminding members of the uniqueness 
of their contributions and giving them specific challenging goals increased their 
contribution to the community. Gamification also offers visibility of one’s perfor-
mance in the community. For example, if someone is on the community’s leader 
board, the whole community could be watching that individual [54]. This in turn 
could have a social facilitation effect [86], where people have a tendency to per-
form better when someone is watching than while doing it alone. Using computers 
and psychology to persuade and shape user behaviour and promoting the use of 
computers and games in instructional design are not new concepts [5, 36, 58, 66]. 
However, building mechanisms based on those resources through gamification is 
an upcoming idea that has started penetrating a variety of application domains.

Fogg’s model for persuasive design [35] has been one of the popular works pre-
senting a model of human behaviour as a product of three factors namely motiva-
tion, ability and trigger (refer to Fig. 3). The model has been widely referred to by 
the gamification community as a reference in game design.

The two axes of the model represent ability (also called simplicity) and motiva-
tion. Along the diagonal plane lies a target behaviour and triggers that are required 
to achieve the target behaviour. Typically, reaching a target behaviour is a balance 
between the motivation and ability. A high motivation and high ability ensures 
that the target behaviour is achieved. However, it would still need a trigger just 
before the user performs some action to achieve that behaviour. An example from 
real life could be, a person might be highly motivated to run and could have a 
high ability to do so as well. However, if fitness is the targeted behaviour, this may 
not be achieved until the actual action of running occurs. Trigger in the form of a 
race date could set the action on and help in reaching the targeted behaviour. The 
level of fitness (as a targeted behaviour) can occupy different position in the plane 

Fig. 3  Factors in Fogg Behavioural Model (FBM) [35]
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according to the ability and motivation of the individual. This means that the loca-
tion of targeted behaviour in the plane can be varied to respond to variations in the 
ability and motivation.

Michael Wu from Lithium Technology used the Fogg Behaviour Model 
(FBM) to analyse the role of gamification in driving players above activation 
threshold and triggering them into specific action [83, 84]. Wu concludes that an 
effective gamification should facilitate the convergence of the three factors of FBM 
(motivation, ability and trigger).

Another psychological concept related to motivation is that of flow [22,23] as 
introduced by psychology professor Mihaly Czikszentmihalyi. It describes flow, 
“as a state of absorption in one’s work, characterised by intense concentration, 
loss of self-awareness, a feeling of being perfectly challenged (neither bored nor 
overwhelmed) and a sense that time is flying” [84].

As shown in Fig. 4, flow occurs when there is a right balance between chal-
lenge and skill possessed by users. High skill and low challenge lead to boredom 
whereas high challenge low skill can trigger anxiety. Flow has been referred to 
as an important aspect in game designs. With gamification concerning the use of 
game mechanics, the concept of flow becomes important to gamification designers 
as well. For example, during the design phase, an appropriate reward component 
could only be outlined after understanding the skill level of the prospective users 
of the system. Challenges in the system could then be set against skill levels and 
reward offered at a right balance to preserve the flow.

4  Application in Government Services

The gamification has been widely used in both commercial world and social web. 
In the commercial world, major retailers in the world have loyalty programs for 
their members. The airline and hotel industries royalty programs are very popular 

Fig. 4  The flow channel [22]
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among regular travellers. The discounts and one off benefits aim to incentivise 
people to use certain brand of airlines and hotels. In all these programs, there is 
a tangible benefit for the people to use certain brand of products or services. The 
situation is similar in the social web. The prime example is Foursquare, which 
offers mayorships for frequent visitors. Popular social networks such as LinkedIn 
also incentivise people to continue to participate in providing content by providing 
regular updates on visitor numbers, etc. The question is: can we apply these tech-
niques to government services to increase citizen participation?

While gamification is readily applied in many forms in the commercial world 
and social web, its application to improve government services, offered via social 
web platforms, is not straightforward for a number of reasons. We next discuss 
briefly some of the reasons.

Government agencies need to treat all citizens equally. This limits the use of 
monetary incentive as a gamification tool in social web (e.g., online community), 
as not all citizens will be members in the community. As most of the government 
services are targeted for a certain group of citizens, providing equal opportunity 
for all members in the community to participate is not an easy task. Furthermore, 
Web based government services need to follow strict guidelines that can become 
hurdles for implementing some of the gamification techniques. For example, 
gamification mechanisms that require plugins in the standard browsers cannot be 
implemented,  as many people do not have those plugins installed in their brows-
ers by default. Implementing some gamification techniques require change in the 
government policies and guidelines. Another important aspect of government 
services is that it has to follow stricter security and privacy requirements than 
non-government organisations. One of the key challenges in implementing gamifi-
cation mechanisms in government services is how to balance the privacy, equality 
and incentive to increase engagement.

In this section, we explain our work in which we used some of the gamifica-
tion techniques in an online community Next Step (see Chaps. 2 and 9 for fur-
ther detail on Next Step) [10, 11]. We were involved in designing, developing and 
deploying the Next Step online community. This was done in collaboration with 
the Australian Government’s Department of Human Services, which is responsible 
for the welfare payments. The Next Step community was developed to help deliver 
government services to a specific group of welfare recipients [19]. The target 
group was parents in a transition phase, being asked, by legislation, from one type 
of welfare payment, a parental payment, to a new payment type, new start pay-
ment. The new payment type required the individuals to look for jobs and some-
times had a lower monetary value.

The transition is stressful and hard for many parents. The community, Next 
Step, aimed to help them in a number of ways.

•	 The community was built to bring people in similar situations together, hoping 
that they would share experiences, ideas and tips.

•	 The community was expected to provide social, emotional and moral support to 
its members.

http://dx.doi.org/10.1007/978-3-319-27237-5_2
http://dx.doi.org/10.1007/978-3-319-27237-5_9
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•	 The community was built to be a place for the government to target its informa-
tion and services when dealing with a specific group of welfare recipients.

•	 The community was expected to be a space in which individuals could go 
through a personal journey via a set of weekly activities, in order to better pre-
pare them for the transition and their return to work [8, 9, 20].

Members in the community did not know each other before joining the commu-
nity, and their privacy was protected through a double blinded registration process 
[67]. The members joined the community only on invitation, and all members 
were on the similar situation. Human Services explicitly invited a subset of the 
individuals which were in the target group.

One of the challenges in our community was to encourage engagement of the 
members in the community. In order to address this challenge, we took a number 
of approaches: recommendation, gamification and reflection journey. In the fol-
lowing, we describe our gamification approach in Next Step.

In the context of Next Step, we focused on four specific human desires, 
amongst those identified in [14]:

•	 Reward—for people who actively participate in the community;
•	 Self expression—for people to share their stories and obtain support;
•	 Achievement—to see people move along the transition process; and
•	 Altruism—to have people provide each other support, whether it be informa-

tional, moral or emotional.

However, providing gamification in a government-run online community offer-
ing support to its members in changing situations had its own unique constraints, 
including:

•	 Equality—the community needed to treat all members equally. This constraint 
prohibited us to categorise people into different membership groups, have 
leader boards, and offer tangible incentives, financial or otherwise.

•	 Judgment—the community members needed to be able to express their situa-
tions without fear and freely. This meant that the design element could not give 
members the perception of being judged. It also could not reveal their identity 
or their actions in the community.

•	 Single out—though the purpose of introducing gamification in the community is 
to encourage and promote people who engaged in the community, we could not 
single out others for not doing so.

•	 Perception—Next Step members were in changing and sensitive situations. It 
was thus possible that game elements would be inappropriate if they were per-
ceived as fun.

These requirements thus posed significant challenges to implement the traditional 
game elements identified in the earlier section. However, the gamification is one of 
the important aspects to bootstrap, engage and retain community members in the 
community. The challenge was to find appropriate gamification elements for Next 
Step.



210 S. Nepal et al.

We decided to use points and badges as our main design elements for gamifica-
tion. The decision was based on the positive recommendations given in [2, 88]. 
Points and badges were awarded to members based on their actions in the commu-
nity. We next describe in brief the design of our gamification elements. For details 
about our implementation, please see [11].

Our design process consisted of six phases, as presented in Fig. 5:

1. In the first phase, we identified the set of contexts from the online community 
where gamification was to be introduced. In our implementation, we consid-
ered each activity in which a member could participate as a context. Example 
contexts included buddy, journey activities, discussion forum, etc.

2. In the second phase, we identified a set of actions that could be carried out in 
each context. For example, a member could initiate a new thread in the forum, 
reply to existing posts in the forum, like the comment given to a post, etc.

3. In the third phase, a range of points to be allocated for different actions were 
identified. For example, a member scored points if he or she liked a comment 
or read the discussion forum.

4. In the fourth phase, the rules to allocate these points to actions in different con-
texts were established. In some cases, a member could figure out what points 
were given to what actions, whereas in other cases points were aggregated over 
a number of actions and their derivation was not straightforward.

5. In the fifth phase, the set of badges to be awarded were identified. For example, 
a reader badge was defined for a member who regularly read the posts in the 
forum.

6. In the final phase, we defined the rules to allocate badges to points. For exam-
ple, a reader badge was awarded to a member if the member accrued certain 
reader points.

Table 1 shows the number of badges offered by Next Step and the rules to obtain 
each of these badges. The badges can be categorised into four different groups. 

Fig. 5  Gamification design phases
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The first group of badges (Next Step and Early Bird) were given to all members 
who joined the community. The second set of badges (e.g., Reader, Social and 
Commentator) were given to members who were actively contributing in the com-
munity. The third set of badges (e.g., Reader Plus, Social Plus and Commentator 
Plus) was given to people who were active for a longer duration of time. The fourth 
set of badges (e.g., VIP and VIP Plus) were offered to encourage members to 

Table 1  Badges and rules

Badge (b) Awarded to (Rb) Type

NextStep All registered Permanent

Early Bird All registered within two weeks of community launch Permanent

VIP Fortnightly top ten scorers for unique sign-ins (two 
consecutive sign-ins are considered unique if they were 
separated by at least 2 h of time difference)

Temporary

VIP Plus Members qualifying for the VIP badge twice in a row Temporary

Social Members sending out and accepting at least two buddy 
invitations

Permanent

Social Plus Members sending out and accepting at least five buddy 
invitations

Permanent

Reader Fortnightly top ten scores for reading and rating posts, 
resources and comments

Temporary

Reader Plus Members qualifying for the Reader badge twice  
in a row

Temporary

Commenter Fortnightly top 10 scorers for posting comments Temporary

Commenter Plus Members qualifying for the Commenter badge  
twice in a row

Temporary

Enthusiast Top 10 scorers in Weekly Community Activities Permanent

Scholar Fortnightly top 10 scorers for balanced reading, rating 
and commenting activity

Temporary

Enlightened Members whose contributions receive more positive  
ratings and less negative ratings (refreshed fortnightly)

Temporary
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return to the community often. To prevent saturation, only some of the badges were 
conferred as permanent. Others lapsed after an interval of time and needed to be 
regained.

The community was run as a trial for about a year. It took a while to bootstrap 
the community. We noted that a group of members regularly visited the community 
after a few weeks. On average, 6.2 % of the members visited the community on a 
daily basis. Figure 6 shows some data on badges over a period of time. We discarded 
the early weeks as it took some time for members to register and start participating 
in the community. The badges also provided an important summary of the activities 
for the community provider. For example, any dip in the VIP badge curve indicated 
an attrition rate in visits since VIP badges were offered based on unique sign-ins.

The next challenging question for us was how to present the badges. There 
were two options: making badges public so that all community members could see 
them or making them private so that individual members could see their badges 
only. In many communities, individual member badges are made visible to the 
whole community, enabling members to see where other members stand in the 
community. However, in discussions with our ethics committee, we decided that it 
would be inappropriate to make badges visible in our community for the following 
reasons: (a) we feared that making badges visible would single out members who 
were active,  and less active members visiting the community to seek information 
would feel discouraged, and (b) members might have felt that their privacy was 
breached and their actions too visible to everyone. Therefore, we implemented 
gamification with only local badge visibility, i.e., members could only see their 
own badges. Even then we needed to be careful that members would not feel that 
“someone was watching” their activities.

For the detailed analysis for the results and analysis, we refer readers to [11].

Fig. 6  Comparison of VIP, reader and commenter badges
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5  Gamification Some Applications, Related Work and 
Criticisms

Gamification has been successfully used in many industries ranging from software 
industry to retailers to achieve different goals. We highlight some example success 
stories below:

•	 Marketers and product managers are using gamification to engage customers and 
influence desirable usage behaviour [70, 71, 88]. The application of gamification 
resulted in 20 % increase on time spent on Web sites by customers in compari-
son to that time spent before the application of gamification techniques [88].

•	 The technology development company, DevHub (www.devhub.com), has suc-
ceeded in increasing the number of users completing online tasks from 10 to 
80 % by adding gamification elements such as points and levels [76].

•	 A New-York based food ordering website, Campusfood.com, experienced a 
15–20 % increase in the return of new users after adding points and badges fea-
tures to their site [57].

•	 A point-based gamification was used in crowd sourcing application to moti-
vate people in a community to report issues in their surrounding environment 
[21]. Similarly, Martí et al. [60] introduced gamification into a mobile applica-
tion to monitor noise pollution in the environment. In that work, users were able 
to use their personal smart phones to share important pollution data to relevant 
community.

•	 Gamification has been used in innovation as well. Quirky6 makes use of gami-
fied crowd sourcing to encourage members to submit innovative product devel-
opment idea [15].

•	 In crowd sourcing applications, attracting and retaining good quality workers is 
a challenging task. In their work, Eickhoff et al.  evaluated the use of a game to 
address this challenge  [31]. Their model is shown to achieve high quality, with 
lower pay rate and fewer malicious submissions from the workers.

•	 Many organisations are using internal social networking sites to communi-
cate with staff as well as collect ideas and concerns from staff. The impact of 
a point-based incentive system in a company-internal social networking site 
was conducted by Farzan et al. [33]. Their results show the positive impact of 
incentives in motivating staff to contribute to the company’s social network. 
Similarly, Thom et al. studied the impact of gamification by removing point-
based gamification in an enterprise social network. Their findings demonstrate 
that removing gamification from the enterprise network had a significant nega-
tive impact in the amount of user generated content [77].

•	 Is gamification a suitable mechanism to use in software systems? Herzig et al. 
[44] attempted to answer the question and their finding shows that gamification 

6http://www.quirky.com/.

http://www.devhub.com
http://www.quirky.com/
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has a positive role in enhancing users’ feelings like enjoyment and perceived 
ease of use of software systems. This finding is also supported by the study of 
Montola et al. that using a gamification element like reward is a viable option to 
add enjoyment for the system’s users [64]. However, they note that not all users 
would appreciate it, so that there also needs to be an option to use the system 
without those gaming elements.

These applications are different to e-government ones, as government applications 
pose extra constraints as stated in the earlier section. However, the aims are similar 
as all these applications would like to use gamification to increase user participa-
tion. To present a summary of popular gamification applications  of today against 
market segment and psychological characteristics, we obtained a list of ten from 
[30, 32]. Table 2 presents a list of these applications  and classifies them according 
to their psychological characteristics.

Though gamification has been around for a while, its use in the social web 
driven services is still new and evolving. The success of gamification in different 
applications above may not be directly applicable to the social web in the context 
of government services. In addition, it is important to look at the failures of gam-
ification and learn from them. There have been some criticisms of gamification 
techniques limited to use of points, badges and leaderboards (PBL). Robertson 
blames gamification (as it is practised) to be rather “poinstification” and a mis-
representation of games [72]. Many of PBL schemes ignore the experience design 
aspect of gamification, which is essential to motivate users. Providing points and 
scores alone may not be effective enough in motivating users to attain a desired 
behaviour. It has been reported that a score-based gamification could potentially 
reduce the internal motivation for users to engage [65]. There is a need of user-
centred gamification that would provide intrinsic motivation to the users. This 
requires a good design that offers users a positive game-based experience though it 
may not be one of the main objectives of introducing gamification in applications.

The poor game design may lead to the negative consequences as people may 
feel that they are being manipulated through gamification [17]. How to change 
the perception of manipulation to challenge is the core challenge of good game 
design. Game designer Ian Bogost in his position statement at the Wharton gami-
fication Symposium [12] criticised gamification to be “exploitation-ware” that 
replaces real incentives by fictional ones,  striping away value and trust from the 
parties involved [84]. Griffin have pointed out some pitfalls of gamification such 
as intentional designs to promote addictive behaviour [42]. Finally, gamification 
also faces challenges from legal and regulatory perspective. Employment/Labour 
law, Deceptive Marketing, Intellectual Property, Virtual Property Rights are some 
legal issues, whereas Paid Endorsements, Banking Regulations, Games of Skills 
versus Chance are some regulatory issues [80].
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6  Conclusion and Future Work

This chapter provided a brief history and review of gamification, gamification the-
ory, gamification elements and our experience of using gamification in an online 
community designed, developed, and deployed for a government department. 
Gamification has been widely used in the corporate world for a variety of rea-
sons: providing different types of incentives for engagement, retaining customer 
base through loyalty programs, bootstrapping new products or services, compet-
ing in the marketplace, providing unique attributes to services or products, etc. We 
believe that the use of gamification on the social web is going increase in the com-
ing years. Hence, the design and development of new gamification elements and 
techniques should get attention from the research community with the focus on 
good design of game elements that provides an enjoyable experience for users in a 
particular application context.
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1  Introduction

Social media has profoundly transformed online communications by empowering 
ordinary web users to become not just consumers but also producers of informa-
tion, a combination sometimes referred to as a “prosumer”. Such user-generated 
contributions, in turn, often spark further contributions from other users. For 
example, microblogs (e.g., Twitter), blogs, and discussion forums are often used 
to share advice, express opinions, ask questions and provide commentary that can 
elicit additional content from an online community whose members respond in 
turn. Crucially, these exchanges are there for the world to see, as they are publicly 
available and are often indexed by web search engines. By turning up in search 
results time and time again, online social media-based discussions have become a 
re-usable source of knowledge about different facets of life.

Once considered the realm of idle chatter, social media now complements the 
more traditional media forums, such as newspapers, television, and radio as a 
vehicle by which information is both disseminated and gathered [15]. It is now 
recognised as a first class source of intelligence and insight, and it is used widely 
by both governments and the private sector. For governments, social media now 
provides novel opportunities to listen to and engage with citizens. The benefits 
are several: (1) public social media can yield insights that are useful in refining 
business processes; (2) it can help departments improve the delivery of public ser-
vices by improving the communications around them; (3) governments can obtain 
feedback from the public and engage with the public; and finally, (4) public social 
media is a many-to-many communication channel.

However, social media poses a tremendous burden on resources because of the 
sheer volume of content to analyse. For example, there are about 2.8 million 
Australian citizens that post in Twitter1 on a regular basis. And this is only one of 
the available social media platforms. There is clearly too much data to monitor 
without computational support.

Considering that social media is big data, it presents unique challenges for its 
analysts in terms of grappling with its volume, velocity and variety (such as the 
language idiosyncrasies of social media content). Therefore, specialised tools are 
required to support social media analysts in their tasks. Our aim is to support such 
analysts through the design and development of tools building on different lan-
guage technologies. This is a challenging task, however, as there is a need for data 
mining methods that can deal with issues such as the large quantity of streaming 
data (i.e., the velocity of posts) and the variations in language that social media 
typically contains (i.e., the variety of language expressions and related idioms).

This chapter describes our efforts to build such a tool. To maintain relevance with 
our intended user base, we worked with a social media monitoring team in a specific 

1http://www.socialmedianews.com.au/social-media-statistics-australia-february-2015/. Accessed 
on April 26th, 2015.

http://www.socialmedianews.com.au/social-media-statistics-australia-february-2015/
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government department. The system we produced is based on the analysis of the 
tasks performed by social media analysts, their needs and the challenges they faced.

The results from our task analysis informed the design and development of 
Vizie, a system that now supports social media monitors in a variety of organisa-
tion- and role-specific tasks. Vizie provides easy-to-use interfaces (a series of web-
based dashboards) to present public feedback to the analysts, highlight major topics, 
issues, or questions that need to be answered. The data processing is done through a 
number of algorithms that have been developed for natural language processing and 
information retrieval. These are domain independent, to ensure the system could be 
used by a number of organisations, in different domains. Another important con-
sideration in the design and implementation of the algorithms embodied in Vizie 
is their scalability—as noted earlier social media is big data. Finally, we sought to 
strike a balance between the sophistication of the processing and the requirements 
for real-time processing and the real-world constraints under which our intended 
users work. The resulting system has been trialled in over twenty organisations over 
the past two years, and continues to be in daily use by some of them.

In the remainder of this chapter, we will explore how social media can help 
improve the delivery of services (Sect. 2). We then describe our original user 
requirements analysis as well as later requirements we obtained once the Vizie 
system was trialled (Sect. 3). We present the Vizie system in Sect. 4, and its usage 
through specific case studies in Sect. 5. Related work is discussed in Sect. 6. 
Finally, we conclude in Sect. 7.

2  Improving Government Services

Being public, social media content is easily retrieved by web search engines. As a 
result, it may compete with official sources of information. For example, in answer 
to a query about a service, a search engine might return an answer from social media 
(such as a discussion forum or a question-answer site), just as easily as the service 
description on an official brand web site. In other words, a search about a service 
might return an answer that was contributed by someone in the public, as opposed to 
an official source. In addition, some research has shown that users often trust online 
information provided by friends above that of a company website [3, 20]. Thus, to 
ensure that people obtain accurate information about a service, governments must 
ensure that information provided via social media is correct. To do so, they must be 
able to monitor what is being published about their services on social media.

In general, social media is now an important, if not a dominant, communication 
and information dissemination channel. Governments are recognising the power of 
social media, not only to disseminate information but also to listen to their citizens 
and engage with them to obtain feedback, seek ideas for new policies and services, 
promote a more open and transparent government (e.g., [11, 13, 18, 19]), and even 
host their own social media forums (e.g., form online communities) for such pur-
poses. Some of these efforts are described in other chapters of this book.
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In this chapter, we are mostly concerned with the tasks of listening to and 
engaging with the community on their social media forum with the aim to bet-
ter serve the community. We first sought to understand how engaging with social 
media could lead a government department to improve its services and the com-
munication of information about them. We started our research in 2010 by work-
ing with the communications team of the Australian’s Department of Human 
Services, which is the Department responsible for delivering a wide range of 
social and welfare services, as well as related payments, to the Australian public. 
The Department of Human Services (referred to in the remainder of this chapter as 
Human Services) is the largest government department in Australia. Through dis-
cussions and interviews with the Human Services team (described in more details 
in the next section), we found that listening to and engaging with social media 
enabled them to:

•	 Be aware of reactions to the content disseminated by the agency, and identify 
if the material was correctly understood by the public. This knowledge enables 
the Human Services staff to improve the content if/as required (for example if 
there are many questions about specific material), or provide additional content 
to address the issues or concerns that arise;

•	 Understand and potentially quantify the effectiveness of online information and 
campaigns;

•	 Check the accuracy of information contributed by the community. Because social 
media is a public many-to-many communication channel, a question posed on 
social media might be answered by anyone. It is important to Human Services that 
the answer provided is correct. By monitoring social media, Human Services staff 
can ensure the accuracy of responses and correct the information when necessary;

•	 Identify where to disseminate information to ensure it reaches its intended 
target;

•	 Identify (and intervene) when individuals have not received appropriate advice 
as to what services were available to them;

•	 Ensure citizens are not led by malicious individuals to provide private informa-
tion in public fora;

•	 Collect feedback about services and policies to pass on to relevant entities; and
•	 Understand the language used by the community to refer to issues and services, 

and through this avoid language mismatches between official documents and 
widespread public understanding.

Through these actions, the Human Services communication team contributes to 
the improvement of service delivery and engages in trust-building dissemination 
of helpful information to the community that projects a government that is both 
concerned for its citizens and willing to help. This is crucial to the department, as 
public trust in governments and their agencies is often considered to be quite low.2

2See, for example, the report from PewResearchCenter for the USA http://www.people-
press.org/2014/11/13/public-trust-in-government/, or, more generally, http://blog.ted.com/how-
pervasive-has-government-distrust-gotten/ ̶̶ Both Accessed August 18th, 2015.

http://www.people-press.org/2014/11/13/public-trust-in-government/
http://www.people-press.org/2014/11/13/public-trust-in-government/
http://blog.ted.com/how-pervasive-has-government-distrust-gotten/
http://blog.ted.com/how-pervasive-has-government-distrust-gotten/
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To understand how to support the Human Services communication teams in 
these tasks, we performed a task analysis in their workplace. This enabled us to 
design and develop our first social media monitoring system. It was then trialled 
by a number of communications teams, from which we obtained further require-
ments. This is described in the next section.

3  A Social Media Analysis User Requirement Study

3.1  Initial Analysis

In our first user requirements study with the Human Services communications 
team, we went to their workplace and employed qualitative methods to observe 
the activities. We first used a mixture of questionnaires, interviews and observa-
tions with talk-aloud protocols [23]. We then sought to understand the types of 
questions the Human Services team members were asking when looking at 
social media, the nature of the monitoring task (as least as instantiated at Human 
Services), the challenges encountered, and what tools the team members thought 
would be useful. In particular, we first asked each member of this team to fill in a 
questionnaire regarding their education and career background. We then conducted 
interviews to identify the social media monitoring tasks each individual Human 
Services team member performed and tools he/she used or desired. Next, we 
mapped both desired and used tools to a common set of functionalities that were 
required for each social media monitoring task and documented these. Finally, we 
captured the actions of team members while they performed their social media 
monitoring tasks using video recordings. In this way, we captured descriptions 
of the activities they performed, the content they accessed, and the specific social 
media sources they used (e.g., Facebook, Twitter, or a blog).

During these sessions, we noted that Human Services team members looked at 
a variety of data sources, each requiring a different tool. Sources included, for 
example, emails from alerting services (e.g., Google Alerts3) or services providing 
a digest of search results, lists of search results with specific search terms, material 
from various specific portals, and known websites.

Human Services team members would then scan the lists of posts obtained 
from these heterogeneous data sources to get an overview of the social media 
landscape and also to identify which posts were relevant. This often involved drill-
ing down to specific posts and reading them carefully to decide whether an action 
was required. To judge what action was required, they considered:

•	 the post’s topic and its importance,
•	 responses (i.e., answers or comments) from others in the same social media 

source,

3www.google.com/alerts.

http://www.google.com/alerts
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•	 whether such responses where incorrect or negative, and
•	 what was the impact of negative responses (i.e., if somebody else had followed 

up with another comment, and whether that comment was negative or positive).

From this analysis, we determined that sequences of posts and responses formed 
important conversations that had to be considered together as they provided useful 
context in deciding what action Human Services team members needed to perform 
next [23].

The verbal explanations of their actions revealed that, typically, Human Services 
team members tried to (1) identify “hot topics”; (2) inform social workers of poten-
tial problems; (3) alert public relations teams when posts indicated a poor pub-
lic perception (or lack of trust) for Human Services and related Human Services 
employees; (4) protect the personal information of citizens by watching for per-
sonal circumstances being posted (or requested) and intervening as appropriate; and 
(5) alert other Human Services staff about important posts or websites to watch.

On any given post, the staff member could take a number of actions, which 
were recorded. These included (1) responding directly in a forum (this action 
first required clearance by the appropriate authority); (2) passing responsibility 
to a colleague; (3) making a note to keep a watch on the discussion to see how 
it would evolve; (4) checking if reports of poor offerings of government services 
were accurate; and (5) providing an explanation when possible. When a Human 
Services response was posted, it was also archived to enable its re-use in the 
future. Finally, the communication team would generate regular reports, to inform 
Human Services about both what was happening in social media and what the 
team itself was doing, and also to plan future online engagements.

The workflow included a number of systems and processes that were not inte-
grated. For example, notes were kept in Excel spreadsheets, separate from the 
messages. Replies were recorded separately to enable their re-use. No archives of 
the posts were kept, so that the Human Services communication team could not 
refer back to a specific post at a later time, which was identified as problematic. 
All records of engagement were made with different systems from the one used 
for monitoring the social media posts. Finally, it is interesting to note that, at the 
time, the computing environment itself added a few hurdles to the task. Visiting 
external posts required clicking through a number of security warning web pages, 
introducing delays in viewing the content. Additionally, team members had two 
types of computers available: those with mobile open internet access but no access 
to the Human Services’ intranet, and Human Services computers with stricter 
access to web content. The latter was not amenable to social media monitoring but 
provided some enterprise resources. Alternating between computers and flicking 
between multiple web sites providing the social media data resulted in multitask-
ing between scanning the digest and viewing the posts, adding cognitive load.

Through this first requirements analysis, we realised how complex the social 
media monitoring activity could be in the government context, as it served a vari-
ety of purposes, encompassed many tasks, and often resulted in a number of fol-
low-up actions. To support such social media monitoring activity, we needed to 
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develop a system that would fit into the Human Services communication team’s 
workflow, offer an integrated suite of tools, and better support teamwork. The sys-
tem also needed the ability to present an overview of all social media activity and 
enable the Human Services team members to access specific posts. This is what 
our first Vizie system aimed to achieve.

The first system we developed for the Human Services communication team used 
the API4 of several popular social media sources (e.g., Twitter, forums, RSS feeds, 
etc.) to collect social media posts, and provided one interface to all the relevant data 
sources. This single interface lowered the cognitive load of Human Services team 
members by reducing several heterogeneous tools they previously needed to interact 
with to one. In addition to offering a single interface to access social media postings, 
the first Vizie system clustered social media posts in groups that were associated to a 
“topic”. This was done using clustering and language analysis techniques. From any 
such topic, a social media analyst using this system could drill down to individual 
social media postings. Finally, this first system included the ability to record all activi-
ties performed by the Human Services team, together with its appropriate metadata 
(e.g., who had authorised specific responses). Overall, our first Vizie system 
addressed many of the requirements we uncovered in our requirements analysis study, 
and the Human Services communication team proceeded to use it on a regular basis.

3.2  Refining the System

Through regular meetings with the Human Services communication team, and 
another talk-aloud recording round after a few months of system use, we were able 
to refine the existing functionality in the initial system and identify new require-
ments. These included:

•	 The ability to supply the system with an external domain vocabulary (words to 
look for and words to ignore) that the language analysis modules can take into 
account to reflect a specific organisational context;

•	 The ability to obtain more contextual information for social media posts. One of 
the specific requirements in this category was the ability to reconstruct “impor-
tant” conversations (as we described them in Sect. 3.1) to provide a richer con-
text for understanding individual tweets. Another specific requirement was the 
ability to follow the links and references embedded in a tweet and include them 
in the post context together with the reconstructed conversations; and

•	 The ability to partition queries and resulting data into subsets that are meaningful 
from the perspective of a specific application. To give an example of meaning-
ful subsets in the Human Services domain, consider different government services 
provided to parents and students. To satisfy this requirement, we introduced the 

4Application Programming Interface.
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notion of “monitoring activities”, each with a different set of queries, resulting in a 
different data set. Each monitoring activity can be viewed and explored separately.

3.3  The “Early Adopters Group”

As explained in the previous section, the Vizie system was designed and developed 
initially for the Human Services communications team. Once it reached a level of 
maturity, we wanted to test its effectiveness for other organisations. To this end, we 
created in 2012 the “Early Adopters Group”, which made Vizie available to sev-
eral participating organisations. Through the programme, these organisations also 
served as evaluators and provided new input and requirements to the system. While 
we had one-to-one discussions with each organisation, we also organised quar-
terly user group meetings. These enabled our users to share their context, learn-
ings, experiences, and success stories. Through the Early Adopters Group, we thus 
obtained new insights about the social media monitoring task and gathered new 
requirements for our system. The main new requirements are summarised below:

•	 Support to configure Vizie to access a number of social media platforms with 
the same query terms;

•	 Data exporting capability, as some of our users wanted to be able to use the data 
outside Vizie, and the creation of an API, to enable other systems to query Vizie 
for data;

•	 Additional filtering mechanisms for the collection, in particular in terms of lan-
guage (e.g., posts in English) and locations (e.g., a specific state in Australia);

•	 Additional data sources, as new social media platforms were created (e.g., 
Instagram), when APIs were available;

•	 New interfaces to explore the data collected to gain yet more insights from 
it, with controls over the time period to be considered, in particular to look at 
shorter time periods than a week (e.g., hourly), the default in the original Vizie 
system; and

•	 System portability, in particular for mobile devices. For example, some tablets 
and smart phones could not produce (or did not had enough processing power 
to produce in real time) some of Vizie’s elaborate graphical visualisations. 
Alternative simpler visualisations had to be developed.

Vizie now also addresses these requirements, as is described in detail in Sect. 4.

4  An Overview of the Vizie System

As discussed earlier, the Vizie system is specifically designed to provide social 
media mining support for social media monitoring for government services. Its 
design was informed by our original requirements analysis and our ongoing work 
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with a number of digital communication teams, as explained above. In the imple-
mentation of the various modules required, we had to take into account real-time 
constraints (such as speed) [34].

The system is illustrated in Fig. 1. Vizie provides an integrated interface to 
access social media across all social media channels. It enables its users to have 
both overviews and details of the social media data collected, as well as contextual 
information to facilitate the analysts understanding and decision making.

Vizie focuses on providing two types of interfaces to help social media ana-
lysts. The first is an overview of aggregated search results, derived through text 
analysis and presented both textually and visually. The second enables an in-depth 
exploration of the data collected (an ability to “slice and dice” the data as desired). 
Both interfaces use natural language processing methods to, for example, cluster 
the posts, choose key phrases, or summarise the text. The text analysis methods 
deployed in our system are chosen considering the trade-off between computa-
tional overheads and data scalability versus the effectiveness at supporting an end-
user task.

Figure 2 shows the architecture of the Vizie system. All interactions with the 
user are performed through a series of web components managed by the Web 
Presentation Layer. It is through this interface that the users specify query terms 
and interact with visualisations driven by data analysis. With these query terms, 
data collection occurs through a federated search interface [12].

As illustrated in the diagram, Vizie is built around data collection, contextuali-
sation, and natural language analysis processes. More specifically, Vizie captures 
data from a variety of social media channels using either available APIs, or general 
purpose search engines such as SocialMention.5 The collection of the posts is also 

5www.socialmention.com.

Fig. 1  The Vizie system: collecting and analysing social media data

http://www.socialmention.com
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coupled with “a Context Collection” step, explained below. As we noted earlier, 
Vizie provides one tool and interface to access all social media posts collected 
from different sources, thus addressing one of the challenges we identified in our 
user requirements analysis. The “context collection” or “contextualisation” step 
was also added in response to a requirement from our users. Once data is collected 
and contextualised, it is kept in the Posts and Analysis database, together with 
some meta-data.

Vizie’s natural language analysis steps are illustrated in Fig. 2 and include 
keyword and phase identification, clustering of social media posts, and summary 
generation. Vizie’s data analysis is extensible, i.e., additional natural language pro-
cessing steps can be added, as/if needed (this is denoted by the “more analysis” 
step in Fig. 2). After each processing step, new meta-data is added to the post and 
stored in the Posts and Analysis Database.

We now illustrate various aspects of Vizie, with a running example of monitor-
ing social media from our organisation, the CSIRO, also a government agency. To 
start the process of monitoring social media, queries need to be provided to the 
system. Vizie has a dedicated configuration interface for this purpose. The screen 
to specify a query is shown in Fig. 3. As can be seen from the figure, the user can 
select the platforms to which the query is to be sent.

A preview of the data that will be collected with the query is provided to help 
the user decide whether this is the right query term to obtain the desired data. It is 

Fig. 2  Vizie architecture
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shown on the right of the figure. This enables the user to decide if the query needs 
refinement (for example, exclude posts with a specific word in it, a useful speci-
fication when the original query is ambiguous, or the addition of another word to 
specify a phrase instead of a word).

To enable the partition of queries and data into meaningful subsets (another 
requirement discussed in Sect. 3.2), we created “monitoring activities”, which 
consist of multiple queries grouped for a specific monitoring purpose. To explain 
this concept further consider the need of organisations to monitor social media for 
different services, cohorts, and/or events. Monitoring any of these requires social 
media data to be partitioned respectively for further exploration. For example, the 
CSIRO communication staff have set up several monitoring activities for the 
organisation, including, as shown in Fig. 4: “CSIRO General”, which gathers data 
about CSIRO as a whole, using queries such as “CSIRO”, “@CSIRONews”, and 
the name of the newly appointed CEO, “Larry Marshall”); “enigma moth”, with 
queries such as “CSIRO moth” and “enigma moth”, to see the public’s reactions to 
the discovery of an insect of significance6 (in which CSIRO researchers were 
instrumental), and “campaign.csiro7”, with queries such as “csiro seven” and the 
names of the people involved, which gauges the effectiveness of a specific cam-
paign. Like the queries, monitoring activities can be managed via the configuration 
interface.

At the request of the social media analysts who used Vizie, we also enabled 
the easy activation/deactivation of both monitoring activities and queries. This 

6http://www.csiro.au/en/News/News-releases/2015/Enigma-moth-helps-crack-evolutions-code. 
Accessed August 19th, 2015.

Fig. 3  Setting up the system: entering a query for the federated search

http://www.csiro.au/en/News/News-releases/2015/Enigma-moth-helps-crack-evolutions-code
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is useful when one is monitoring a recurrent event. For example, the release of a 
budget is a major media event in Australia. It occurs twice in the year, and social 
media analysts need to monitor this only twice each year. Having defined appro-
priate queries/activities for it, they want to be able to simply de-activate them 
when it is no longer a current news item, and re-activate them at the appropriate 
time.

Fig. 4  Monitoring activities
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Once Vizie is configured with the appropriate queries, it starts collecting data 
from the various available social media channels. While collecting the posts, 
Vizie also attempts to obtain additional information which can form part of their 
context. For example, a post might contain a link to another site (e.g., a URL). 
Vizie will try to obtain the content of the URL. This provides the context in which 
to understand the post. Some examples are shown in Fig. 5. In Fig. 5a, the post 
merely mentions the title of a news article, with a pointer to it. To really under-
stand the post, it is useful to also read the news article. In Fig. 5b, once again, the 
post makes little sense without knowing its context: the information CSIRO has 
been disseminating about its scientists, seen on a webpage below.

Similarly, Vizie attempts to present posts in the context of the discussion in 
which they occur, as a post in isolation might be meaningless. This illustrated in 
Fig. 6. The second post “Fantastic” is meaningless out of its context, represented 
by the post it answers.

To reconstruct discussions Vizie uses Twitter’s API or extracts the posts from 
forum websites returned by a search engine with the unsupervised boilerplate 
removal approach described in [27]. All the data collected (the posts and their 
context) are stored in a database. At this point, analysis begins. The first step is 
a keyword and key phrases analysis to provide an immediate overview of current 
social media content. This is illustrated in Fig. 7. The next step is a cluster analysis 
that groups the data into topics. This new overview is presented to the user, either 
graphically or textually, as the user chooses.

Figure 8 shows an example of a textual visualisation, for the monitoring activ-
ity “campaign.csiro7”. In Fig. 8a, the left hand side of the image shows the inter-
face that enables a user to select a specific activity if desired, and choose the type 
of overview to be provided (textual or graphical). The overview is on the right. It 
presents social media postings from the same media type in cells organised in the 
same row. Each cell presents an overview of a group of postings that is labelled 
by an appropriate term or phrase. Overview rows are sorted by the date of social 
media posting. At the time of this screen shot capture, the campaign is in its 3rd 
day; so there is data for only three days. Vizie is using a sliding window, which is 
typically a week, to group posting into topics that are based on trending keywords 
and phrases. Hovering the mouse on a topic will bring up a pop-up window with 
the indicative phrases (that includes the keyword) for this topic, if there are any. 
This is shown in Fig. 8a for the topic: “inspiring”, with the key phrase “inspir-
ing future thinkers”. The user can obtain additional information by clicking on a 
topic, which will result in all the posts for that topic to be presented on the right 
hand panel, as shown in Fig. 8b, again for the topic “inspiring”. By placing the 
mouse on a post, the user can obtain more details about the post, as shown in the 
Fig. 8c. Vizie automatically relates identical topics from different social media 
sources/channels. This is achieved by correlating the topic name/phrase and dates 
of the postings, and it is visualised by highlighting all related topics when the user 
clicks the cell of any of them in the visualisation. The user can then drill down to 
the individual social post of the highlighted topic as illustrated in Fig. 8d. Finally, 
in Fig. 8 each line (channel) was fully filled. Some of our users wanted instead 
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Fig. 5  Retrieving the content of a URL to provide the context of a post. a A news article is the 
context for a post. b A website is the context of a post
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to have an idea of the varying amounts of data across days and channels. So we 
implemented the ability to show the proportion of data across the channels. This is 
shown in Fig. 9.

Topic labels and key phrases in these visualisations are computed through a text 
chunking algorithm that segments sentences using features such as the presence of 
closed-class words and capitalisation. The key phrase assigned to a post is chosen 
based on trending content over a time period. Our methods can also be param-
eterised to improve the diversity of key phrases, using methods such as Maximal 
Marginal Relevance (MMR) [7]. Once a key phrase is chosen, the word with the 
highest overall frequency over the week is chosen as the keyword. A cluster is then 
defined by a grouping of posts that have been assigned the same keyword. Given 
the way keywords are determined, the clusters visualise trending content over 
time.

The overview can also be presented as an interactive graphical visualisation 
(see Fig. 10, for the monitoring activity “CSIRO General”), in which each social 
media channel has its “river”, and each river has “streams”, corresponding to the 
different topics. As in the textual visualisation, the topic is represented by only one 
word because of space issues. The interaction is similar to the one for the textual 
visualisation: hovering on a topic provides additional details, clicking on it lists 
the posts, etc. This visualisation enables one to zoom in and out of it.

Fig. 6  Showing the posts in their discussion context

Fig. 7  Results of the preliminary keyword and key phrases analysis
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Fig. 8  Textual visualisation of the cluster analysis. a Requesting a visualisation of the data; key 
words and key phrases. b Obtaining the posts in a topic grouping. c Getting more details about a 
specific post. d Highlighting trends through the week and channels
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The functionality described thus far supports setting up the system to obtain 
the appropriate data, scanning a list of collected posts, getting overviews and drill-
ing into the data, and obtaining the appropriate context, all within an integrated 
interface.

The analyst can explore the data in depth (“slice and dice” the data) using the 
interface shown in Fig. 11. Within this interface, the user first selects the data to 
explore: this is done by selecting one or more monitoring activities, a time frame 
(with a slide window at the top of the screen), or one or more specific media types. 
The relevant data set is retrieved and presented to the user, together with various 
statistics about the data (e.g., the amount of data, the trending words, and media 
types). At this point, the analyst can study the data in detail, e.g., look at all the 
posts, or the posts with a specific word it in, obtain the shared posts, place them on 
a map, etc.

Fig. 9  Showing the proportions of the data in the textual visualisation

Fig. 10  Graphical visualisation of the topics of the captured data
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Figure 12 illustrates Vizie’s summarisation capabilities, which use extraction 
techniques, as in [33].

To support the workflow of a team of users, Vizie also includes a reporting 
facility. Figure 13 shows portions of a report generated by Vizie. The user can 
select what to include in a report, and generate the PDF automatically. Reports 
can include post trends, broken down by monitoring activities or media type if 
required; time zone information for Twitter posts; insights about the content (e.g., 
top posts; major words and key phrases; etc.) and the posts’ authors (e.g., key 
Twitter users, in terms of both retweets and mentions).

We are currently working on additional analysis modules. One, in particular, 
relates to discussions, providing more context to help with the relevance judge-
ments needed to decide whether to engage with the public.

The discussion interface enables the social media monitoring analysts to look at the 
discussions in some priority order and get information enabling them to decide whether 
an action is required. An overall screen shot this triage interface is shown in Fig. 14. 

Fig. 11  Exploring the data

Fig. 12  Summaries about an article mentioning CSIRO
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The user chooses a priority order from the panel on the left. This can be based on time 
(chronological order, or reverse chronological order), or on other features such as most 
posts, most views, most read, most notes, most tags, or most connections. Once the 
priority order has been selected, each discussion is presented first as a summary, along 
with enough information to enable the user to make a decision as to whether there is a 
need to drill down and read the specific posts. The summary includes:

•	 A title for the discussion—The title is formed using the subject line of the first 
post in the discussion;

•	 Where the discussion comes from, and its media type;
•	 Tags associated with the discussion—these currently are automatically generated 

tags showing the label of the search engine query for provenance (e.g., SRC_
TWITTER_SEARCH_CSIRO and AUTO_SPIDERED (following embedded 
URLS)). In addition, keywords are automatically extracted from the post title 
and description;

Fig. 13  Portions of a report generated by Vizie. a Volume by type and across time. b Data 
viewed on a map
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•	 A timeline which indicates when the discussion started, its current end-point, 
and where on this timeline posts occurred;

•	 An icon (an eye) which shows whether the discussion has already been seen or 
not by a social media monitoring analyst; and

•	 An indication of whether (Vizie) users have already provided comments about 
the discussion as a whole (via the drill down page for the discussion).

The discussion can be expanded, and all its posts are then shown. At this stage, the 
user can add comments or annotations to the discussion or the individual posts. 
This discussion interface, like the Overview functionality presented earlier, sup-
ports the main actions of the social media monitoring task: scanning a list of col-
lected posts, viewing a social media post and scanning its text content, and making 
a relevance judgment as to whether to take further action.

5  Case Studies/System Usage

The Vizie system has been used by over twenty organisations over the past two 
years, and has received positive feedback [34]. We instrumented Vizie to capture 
various usage patterns, including logins, number of posts retrieved, specific inter-
face usage patterns, etc.

Fig. 14  The discussions interface
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Figure 15 shows the number of logins in that time, with each line representing 
one organisation, and the top line the aggregate. As new features get added to the 
system, the number of logins usually increases. We noted that different organisa-
tions have different login patterns. Some organisations use Vizie on a daily basis, 
while others use it only when an event (such as a communication on their part) 
happens. This is reflected in the varying number of posts collected by the organisa-
tions in that time—see Fig. 16.

We now briefly mentioned three usage scenarios from our users:

•	 The Department of Human Services. The Human Services team with which 
we started our work on Vizie has grown significantly in the past few years, and 
it monitors social media for a variety of services. As a result, a multitude of 
monitoring activities (currently over 30 active activities) and queries has been 
set (a monitoring activity has typically at least 4–5 queries, with some activi-
ties regrouping a much larger number of queries, e.g., one activity has over 45 
queries). The Human Services team uses the system on a daily basis to support 
their social media strategy. They have found that the system helps them find 
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and support customers in real need, which they would not have been able to do 
by just tracking popular social media sites. The system has also helped them 
address misinformation in the public arena and proactively provide the informa-
tion sought by people. Finally, by engaging actively with social media, the team 
has found that people’s attitude towards them on social media has changed, 
going from being surprised and somewhat annoyed at seeing them listening to 
discussions in forums to waiting to receive the official response to their ques-
tions. This has helped increase trust. (Also see the Chap. 2 in this book.)

•	 The State Library of New South Wales. The State Library of New South Wales 
has a mission to document life in New South Wales, and it has realised that 
social media discussions provide an important record for the social scientists 
and historians of the future [9]. They use the Vizie system to collect and archive 
social media data about life in New South Wales [2]. For them, the system 
visualisation interfaces and dashboards enable the digital collection managers 
to ensure that they are collecting the data they want to collect. The collection 
obtained thus far contains over 17 million posts, collected through 964 query 
terms. In the past 4 months, the library collected specifically all the social media 
discourse around the New South Wales elections [6, 8, 17,  35].

•	 A major Australian broadcasting organisation, which wanted to monitor social 
media discussions around one of their major events: a vote for people’s favorite 
band over one month period. It is through monitoring social media with Vizie 
that they identified issues with their streaming service at some point (as phrases 
such as “streaming issues” became prominent). The system also enabled them 
to identify how others were capitalising on their hashtag to promote their own 
messages.

6  Related Work

Systematic social media monitoring in the government context has mostly been in 
the area of disaster management—see [10]. Common solutions in this area involve 
monitoring and mining Twitter data to detect emergencies (e.g., a fire, flood, riot, 
etc.) that require government response and to collect information that will help 
mitigate them e.g., see [1, 29, 32, 36; Chaps. 12 and 13 in this book]. Researchers 
have also looked at monitoring and mining social media to obtain information that 
might be useful in the public health sector, for example to predict outbreaks, for 
syndromic surveillance or pharmacovigilance (identifying drugs side effects)—
e.g., see [5, 14, 16, 21, 24, 28].

Our contribution in the development of Vizie has a more general scope since 
we cover any government service, and our aim is to help improve such services 
instead of simply detecting the need for such services in disaster management. Our 
goal is also to enable communication with social media users in their forum, while 
the related work in health only aims to mine health-specific data in social media 
posting.

http://dx.doi.org/10.1007/978-3-319-27237-5_2
http://dx.doi.org/10.1007/978-3-319-27237-5_12
http://dx.doi.org/10.1007/978-3-319-27237-5_13
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A number of commercial social media monitoring tools are available. For 
example, some tools monitor specific social media channel (e.g., Tweetdeck7 or 
Hootsuite8). These tools help monitor conversations on a given topic or present the 
frequency of mentions of specific terms in graph-based visualisations. Besides 
being limited to a specific media channel, these tools rarely support the data explo-
ration task, which is required to gain insights from the data. Other tools (for exam-
ple, Google Alerts9 and Socialmention10) perform a wider search through the 
social media channels. These tools typically focus on a coarse-grained retrieval 
task, followed by a grouping of results by social media type and word trends anal-
ysis. No additional contextual information is retrieved, and the analysis of the 
returned data is usually limited to showing trending words (via a word cloud11 or a 
ranked list) and presenting a visual dashboard of statistics about the data (e.g., 
most retweeted post, person post mentioned, etc.). Some tools (e.g., Twitter 
Map12) show Twitter content with geotagged data on maps, enabling one to iden-
tify what is being discussed in a particular region, while others perform some sen-
timent analysis (e.g., SocialMention).

It is difficult with current tools to get an overview of the discourse across all 
social media. To do so, one must employ several tools in an ad hoc manner (which 
is what we found in our requirement analysis), resulting in a multiplicity of views 
over the social media content. In contrast, Vizie enables the monitoring of all 
social media platforms through one tool, integrating the data so that an overview 
can be obtained, providing the analysts with a sense of the volume associated with 
major clusters of data, and how this changes across time. To our knowledge, such 
a federated search approach to social media monitoring, where a uniform query 
interface and a corresponding analysis is presented to the user, is not available 
through commercial tools and has not been explored in-depth within the research 
community. In addition, current tools typically do not support the data exploration 
task, and thus an analyst cannot gain insights beyond the statistics provided. Vizie 
supports such exploration. This not only leads to more insights into the data but 
also helps the government social media analysts decide whether to engage with the 
public.

Within the academic community, there has been much research to help iden-
tify what is of importance in social media—for example classifying tweets into 
news or junk, e.g., [30], or sorting tweets into generic categories such as news, 
events, opinions, and private messages [31]. Other work has studied topic model-
ling on social media (e.g., [4, 22, 25, 26]. These works tend to focus on Twitter 
data, and they are not aimed at supporting specific social media tasks. Our work 

7www.tweetdeck.com.
8www.hootsuite.com.
9www.google.com/alerts.
10www.socialmention.com.
11For example, http://cloud.li/.
12www.twittermap.com

http://www.tweetdeck.com
http://www.hootsuite.com
http://www.google.com/alerts
http://www.socialmention.com
http://cloud.li/
http://www.twittermap.com
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is concerned at social media data in general, and is designed to support the tasks 
involved in improving government services through social media monitoring. In 
addition, our Vizie system brings together a number of functionality (i.e., not just 
topic modeling) to offer the analyst an integrated system. Finally, as our system is 
being used in a real-work context, we had to balance the sophistication of the algo-
rithms with real-time processing constraints.

7  Conclusions

In this chapter we looked at the task of social media monitoring in a government 
context, to understand both how such monitoring can help improve government 
services and how a tool might support the task. We presented requirements analy-
sis from actual government social media analysts that spanned from an initial task 
analysis to subsequent trials of Vizie—our social media monitoring system. Vizie 
supports the social media monitoring task by:

•	 Providing access to all social media data through one interface;
•	 Presenting an overview of big social media content using content-driven and 

user-provided classification terms and across a variety of posts from heterogene-
ous social media sources; and

•	 Enabling in-depth data exploration.

Vizie combines natural language processing, information retrieval and machine 
learning algorithms and embodies them within an integrated interface that allows 
its users to interact with the data analysis and collection steps via the provided 
visualisations. The system has been in used in a number of organisations and has 
received positive feedback from them.
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emergency managers. ESA currently collects tweets from Australia and New 
Zealand and processes them to identify unexpected incidents, to monitor ongoing 
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operated using a map based interactive web site and has processed over 2 billion 
tweets since September 2011. ESA has been developed by the Commonwealth 
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numerous emergency services organisations throughout Australia. Tweets are pro-
cessed as a data stream using text mining techniques and natural language pro-
cessing tools to identify content relevant to emergency managers. ESA is deployed 
as a distributed information architecture consisting of a combination of commod-
ity open source technologies, such as an Apache Solr index, a relational database, 
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notification, message classification and clustering, geo-coding and searching. In 
this chapter, an overview of ESA is presented showing how tweets are gathered 
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1  Introduction

According to the latest annual report on humanitarian crises and assistance from 
the United Nations Office for the Coordination of Humanitarian Affairs [1], 
97 million people were affected worldwide by national disasters in 2013. This 
report also notes that over the past 10 years the global trend for the cost of disas-
ters has been steadily increasing, and that in recent years the use of social media 
by affected people has become a common practice.

Significant Australian examples include: the 2010–2011 floods in Queensland 
that affected 70 towns, including the state capital Brisbane, and caused infrastruc-
ture damage of around A$8 billion1; Cyclone Yasi in north Queensland which 
caused around A$800 million in damage2; and Victoria’s 2009 Black Saturday 
Bushfires, killing 173 people, impacting 78 towns and having an estimated 
A$2.9 billion in total losses [2].

More recently in 2013, two major events in Australia were bushfires in New 
South Wales and significant floods in Queensland. The worst bushfires were in the 
Blue Mountains region starting in mid October. One of these, known as the ‘State 
Mine Fire’, was started accidently during an Army training exercise. This fire 
spread and merged with other nearby fires in the Blue Mountains area and 
remained a threat until mid November. The Insurance Council of Australia esti-
mated the damage for these fires at over A$183 million.3

The state of Queensland regularly encounters disaster events, the most signifi-
cant usually being floods, severe storms, tropical lows and cyclones. In January 
2013, Tropical Cyclone Oswald caused major damage throughout Queensland and 
further south into New South Wales. The resulting weather systems caused torna-
dos, waterspouts and flooding in various town centers. In the Bundaberg region for 
example, three tornados downed power lines, trees, lifted roofs and smashed win-
dows. There was also flooding in Bundaberg and over 2000 residents were evacu-
ated. In total, natural disasters in 2013 cost Queensland A$2.5 billion.4

The response and recovery activities to manage disaster events are typi-
cally performed by emergency services agencies that have personnel specifically 
trained to deal with the situation appropriately. Large scale disasters may involve 
the armed forces and coordinating the efforts of these multiple groups to achieve 
the best outcome in the shortest time frame is a challenging task. Central to these 
activities is effective and accurate information sharing: of the impact to the envi-
ronment, the people affected and damage to infrastructure. This is referred to as 
situational awareness and it is vital that all those involved share a common operat-
ing picture.

1http://www.rba.gov.au/publications/smp/boxes/2011/feb/a.pdf.
2http://statements.qld.gov.au/statement/id/73637.
3https://www.emknowledge.gov.au/resource/?id=4781.
4http://www.parliament.qld.gov.au/Documents/TableOffice/TabledPapers/2013/5413T2788.pdf.

http://www.rba.gov.au/publications/smp/boxes/2011/feb/a.pdf
http://statements.qld.gov.au/statement/id/73637
https://www.emknowledge.gov.au/resource/?id=4781
http://www.parliament.qld.gov.au/Documents/TableOffice/TabledPapers/2013/5413T2788.pdf
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The use of crowd-sourced content provides crises coordinators with an oppor-
tunity to harness a new kind of previously unavailable information for decision 
making during emergency events. This is the goal of the Emergency Situation 
Awareness (ESA) tool.

2  Motivation

Social media has been recognised as an emerging source of information for emer-
gency managers [3–5]. Twitter in particular is an important communication chan-
nel which can be used to source content from people experiencing disasters, and 
for emergency services agencies to inform the public of what’s going on [6–10].

For example, UN OCHA [1] reports that on average 12 % of Tweets during nat-
ural disaster events were from eyewitnesses. After examining a sample of 100,000 
tweets corresponding to 13 natural disaster events from around the world that 
occurred in 2013 they found 15 % of messages were from affected individuals, 
14 % were offering caution and advice and 9 % noted information about affected 
infrastructure and utilities.

Similarly, research from the American Red Cross [11] found that 28 % of 
American citizens choose social media services to send messages after disaster 
events and that 20 % obtained emergency information from a mobile application. 
They also found that 40 % of citizens would use social media to inform their con-
tacts they were safe if impacted by an emergency event and if they were to send a 
request for help via social media, 70 % expected help to arrive in less than 3 h of 
posting.

In order to manage emergency events effectively, it is critical that crisis coor-
dinators have access to authoritative and verified ‘official’ information when they 
need it. The emergency services currently use social media, such as Facebook, 
Twitter and RSS feed content, to alert the community about known incidents, 
to inform them about the response activities underway and to provide advice to 
ensure community preparedness.

Social media has also been recognised as a new data channel to receive public 
crowd-sourced information about emergency events [12–14]. However, this use from 
the community to authority, referred to as ‘C2A’, is not yet widespread in Australia. 
One notable success has been the Queensland Police Service (QPS) Media Unit. 
During the South East Queensland floods in 2011, they found their use of Twitter 
played an important role in crisis communication. Specifically, they found Twitter to 
be useful for finding and disseminating information; it was effective in amplifying 
emergency content through retweets. Authoritative accounts were trusted, for exam-
ple the QPS Media Unit and other news media accounts, so that myth busting of 
rumors and correcting misinformation was possible. Links to further relevant infor-
mation and images from everyday citizens were also available [12].

Tweets about the NSW bushfires and Queensland floods mentioned above 
were investigated by Olteanu et al. [4]. They found that around 25 % of tweets 
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contained content relating to caution and advice. This was similar to results from 
other disasters around the world. Most tweets originated from news media organi-
sations, approximately 40 %, followed by the general public at around 30 %. 
Eyewitness reports came from 10 % of tweeters for the bushfires and 17 % for 
the floods. There were also reports of injured or affected people and information 
about affected infrastructure and utilities. These results are also summarised in 
the annual report on humanitarian crises and assistance from the United Nations 
Office for the Coordination of Humanitarian Affairs [1].

3  The Emergency Situation Awareness Tool

The ESA tool [9, 15] was developed for emergency managers and crisis coordi-
nators to use information publically available on Twitter to detect and describe 
emerging and ongoing crisis situations. ESA uses the public Twitter Application 
Programming Interface (API) to collect tweets and performs further processing 
and filtering.

The ESA Home page, shown in Fig. 1, provides an overview of the Twitter 
content that has been recently analysed by ESA. The home page is available at 
http://esa.csiro.au and consists of a number of components including the Timeline 
at the top showing the volume of Tweets analysed over the last four days, the alert 
tag cloud showing the most recent alerts generated by ESA in reference to the 
background language model, the top 10 hashtags, users, mentions and links over 
the last 24 h, a listing of the tweets corresponding to a selected alert or top 10 fea-
ture and a map showing a heatmap of a selected alert’s tweet locations and/or mark-
ers for any geo-tagged tweets. The full ESA system is available to registered users 

Fig. 1  The ESA home page: http://esa.csiro.au

http://esa.csiro.au
http://esa.csiro.au
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while potential users in Australia and New Zealand that have an email account from 
a government department or university can self register for a free one month trial.

One of the key components of ESA is the near-real-time burst detector, used 
to generate the alerts. Bursting words are identified using a 5 min buffer of recent 
tweet words. The frequencies of the words in the buffer are compared against a 
background language model. When an observed word frequency is significantly 
different from the background language model, a burst is identified and an alert 
reported.

ESA also makes use of text mining techniques and machine learning algorithms 
and is currently in use by Australian government departments and emergency ser-
vices agencies for: identifying and monitoring bushfires [16–18]; all-hazard moni-
toring in a crisis coordination centre [19]; and earthquake detection [8].

The ESA tool evolved from initial investigations of content published on 
Twitter during natural disaster events in Australia and New Zealand during 2010. 
Twitter was chosen because the API provided a useful and versatile method of 
obtaining public crowd-sourced content, and its uptake in Australia has been 
growing.5

The initial case studies sourced tweets for known emergency events by using 
both the stream interface filtering on target keywords as well as the search API 
focused at specific locations. For example, when Tropical Cyclone Ului (March 
2010) was advancing on the coast of Queensland, the Search API was used to 
gather tweets originating from the impacted area. Similarly, after the two large 
Christchurch earthquakes (4 September 2010 and 22 February 2011), tweets from 
this region were collected and used as test data to refine our tools.

In late September 2011, search capture regions were established to cover all of 
Australia and New Zealand and we have been collecting tweets continuously since 
then. There have been some gaps in this process of gathering tweets as a result of 
issues with the Search API service from Twitter and IT infrastructure problems: 
power failures, scheduled data centre maintenance and internet outages.

During this time a comprehensive toolset has been developed that includes:

•	 a language model that describes the expected content on Twitter;
•	 a burst detector based on the language model;
•	 an alerting system that targets specific bursting words for notifications;
•	 clustering techniques to condense and summarise message content;
•	 classifiers to identify specific tweets of interest;
•	 interfaces to support users’ investigative tasks.

The following sections briefly outline the ESA system architecture and describe its 
core components, including the backend tasks for gathering and processing tweets, 
the various user interfaces available to explore the live tweet stream and tools used 
to review previously processed tweets. Note that these components provide core 

5https://www.business.qld.gov.au/business/running/marketing/online-marketing/using-twitter- 
to-market-your-business/who-uses-twitter.

https://www.business.qld.gov.au/business/running/marketing/online-marketing/using-twitter-to-market-your-business/who-uses-twitter
https://www.business.qld.gov.au/business/running/marketing/online-marketing/using-twitter-to-market-your-business/who-uses-twitter
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functionality of the ESA tool and each has a specific web based user interface for 
users to explore its features. These components can also be readily assembled into 
targeted offerings to address specific user needs. Examples are described below for 
earthquake notification and monitoring ongoing fire events.

4  Architecture

The ESA architecture is shown in Fig. 2. Tweets are collected using the Twitter 
REST Application Programming Interface (API).6 Capture regions are defined as 
latitude/longitude coordinate pairs, each with a search radius defined to cover 
Australia and New Zealand. A request is made for each capture region every 20 s 
with the resulting tweets published to the Java Message Service (JMS) middle-
ware. JMS consumers then process the incoming tweets. There is some overlap 
with these regions and care is taken to only process the messages once. As noted 
above, tweets from these regions have been collected since late September 2011 
and as of the end of January 2015 we have processed over 1.8 billion tweets at a 
rate of approximately 1500/min.

As noted above, alerts are generated by the burst detector in reference to a 
background language model, described in more detail below. The alerts and origi-
nal tweets are cached in a repository for later reference. A Solr index is maintained 
for the previous four days of tweet content. Event detection is managed using a 
combination of keyword matching and machine learning classifiers. Only a small 
percentage of tweets are geo-tagged with precise latitude and longitude coordi-
nates. Locations are estimated using the user’s profile location for all other tweets. 
For tweets that are determined to be of interest, we have experimented with iden-
tifying toponyms in the message text and geo-coding with reference to gazetteer 
services.

There are a number of user interfaces available as web applications, the Web 
Apps in Fig. 2. The Alerts Monitor is the main user interface which provides an 
overview of the current Twitter activity. It can also be used to review historical 
alerts that have been stored in the Repository. The Search Tweets interface pro-
vides keyword search over tweets collected during the previous four days using 
the Solr index. This includes features to target geographic regions, predefined que-
ries for common emergency management event types, continuous search and inte-
gration with the Emergency Response Intelligence Capability7 tool. The Search 
Alerts interface searches the alert archive by keyword, date range and alert level. 
Tweets from official Australian emergency related Twitter accounts are available 
on the Follow Users page and there are other customised interfaces developed for 
specific users.

6https://dev.twitter.com/docs/api/1.1.
7Refer to Chap. 13 for details.

https://dev.twitter.com/docs/api/1.1
http://dx.doi.org/10.1007/978-3-319-27237-5_13
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5  Generating Alerts

ESA produces alerts every minute by examining word frequencies within a roll-
ing 5 min window of tweets. A word is said to be a ‘bursting word’, representing 
an alert, when its frequency in the 5 min window deviates from its frequency as 
recorded in the language model. This language model contains the frequencies for 
all words and other tokens historically encountered in the tweet stream. The scale 
of the deviation gives rise to the colour of the alert, ranging in order from green, 
blue, purple, yellow, orange to the highest alert colour: red.

The language model is created by processing the individual words contained in 
the tweets in 5 min intervals, called bins. This processing starts by tokenising the 
tweet text messages to remove punctuation which identifies the individual words. 
These words are then stemmed using the Porter Stemming algorithm [20]. For 
example the words ‘play’, ‘plays’, ‘playing’ and ‘played’ all have the same stem 
of ‘plai’. Note the stem need not be a valid word. This is a common task in natu-
ral language processing as it reduces the problem space by conflating the words 
being processed. For each stemmed word found in the ‘bin’, the number of tweets 
containing a word matching the stem is counted. A frequency is then calculated in 
reference to the total number of tweets in the bin and a final frequency determined 
as the average for all bins processed [15].

The same processing is performed on the near-real-time message stream by 
buffering these tweets into a 5 min ‘window’ and calculating the stem frequencies. 

Fig. 2  ESA architecture
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A burst is found when the near-real-time stem frequency is significantly differ-
ent to that recorded in the language model based on historical tweets. An alert is 
determined by adjusting for uninteresting common words, often referred to as stop 
words, and giving priority to words of interest for specific users. The alert colour 
is determined by the relative size of the deviation from the language model.

The window is advanced every minute creating a ‘sliding’ 5 min buffer of 
tweets and the contents reprocessed to produce a new set of alerts. Note that this 
alert processing is based on the expected frequency of stemmed words found in 
tweet messages and not specifically to the arrival rate of tweets. The generated 
alerts are saved in a database and can be accessed as discussed below.

6  The Alerts Monitor Interface

The alerting mechanism is the central ESA component. It identifies and records 
unusual activity based on what has occurred before. The Alerts Monitor interface, 
shown in Fig. 3, provides the user with a summary of current activity. Note that 
the alerts shown are not tailored to emergency events: all manner of content con-
sidered unusual can be alerted on. This frequently aligns with popular issues dis-
cussed by the Twitter community such as politics, sport, general news items and 
celebrity gossip.

The example in Fig. 3 is from Saturday 1 November 2014 at 4:53 pm. 
ESA found 97 alerts with 47 being red, 3 orange, 7 yellow, 6 purple, 12 blue 
and 22 green. Note that not all the alerts are shown in this screen shot as the 

Fig. 3  The ESA alerts monitor user interface
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‘uninteresting’ ones have been excluded by activating the User mentions and 
Common words check boxes. This was the day after Halloween (a red alert) and 
the weekend before an important horse race in Australia (the Melbourne Cup cor-
responding to the alerts: ‘bonaria’, ‘cup’, ‘derby’, ‘field’, ‘finish’, ‘melbourne’, 
‘win’). Some other alerts were due to the announcement that the band One 
Direction would be performing at the ARIA music awards (‘#1dfouraus’, ‘#ema-
biggestfans1d’, ‘aria’) and the results of a Four Nations Rugby League match 
(‘kiwi’, ‘samoa’).

During this time there was a fire near the town of Katoomba and a storm in 
Sydney. Fires in Australia are named by the responding agency and this one was 
called Cliff Drive fire, Katoomba; note the alerts ‘cliff’, ‘emerging’, ‘drive’, ‘fire’, 
‘katoomba’ and ‘warning’ all relate to this event. Similarly, the storm event has 
been captured by the ‘storm’ and ‘sydney’ alerts.

The Alerts Monitor interface, accessed via the Alerts navigation menu, is 
designed for monitoring the latest ESA alerts. It is similar to the Alerts provided 
on the Home page, however additional options to customise the display are pro-
vided and there is a new Topics component. A similar page, Alerts Historical 
shown in Fig. 3, provides access to previous alerts. The web pages for these alert 
monitor interfaces are divided into three sections, top, middle and bottom. In the 
top section there are:

•	 date and time selection controls;
•	 playback controls to automatically advance the display of historical alerts at 

varying speeds;
•	 a time section consisting of a 60 min slider control with day and hour naviga-

tion links;
•	 an alert tag cloud.

The alert tag cloud can be adjusted using the Tweets in common, User mentions, 
Hash tags, Retweet %, Unique users and Common words checkboxes. The Tweets 
in common option groups together alerts with a significant proportion of common 
tweets. For example, for the alerts shown in Fig. 3, ‘halloween’ and ‘costume’ 
become grouped together. When the User mention option is selected, all the alerts 
consisting of a user mention are removed from the tag cloud. If the Tweets in com-
mon option is also selected, then the user mentions are still shown but the font 
becomes very small. When the Hash tags option is selected, all alerts that consist 
of a hash tag are removed from the tag cloud. Again, if the Tweets in common 
option is also selected, then the hash tags are still shown but the font becomes very 
small. Adjusting for Retweet % minimises alerts that are primarily due to signifi-
cant retweets. The Unique users option reduces the influence of tweets from users 
who repeatedly post the same or similar content while the final checkbox hides 
common and normally uninteresting stop words.

Note that the user profile image associated with a Twitter account is dis-
played alongside the message text in ESA. When viewing historical tweets, the 
original image may have been subsequently deleted. This can be seen in Fig. 3 by 
the empty image for the fourth tweet. Other examples can be seen in subsequent 



256 R. Power et al.

figures below. Also, tweets containing fire or earthquake related words are pro-
cessed by machine learning text classifiers. When a tweet is considered to be a 
positive example of someone describing a fire or earthquake event by this process 
it is highlighted in colour as indicated by the legend at the bottom of the list of 
tweets. The example in Fig. 3 has five highlighted tweets while Fig. 4 has one.

The Alerts Monitor page provides the user with an overview of what’s unusual 
now. When a word in the alert tag cloud is clicked, the tweets contributing to that 
alert are processed by the Carrot2 clustering engine to produce a topic summary 
in the middle section of the Alerts Monitor page. The source tweets and alert heat-
map, explained below, are also shown in the bottom section. An example can be 
seen in Fig. 4 when the ‘fire’ alert has been selected.

The aim of the tweet topic summary is to provide a high-level outline of topics 
contributing to the selected alert word. These topics can themselves be clicked to 
show the tweets contributing to the chosen cluster topic. An example is shown in 
Fig. 5 where the topic ‘NSWRFS Nswfires’ has been selected. Doing so updates 
the display to show the tweets contributing to this topic. There are 30 tweets con-
tributing to the ‘fire’ alert in Fig. 4 while there are 10 tweets contributing to the 
‘NSWRFS Nswfires’ topic in Fig. 5. Note that a tweet may belong to more than 
one topic.

The tweet display appears on the bottom left of the page and conforms to the 
Twitter Display Requirements.8 The tweets displayed can be adjusted to hide the 
retweets, show or hide attached photos, reverse the ordering or export the tweet 
content to a CSV file.

8https://dev.twitter.com/terms/display-requirements.

Fig. 4  ESA alerts monitor user interface showing cluster summary

https://dev.twitter.com/terms/display-requirements
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The alert heatmap in the lower right hand corner gives an indication of the dis-
tribution of the locations of contributing tweets. The locations are determined from 
the geo-tagged coordinates, if present, or by geocoding the user’s profile loca-
tion using the Yahoo! GeoPlanet API. In the example of Figs. 4 and 5, most of the 
tweets originated from Sydney while some were from Brisbane and Melbourne. 
Icons are placed on the map corresponding to geo-tagged tweets and those with 
an attached photo are highlighted by giving them a different colour. This feature 
can result in cluttered icons on the map which is resolved for a specific geo-tagged 
tweet of interest by clicking on the location icon available as part of the tweet in 
the display at the bottom left. This only shows the single icon for that tweet of 
interest. All icons can again be displayed using the ‘Map Tweets’ link.

7  Search Alerts

As noted above, the alerts generated by ESA are saved in a database. These alerts 
can be searched using the Search Alerts web page so they may be reviewed at a 
later date. An example is shown in Fig. 6 where red ‘fire’ alerts from 1 November 
through to 16 November 2014 have been targeted.

The results are returned as a table which gives a quick overview of relative 
alert activity. In this example there are significant alert concentrations on the first 
and fourteenth of November. The table rows correspond to a continuous period of 
alerts that contain, in this example, a red ‘fire’ alert. Each row includes the alert 
word matching the search keyword, which is also a link back to the first alert for 

Fig. 5  ESA alerts monitor user interface with a topic selected
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the corresponding time period. This is followed by the timestamp of the first alert 
recorded in the row, the duration of the alerts shown and the number of tweets 
found. The profile is a band of coloured links back to the Alerts Monitor web 
page, grouped by contiguous alerts with the same alert level. The last two columns 
provide a link to the first tweet, useful for forensic examination, and a mechanism 
to export the identified tweets as a CSV file for further investigation.

As well as being able to search for specific alerts, this interface provides a use-
ful mechanism to investigate trends in the alerts and identify periods of interest in 
terms of the alerts being searched.

8  Search Tweets

The Search Tweets web page provides a mechanism for searching recent tweets. 
This is achieved using a Solr9 index of the previous four days which is updated 
every 2 min. The user can enter keywords to search for, optionally combined with 
conjunction and disjunction operators, with brackets used to set the desired prece-
dence. Specific users and locations can also be searched for. Alternatively, prede-
fined queries of interest for different emergency events and other categories of 
interest can be used.

9http://lucene.apache.org/solr/.

Fig. 6  Example ESA search alerts results

http://lucene.apache.org/solr/
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In the example shown in Fig. 7, the word ‘minister’ has been searched for with 
the spike in activity corresponding to Australia’s new Prime Minister Malcolm 
Turnbull announcing the new cabinet.

The matching tweets are retrieved, capped to the first 1000 found. These tweets 
are processed to identify the topics and indicate the geo-tagged tweets on a map. 
The search can be automatically repeated to update the display every 5 min. The 
timeline chart can be navigated to a period of interest by adjusting the side bars, 
and the corresponding tweets obtained and the content updated using the ‘Get 
Tweets’ button.

9  Users

The tweets available in ESA are from users deemed to be in Australia and New 
Zealand by Twitter. The information gathered from these people is primarily tar-
geted for emergency services applications. This information is based on crowd-
sourced content and is obviously not authoritative. The emergency services 
themselves are also contributing information on Twitter and this information 
should be seen as authoritative content.

In order to highlight this distinction between authoritative and non-authori-
tative content, the Users page tracks the tweets from approximately 350 official 
Australian emergency-related Twitter accounts. The accounts are grouped by 

Fig. 7  ESA search tweets
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geographic region and service category to allow a specific region or emergency 
event type to be targeted. Tweets from these accounts are gathered using the 
Twitter Streaming API which obtains content almost instantly. This is in contrast 
to the Search API which has a delay of about 20 s between repeated calls to gather 
the latest content. As well as demarcating the official and non-official content in 
this way, it is also useful to have a redundant source of these tweets, especially in 
times of emergency.

An example is shown in Fig. 8, again for the fire event in the Blue Mountains in 
early November 2014. The interface has been configured to only show the tweets 
originating from the emergency services, news agencies, police, transport agen-
cies and utility companies in the state of New South Wales. A total of 299 tweets 
are found in a 24 h time period and these tweets have been scrolled to show an 
image published by the NSW Rural Fire Service of one home destroyed by the 
Cliff Drive Katoomba fire.

10  Feature Summary

The ESA tool suite includes a number of features as noted above. In summary, 
it gathers tweets via the public Twitter Search API from regions covering most 
of Australia and New Zealand. New tweets are retrieved every 20 s and passed 
onto the ESA burst detector for processing. A configurable alerting system notifies 
users when specific conditions are met, with the alerts saved into a database which 
can be subsequently searched.

Fig. 8  Users page
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User interfaces exist for:

•	 identifying previous historical alerts;
•	 finding tweets with specific keywords;
•	 restricting queries based on time intervals;
•	 restricting queries based on the geographic location of the tweet source;
•	 and near-real-time continuous tweet search.

The screen shots used in the examples above are based on the user interfaces that 
reference all the tweets currently collected from Australia and New Zealand. The 
same interfaces are also available but customised to be restricted to the tweets 
originating from the Australian states of Queensland, New South Wales, Victoria, 
Tasmania, South Australia and Western Australia. These interfaces are for state 
based users who are primarily interested in Twitter activity in a specific region of 
Australia. Note these interfaces use different language models based on the tweets 
originating from a single state based capture region.

The specific Twitter users that are currently being followed are those from offi-
cial Australian emergency services agencies. Collecting and processing tweets has 
provided a large experimental dataset to explore natural language processing tech-
niques such as text classification and clustering along with various algorithms for 
burst detection to improve the ESA system.

11  User Experiences

ESA was developed to extract useful public information posted on Twitter to help 
emergency managers and crisis coordinators. It has been trialed by over 30 gov-
ernment organisations from the emergency response agencies, police services and 
other government agencies in Australia. The following case study examples dem-
onstrate that ESA is capable of providing additional, real-time situational aware-
ness to enable more effective decision making. Further examples are reported in 
Power et al. [9].

12  Detecting Earthquakes

The detection, alerting, measurement, and recording of earthquakes in Australia is 
a service performed by Geoscience Australia (GA). This information is useful for 
earthquake hazard and risk assessment and is also used to identify potential tsu-
namigenic events. Earthquake information is traditionally collected using seismic 
monitoring equipment, however recent studies [8, 10, 21] have shown that earth-
quake events that occur in populated regions can be detected from tweets posted 
by people experiencing them. While the tasks performed by seismologists to ver-
ify, locate and characterise earthquakes remain, information from Twitter is useful 
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as both an alternative early warning and to provide evidence of the how the com-
munity has been affected by the event.

After the Christchurch earthquake in February 2011, the CSIRO ESA devel-
opment team gathered a collection of tweets originating from the Christchurch 
area as a test corpus to explore how earthquakes could be detected in near-real-
time using the ESA alerts monitor. This work was done in collaboration with 
Geoscience Australia who were one of the first regular users of ESA. The resulting 
notification system is based on a combination of ESA alert word filtering, location 
estimation, retweet percentage and message classification [8].

Fig. 9  Example earthquake notification email
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When a suspected earthquake event is detected, an email is sent to GA inform-
ing the duty officer. This email contains an overview of why ESA considers an 
earthquake to have occurred and the ‘human in the loop’ can then investigate this 
evidence further to make an informed judgment. Part of this process can involve 
referring to the ESA alerts monitor to review the ongoing record of tweets describ-
ing the earthquake event. An example notification email is shown in Fig. 9.

Figure 9 shows the contents of the email that was sent for an earthquake that 
occurred near Wellington on the 19th September 2014. The stemmed green alert 
‘earthquak’ was generated by ESA based on seven tweets each classified as posi-
tive examples of messages from someone experiencing an earthquake. Note that 
this classifier has an accuracy of 91 % [8]. Further evidence that an actual earth-
quake event occurred is that the messages originate from the same geographic 
region, near Wellington, which can readily be seen on the map, and there are no 
retweets recorded. The duty officer can review this information directly in the 
email which includes the source tweets that generated the alert. A link directly 
to the ESA Alerts Historical web page is also included (redacted from Fig. 9) to 
review the current status of earthquake related content to monitor the event as it 
unfolds.

Most of the earthquakes detected by ESA have occurred in New Zealand since 
this is an area of high seismic activity. For this reason, New Zealand has a compre-
hensive network of seismic stations and can detect earthquakes quickly. Australia 
by comparison is geographically large, has fewer earthquake monitoring stations 
and consequently takes longer to determine when and where earthquakes occur. 
Regardless of the instrumentation supporting earthquake detection, social media 
still has a role to play to characterise the impact to the community. This informa-
tion is reported on Twitter as calls for help and evidence of infrastructure damage. 
This information is useful to the emergency services agencies who are tasked with 
response activities and restoration of services.

13  Monitoring Fires

Australia has three levels of government (Federal, State or Territory, and Local) 
where each has complementary roles and responsibilities for disaster and emer-
gency management. Bushfire management is generally the responsibility of State 
and Territory governments with agencies such as the New South Wales Rural Fire 
Services (NSW RFS) and the Queensland Fire and Emergency Services being 
responsible for responding to and managing fire events in non-metropolitan areas. 
During the Australian disaster season, October through to March, the fire agencies 
monitor weather conditions in preparation for responding to bushfire events. They 
inform the community about known incidents, providing updates of progress and 
the response activities undertaken on their web sites and in some cases through 
social media, such as Twitter and Facebook.
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Most of the State and Territory emergency services agencies in Australia have 
map based web sites showing warnings and advice to the community about emer-
gency events in progress. For bushfires, this information includes details of the 
fire alert level, the location, the severity, its status (for example ‘contained’ or ‘out 
of control’), when an update was last reported, details of the response activities 
underway and sometimes specific instructions for those in the affected area.

The role of public information is recognised by the various fire agencies, how-
ever the focus to date has been on providing appropriate warnings to the commu-
nity and liaison with news media outlets. While social media has been recognised 
as a means of communicating to the public, its use as a source of information 
from the public has not yet been widely adopted. This is due to numerous fac-
tors such as the difficulty in finding relevant information quickly and doubts about 
the veracity of the information found [13]. One of the goals of the ESA tool is to 
help overcome these issues: to obtain information useful to emergency managers 
from Twitter, and to help characterise the content found to give confidence to those 
using this information.

The NSW RFS have been actively using ESA to monitor community reaction 
to active bushfires. The initial approach was to repurpose the earthquake detector 
to check for fires. Fire related alert words were used as a filter and the contributing 
tweets processed by a fire tweet classifier developed to determine if a tweet was 
considered to correspond to an actual fire event. This approach did not work as 
well for fires as it did for earthquakes: the word ‘fire’ and its derivatives are often 
used with other meanings. The fire classifier has an 80 % accuracy, which is help-
ful in filtering out the non-fire related tweets, but is not as good as the earthquake 
detector [16–18].

A different approach was then investigated. Earthquakes occur with no warning 
but this is not the case for bushfires. Weather conditions combined with fuel loads 
in rural areas result in periods of known high fire danger. These regions need to 
be the focus of attention in terms of people tweeting from them in order to iden-
tify new fire events. Similarly, when a fire has been identified, its location and 
progress are often well known, and again the reaction from the community in the 
affected area needs to be monitored. This situation can occur for numerous differ-
ent regions around the state.

For this reason we developed a new monitoring web application that allows 
incident controllers to monitor Twitter to identify evidence about fire events. The 
web application is user configurable to define the region of interest, the keywords 
to filter, a text classifier to identify tweets considered to be about actual fire events 
and provides access to photos posted by the public, which are of interest for fire 
responders. The tools can monitor up to four different fire events at a time and was 
motivated from a case study that examined a corpus of tweets posted during active 
bushfires [22].

An example is shown in Fig. 10 showing tweet streams of three fire incidents 
underway on 17 October 2013 in the state of New South Wales. A separate user 
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interface, termed the ‘Incidents Manager’ is used to configure the process of iden-
tifying the tweets of interest: the keywords to filter and the geographic region of 
interest. Each incident is given a name, displayed at the top of the tweet stream 
on the ‘Incidents Monitor’ web site. One incident can be made ‘active’, showing 
on the left the map of the event, the timeline chart, the cluster summary and the 
tweets contributing to a user-selected cluster topic.

The ‘Incidents Monitor’ provides an overview of predefined events of interest 
allowing the user to monitor the latest information from the public. When emer-
gency events are underway, crisis coordinators are under time pressure to under-
stand what is going on in order to make informed decisions. They don’t have the 
luxury to fine tune the configuration details of a user interface. This led to the 
design decision to separate the process of managing an event and monitoring an 
event.

While these interfaces were originally developed using bushfires as the case 
study of investigation, they can also be used to monitor other emergency events. 
This occurred in February 2015 when, unusually, two cyclones made landfall in 
northern Australia at the same time.

Fig. 10  The ESA incidents monitor [22]
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14  Combining Authoritative and Public Data

The Emergency Response Intelligence Capability (ERIC) tool described in Chap. 
13 is focused on authoritative content published by emergency services agencies 
while the ESA tool mostly gathers crowd-sourced social media content published 
on Twitter. These two systems were developed for different users based on dif-
ferent requirements. However they both deliver improved situational awareness 
about emergency events. ERIC relies on authoritative information published by the 
emergency services to inform decision makers within the Australian Government 
Department of Human Services. ESA gathers crowd sourced content from the 
public as a new channel of information to augment existing intelligence sources.

By linking these two systems together both sets of users gain insight into an 
alternative information source. Emergency responders operate in a command and 
control structure and it is important for them to have a clear demarcation between 
official information that should be acted upon, and information that is not verified. 
This is readily achieved by keeping these two information sources separate.

Social media is still a useful source of information. For example, it can be used 
to verify or contradict rumors spreading in the community. In times of emergen-
cies there are those who spread malicious information and tweets from the authori-
ties can be used to quickly set the record straight. It can also be used to gauge 
community reaction to emergency warnings. Are the public treating the situa-
tion seriously? Are people evacuating when told to do so or do they linger and go 
‘sight seeing’? While this is not to be encouraged, pictures from those near the 
event can provide useful information to incident controllers, especially if emer-
gency responders are yet to arrive. In this way, an agency can find tweeters who 
appear to be in the vicinity and can communicate with them to verify information 
they have provided.

There have been situations where the emergency phone line, ‘911’ in the United 
Sates and ‘000’ in Australia, has been overwhelmed and people turn to social 
media to request help. This capability has not to date been endorsed by emergency 
services; they encourage the community to use the authoritative means of seeking 
help. When people need help they will use whatever means possible to seek it, and 
since social media has become an integral part of people’s lives, this media will 
be used more to communicate in times of crises just as it has been adopted in peo-
ple’s day to day lives.

The ERIC system can be used to view the official record of previous events as 
published by the various emergency service agencies around Australia. Refer to 
Chap. 13 for details. In ERIC, when an event of interest has been navigated to and 
selected, the pop-up showing the event details includes a link to the ESA system for 
the user to explore the recent tweets from users considered to be in the nearby area.

An example is shown in Fig. 11. This is an ERIC screen shot of the fire in the 
Warrumbungle National Park which threatened the Siding Spring Observatory in 
January 2013. This fire went on to destroy over 50 properties and burned a region 
in excess of 53,000 ha. The extent of the fire reported by the NSW RFS is shown 

http://dx.doi.org/10.1007/978-3-319-27237-5_13
http://dx.doi.org/10.1007/978-3-319-27237-5_13
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as the grey jagged polygon with a ‘star’ icon in the middle. Satellite ‘hotspots’ 
indicate where the active fire fronts were. Also shown is the popup of the details of 
the fire event reported by the NSW RFS.

The ‘Show Tweets in ESA’ link in the popup is set to the region and time of 
interest and selects those tweets that are positively classified as fire related. In this 
way users can see what the public is reporting about the event (if anything), as 
well as media and the official emergency services agencies. Note that this feature 
is currently only available for the Australian Government Department of Human 
Services users of ERIC.

Similar data integration has occurred linking ESA to ERIC. This is done in the 
‘Define Map Region’ button available in the ESA Search Tweets page, shown in 
Fig. 7. When defining a region, the ‘Show Events’ icon displays the emergency 
events available in ERIC for the time and region of interest. This helps orientate 
the user to a region of interest based on the emergency events being reported by 
the official emergency services agencies. This feature is also available on the 
‘Incidents Manager’ user interface described above.

15  Conclusions

The ESA tool applies text processing techniques to turn large amounts of raw 
tweet data into actionable information and provides effective visualisations for 
various user groups. The usefulness and effectiveness of the tool has been demon-
strated by its use by several government agencies [9].

Fig. 11  The ‘Wambelong WNP’ fire on 18 January 2013 in ERIC
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ESA provides all-hazard situation awareness for emergency managers and 
crisis coordinators from content published on Twitter. ESA collects, filters and 
processes tweets from Australia and New Zealand in near-real-time, enabling 
effective alerting of unexpected incidents with results accessible via a collection of 
interactive websites.

While ESA was developed to support emergency management tasks in 
Australia and New Zealand, it can be configured and deployed for other regions 
around the world and to support different social media monitoring use cases. 
This is planned future work. We are also exploring improvements to the language 
model. This includes recognising emoticons and other ‘decorations’ around words, 
informal text in the stemming process and having a model that is sensitive to the 
time of day and day of week. We are also actively deploying some of our infra-
structure on Apache Hadoop to improve the processing time of some of the more 
computationally expensive components, such as classification and language model 
building. While ESA was developed specifically for emergency management use 
cases, there is an opportunity to tailor the tool for other purposes as well.

We have been fortunate that ESA has been used in an operational setting by 
emergency managers and crises coordinators in Australia. The case studies 
described above note the different ways the tool has been used to identify emer-
gency events, notably earthquakes, and for monitoring ongoing potential disasters, 
specifically fires and cyclones. These experiences have allowed us to refine the 
tool to meet the specific needs of these users and to developed specialised user 
interfaces to support particular use cases.

There have been a number of lessons learned during this process. Apart from 
the technological challenges of identifying useful content published on Twitter, 
the main challenges have been organisational and sociological in nature. There is 
still some reluctance within operational centres, especially from senior manage-
ment, to act on unverified and possibly incorrect or misleading information. We 
have had the advantage of working with individuals who recognise the potential 
of information published by the general public on social media for the purposes of 
informing situational awareness. These local champions and advocates of ESA are 
on the front line of emergency response and have been able to utilise its features 
during real emergency situations to provide improved outcomes to the community 
in need.
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Abstract The Emergency Response Intelligence Capability (ERIC) tool automati-
cally gathers data about emergency events from authoritative web sources, har-
monizes the information content and presents it on an interactive map. All data 
is recorded in a database which allows the changing status of emergency events 
to be identified and provides an archive for historical review. ERIC is used by the 
Australian Government Department of Human Services Emergency Management 
team who is responsible for intelligence gathering and situation reporting during 
emergency events. Event information is combined with demographic data to pro-
file the affected community. Identifying relevant community attributes, such as 
languages spoken or socioeconomic information, allows the department to tailor 
its response appropriately to better support the impacted community. An overview 
of ERIC is presented, including examples of its use by the department and the dif-
ficulties overcome in establishing and maintaining a nationally consistent harmo-
nized model of emergency event information.
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ing · System architectures · Web feeds

1  Introduction

The Australian Government Department of Human Services’ Emergency 
Management team is responsible for intelligence gathering and situation report-
ing during emergency events. This information is used by the department’s sen-
ior management to make informed operational decisions to deploy appropriate 
staff into the affected region to provide services to the community on behalf of 
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government. This is done after the immediate threat to personal safety has passed 
and the emergency event is under control by response agencies. The movement 
of staff in this manner has an impact on the business as usual operations of the 
rest of the department as well as the front line services being deployed during an 
emergency.

These activities of intelligence gathering and situation reporting have tradi-
tionally been manual and time consuming, requiring several staff to obtain the 
required information and collate it into the appropriate structure and format to pro-
duce the situation report. Some of these tasks can be automated, improving the 
reliability and speed of situation reporting and allowing emergency coordinators to 
better utilize their time in the analysis of information to make recommendations to 
senior management.

This is the goal of the Emergency Response Intelligence Capability (ERIC) 
tool. It was developed as a collaboration between the Commonwealth Scientific 
and Industrial Research Organisation (CSIRO) and the Australian Government 
Department of Human Services (the department) as part of the Human Services 
Delivery Research Alliance. The Alliance was a five year collaboration between the 
department and CSIRO that ran from 2009 to 2014 to address research challenges 
and questions that support the department’s national service delivery operations. 
The aim was to use innovative technologies and practices to increase the efficiency 
of government services, create options for future service delivery and improve the 
capacity for government to build better relationships with its customers.

ERIC supports the work practices of the department’s Emergency Management 
team who are responsible for monitoring emergency events, performing intelli-
gence gathering and situation reporting. It also demonstrates the utility of data inte-
gration for emergency managers by combining dynamic real-time web feed content 
describing ongoing emergency events with background static data characterizing 
the population affected to provide a national picture as a web map based single 
point of reference. A public version of the tool is available at http://eric.csiro.au/.

ERIC combines information from numerous sources: Australian Bureau of 
Statistics demographics; departmental customer details; ‘live’ web feeds describ-
ing emergency events in progress; the historical record of previous ‘live’ web 
feeds; social media; and an archive of previous situation reports.

This chapter presents background information about the role of the depart-
ment’s Emergency Management team and their operational needs that are 
addressed by the ERIC tool. Then the project process is briefly described followed 
by an overview of the features available in the tool. Examples of the use of ERIC 
by the department are discussed and the chapter concludes with a summary of our 
work and areas of possible future research and development.

http://eric.csiro.au/
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2  Background

2.1  Australian Emergency Management Arrangements

Australia has three levels of government (National, State or Territory and Local) 
where each has complementary roles and responsibilities for disaster and emer-
gency management. For example, the Department of Prime Minister and Cabinet 
is responsible for developing specific policies for different kinds of emergency 
events which are delivered as disaster plans. These plans cover preparation, pre-
paredness, response and recovery (PPRR) for tasks such as bio-hazard, plane 
crashes, cyclones, floods and pandemics. Emergency Management Australia oper-
ationalize these plans from a national perspective, coordinating the crisis response 
and recovery efforts on behalf of the Australian Government as well as other 
duties such as protection for dignitaries and security for special events. Similarly, 
the States and Territories implement the plans for their level of jurisdiction.

The management of disasters and emergencies is the responsibility of the States 
and Territories and normally the police take command during the response phase 
where the initial concern is safety and shelter of citizens. When the scale of the event 
is beyond the capacity of the local authorities to respond, a request for assistance may 
be made to the Australian Government who provides financial and other support.

2.2  Department of Human Services Emergency 
Management Team

The Australian Government Department of Human Services provides access to 
social, health and financial support to the community. The department divides 
Australia into 15 Service Zones, some of which cross state borders. There are 
numerous offices located around the country of different types providing different 
service offerings. Figure 1 shows these Service Zone boundaries and the distribu-
tion of offices around Australia. Different icons are used to represent the differ-
ent office types. Figure 1 is a screenshot of the map interface of the ERIC tool 
where the zoom level results in nearby icons being aggregated and annotated with 
a number indicating how many icons are grouped together. This aggregation may 
include different office types and the icon used corresponds to the office type with 
the maximum number of aggregate members.

The department’s Emergency Management team is located in the national capi-
tal, Canberra. The team monitors emergency events across the country and coor-
dinates the department’s response during times of crisis. The Australian disaster 
season is from early October through to late March and often involves bushfires, 
floods and cyclones with many events often occurring at the same time across 
multiple Service Zone regions. The Emergency Management team has the respon-
sibility of providing a single cohesive overview of all events in the situation report.
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2.3  The Department’s Emergency Management 
Arrangements

The process of responding to an event requires the department to make operational 
decisions to deploy staff into the affected region who will then provide services 
to the community. This deployment of staff has a business as usual impact on the 
rest of the department: it is crucial to respond appropriately to events so that the 
affected community is suitably supported and the department can maintain normal 
services to the rest of the country.

These decisions are made by the department’s Emergency Response and 
Recovery Committee which is activated as the need arises. Membership consists 
of senior executives from specific business units from across the organization and 
they are responsible for the overall command, control and coordination of the 
response and recovery activities.

This committee is activated with a structure that depends on the nature and 
the scale of the event. A Zone Emergency Response and Recovery Committee 

Fig. 1  Service zones and office locations
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is established for emergencies within a service zone that are outside business as 
usual activities while an Emergency Response and Recovery Committee is estab-
lished for nationally significant large scale events or to provide assistance to one 
or more Zone Emergency Response and Recovery Committees.

A large scale event may require an Emergency Command Centre to be estab-
lished by the department. The activities performed include the operational response 
as well as further considerations such as media relationships, communications, liai-
son with other Government agencies and logistics.

Note that an emergency event need not be a natural disaster. It may also be an 
event which has a significant impact on the service delivery requirements of the 
department, such as when a business closes that is a major employer for a town. 
Other examples are events that impact the ability of the department to operate 
normally, for example a power outage or data centre failure. The response by the 
department will be the same regardless.

3  Initial Requirements

The Emergency Management team is focused on delivering the right information 
in the right format to the right people in the right place at the right time. ERIC 
supports this aim by improving the current methods of the department’s opera-
tional response during emergency events by providing the same services through 
improved delivery mechanisms.

In summary, the business goals of the ERIC tool are intelligence gathering and 
situation reporting. The purpose of these activities is to provide information as a 
situation report in a timely manner so that senior management can make informed 
decisions. These decisions are focused on the following five key questions:

1. Are the department’s staff okay?
2. How is the community in the impacted region affected?
3. What is the Human Services business impact?
4. Does the department’s Emergency Response and Recovery Committee need to 

be activated?
5. Is it anticipated that the event will turn into a Federal Government declared 

disaster?

The challenge for the ERIC tool is the ability to identify available intelligence to 
help inform the decision makers with respect to these key questions.
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3.1  Operational Needs

Prior to and during an emergency event, Service Zone Emergency Management 
Coordinators (EMCs) have the responsibility to ensure their representative area is 
prepared to respond to the emergency event.

The department’s head office Emergency Management team coordinates the 
response during emergency events. Examples of the specific responsibilities of 
the Management team are noted below, categorized in terms of the activities per-
formed during the different phases of emergency response:

3.1.1  Preparedness

•	 Providing service delivery advice to policy/partner agencies on future emer-
gency management policy.

•	 Ensuring departmental preparedness.
•	 Participation in emergency management committees at the Australian, State and 

Local Government levels.

3.1.2  Response

•	 Providing phone call centre assistance through the National Emergency Call 
Centre Surge Capability arrangements.

•	 Deployment of Family Support Teams in response to offshore emergencies as 
required.

•	 Priority service for Australian Organ Donor Register.
•	 Make arrangements for doctors to practice in different geographic locations and 

to implement different processes for pharmacists to dispense medications.

3.1.3  Recovery

•	 Delivery of Department of Human Services payments and services, for exam-
ple, income support payments, Medicare approvals and processing, child sup-
port services including affected employers.

•	 Delivery of Australian Government disaster payments if activated by the 
Attorney-General.

•	 Delivery of State or Territory payments and services.
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3.2  Maintaining Situational Awareness

Details about ongoing emergency events are mostly obtained by the department 
from public websites managed by State and Territory emergency services agen-
cies. See for example the Rural Fire Service websites for New South Wales 
http://www.rfs.nsw.gov.au/ and Queensland https://ruralfire.qld.gov.au/map.html. 
These sites provide warnings and advice to the community and report information 
about the emergency event, such as its location, severity, status (for example ‘con-
tained’ or ‘out of control’) and details of the relevant agency’s response.

This information is reported by the agency at a point in time with the user 
responsible for maintaining ‘context’ of the information reported. For example, the 
user needs to identify when new events are reported or when the status of exist-
ing events changes. This can be a difficult task to perform by the department’s 
Emergency Management team and is compounded by the need to do so for over a 
dozen websites for the different emergency service agencies across the country in 
the time frames required.

3.3  Mapping

The public State and Territory emergency services websites are map based to 
show where the events are occurring, but these maps do not include geographic 
information relevant to the Emergency Management team. This information, most 
notably Human Services office locations and evacuation centres, are produced as 
special purpose hard copy maps that are displayed in the department’s Emergency 
Command Centre.

3.4  Intelligence Gathering

Members of the Emergency Management team obtain information about emer-
gency events from various sources:

•	 Service Zone colleagues near where the events are underway.
•	 Australian Government agencies such as the Bureau of Meteorology, 

Emergency Management Australia and Geoscience Australia.
•	 State governments.
•	 Emergency Services Organizations.
•	 Not for profit agencies.
•	 Local councils.
•	 Media.

http://www.rfs.nsw.gov.au/
https://ruralfire.qld.gov.au/map.html
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Communication is by phone, email, Instant Messaging within the department,1 
websites, and official lines of communication. The Emergency Management team 
also has access to ‘departmental demographics’: aggregate information noting how 
many people in the affected community are currently receiving different payment 
types such as Newstart Allowance, Parenting Payment, Age Pension, Disability 
Support Pension and so on. This information, along with publicly accessible cen-
sus demographic data from the Australian Bureau of Statistics (ABS) for the 
affected region, such as the age profile, English language proficiency, other lan-
guages commonly spoken and average household income, is useful for preparing 
the appropriate response. These various sources of information are summarized in 
Table 1.

1Collectively referred to as personnel communication, pers. comm., in Table 1.

Table 1  Intelligence sources

aThe Attorney-General’s Department (AGD) Crisis Coordination Centre (CCC) is a 24/7 all-haz-
ards facility providing whole-of-government situational awareness via a daily all hazards report

Source Method Purpose

Service Zone Emergency 
Management Committee

Pers. comm. Obtain firsthand accounts of the 
event; information about the 
impact to staff and clients; intel-
ligence on the recovery effort

AGD CCCa all hazards report Report Obtain authoritative event specific 
information

Bureau of Meteorology Websites; Pers. 
comm.

Weather forecasts, warnings and 
cyclone information

Geoscience Australia Pers. comm. Mapping information

Australian Bureau of Statistics Websites Demographic information; report-
ing regions, for example local 
government areas

Road traffic authorities Websites Road closures

Emergency services Websites Obtain event specific information 
(for example alerts and warnings 
and an indication of the severity of 
the event) and the response effort 
performed by these agencies

Australian Government 
Department of Human Services

Pers. comm. BAU impact; emergency 
reserve deployed, departmental 
demographics

Traditional media TV; websites Understand the public perception 
of the event and further informa-
tion about what is happening

Social media Facebook; Twitter As above: used informally by 
individual staff



279Improving Situation Awareness and Reporting …

3.5  Situation Reporting

During large scale emergency events, the Emergency Management team creates a sit-
uation report as a Microsoft Word document based on the information noted above. 
The information recorded includes specific event details (the event type, its location, 
impact to the community) and the tasks undertaken by the department (the number of 
staff mobilized, the business as usual impact and statistics about the number of phone 
calls received and claims made by members of the community for disaster assis-
tance payments). This information is tracked and reported on during the course of the 
emergency events and may continue well after the event has been responded to.

Social media is used informally by individuals within the Emergency 
Management team but is not currently recorded as a source of information in the 
situation report in terms of intelligence gathering. While this information is useful 
for the team as anecdotal evidence of intelligence, it is not considered an authori-
tative source and so is not currently considered for inclusion in the official reports.

The first situation report usually takes the longest to prepare. It includes 
detailed information about the event, or events, to initially orientate the reader. 
Subsequent situation reports can be produced faster by starting with the previ-
ous situation report and including the new information: this new information is 
highlighted, for example by marking up in italics, so the reader can quickly iden-
tify what the new information is. The reader is expected to have knowledge of the 
previous situation report; however the reports include all the relevant information 
from the previous reports.

3.6  Manual Data Integration

As noted above, one of the essential tasks in maintaining situation awareness and 
producing timely and effective situation reports is the ability to quickly assemble 
information from various sources. Prior to ERIC, this was done manually by mem-
bers of the Emergency Management team, mostly by copying content from vari-
ous sources such as word documents, websites, emails, previous situation reports, 
archive material and so on.
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4  Related Work

The process of combining content from multiple web feeds is referred to as aggre-
gation. There are numerous web feed aggregators, for example to combine news 
feeds, however they do not support the range of formats currently managed by 
ERIC. Also, the ERIC mapping and geospatial features are becoming common-
place on modern websites with tools and technologies available to help develop 
them. For example, Geospatial Information Infrastructures and Web 2.0 ‘mash-
ups’,2 however they require the data providers to comply with specific data for-
mats and web services standards which are not currently well adopted for the data 
sources in use by ERIC.

The main task of the department’s Emergency Management team is to develop 
and sustain situational awareness throughout the response and recovery phases of 
disaster events. This knowledge is encapsulated in the Situation Report. A num-
ber of models and encodings exist to help characterize this process. For example, 
Endsley defines three levels of situation awareness: perception, comprehension 
and projection [3]. The first level involves understanding the environment. This 
leads to the second level, where the obtained data is combined to discover infor-
mation. Finally, this information is used to predict possible future situations they 
may result. ERIC helps with the first two levels, perception and comprehension, 
by assembling information from various sources into a single coherent picture. 
Predicting possible future outcomes is the task of the user, although this could be 
an area of future work.

ERIC relies on public open government data. In Australia, a wide variety of 
government data is openly available and maintained in the http://data.gov.au/ 
repository which provides access to data that can be reused and combined with 
other datasets to gain new insights into research questions. Sharing data in this 
way is not only beneficial to research practitioners it is also a valuable resource for 
other groups such as governments, charity organizations, the not for profit sector 
and the general community. Some of this data has been used in ERIC by down-
loading the required data and loading it into the ERIC database system. In future 
we would like to move away from this data warehouse solution as it is better to 
retrieve the latest version of the data directly from the data custodian on demand. 
For this to be possible, the data custodians would need to provide web services to 
their data as well as data copies in data repositories. This is starting to occur in 
Australia. For example, the Australian Bureau of Statistics provides REST web 
services to some of the their data.3

2See GeoCommons: http://geocommons.com/.
3See for example: http://stat.abs.gov.au/itt/r.jsp?api.

http://data.gov.au/
http://geocommons.com/
http://stat.abs.gov.au/itt/r.jsp?api
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5  The ERIC System

The motivation for ERIC was to demonstrate the benefits of web mapping and 
data integration for the purpose of monitoring emergency events around the coun-
try and to show that information from a wide collection of data sources could be 
rapidly combined into a single concise situation report for senior managers to 
make informed decisions.

ERIC was developed in two major project iterations with the first phase devel-
oped over the period July 2012 to June 2013 and the second over the period July 
2013 to June 2014. The first phase was focused on CSIRO gaining an understand-
ing of the existing work practices of the department’s Emergency Management 
team, describing the business questions considered in scope for the project, docu-
menting the capabilities of the planned ERIC tool and two iterations of software 
mock ups to communicate key features and capabilities. The first phase delivered 
an operational prototype for use by the department.

The second phased focused on improving the mapping features, implementing 
a new workflow to produce situation reports, investigating improved methods for 
data maintenance and establishing the ERIC tool on robust CSIRO IT infrastruc-
ture for operational use by the department.

5.1  Summary

The main features of the ERIC tool are:

•	 information from a range of dynamic data sources is automatically gathered;
•	 the information is integrated into a single place (a database);
•	 the information is available online using an interactive map based website;
•	 a large collection of static data provides context information for the user;
•	 information is easily available using ‘popups’ activated using a mouse click;
•	 the user is notified when new relevant information is available;
•	 the user can search for specific events by category, location and source;
•	 the user can review events that have occurred in the past;
•	 the database provides a cache of the web feeds which can be used as a backup;
•	 customized situation reports can be generated for different types of emergency 

events at specific locations;
•	 a collection of situation reports is maintained in an archive.

As of the end of 2014, ERIC has been in operation for over eighteen months. 
ERIC’s primary interface is the map, allowing the user to navigate the information 
spatially. An example can be seen in Fig. 2 showing the fire warnings and satellite 
hotspots at 6:30 pm on 9 January 2015 across the country. While all this infor-
mation is reproduced from existing sources, a simple benefit of ERIC is that it is 
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available for the whole country at a single website and is available in a database so 
it can be reproduced as required. As noted above, the original web feed informa-
tion only reports the current situation and cannot be used to determine the situa-
tion for events in the past.

Some of the visual elements in Fig. 2 should be noted. Different event types 
are represented using different icons and similar to Fig. 1, at this map resolution, 
it is not feasibly to show all the icons on the map. Nearby icons are aggregated 
and annotated with a number indicating how many icons are grouped together. The 
icon chosen for display is the most severe in terms of the corresponding emer-
gency warning. In Fig. 2, there were over 1000 events to be displayed, with the 
majority (944) being satellite detected hotspot indicators. In the state of Western 
Australia, there was an Emergency Warning issued for a fire at Donnybrook, 
200 km south of the state’s capital, Perth. This fire burned about 100 ha of land 
and threatened 40 homes, but it was brought under control by the local rural fire 
service without loss of property.

Fig. 2  Emergency events and satellite hot spots for 9 January 2015
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A summary of the main benefits of ERIC are:

1. It provides a consistent national picture of emergency events.
 Emergency service organizations in each state and territory have their own 

website to provide information to the community about disaster events. The 
web feeds that provide the data content for these sites use different formats and 
content structure. The ERIC tool standardizes (harmonizes) this content result-
ing in a nationally consistent data collection [5].

2. ERIC records the current situation so that subsequent changes can be identified 
over time.

 By constantly monitoring the web feeds, ERIC identifies new events and 
changes to known events, such as an emergency warning escalation or descrip-
tive changes about the response or community impact. This new information 
is summarized and notified to the user as a banner on the website and via an 
email message. This removes the onus on the user to constantly maintain sit-
uational awareness about the current status of emergency events across the 
country.

3. All information is recorded in a database enabling users to review the historical 
situation.

 The websites of emergency services agencies inform the community about 
current incidents, the agency’s response and provides advice for people in the 
affected area. Their aim is to provide up to date information to the public about 

Fig. 3  ERIC architecture
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the current situation. There is no facility for the public to find out information 
previously published. By recording all information in a database, the ERIC tool 
can be used to review what the situation was previously. This is valuable to 
the department’s Emergency Management team when conducting post incident 
reviews to establish what information was available when as evidence for deci-
sions that were made.

5.2  System Overview

The ERIC system is based on numerous open source components augmented by 
software developed for the web feed data aggregation and harmonization, web 
application functionality and report generation features. The user interface is oper-
ated using a standard web browser which makes use of features from Open Street 
Maps, the Apache web server, Apache Tomcat and Flask web application exten-
sions. All data is stored in a PostgreSQL/PostGIS database with the web applica-
tion server side code developed in a mixture of Java and Python and JavaScript for 
the client interface. This architecture is shown Fig. 3.

There are a number of different deployed versions of ERIC for reasons of 
redundancy, privacy, development, testing and training. Conceptually, there are 
two main versions of ERIC available: the public tool at http://eric.csiro.au/ and 
the secure one at https://eric.csiro.au/. The secure ERIC is for the sole use by the 
Australian Government Department of Human Services and includes departmental 
specific data and the situation reporting features. The public ERIC still demon-
strates the benefits of data integration from numerous sources, but excludes data 
only applicable to the department and does not include situation reporting features. 
The department also has access to a ‘sandpit’ ERIC version for training purposes 
and a backup version deployed in a different CSIRO data centre to mitigate sched-
uled and unexpected down times.

5.3  Data

There are three categories of data available in ERIC: static data, departmental 
data and dynamic data. The static data consists of ABS statistical regions provid-
ing census data with details of population, industry profiles, household sizes and 
income, preferred languages and so on for various geographic scales. This data has 
been preloaded into the PostgreSQL/PostGIS database and is updated as the ABS 
incrementally releases further data.

The departmental data is information relevant only to the Australian Government 
Department of Human Services and includes the service zones, office loca-
tions and footprints (the geographic region under the jurisdiction of the office) 

http://eric.csiro.au/
https://eric.csiro.au/
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and departmental demographics: aggregate information indicating the number of 
people in varying ABS statistical regions receiving certain benefit types as noted 
previously.

The dynamic data is from the emergency services web feeds and other organi-
zations providing information about cyclones, fires, road closures, accidents, 
weather warnings and satellite ‘hotspots’. This dynamic data is obtained by poll-
ing at 10 min intervals the web feeds and the Bureau of Meteorology FTP site. 
The newly obtained dynamic data is compared with the previous content from the 
same source and differences determined. This is the mechanism to notify the user 
of significant changes to the current situation, such as a new event or an escalation 
of an existing event to an ‘emergency warning’.

A summary of the count of reports recorded in the ERIC database per day from 
all of the web feed sources for the period November 2012 through to mid January 
2015 is shown in Fig. 4. Some days have a noticeable peak but otherwise there is 
a seasonal cycle to the number of reports found. There have also been periods of 
downtime due to supporting infrastructure issues when the internet was not availa-
ble and the data centre was offline which can also be seen in Fig. 4 by the absence 
of reports recorded.

5.4  Map Interface

The ERIC map interface can be navigated by panning and zooming the map, 
turning layers of information on or off from the ‘Region and Stats Layers’ and 
‘Dynamic Layers’ buttons, setting a specific day and time of interest and obtain-
ing further information about the map icons and statistical regions by clicking 
them. The ‘Key’ defines what the icons mean. Figure 5 shows an example of the 
Wambalong fire in the Warrumbungle National Park (WNP) near Coonabarabran 

Fig. 4  Count of dynamic data obtained per day
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at midday on 18 January 2013. This fire made international news headlines when 
it swept over the Siding Spring Observatory. Also shown in Fig. 5 is the list of 
available dynamic data layers indicating that the hotspots and New South Wales 
(NSW) state fire information is enabled.

In this example, the burn scar of the fire is provided by the NSW Rural Fire 
Service (RFS) along with details of the fire which are available in a pop up. Also 
shown are the satellite hotspots from Geoscience Australia. When viewed along-
side the reported burn extent of the fire a visual depiction of where the current fire 
front is can be seen.

An example of the same event and region is shown in Fig. 6. Here the list of 
available static data layers is shown, with the postcodes enabled, shown as colored 
regions. The postcode covering the town of Coonabarabran, 2357, has been 
selected which is shown as the shaded region and the resulting popup is availa-
ble. This provides a summary of demographic information available from the ABS 
with a link to the full information at the source website provided at the bottom of 
the popup. In the secure ERIC version, further information is shown specific to the 
Emergency Management team.

Fig. 5  ERIC showing the ‘Wambelong WNP’ Fire on 18 January 2013
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As the map is zoomed different layers of information become available to the 
user. This can be seen in Fig. 6 by the top two static layer options (states and 
SA4s4) and the bottom one (SA1s) being inactive and unavailable to the user. In 
this example, showing this information at this screen resolution would either clut-
ter the screen with too many regions to be able to discern (the SA1s) or the region 
is too large for the popup information to be relevant (states and SA4s).

ERIC employs a number of server side features to ensure a satisfactory user 
experience. For example, the speed of the map refresh is managed by ‘simplify-
ing’ the boundary details to a level corresponding to the current map zoom level. 
This reduces the amount of information sent from the server to the client and, as 
noted previously, icons are aggregated depending on the zoom level. As the map is 
zoomed to show more detail, the icons separate. The map is also refreshed periodi-
cally to ensure the user has the most up to date content.

4The ABS releases demographics data into hierarchical regions called Statistical Areas (SAs), 
ranging from the largest SA4 down to the smallest SA1.

Fig. 6  ABS demographics summary for the postcode of Coonabarabran
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5.5  Report Generation

ERIC was first used over the Australian summer of 2012/2013 by the department’s 
Emergency Management team with the mapping and data integration features 
extensively used. However, the situation reporting features were not utilized since 
a number of development iterations were required to fully implement in software 
the task of creating a report.

This process was positive for the Emergency Management team who reflected 
upon their existing work practices and made changes to their procedures. Some of 
the changes addressed include: how situation reports are named, how the names 
can change over time, the numbering of reports, the distinction between authoring 
and authorizing a report, the management of reports into an archive, the ability 
to create ‘mini’ reports for a single event and the process of combining multiple 
‘mini’ reports into an aggregated situation report.

The situation report structure is based on a template with most of the content 
obtained from the database corresponding to the options enabled on the map inter-
face by the user. For example, the map shown in the report, the demographics data 
included and the emergency events described are the same content that is shown 
on the map interface. The report is created by the user from the ‘Report’ button 
on the map interface. This is only available on the secure ERIC: compare Fig. 1 
(secure ERIC) with Figs. 2, 5 and 6 (public ERIC). The ‘Report’ button is only 
present in Fig. 1. The public ERIC has a ‘Share’ button in its place to allow the 
user to post ERIC content on social media or via email.

A report is created as a web form, pre-populated with content based on the map 
interface settings as noted above, and has optional areas for the user to provide 
further details as free text or in tables. Once the report is complete it is published 
and saved on the web server. It can subsequently be viewed, but no further edits 
can be made. PDF or plain text versions of the report can be generated for printing 
or distribution by email.

6  Discussion

The ERIC tool streamlines the work practices of the Australian Government 
Department of Human Services Emergency Management team: it allows them to 
gather intelligence faster to support the generation of situation reports. The ini-
tial development was focused on features supporting the map interface. The seem-
ingly simple task of combining information from various data sources, saving it 
in a database for later use, and providing a single map based website interface has 
proved a productivity improvement for the Emergency Management team for the 
purposes of quickly accessing relevant information.

When ERIC is used to manage the publication of situation reports, the reposi-
tory of reports and the aggregate information they contain may provide insights 
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into the department’s response activities over the course of an emergency event. 
Examples are the call volumes relating to an event, number of staff attending 
evacuation and recovery centers, claims made and total payments. This informa-
tion could be analyzed (correlated and plotted) and used as evidence for predictive 
modeling of expected behavior for future events. For example, during an emer-
gency, the historical record could be used in conjunction with the current data for a 
specific event to anticipate what the expected call volume and payment rate will be 
for the next day.

Social media is playing an increasingly important role within the Emergency 
Management community. Chatfield et al. [2] describe how government engaged 
with citizens through social media during and in the aftermath of the Hurricane 
Sandy emergency event and highlights the potential benefits for both governments 
and affected communities. In a recent study [4], information ERIC retrieved via 
web feeds about a significant fire emergency in Australia was compared with 
Tweets about the same emergency. It showed that information was published on 
Twitter prior to the web feed, contained more specific incident information, was 
updated more frequently, included information from the public as well as official 
sources and was available after the web feed contents were removed. Anderson [1] 
discusses the challenges emergency service organizations face when dealing with 
social media as not only a new source of information but also a new avenue to dis-
tribute timely information to the public.

While ERIC was developed specifically for the department’s Emergency 
Management team, there is an opportunity to extend its features for new pur-
poses, for example to include crowd sourced social media. Some progress has 
been made in ERIC by linking to the CSIRO Emergency Situational Awareness 
(ESA) platform [6] described in Chap. 12. The secure ERIC was extended to 
generate a hyperlink to the ESA search interface for fire events, available in the 
ERIC event’s popup. The search terms are pre-defined so that ESA will search for 
Tweets from the region surrounding the selected event that have been classified as 
positive fire related Tweets. Tweets from official agencies and the general public 
often contain extra information that is not available via the official web feeds. This 
extra information may include pictures or videos of the event and detailed impact 
information.

In future we would like to explore a more comprehensive integration of web 
feed and social media data. Instead of simply generating a hyperlink from ERIC 
to ESA, we would like to present the social media data within the ERIC tool. An 
identified issue to be resolved is the trustworthiness of this information source [7]. 
This is especially important for emergency managers who are mainly concerned 
with verifiable information.

A public version of the ERIC tool has been created to promote it to the wider 
emergency management community in Australia. All departmental information has 
been removed from the public version of the tool and the situation reporting fea-
tures disabled. However, the public tool still demonstrates the utility of data inte-
gration for the purposes of emergency management.

http://dx.doi.org/10.1007/978-3-319-27237-5_10
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Another area of research interest is to investigate a new data integration archi-
tecture. Currently, all data resides in a data warehouse which is appropriate for the 
department since they include sensitive information in the secure version of ERIC. 
However, maintaining the timeliness of the other datasets will become an issue 
over time. This is currently a manual process. In future we would like to source 
all content from the data custodian, keeping a cached copied locally only for effi-
ciency and latency purposes. This goal may be achieved using semantic technolo-
gies and leveraging initiatives of open government data and Linked Open Data.

7  Conclusions

CSIRO have developed a web based tool to demonstrate the usefulness of data 
integration for emergency managers. The tool integrates information from real 
time web feeds with demographics data to provide a national picture that is avail-
able for historical review. The tool supports the intelligence gathering and situa-
tion reporting activities performed by the Australian Government Department of 
Human Services during emergency events and a public version is also available.

Preliminary versions of the ERIC tool were developed as proof of concept pilot 
systems to demonstrate to the department’s Emergency Management team the 
benefits of data integration and the utility of a single point of access to a wide 
collection of information. These initial versions were consolidated and integrated 
into a single system providing a web based productivity tool that: automatically 
gathers dynamic data from a range of sources; stores it in a database; recognizes 
changes to the status of emergency events; presents the data in a map based web-
site; includes references to further information managed by the data custodian; 
provides a backup of the fire agencies data; and assists in the generation of situa-
tion reports.

Further work is being considered to integrate new data sources, utilize social 
media information using the CSIRO ESA platform, extend the report genera-
tion features, analyze the dynamic data collected, deploy within the department’s 
Service Zones and promote ERIC to other Federal government agencies involved 
in Emergency Management.
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Abstract Discovery of government-related resources on the social web through 
mentions of government-related terms requires domain-specific lexical resources. 
This chapter describes an approach for developing a Lexical Resource for Public 
Services Names and how it could be exploited. Central to our technical approach 
is the development of a Semantic Alignment Algorithm, which organizes a set 
of public service names automatically captured from government websites in a 
semantic network based on a semantic relatedness measure (Explicit Semantic 
Analysis—ESA). To demonstrate the use of the developed lexicon, we: (1) clus-
tered the United Kingdom and Irish Government public services catalogue for 
easier access to related services on citizens portals and (2) developed a Named 
Entity Recognizer (NER) to identify mentions of public service related informa-
tion in a twitter stream. Evaluation of the semantic relations in the developed lexi-
cal resource computed by our semantic alignment algorithm showed the accuracy 
(specifically the F-Score ranged from 0.65 to 0.93.

Keywords Government 3.0 · Lexical resources · Linguistic linked data resource ·  
Public service catalogues · Core public service vocabulary · Explicit semantic 
analysis

1  Introduction

With the adoption of the “Government 3.0” (Gov3.0) agenda by the Korean 
Government to create a “transparent, competent and service-oriented” govern-
ment [74], there is a growing interest in both the policy and academic arena to 
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deconstruct what this concept could mean. In the Korean framework, Gov3.0 is 
characterised by customized services tailored to various needs and demand. 
However, practitioners in general have associated the Gov 3.0 label with the next 
stage of e-government evolution (i.e. after Government 2.0 and Web 2.0). Like 
Government 2.0 that is associated with Web 2.0-based innovation, Web 3.0 or the 
Semantic Web is expected to play a major role in enabling Gov3.0 [74].

The emergence of the Semantic Web concept in 2001 marked an important 
stage in the Web’s evolution. As stated in [14], Semantic Web is “an extension 
of the current Web in which information is given well-defined meaning, bet-
ter enabling computers and people to work in cooperation”. Providing the infor-
mation elements that currently make up the Web with a well-defined meaning 
would, inter-alia, improve its contextual search capabilities, increase interoper-
ability between systems in ‘collaborative’ contexts and, when combined with Web 
Services; ultimately enable near automatic composition of applications [84, 90].

Over the years many efforts have been made in this direction, and a number of 
semantic-web applications have emerged in different application domains. In the 
government domain, semantic web technologies have been applied to developing 
intelligent applications such as the semantic portal [60], linking of open govern-
ment data [39, 48], modelling of e-government services and processes [45, 88], 
improving access to e-government resources on the web in general [53] and man-
agement of e-government services [69].

A fundamental aspect of all semantic web applications is the creation of seman-
tic model and corresponding ontologies for describing resources central to the 
application. However, annotations or semantic description of resources (essen-
tial for populating the domain ontology) usually presents high human resource 
demands, given that automatic annotation is an exception rather than the rule. In 
our opinion, the diffusion of large-scale semantic web applications in general has 
been slow if not stagnated due in part to this challenge. Addressing this challenge 
requires developing tools and domain specific resources for automatic seman-
tic annotation of existing government-related resources and contents on the web 
and social web to facilitate automatic creation of domain knowledge or ontology 
instances. A key part of the solution to this challenge requires the availability of 
Natural Language and Text analytics tools for automatic extraction of domain-
relevant information from textual data and creating domain-specific annotation 
resources based on the extracted information.

A number of past efforts such as [59, 71] have aimed to tackle this challenge 
by developing domain ontologies that used along with Information extraction and 
Natural Language Processing (NLP) tools to identify structured information from 
the raw text. Specifically, in [3], the General Architecture for Text Engineering 
(GATE) components and relevant NLP tools were used to extract crime informa-
tion automatically from police reports, newspaper articles, and victims’ and wit-
nesses’ crime narratives, with the output presented as a meaningful summary for 
police investigators. This enabled quick comprehension of crime incidents with-
out having to read an entire report. In [8], structural patterns expressed in terms 
of regular expressions combined with lexical conditions were used to detect the 
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typologies of provisions contained in a normative document and extracted its 
related arguments.

Unfortunately, traditional approaches for developing domain specific NLP 
resources also require high manual engineering efforts. This has raised the interest 
in how to exploit domain independent or open information extraction (IE) tech-
niques to create light-weight domain-specific IE tools. This article describes one 
of the first attempts at addressing this challenge in the domain of e-government.

This chapter describes how to create a domain-specific lexical resource for 
the domain of e-government to enable the automatic discovery of public services 
related information on the web and re-publishing such information with the neces-
sary semantic annotations on the semantic web. The lexical resource consists of 
generic public service names, concrete instances of these names in two national 
public services catalogs, and semantic relatedness or similarities among the cata-
logued public services.

The rest of the paper is organized as follows: Sect. 2 presents a background on 
Semantic Web and NLP resources for the e-government domain. Section 3 pre-
sents a concrete scenario for applying the developed artefact and subsequently 
discusses our overall research approach for constructing such artefact. Section 4 
presents the details of the Lexicon Development Process. Section 5 discusses the 
results from evaluation of semantic annotations in the resource. Summary and 
concluding remarks are provided in Sects. 6 and 7.

2  Background

The literature background for this work spans a few related domains. These 
domains include Semantic Web and Ontologies, Natural Language Processing 
(NLP), applications of semantic models to Electronic Government and Named 
Entity Extraction in Social Media. Our thesis in this chapter is that semantic 
and NLP technologies constitute enabling technologies for next generation gov-
ernment public services associated with the Government 3.0 phenomenon (see 
Fig. 1). The state-of-play in these domains is presented below.

Fig. 1  Literature review 
framework—social web
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2.1  Social Media in e-Government

The last decade witnessed many attempts to harness the social software as an 
infrastructure to address some of the e-Government needs. Social software com-
monly referred to as Web 2.0 platform that enables social networking by offering 
capabilities for people to contact and interact with each other [82]. The main prin-
ciple underpinning Web 2.0 is collective intelligence, collaborative content crea-
tion and composition by the user (here citizen) who contributes towards common 
knowledge [77]. Many e-Government solutions employed Web 2.0 introducing the 
GOV 2.0 mainly by leveraging tools like digital forums, blogs, wiki’s and live-
chat to provide dedicated e-Participation environment where citizens can express 
and discuss their needs, concerns and ideas. Those highly structured platforms, 
though supposedly well tuned to specific e-Government needs, in principle suf-
fer from abysmally low citizen engagement. In contrast social media are widely 
used by citizens for spontaneous political discussions [61]. To increase citizens’ 
engagement and reach, some emerging e-participation solutions now explicit sup-
port integration with social media platforms [21, 75]. Some more advanced solu-
tions such as those presented in PADGETS [22] integrates social media widgets 
with dedicated e-participation platforms to provide citizen feedbacks. However, 
there are still major challenges with harnessing social media contents particu-
larly in terms of filtering out salient contents for policy and decision makers [1]. 
Most of the proposed solutions such as in the WEGOV project [23] rely on generic 
Social Media analytics tools for topic detection, trends, sentiment analysis with no 
explicit or direct links to objects in the government domain. For instance, detected 
topics are usually not linked to governmental services, policy documents or spe-
cific regulations.

Other important uses of social-media in government include their use in disas-
ter and crisis management [9, 37, 56]. Social media are also increasingly playing 
major role in crowdsourcing innovative ideas from citizens [62].

2.2  Semantic Web

The desire to extend the capabilities of the Web for publishing structured data is 
not new, and can be traced back to the earliest proposal for the World Wide Web 
[13] and subsequent papers on the topic [12]. Trends foreseen at the early stages 
of the Web included “Evolution of objects from being principally human-readable 
documents to contain more machine-oriented semantic information” [12], which 
can be seen as the seed of an idea that became known as the Semantic Web. The 
vision of a Semantic Web has been interpreted in many different ways [64, 14]. 
However, despite this diversity in interpretation, the original goal of building a 
global Web of machine-readable data remains constant across the original litera-
ture on the subject.
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The Semantic Web provides a common framework that allows data to be shared 
and reused across applications, enterprises, and community boundaries. Its well-
defined data semantics enable computer agents and humans to work in coopera-
tion [14]. Recent efforts in the World Wide Web Consortium (W3C) to implement 
Semantic Web [42] have spurred interest in the use of ontologies for information 
modelling and knowledge representation. Ontologies provide shared domain mod-
els that are understandable to both humans and machines. They describe a set of 
concepts and relationships between them. Ontologies provide a controlled vocab-
ulary of terms that can collectively provide an abstract view of the domain [83, 
91]. Such a shared understanding of the domain greatly facilitates querying of data 
and increases recall and precision. Semantic Web technologies and ontologies are 
being used to address data discovery, data interoperability, knowledge sharing and 
collaboration problems. Software agents can then be used to construct and provide 
dynamic services on the web.

Ontologies can be described in RDF (Resource Description Framework) [33]. 
It provides a flexible graph based model for describing and relating resources. 
An RDF document is an unordered collection of statements; each with a subject, 
predicate and object (triples). These statements describe properties of resources. 
Each resource and property can be identified by a unique URI (Uniform Resource 
Identifier), which allows metadata about the resource to be merged from sev-
eral sources. RDF has a formal specification and it is widely being used in a 
number of standards. It provides a common framework for expressing informa-
tion, so it can be exchanged between applications without loss of meaning. RDF 
Schema (RDFS) adds taxonomies for classes and properties. It allows expressing 
classes and their relationships (subclass), and defining properties and associating 
them with classes. It facilitates inferencing on the data based on the hierarchical 
relationships.

OWL (Web Ontology Language) [43, 66] provides an extensive vocabulary 
along with formal semantics and facilitates machine interpretability. OWL is 
much more expressive than RDF or RDFS, allowing users to build more knowl-
edge into the ontology. For example, cardinality constraints can be imposed on the 
properties of an OWL class. OWL is designed as a specific language to define and 
describe classes and properties within an ontology. It has many predefined built-in 
functionalities. For example, an ontology can import other ontologies, committing 
to all of their classes, properties and constraints. There are properties for asserting 
or denying the equivalence of individuals and classes, providing a way to relate 
information expressed in one ontology to another. These features, along with many 
others, are important for supporting ontology reuse, mapping and interoperability. 
OWL provides 3 sub languages with increasing levels of expressiveness and com-
plexity. They are OWL Lite, OWL DL (Description Logics) and OWL Full. We 
have leveraged mostly OWL Lite due to lower complexity than DL and Full. Also 
it suffices for our purpose. More tool support is currently available for OWL Lite 
than others. A comprehensive list of OWL Lite language constructs is available at 
[66].
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By publishing Linked Data, numerous individuals and groups have contributed 
to the building of a Web of Data, which can lower the barrier to reuse, integration 
and application of data from multiple, distributed and heterogeneous sources. Over 
time, with Linked Data as a foundation, some of the more sophisticated proposals 
associated with the Semantic Web vision, such as intelligent agents, may become 
a reality.

2.3  Natural Language Processing

This section presents an overview of the core and related aspects of Natural 
Language Processing application to our study. These are Information Extraction, 
Named Entity Recognition and Lexical Resources.

2.3.1  Information Extraction

To be able to manipulate vast amounts of unstructured data effectively, automated 
systems require efficient and accurate methods to derive information structures 
directly from text. The purpose of adding structure to otherwise flat text is to gen-
erate a partial representation of content in a form that can be effectively manip-
ulated by the computer [86]. Specifically, most applications typically require 
representation that captures key events reported and the attributes of these events, 
including their role in analysing a corpus. Information extraction is the field that 
primarily deals with text.

Information Extraction addresses a variety of problems including: identifying 
relations from textual content [20, 29] and automatic instantiation of ontologies 
and building knowledge bases tools [2]. In domain specific context, information 
extraction could be used for obtaining information from specialized literature such 
as biomedical literature [52].

Traditional methods on IE have focused on the use of supervised learning tech-
niques such as hidden Markov models [34, 85], self-supervised methods [31] and 
rule learning [87]. These techniques learn a language model or a set of rules from 
a set of hand-tagged training documents and then apply the model or rules to new 
texts. Models learned in this manner are effective on documents similar to the set 
of training documents, but extract quite poorly when applied to documents with 
a different genre or style. This process was expected to be simpler than manually 
creating patterns and rules by hand and therefore faster and more accurate than the 
pattern matching technique. BBN’s statistical language model used this approach 
for their MUC system which performed extremely well [70] at MUC and is cur-
rently at the core of their leading IE system (Identifinder). However, the effort to 
annotate training data for each new domain was found to be more challenging than 
expected [86].
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The semi-supervised learning (SSL) methods use smaller sets of annotated data 
than what is used in supervised learning (SL) methods, and they are augmented 
with large amounts of un-annotated data. The typical semi-supervised learning 
(SSL) process is that annotations of some examples, named entities, events, and 
relations can be used to find more examples and thus more patterns from unan-
notated text. Unsupervised learning (UL) methods attempt to glean information 
automatically from the texts themselves, also called Open Information Extraction 
[25, 30]. As the name suggests, this approach to IE does not require a pre-spec-
ified vocabulary or ontology [32], nor does it necessarily need training data or 
rules. Usually, this approach facilitates domain independent extraction of asser-
tions. This paradigm is often considered to be liberal in a sense that essentially 
any texts between two entities’ mentions are considered as a relation. Obviously, 
this implicitly promotes the recall while accepting a level of noise in the extraction 
results [59].

2.3.2  Named Entity Recognition

The Named Entity (NE) recognition and disambiguation problem has been 
addressed in different research fields and they agreed on the definition of a named 
entity, which is an information unit described by the name of a person or an 
organization, a location, a brand, a product, a numeric expression including time, 
date, money and percent found in a sentence [41]. The Supervised Learning (SL) 
techniques used a large dataset manually labelled. In the SL field, a human being 
usually trains positive and negative examples so that the algorithm computes clas-
sification patterns. SL techniques exploit Hidden Markov Models (HMM) [15], 
Decision Trees [18], Maximum Entropy Models [47], Support Vector Machines 
(SVM) [8] and Conditional Random Fields (CRF) [65]. The common goal of these 
approaches is to recognize relevant key-phrases and to classify them in a fixed tax-
onomy. The challenges with SL approaches are the unavailability of such labelled 
resources and the prohibitive cost of creating examples. Semi-Supervised Learning 
(SSL) and Unsupervised Learning (UL) approaches attempt to solve this problem 
by either providing a small initial set of labelled data to train and seed the system 
[50], or by resolving the extraction problem as a clustering one. Other unsuper-
vised methods may rely on lexical resources (e.g. WordNet), lexical patterns and 
statistics computed on large annotated corpus [3].

The NER task is strongly dependent on the knowledge base used to train the 
NE extraction algorithm, for example by leveraging on the use of DBpedia [16], 
Freebase3 and YAGO [89] ontologies. In addition to detecting a NE and its type, 
efforts have been spent to develop methods for disambiguating information units 
with a URI. Disambiguation is one of the key challenges in this scenario and its 
foundation stands on the fact that terms taken in isolation are naturally ambigu-
ous. These methods generally try to find in the surrounding text some clues for 
contextualizing the ambiguous term and refine its intended meaning. Therefore, 
a NE extraction workflow consists in analysing some input content for detecting 
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named entities, assigning them a type weighted by a confidence score and by pro-
viding a list of URIs for disambiguation. Initially, the Web mining community 
has harnessed Wikipedia as the linking hub where entities were mapped [47, 55]. 
A natural evolution of this approach, mainly driven by the Semantic Web com-
munity, consists in disambiguating named entities with data from the linked open 
data LOD cloud. In [73], the authors proposed an approach to avoid named entity 
ambiguity using the DBpedia dataset.

2.3.3  Lexical Resources

Lexical resources and terminological databases are an essential part of modern 
NLP systems consisting of large amount of highly detailed and curated entries [67]. 
WordNet is arguably the most popular lexical resource available today. A Lexicon 
could be developed to be domain independent or to support a specific domain such 
as Medicine. For instance, in [92], a general purpose lexical database of Dutch was 
integrated with English lexical items and a formal ontology, to produce an informa-
tion rich lexicon comprising lexical units, synonyms sets and ontology terms.

Domain specific applications of lexica particularly in the medical domain 
are available. For instance the role of lexical resources in extending the Unified 
Medical Language System (UMLS) with French vocabulary was described in [17]. 
While in [27], the application of a lexical resource partially derived from UMLS 
for identifying concepts within medical curricular documents was described. 
Another example employed UMLS based lexica for automatic annotation of 
microarray datasets for better search and high-throughput analysis [35]. Another 
category of applications of lexicon is in the sentiment analysis, where lexical items 
are associated with polarity tags [72].

There are several data models for lexicons making their reuse and integration 
difficult. Lately, open Lexica based on the Linked Data standards are emerging, 
see Fig. 2. Lemon—the Lexicon Model for Ontologies, is an emerging standard 
for representing lexical resources to foster interoperability and enable future inte-
gration of lexica [26, 67, 68].

2.4  Semantic Web and NLP in e-Government

We explore here past and ongoing efforts to exploit semantic web-enabled and 
information extraction technologies in the e-government domain. The applica-
tion of semantic web technologies to e-government gained significant momentum 
between 2006 and 2010 with applications in at least four major areas including 
the use of ontologies to formally model different aspects of e-government; person-
alization of e-government services; interoperability and integration of services and 
to generally enhance e-government services. Some examples of the application of 
semantic web technologies in these areas are highlighted below.
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2.4.1  Semantic Web in e-Government

Modelling e-government aspects—Research in this area covers development of 
ontologies to describe different aspects of the domains of public administration 
and e-government. We highlight three past efforts in this area. The first presents a 
formal PA domain ontology [40]. Specifically the paper describes public services 
using the Web Services Modelling Ontology based on the Governance Enterprise 
Architecture (GEA) model. This facilitates semantic interoperability of government 
web services to be provisioned by different government agencies. In the second, the 
authors sought to develop a legal ontology to underpin real-estate transaction pro-
vided by the Spanish Government [76]. This ontology will support the development 
of semantic applications to retrieve legal documents. The third paper presents the 
application of ontologies in the development of a semantically-enriched platform for 
the consistent composition, re-configuration and evolution of e-government services.

Enabling personalized service delivery—This stream of work employ ontol-
ogies for modelling citizens or users in the provision of services or retrieval of 
information. For instance, in [60] the authors described a project which lever-
ages the Governance Enterprise Architecture (GEA) ontology for modelling 
public services and citizen needs to provide personalized dialog between the citi-
zens and the government service portal. Authors of [63] described an intelligent 
search approach for statistical data services related to exports and import goods in 
European states.

Fig. 2  Partial view of the linguistic linked open data (LLOD) cloud diagram (http://
linguistics.okfn.org/resources/llod/)

http://linguistics.okfn.org/resources/llod/
http://linguistics.okfn.org/resources/llod/
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Enabling interoperability and integration of government resources and ser-
vices—The work presented a Semantic Interoperability Framework for social 
media based government service infrastructure [75]. Specifically, the authors 
examined the semantic issues associated with the Governance 2.0 networks and 
evolved an architectural framework for semantic interoperability in government 
agencies. As part of their approach, the authors generated scenarios for semantic 
interoperability issues arising from the interactions between citizens, businesses 
and government through traditional and electronic channels and different forms 
of social media. In [19], approaches for interoperability of public sector informa-
tion metadata was proposed comprising the creation of an application profile and 
an ontology. Also, in [28], the challenges creating semantically enriched inter-
operable open government data (also known as Linked Government Data) was 
discussed. Finally authors of [38, 49] present applications of semantic web and 
ontologies to support browsing, discovery, composition and execution of e-govern-
ment services according to the required business episodes and life events.

2.4.2  Natural Language Processing in e-Government

In general, there are very few applications of NLP and Information Extraction 
technologies in the e-government domain. In the first of the three works found in 
this space, the authors of [54] described an IE system to collect relevant crime 
information from the police and witness narratives using GATE components. The 
second example in [24] involves using NLP tools to facilitate the emails answering 
process by answering the re-occurring questions automatically or semi-automat-
ically. The third work in this domain in [4] describes a novel model and infor-
mation systems for integrating multimedia documents to support e-government 
activities.

2.5  Observations from Literature Review

Detailed review of extant literature appears to show that enthusiasm and interest 
in the semantic web applications to e-government is dropping. For instance, our 
bibliographic analysis of the literature in this area show very few papers published 
in 2013 and 2014. In our opinion, the decline in area is due to the challenges in 
providing the manual engineering resources required for scaling up initial ideas. 
For instance it is difficult to dedicate the highlight limited Information Technology 
(IT) human resources in government agencies to populating ontologies to drive 
innovative semantic web applications. We argue that overcoming this problem 
requires solution that enables automatic capture of contents into ontologies and 
knowledge bases. Such solution may be obtained by the integration of Natural 
Language processing and Semantic Web techniques. Our work leverages semantic 
web and NLP technologies to develop a lexical resource containing public services 
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names (as “Things”) and the relationship (the semantic relatedness of their names) 
among these services.

3  Methodology

Given that our goal is to construct a technical artefact—a Lexicon, we employed 
the Design Science Research (DSR) guidelines and process elaborated in [44, 
79]. Design science in general creates and evaluates artifacts that define ideas, 
practices, technical capabilities and products through which the analysis, design, 
implementation and use of information systems can be effectively accomplished. 
Our objective includes creating an artifact; a lexicon for public services that 
will enable the development of intelligent e-government services. The develop-
ment of the lexical resource provides the basis for generating a “Named Entity 
Recognizer” (NER) or “Spotter” for Public Service Names. With the availability 
of an NER for Public Services, the semantic discovery of public service names 
on the web and consequent acquisition of such information for populating a pub-
lic service ontology or knowledge base becomes viable. In addition, by enabling 
clustering of public service names, opportunities for streamlining services into 
shared and integrated services across governments (vertically and horizontally) are 
revealed (as shown later in Sect. 4).

3.1  Scenario for the Use of Lexicon and Named Entity 
Recognizer

We briefly describe here a concrete scenario how an NER based the domain-spe-
cific lexicon could be employed in harnessing spontaneous discussions of citizens 
on the social media and networking sites.

John Smith (hypothetical character) is an Irish politician promoting legislation 
introducing restrictions on medical card applicants’ eligibility.

John opens Dashboard with information on citizen discussions leveraging an 
NER solution underpinned by a Public-Service Lexicon. The NER is able to spot 
mentions terms related public services names in a twitter streams. Based on his 
specific request, the dashboard generates a dynamic report of places in Ireland 
which it appears that citizens express negative sentiments towards the healthcare 
services. From the information extracted from tweets (public service tweets spot-
ted by our NER solution) it is apparent that Cork City (location detected) has 
the highest rate of negative opinions (sentiment analysis) oscillating around the 
institution of University Hospital—UH and Merlin Park Hospital—MPH (organi-
sation entities detected). Moreover common topics found through topic analysis 
include: prenatal care, physiotherapy and medical card. John tries to identify 
the key arguments against his policy project therefore he explores the posts and 
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discussions of highest popularity rank with negative sentiment associated with the 
medical card and public healthcare. After following selected discussions realises 
that the negative opinions come mainly from UH and MPH not accepting the med-
ical card for particular services (prenatal care and physiotherapy) therefore he 
engages into discussion with citizens on Twitter and explains that the issues men-
tioned by citizens are of local character (but will be addressed) and ensures citi-
zens that the upcoming legislation will not bring any harm but rather improve the 
current set of services covered. Moreover now, since John knows that the “hot” 
topics detected around Public Healthcare Services in Ireland are closely related 
medical card (based on semantic distance measures), he suggests relevant com-
mon strategy that should be developed in order to facilitate a solution for these 
problems.

We show in the subsequent sections how the public service lexicon underpin-
ning the NER or spotter system in the scenario above was developed.

3.2  Research Framework

The research framework employed is an instantiation of the DSR Framework, com-
prising three core cycles—relevance, design and rigor [44]. As shown in Fig. 3, the 
research (i.e. development of the lexical resource for public services) is driven by 
the need to transform e-government services through better (semantically-enabled) 
discovery of services, automatic acquisition of public service information to popu-
late government knowledge bases and provision of information that could underpin 
streamlining of services or development of integrated public services.

Our knowledge base here consists of the sources of information on the three 
underpinning domains described in Sect. 2. In addition, the research drew from the 
existing catalogue of services and the Core Public Service Vocabulary1—a simpli-
fied reusable and extensible data model that captures the fundamental 

1https://joinup.ec.europa.eu/asset/core_public_service/description.

Fig. 3  The design research framework

https://joinup.ec.europa.eu/asset/core_public_service/description


305A Lexical Resource for Identifying Public …

characteristics of a service offered by public administrations. Given the paucity of 
research on the development of lexical resources for the e-government domain and 
in the tradition of design science in Information Systems research, a major goal of 
the work is to contribute to literature on NLP and Semantic Web applications in 
e-government.

3.3  Design Process

In line with the DSR process model described in [79], the construction of the lexi-
cal resource design process proceeded in the following major steps:

•	 Articulation of motivation for the development of the resource—The context 
for the resource is to enable the automatic acquisition of public service related 
information from unstructured data sources into knowledge bases/ontologies to 
underpin intelligent e-government services and applications. Another context 
for the use of the artefact is the construction of “public service clusters”.

•	 Definition of objectives for the resource—The goal of the resource is to provide 
a concrete named list of services (and their semantic relations) to enable NER 
parsing of Public Service names in unstructured data.

•	 Development of an algorithm to construct the resource—The third step involved 
the development of procedures to construct the lexical resource from datasets of 
public services names and align the various datasets by building a graph of ser-
vices, where edges connotes semantic relatedness.

•	 Application of the resource—The developed resource was employed as a NER 
parser for identifying public services names from descriptions of public services 
published by governments of Canada and India.

•	 Evaluation of framework—Two levels of evaluation was carried out with respect 
to the lexical resource. The first involved determining the reliability of the 
semantic similarity and relatedness metrics underpinning our name matching 
and alignment actions. The second involved the degree of accuracy and recall 
provided by the lexical resource when used on two test datasets.

•	 Communication of the framework—The framework will be provided along with 
relevant libraries in the GitHub code repository in addition to dissemination 
through scholar channels such as this article.

3.4  Datasets

Two major datasets were employed as input resources to the development of the 
lexical resource—the United Kingdom and Irish Government Public Service 
Catalogues. A major reason for selecting the UK service catalogue is its quality 
as public services names were already assigned unique identifiers (or uniform 
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resource identifiers—URI). The Irish service dataset was hinged on geopolitical 
and accessibility (from authors’ research context) considerations. Given that the 
coverage of the resource is directly linked to the diversity of its entries, continued 
update to the lexical resource based on other government public service catalogues 
is important. We shall present in Sect. 4 how we intend to support the required 
continuous update to improve recall.

4  Developing the Lexical Resource

4.1  Context—Information Extraction Framework

As shown in Sect. 2, most of the current NER and IE tools provide only limited, 
generic capabilities for information extraction and do not support domain specific 
content processing. We describe here how we approach the problem (see Fig. 4). 
First we present the abstract Framework Architecture and focus on the semantic 
annotation and enrichment component. In our work, we propose to use the Open 
Information Extraction (OIE) tools to extract generic triples (statements) out of the 
raw text. Second, the triples will be used to generate a named entity recognition 
(NER) tool to extract and annotate the public services documents or corpus (see 
Fig. 5).

Thirdly, we populate ontology of public services, by mapping both the entity 
and the relations to the ontology to produce the RDF that will be used as domain 
specific semantic resources to be harnessed in our Gov 3.0 applications examples.

The main components of the proposed solution architecture include:
The Domain specific language resource—We started with building the domain 

specific language resource, this language resource will be used in extending the 
NER tool to recognize the public service terms. We built a seed corpus and worked 

Fig. 4  Framework architecture
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on annotating it and semi-automatically transforming it from unstructured to struc-
tured form.

Domain Specific Ontology—This ontology is needed for building the graph by 
mapping the correct relations to the extracted entities. We have used a conceptual 
model for the public service, based on the public service ontology, being devel-
oped under the auspices of the ISA—the Interoperability Solutions for European 
Public Administrations programme (Fig. 6).

Named Entity Recognition (NER)—As described in the background section, the 
NER tool is the component that is responsible for recognizing and disambiguat-
ing the extracted entity by the open information extraction tuples, we tried to use 

Fig. 5  The information extraction system architecture

Fig. 6  UML diagram for the core public service vocabulary
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DBpedia spotlight for doing this task. DBpedia Spotlight is a tool for automati-
cally annotating mentions of DBpedia resources in text. Thus, it provides a generic 
domain independent NER tool that needs to be extended by domain specific lan-
guage resource in order to recognize the public service terms; there are two pos-
sible ways to extend the DBpedia spotlight described below:

•	 Using Wikipedia Infoboxes and DBpedia extraction engine.
•	 Using N-Triples files for building indexes and Spotters training.

Open Information Extraction (OIE)—The open information extraction is mainly 
used for extracting the tuples automatically out of the raw text. It is a generic and 
domain independent. We explored three of the famous state of the art OIE tools 
ReVerb, OLLIE, and ClausIE during our literature review.

Tuples—This constitute the major outputs from the extracted information 
produced by the OIE tool. The tuples are represented in the traditional Subject, 
Predicate Object format (S, P, O) format.

Entities, Relations mapping and ontology population—This component is 
responsible for populating the ontology (public service ontology in our case) 
with the recognized entities by the NER, mapping the tuples into domain-spe-
cific relations based on the ontology, and producing the Extracted information in 
RDF/XML format.

4.2  Base Resources

4.2.1  The Core Public Service Vocabulary

The Core Public Service Vocabulary (CPSV) [80] is a simplified, reusable, and 
extensible data model that captures the fundamental characteristics of an entity in 
a context-neutral fashion [5]. Well-known examples of existing Core Vocabularies 
include the Dublin Core Metadata Set [6]. Such Core Vocabularies are the start-
ing point for agreeing on new semantic interoperability assets and defining map-
pings between existing assets. Semantic interoperability assets that map to or 
extend such Core Vocabularies are the minimum required to guarantee a level 
of cross-domain and cross-border interoperability that can be attained by public 
administrations.

Semantic interoperability is defined as the ability of information and com-
munication technology (ICT) systems and the business processes; they support 
the exchange of data and the sharing of information and knowledge: Semantic 
Interoperability enables systems to combine received information with other 
information resources and to process it in a meaningful manner (“European 
Interoperability Framework (EIF)—Towards Interoperability For European Public 
Services”) [7]. It aims at the mental representations that human beings have of the 
meaning of any given data.
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The Core Public Service Vocabulary (CPSV) is designed to make it easy to 
exchange basic information about the functions carried out by the public sector 
and the services in which those functions are carried out. By using the vocabulary, 
almost certainly augmented with sector specific information and organisations.

In the context of our work, the CPSV vocabulary is used as a lightweight ontol-
ogy that is to be populated with public service names extracted from public ser-
vices name catalogues. The public names in the lexicon are linked through the 
“related” relations as shown in Fig. 6.

4.2.2  Government Public Service Catalogues

If we consider the Public Service Name Lexicon as a lightweight ontology, the 
instances of this ontology are based on public service catalogues published by 
governments at different levels. In our work, we employed the public services 
catalogues published by the UK, Irish and Canadian Governments to bootstrap 
the lexicon. For each government catalog, the name, description and URL for the 
services are captured and transformed into concrete entries in the lexicon. These 
names are linked based on their semantic relatedness in the lexicon. We describe 
below our approach for organizing and linking the different public service names 
comprising the lexicon (Fig. 7).

4.2.3  Generating and Representing the Lexical Resource

The lexicon is represented in two different forms. In the first form, the lexical 
resource consists of public service names from the three catalogues organized 
into a graph with labelled edges representing semantic distances among differ-
ent services based on different semantic distance measures. Like WordNet, the 
Lexicon allows users to query for distances between two public service names 
based on one or more measures. In the second form, the lexicon is presented as 
a graph with two kinds of connected nodes. The first type of nodes are labelled 
with abstract service names while the second type are labelled with concrete 
public service names. The abstract service name is an internal name constructed 
from child node names. For instance two child nodes with service names “Social 
Protection Services” and “Social Security Services” belonging originally from two 
different service catalogues (say Ireland and UK) could have an abstract or more 
general name such as “Social Security and Protection Services”. This name is sim-
ply represented internally as a set of keywords such as “Social Security, Social 
Protection” as see Fig. 8.

The construction of the graph shown based on a simple alignment algorithm 
shown in Fig. 1. The process starts with an empty lexicon that is first initial-
ized with one of the service catalogues. Next, each name in the second catalog 
is semantically matched with existing names in the lexicon. If a match is found, 
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a new node is created and linked to the “parent” of the matching node as a new 
instance. The set of keywords for the parent nodes is then updated to accom-
modate the new child nodes. Parent and child relationships are implicitly estab-
lished in the graph through the “has_instance” relations. All parent nodes have 
one or more outgoing edges with the “has_instance” label. However, if no 
matching node is found, a new node is created in the graph labelled the service 
name.

As a reusable resource for developers and NLP practitioners, the Lexicon is 
packaged as Linked Data to facilitate integration with other open lexicons (see 
Fig. 2). Linked Data provides a simple mechanism for combining data from multi-
ple sources across the Web [10].

Fig. 7  Lexicon construction algorithm
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5  Evaluation

Before discussing the applications of the lexicon; we briefly present the correct-
ness of the computed lexical terms and their relations. Following this, we also 
evaluate how well the lexicon performs when implemented as a look-up dictionary 
as part of a “spotting” or NER tool as discussed in Sect. 5.2.

5.1  Calculating Semantic Distances

Two broad approaches to semantic distances calculations were employed in the 
development of the lexicon. The first approach is based on calculating Semantic 
similarity based on the general purpose WordNet resource while the second 
employs a Semantic relatedness related approach—Explicit Semantic Analysis 
[36]. The WordNet based methods are described in Table 1.

After computing semantic distances among public services names from UK 
and Irish service catalogues, we also computed a correlation matrix for the meas-
ures. The results shown in Table 2 indicate that the Path measure could serve as a 
good proxy for the other WordNet based measures except JCN. At the same time, 
the ESA measure is not correlated with any of the seven WordNet based approach 
(Tables 3, 4 and 5).

Based on these results, subsequent evaluation of the accuracy of the semantic dis-
tance metrics was restricted to Path and ESA. Our goal in the evaluation is to verify 
if computed similarity values accurately reflects the semantic similarity provided 
by judgements of domain experts. To make judgements of what is significantly 
similar or related for a measure and what is not; two domain experts studied the 

Fig. 8  Structure of public 
service lexical database
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Table 1  Semantic similarity measures

ID Publication Description

HSO Hirst and St-Onge [46] Two lexicalized concepts are semantically close if 
their WordNet synsets are connected by a path that is 
not too long and that “does not change direction too 
often”

LCH Leacock and Chodorow [57] This measure relies on the length of the shortest path 
between two synsets for their measure of similarity. 
They limit their attention to IS-A links and scale the 
path length by the overall depth D of the taxonomy

LESK Banerjee and Pedersen [10] Lesk (1985) proposed that the relatedness of two 
words is proportional to the extent of overlaps of their 
dictionary definitions. Banerjee and Pedersen (2002) 
extended this notion to use WordNet as the dictionary 
for the word definitions

WUP Wu and Palmer [93] The Wu and Palmer measure calculates relatedness 
by considering the depths of the two synsets in the 
WordNet taxonomies, along with the depth of the LCS

RES Resnik [81] Resnik defined the similarity between two synsets 
to be the information content of their lowest super-
ordinate (most specific common subsumer)

JCN Jiang and Conrath [51] Also uses the notion of information content, but in the 
form of the conditional probability of encountering an 
instance of a child-synset given an instance of a parent 
synset: 1/jcn_distance, where jcn_distance is equal to 
IC(synset1) + IC(synset2)—2 * IC(lcs)

LIN Lin [58] Equation is modified a little bit from Jiang and 
Conrath: 2 * IC(lcs)/(IC(synset1) + IC(synset2)). 
Where IC(x) is the information content of x. One 
can observe, then, that the relatedness value will be 
greater-than or equal-to zero and less-than or equal-to 
one

Table 2  Correlations among nine semantic similarity measures

Metric ESA Path JCN HSO LCH LIN Lesk RES WUP

ESA 1

Path 0.013567 1

JCN −0.01184 0.079086 1

HSO −0.0198 0.428895 0.102645 1

LCH 0.015373 0.94971 0.04735 0.314014 1

LIN −0.03154 0.590723 0.058145 0.471453 0.610865 1

Lesk −0.02386 0.316054 0.344743 0.620139 0.197504 0.410536 1

RES −0.0053 0.657468 0.046148 0.577175 0.665562 0.87703 0.399397 1

WUP 0.010856 0.884013 0.046338 0.377662 0.960225 0.726738 0.214114 0.806062 1
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generated distance values for pairs of public service names drawn from the UK and 
Irish catalogues. For ESA scores, values above 0.01 were considered significantly 
related while for Path, values over 1.0 were considered significantly similar. With 
these thresholds, we evaluated: (1) the generated score of 40 randomly selected pairs 
of public service names, (2) 20 top most similar service name pairs based on Path 
measures and (3) 20 top most related service name pairs based on ESA measures. 
Applying the threshold values, we remark for each computed score if the implied 
similarity judgment is valid, a false positive or a false negative. Consolidated com-
parative results for both measures are provided in the Tables 6 and 7.

Table 3  Evaluation sample of ESA and PATH similarity scores for randomly selected cases

Service 1 Service 2 ESA Path ESA 
comment

Path 
comment

1 Recycling sites Pay the household 
charge

0.020405 0.3 Valid Valid

2 Consumer advice Register for  
energy advice  
and mentoring

0.080619 0.438034 Valid False 
negative

3 Community 
centres

Access information 
on education training 
and career paths

0.014875 0.586538 Valid Valid

4 Child protection Read key documents 
from the commis-
sion for the support 
of victims of crime 
reports

0.011626 1.433333 Valid False 
positive

Table 4  Evaluation sample of the top similarity scores for ESA

Service 1 Service 2 ESA Path ESA comment Path 
comment

1 Archives Search for 
references to 
records held 
in the national 
archives

0.49117753 0.612745 Valid False 
negative

2 Archives Access  
national 
archives

0.489817676 0.183333 Valid False 
negative

3 Cemeteries and 
crematoria

Watch county 
council  
meeting 
webcasts

0.48882719 0 False positive Valid

4 Cemeteries and 
crematoria

Watch Mayo 
county  
council videos

0.399389612 0 False positive Valid



314 I. A. Hassan et al.

Table 5  Evaluation sample of the top similarity scores for PATH

Service 1 Service 2 ESA Path ESA 
comment

Path 
comment

1 Benefit fraud Find out how to 
complain or give 
feedback about 
health and social 
care services in 
Ireland

0.013461889 3.892857 False 
negative

Valid

2 Birth 
registration

Find out how to 
complain or give 
feedback about 
health and social 
care services in 
Ireland

0.012666738 3.125 Valid False 
positive

3 Benefit fraud Access to crime 
and victimisation 
surveys from the 
national crime 
council

0.023621513 3 Valid False 
positive

4 Copy 
certificates

Register for a 
reminder of your 
driving licence 
expiry date

0.023041065 3 Valid False 
positive

Table 6  Summary of the results—raw score

ESA Path

Correct False positive False 
negative

Correct False 
positive

False 
negative

40 random 
cases

35 [87.5 %] 1 [2.5 %] 4 [10 %] 34 [85 %] 3 [7.5 %] 3 [7.5 %]

Top 20 ESA 
cases

16 [80 %] 4 [20 %] 0 [0 %] 8 [40 %] 12 [60 %] 0 [0 %]

Top 20 path 
cases

15 [75 %] 5 [25 %] 6 [30 %] 6 [30 %] 0 [0 %] 14 [70 %]

Table 7  Precision and recall values for methods

ESA Path

Precision Recall F-score Precision Recall F-score

40 random cases 0.9722 0.8974 0.9348 0.9189 0.9189 0.9189

Top 20 ESA cases 0.8000 1.0000 0.9000 0.4000 1.0000 0.7000

Top 20 path cases 0.7500 0.7142 0.7321 0.7321 1.0000 0.6500
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From Tables 6 and 7, the Path semantic similarity measure produces better 
recall than the ESA metrics (from 0.9189 to 1.0). However, ESA outperforms the 
Path measure in terms of precision (0.75–0.97). These results somewhat indicate 
the conditions under which the two semantic metrics could be used.

5.2  Evaluation of the NER Implementation

Our goal here is to determine the level of recall and accuracy of the NER tool built 
upon our lexicon. Specifically, for demonstration purposes we encoded our lexicon 
as a simple dictionary to support the identification of mentions of public service 
names in tweets from a filtered Twitter stream. Specifically, we compared the perfor-
mance of our NER against two well-known general purpose NER tools—Alchemy 
and Dbpedia Spotlight. Table 8 presents the comparison of the performance of the 
three tools. Based on the results, our NER implementation outperforms the two 
generic tools. However these tools identify other named entity types such as: organi-
zations, persons, country and location that, when combined, provides rich contextual 
information for the identified public services. Thus, simultaneous use of the generic 
tools to support NER implementations based on our lexicon is recommended. We 
elaborate on the implications of this approach further in the next section.

6  Summary

In this paper we have investigated the use of Semantic Web and Natural Language 
Processing technologies in the context of e-government. In particular, the last dec-
ade has seen a big shift in e-government from simple Web 2.0 solutions to more 
advanced platforms integrating information from external sources such as social 
media, blogs and variety of e-government websites. This implies the use of certain 
Web 3.0 and NLP technologies, enabling effective information extraction, dealing 
with information overload and low quality contributions. Although many solutions 
applying automatic information extraction methods for analyzing external e-gov-
ernment, related content have been deployed, these solutions demand significant 
manual engineering efforts (manual annotations) to build. Moreover the expensive, 
manual annotations pose a significant limitation to scaling the information extrac-
tion solutions to address the ever-growing demands of the web content processing.

In this paper we have shown that dedicated lexical resource can significantly 
boost the information extraction capabilities in the domain of government and at 
the same time ensure scaling into a domain-ontology. The lexicon was constructed 
using two datasets comprising public service names in UK and Ireland with the 
relations in the graph calculated based on specific similarity measures between 
public service names. The resulting lexicon or knowledge graph is constructed in 
a way that can be easily expanded to include new external data sources. Central 
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to our approach is the development of a Semantic Alignment Algorithm, which 
organizes a set of public service names automatically captured from input websites 
in a semantic network based on a semantic relatedness measures. We also inves-
tigated several similarity measures to determine the best distance measures for 
building the lexicon. Our analysis shows strong correlation between investigated 
measures, in particular in the case of solutions based on WordNet dictionary. Here 
the results provided by PATH are strongly correlated with all the other results. 
However the only measure that does not apply WordNet called Explicit Semantics 
Analysis (ESA) presented significantly better performance in terms of precision. 
However, PATH measure more robust in terms of recall with respect to ESA.

Results from our work, show that a dedicated NER tool powered by the 
domain-specific lexicon could provide a first significant step towards building 
scalable and effective, next-generation NER solutions for e-government applica-
tions as well as contributing towards building extensive semantic map for e-gov-
ernment domain concepts. We have also shown that dedicated our NER solution 
outperforms the generic, of-the-shelf analytical solutions in identifying public ser-
vices names on the web; therefore further development of custom solutions (based 
on the generic methodology presented in Sect. 3) is recommended. Moreover as 
shown in our results, a combination of the dedicated NER, supplied with rich 
contextual information provided by generic NER solutions can be assembled into 
very powerful tool for e-government information analytics. The example use of 
the NER tool for identifying mentions of public service names on social media 
discussions opens up a possibility for completely new set of capabilities for public 
services’ and citizen-perception evaluation.

7  Conclusions

Motivated by the need to provide the necessary step towards facilitating identifi-
cation and extraction of e-government related information from the web, we have 
described the process for developing a domain-specific lexicon and a dedicated 
NER solution for public services. The solution enables consolidation and enrich-
ment of information on public services from variety of government catalogs, web-
sites, blogs and social media in a single knowledge graph. Results described in 
this chapter show the immediate opportunities for developing and consolidating 
the domain-specific lexical resources, Semantic Web and NLP technologies into a 
rich analytical infrastructure for e-government. However, there are more rooms for 
a larger scale evaluation of the resources and associated semantic alignment algo-
rithms. Next steps in the research include development of rich lexical resources and 
associated NER tools for other aspects of the e-government domain such as policy 
and regulations followed by the respective NER tool in different e-government sub-
domains. We also intend to further improve our Semantic Alignment Algorithm and 
consolidate the developed lexica into a comprehensive e-government semantic map 
or knowledge map to be used by variety of domain-specific applications.
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1  Introduction and Definitions

The cultural revolution of social media is the first of the 21st century [28] and a cen-
tral pillar of the new Information Age [16]. In considering the role of social media in 
the transport context, it is useful to first review the definitions and scope of this phe-
nomena and how the general functionality presents an opportunity for the transport 
sector. This forms the backdrop to the remainder of the chapter, where the methods of 
extracting information and current uses of social media in transport are given detailed 
attention, using examples from recent research and real-life practice.

Many definitions of social media can be found in literature. Kaplan et al. [44] 
defined it as a group of Internet-based applications that build on the ideological 
and technological foundations of Web 2.0 that allow the creation and exchange of 
User Generated Content. Gartner Inc.1 described it as an online environment 
where content is created, consumed, promoted, distributed, discovered or shared 
for purposes that are primarily related to communities and social activities, rather 
than functional, task-oriented objectives.

Millions of people now make use of a variety of online Web platforms to 
express their opinions, thoughts and experiences. Once a topic is raised by a par-
ticipant in a social media network, typically others react and a “conversation” may 
develop. The nature and depth of the conversation largely depends on the applica-
tion or web site providing the infrastructure for the social interaction, as reflected 
by the seven categories defined in Sterne [85]. As a result, it has already been 
shown that these platforms can serve as a reliable resource for public opinions as 
well as factual information across several disciplines.

Social media has created an opportunity for transport stakeholders and policy 
makers, where information flow has strategic importance both in long term plan-
ning and short term tactical system management. The important role that informa-
tion plays in transport decision making ranges from understanding choices and 
preferences (e.g. on routes and modes) to participatory scheme evaluation [7]. 
Giannopoulos [37] defined seven categories of information use in transport at a 
more disaggregate level, whilst Kenyon and Lyons [46] highlight the role of travel-
ler information in encouraging mode switch for more sustainable transport systems.

Existing research has already illustrated how social media may serve as a near 
real-time information source in the transport sector for tactical measures that 
require travel times, network demand or incident detection [56, 75, 33, 96]. Social 
media data may also support the development of strategic policies, such as those 
concerning levels of service quality and the study of activity-travel patterns [15, 
22, 80]. Whilst previously various traditional tools such as surveys and interviews 
were used to obtain such data, this information is now freely available and easily 
accessible. The potential of the social media platform as a means to conduct trans-
port surveys has already been recognized [5] and briefly demonstrated [30].

The general characteristics of social media that are of particular value for 
the transport sector include: the potential for all users to contribute content, 

1http://www.gartner.com/it-glossary/social-media/.

http://www.gartner.com/it-glossary/social-media/
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dematerialization of data collection, community facilities (such as discussion 
boards/blogs, video sharing) and virtual meetings. Information harvesting may be: 
(1) dynamic, informing short-term decisions by system operators and users, or (2) 
off-line, supporting policy makers and stakeholders in forming improved policies.

Social media data could be harvested on-line directly from other transport users 
in a type of Advanced Traveller Information System, influencing important travel 
choices: departure time, route and mode choice. The information harvested might 
also have secondary influences on traveller destination choice and activity patterns, 
whilst the framework developed might assist policy makers and stakeholders in an 
understanding those choices. Social media is a new and effective means for organisa-
tions to communicate with customers and members of the public. Increased engage-
ment with social media has happened from both bottom up (the public and users of 
the transport system) and top down (by the transport system stakeholders who oper-
ate, provide services and develop policies for the system). A number of transport sec-
tor organisations use social media as a strategic tool to reach out to customers, using 
social media as a ‘help line’ for customer service or for real time information. Users’ 
perceptions of the transport service may not reflect the outcomes of rational plan-
ning choices, but may be influenced by sensations [29, 59]. The collection of user 
views and perceptions is therefore essentially a commitment to evaluate differences 
between expected and perceived results and correct process deficiencies, rather than 
simply measure outcomes. The ability of social media to capture this dynamically at 
the time of the experience is a further source of added value.

Overall, the rapid and recent developments in social media networks are pro-
viding a vision amongst transport suppliers, governments and academia of ‘next-
generation’ information channels. Policy makers in many countries have high 
expectations of the possible effects of such information services on, for example, 
network efficiency (e.g. [32, 87]), with the view that strategic policy may reduce 
transport impacts significantly [68]. These expectations provide momentum for 
transport research and development in the field of personal mobility and informa-
tion provision, particularly in understanding customer perceptions in order to pro-
vide a new generation of travel information services.

However, the harvesting and processing of textual messages into meaningful and 
actionable information is not without its challenges. Relevant data must be identified 
from a very large data mass and social media content is mostly in natural language 
form, which cannot be readily interpreted, queried, or aggregated. For these reasons, 
relevant information must be ‘harvested’ using text mining techniques [58, 73]. A 
key question is whether social media information is of sufficient quality to meet the 
needs of the system operators/policy makers and travellers who, through traveller 
information systems, may also be end-users of the information.

This chapter identifies the main requirements for a social media information 
harvesting methodology in the transport context and highlights the challenges 
involved. Specifically, the goal is to address the following questions:

(1) In which ways can social media data be used alongside or potentially instead 
of current transport data sources?

(2) What technical challenges in text mining social media data create difficulties 
in generating high quality data for the transport sector?
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(3) Are there wider institutional barriers in harnessing the potential of social 
media data for the transport sector in addition to the technical challenges?

The answers to these questions will enable policy makers to assess the challenges 
in obtaining information from social media text sources and properly assess the 
ways in which it can then be used, for example in either fusing the data with that 
from other sources or processing it as an additional data stream.

The remainder of the chapter is organised into the following sections. 
Following an overview of the role of data in transport planning and policy in 
Sect. 2, the sources of social media transport data and rationale for harvesting 
the data are given in Sect. 3. An overview of the text mining process in general is 
provided in Sect. 4, with an illustration of a method for harvesting useful social 
media information for transport policy in Sect. 5. This draws on a multidiscipli-
nary interface between transport science and text mining expertise, establishing 
‘what’ should be harvested and ‘how’ it can be harvested. A review of the specific 
challenges and the state-of-the-art and in text mining techniques to obtain trans-
port-related data from social media text sources is then provided in Sect. 6. A top-
down perspective is then taken to illustrate the manner in which different selected 
transport providers currently use social media in Sect. 7. Within this a reflection on 
institutional issues is given, considering whether technical or institutional issues 
are the greater obstacle and informing the direction for future research directions. 
Finally, concluding remarks are provided in Sect. 8.

2  The Role of Data in Transport Planning and Policy

Information flow plays a central role in the decisions made by transport system 
users in how, when and whether to travel. It also supports recovery in cases of 
unexpected disruption [66, 67]. The question is therefore whether current data 
streams can be either integrated with (or replaced by) new sources, to provide cost 
effective and potentially more complete information.

In order to answer this question, it is first useful to assess the needs for infor-
mation as part of transport sector policy and operational objectives. These vary 
between countries, modes and potentially regions and operators, but typically 
include a mixture of objectives such as efficiency, safety, reliability, environmen-
tal sustainability and traveller experience (including information). Table 1 provides 
example objectives and more detailed service provision for firstly highways and 
secondly public transport (adapted from Innovateuk [43], Metro [60]).

A typology of primary data needs, data sources and the potential role of social 
media is given in Table 2, which draws on sources including the CHARM speci-
fications [43] and other public transport (PT) service performance specifications 
(for example [66]). The first column of Table 2 is cross-referenced with the higher 
level policy objectives summarised in Table 1, indicating the link between the dif-
ferent data sources and both operational and policy objectives.

Existing transport systems often comprise layers of technologies and monitor-
ing equipment that have accumulated as technology has advanced [39]. However 
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Table 1  Archetypal objectives for highways and public transport

Highways objectives Service outcomes

(1)  To deliver a safe journey  
on the road network

• Dynamic traffic warnings
• Control traffic (e.g. speed signals)
• Incident management—protect event scene
• Continuity management
• Operate tunnels
• Maintain safety in operation of hard shoulder lanes
• Provide safe roadworks
• Maintain safety during technical failures

(2)  To deliver a reliable and 
smooth journey on the  
road network

• Set detours
• Incident management
• Deploy traffic scenarios
• Set traffic management measures
• Operate hard shoulder lanes
• Limit disturbance of road works
•  Maintenance, tuning and configuration of traffic management 

systems
• Maintain road functions in case of failures and blockades

(3)  To deliver reliable and  
useful information  
to road users

• Traffic management messages
•  Traffic information through service providers and dedicated 

channels
• Information via VMS and other roadside equipment
• Information on road works
• Information through social media

(4)  To operate the road  
network in a sustainable  
way

• Dynamic speed control
• Virtual patrolling
• Decision making supported by intelligence

Public transport objectives Service outcomes

(1) Reduced congestion •  Optimising the use of the existing road space through  
traffic management, regulation and enforcement

•  Encouraging modal shift to public transport, walking  
and cycling

•  Manage demand for travel including promotion of land use 
policies and practices to reduce the need to travel

•  Effective and efficient management of road works,  
events and other potential sources of delay and  
disruption on the road network

• Providing information to enable more informed travel choices

(2)  Better control of street 
works and incident 
management

• Ensure safety is not compromised by unplanned events
• Minimise the impact of unforeseen incidents
• Ensure co-ordination in the management of unplanned events
•  Develop resilience to ensure that the existing network  

can be used to its full capacity, reducing the demands  
on other less suitable routes

(continued)
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the distribution of instrumentation can be patchy, resulting in some geographic 
areas with dense data collection and others with sparse data (typically rural). This 
gives rise to two challenges: the first is whether new data forms can be integrated 
with other data sources to create new or better quality knowledge [15] and the sec-
ond is whether there is the possibility to adopt various ‘user generated data’ where 
current data collection is sparse [14].

The many sources of new technology-enabled data include textual social media, 
Geographic Information Systems (GIS) and digital data from Intelligent Transport 
Systems (ITS). The potential for information enrichment arises from data collec-
tion at various levels of aggregation and with some sources providing associated 
‘clues’ to the socio-economic characteristics associated with individual data units.

Uses may include monitoring system performance, informing new policies 
based on expected demand, providing cost effective, more detailed and poten-
tially more complete information on context, improving understanding of behavior 
and perceptions that underlie mode choice [52] and enriching the understanding 
of scheme impacts [68]. They may serve to improve the efficiency and effective-
ness of current databases, for example through reconciling data contradictions and 
reducing redundant data collection. To answer both challenges fully a further sig-
nificant tranche of research is needed.

3  The Role of Social Media Information in Transport

This section begins by providing an overview of some archetypal sources of trans-
port related social media data, including sources that are not specific to the trans-
port domain. The features available in these, together with the analysis reported in 

Table 1  (continued)

Public transport objectives Service outcomes

(3)  Reduced bus journey  
times

•  Optimising the use of the existing road space through traffic 
management, regulation and enforcement

• Monitoring trends in the growth of traffic
• Identifying appropriate policy actions
•  Implementing initiatives and schemes which support  

sustainable travel

(4)  Reduce the cost of  
disruption and congestion

•  Effective and efficient management of road works, events  
and other potential sources of delay and disruption

(5)  Increase journey time 
reliability

•  Effective and efficient management of road works, events  
and other potential sources of delay and disruption

(6)  Encourage mode shift to 
more sustainable modes  
of travel

•  Encouraging modal shift to public transport, walking and 
cycling

(7)  Ensure service quality,  
passenger comfort,  
cleanliness

• Effective passenger information
• Monitor overcrowding
• Monitor cleanliness
• Effective customer services
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early research form the basis for the rationale to harvest the data from these and 
other sources, presented in Sect. 3.2.

3.1  Sources of Transport Related Social Media Information

Transport-related information can be found in most forms of social media. 
HelloPeter.com, a platform dedicated to reviews and opinions, enables individuals 
to report the quality of service in many domains including transport (for example, 
on a late running bus service2). This platform also allows the service providers to 
respond. Transport-related forums often focus on a specific mode of transport, 
such as bikeforums3 (serving the community of bicycle riders), and the Transport 
forum within Topix4 that deals mainly, but not exclusively, with air transport 
issues. Transport-related information also appears in more general forums, such as 
those in Tripadvisor that focus on a specific city (for example, concerning trans-
port to a national airport).5 Social media applications also served as a catalyst for 
the emergence of social networks aimed at improving both participants personal 
mobility and general transport provision through shared information. As is the 
case with forums, these communities mostly focus on a specific mode of transport, 
such as the Facebook open group TRAFFIC UPDATE **LONDON-ESSEX-
KENT**.6 Facebook pages dedicated to traffic information updates or seeking a 
ride-share partner enable the users not only to post free text messages, but also to 
use “Like” and “Share” functions, expressing their approval of the message posted 
and their desire to reveal its content to their friends.

For the transport sector, the distinction between real-time or near real-time 
information and historic information is highly relevant. Forums, often containing 
and storing information over time, provide a different point of view on the trans-
port system compared with social networks. The latter are often based on informa-
tion exchange via mobile applications, and are mainly directed at real-time 
information. WAZE7 is an example of a well-established application targeted 
towards users of private vehicles. It uses geo-spatial information automatically 
obtained from community members to infer current traffic conditions, which 
forms the basis on which to calculate the fastest route. The geo-spatial information 
is enhanced by user reports, either regarding pre-defined irregular events (such as 

23/12/14 traveller complaint on late running bus service in South Africa. http://hellopeter.com/
greyhound/complaints/ruined-our-holiday-1577792.
3http://www.bikeforums.net/forum.php.
4http://www.topix.com/forum/business/transportation.
527/4/14 a question in the Tel Aviv Forum within Tripadvisor asking about transport to national 
airport late at night http://www.tripadvisor.com/ShowTopic-g293984-i3332-k7406231-Getting_
to_Ben_Gurion_middle_of_the_night-Tel_Aviv_Tel_Aviv_District.html.
6http://www.facebook.com/groups/369684789781652/?fref=ts.
7http://world.waze.com/?redirect=1.

http://hellopeter.com/greyhound/complaints/ruined-our-holiday-1577792
http://hellopeter.com/greyhound/complaints/ruined-our-holiday-1577792
http://www.bikeforums.net/forum.php
http://www.topix.com/forum/business/transportation
http://www.tripadvisor.com/ShowTopic-g293984-i3332-k7406231-Getting_to_Ben_Gurion_middle_of_the_night-Tel_Aviv_Tel_Aviv_District.html
http://www.tripadvisor.com/ShowTopic-g293984-i3332-k7406231-Getting_to_Ben_Gurion_middle_of_the_night-Tel_Aviv_Tel_Aviv_District.html
http://www.facebook.com/groups/369684789781652/?fref=ts
http://world.waze.com/?redirect=1
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accidents or a vehicle stopping on the hard shoulder) or any other unstructured 
textual information. Moovit8 is a similar application focusing on PT journeys.

Twitter,9 the wide-spear Micro Blogging application, is extremely effective for 
short real-time information delivery and status updates. Travellers use Twitter to 
report events related to different transport modes and different events. “Traffic 
Lights All Out at the junction where the eastbound Westgate meets with the west-
bound offslip coming off the A58(M) Inner Ring Road” is an example of an indi-
vidual sharing information about malfunctioning traffic lights, whilst “With no 
Central Line at Liverpool St youd think the Hammersmith/Circle lines might be 
working too. Obvs not#RAGE” is expressing a complaint about the underground.

These examples provide the initial basis for the notion that content voluntarily 
contributed through social media by the public can assist in understanding users’ 
needs, which is a precondition for developing and implementing user-led transport 
services. Analysing structured content (such as pre-defined reports sent by clicking 
a button or by tagging an item) is far more straightforward. Understanding free, 
unstructured text is a much more technically challenging task. This is especially 
true when dealing with text on social media. Such content often contains typo-
graphical errors, uses specialized language and lacks contextual information [62], 
especially in the case of short messages (such as micro-blogging).

As experts estimate that approximately 80 % of the data posted on social media 
is unstructured [53], it is therefore not surprising that research is increasingly turn-
ing towards the development of methods to analyse unstructured data. From this 
point forwards, this chapter focuses on the potential contribution of unstructured 
content towards improving transport planning and management.

3.2  Rationale and Hypothesis in Mining Social Media for 
Transport Policy

In recent years, researchers have made the first steps in addressing the challenge 
of applying text mining techniques to analyse transport related social media con-
tent. Gao et al. [35] demonstrated the potential of text mining techniques in ana-
lysing accident reports for the purposes of crash classification. Mai and Hranac 
[56] evaluated the use of data from Twitter as a potential complement to traffic 
incident data. They focused on Tweets that included geographic information and 
used semantic analysis (which assigns values to words with different connotations) 
then computed an overall ranking to identify tweets that are more likely to concern 
a traffic incident. The incident-related Tweets identified appeared to correlate with 
traffic incident records and were able to provide agencies with a user-centric per-
spective, namely context and sentiments, to the roadway incident reports.

8http://tripplan.moovitapp.com/?selectCity=false.
9https://twitter.com/.

http://tripplan.moovitapp.com/?selectCity=false
https://twitter.com/
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Research by Schulz et al. [79] demonstrated the ability to increase situational 
awareness by harvesting additional information about small scale incidents from 
Twitter. By using a machine-learning algorithm combining text classification and 
semantic enrichment of microblogs, they detected valuable and previously unknown 
information during crisis situations. Such information could contribute to enhance 
situational awareness for decision-making and improve crisis management.

Schweitzer [80] implemented similar techniques to mine customer opinions on 
the quality-of-service of transport services (including air transport) with promising 
results. The research used Twitter data, seeking insights on customer sentiments 
concerning mobility services. The findings indicated that mining could detect both 
major trends in satisfaction and opinions arising around irregular events (for exam-
ple, a heat wave that affected comfort on public transport). Collins et al. [22] used 
Twitter to evaluate transit rider satisfaction by implementing a machine-learning 
program to detect the sentiment value. Results indicated that transit riders are more 
inclined to assert negative sentiments to a situation than positive ones. Several 
phenomena identified by the Twitter analysis could also be explained by irregular 
events, such as exceptional delays caused by power outages at one station.

Steiger et al. [83] proposed a framework for inferring public transport flows 
from unstructured georeferenced social media data. They combined social media 
datasets from Twitter and textual information associated with Instagram and Flickr 
photos, while analysing only geotagged messages. Semantic topic modelling and 
spatial clustering techniques were applied in a case study in London. The research 
demonstrated that public transport hubs and public transport flows can be success-
fully extracted from these data sources.

It is therefore clear that the use of text mining techniques to extract specific 
types of transport-related information is possible. The broader potential of text 
mining to automatically (or semi-automatically) abstract transport-related infor-
mation from social media is still to be explored however. In developing a method-
ology to explore the potential of social media for transport policy, three questions 
need to be addressed:

Q1: To what extent do social media contain valuable information for transport 
planning and management, e.g. information that improve the decisions taken 
by transport planners and operators?

Q2: How can the value of such information be evaluated?
Q3: Can such information be practically harvested either automatically or semi 

automatically?

High quality harvesting methodologies (Question 3) are essential to understand 
the scope and quality of transport related information from social media platforms 
(Question 1). An assessment of the value of harvested information (Question 2) 
can be achieved using complementary approaches. The first is to quantify the 
results of any action taken, e.g. measuring the outcomes of the improved transport 
service. A second parallel approach can be an on-going analysis of social media 
information to reveal changes in trends concerning the level of satisfaction with 
the transport service. If a positive trend in the level of satisfaction is revealed, 
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then it can be inferred that harvesting the information and acting in response to 
the content is an effective tool to address travellers’ needs. In order to implement 
the second approach, efficient extraction of transport-related information should 
be possible (Question 3).

A starting position to address these related questions is by inference from the 
use of social media in other domains i.e. an initial assumption that valuable infor-
mation is indeed contained within this data source. It is therefore the purpose of 
this chapter to focus on Question 3 and the development of an information har-
vesting methodology that converges text-mining and transport context.

Question 3 should be approached in the light of the characteristics of unstruc-
tured text data within social media (i.e. informal language), where syntax rules are 
often overlooked and the use of slang is common. Two criteria are commonly used 
to test hypotheses of this type involving automatic text processing:

•	 The information that is automatically extracted should be highly relevant. 
Domain experts are used to evaluate the relevance of each item of informa-
tion extracted. The ratio of the correctly extracted items to the total number of 
extracted items is then calculated (this measure is known as Precision).

•	 The extracted information should be complete. Domain experts fully identify 
the relevant information within a finite set of text sources. The ratio of the rele-
vant information found by automatic text mining to the total number of relevant 
information items can be calculated (this measure is known as Recall).

The key to a successful development of a transport-related harvesting methodol-
ogy is to specify the searching goals based on the general characteristics of social 
media content. Specifically, the searching goals should be defined in light of three 
main characteristics of social media content, reflecting its nature and the examples 
of its use in various domains:

•	 Social media content created by an individual usually refers to a specific event 
that the individual has experienced or a specific action that the individual 
intends to preform;

•	 The event or action the individual comments on occurs either shortly before or 
shortly after the time point at which the content is created;

•	 The issue raised by the individual creating the content is of importance to him/
her.

These characteristics form the basis for specifying the goals of harvesting trans-
port service related information, where the term “transport service” is used here 
to describe any service that enables a person to make a journey from an origin to 
a destination. A “transport service” includes the transport mode used (e.g. private 
vehicles, public transport, walking) and physical facilities such as parking spaces, 
bike rental stations and others. It also includes a range of auxiliary services such 
as route planning applications, information dissemination, payment and reserva-
tion services. The goal of the harvesting process is therefore to find three types of 
transport-related information, as illustrated by the following examples:
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•	 Travellers’ needs and queries concerning a journey. The content might refer to a 
specific transport service or remain as a general wish to perform a journey. One 
example is the Tripadvisor message: “which bus goes from Ataturk Airport to 
Bakirkoy?”10 and a message in Ride Share USA” “… I need a ride to work!! 
(enfield to ludlow): I will pay you and gas too!! …”11

•	 Detection of an irregular event that has an impact on mobility, such as an acci-
dent, a malfunctioning traffic light or a hazard at a train station. An example 
Twitter message is as follows: “fire at Station Part-Dieu; police informed us that 
access to train may be disrupted”12

•	 Travellers’ opinions on the quality of a transport service, for example the 
Hellopeter message: “Travelled on bus … from Braamfontein to Elandspark, 
driver …. Driver was rude from the time we boarded…”13

Such information can serve as the basis for at least three types of actions to be 
taken by transport planners and operators and is therefore relevant in terms of pol-
icy development and delivery:

•	 Creating a new transport service or enhancing an existing one in order to better 
comply with travellers’ needs where high latent demand emerges. An example 
may be to increase the frequency of a shuttle from a main train station to a high-
density employment area.

•	 Undertaking an ad hoc solution for a problem reported through social media 
applications, for example, evacuating a vehicle that has broken down and is 
blocking a lane before congestion forms.

•	 Improving the level-of-service of an existing service, for example improving the 
cleanliness of PT vehicles.

These definitions and searching goals, in conjunction with the opportunities 
offered by text mining, serve as the basis on which to demonstrate the harvest-
ing process for transport-related content. This is described as a general process in 
Sect. 4, whilst a specific case study illustration is given in Sect. 5.

4  Overview of the Text Mining Process

In order to begin to meet the challenges involved in automatic information extrac-
tion from ever growing volumes of free text, a number of text mining techniques 
have developed over recent years. These techniques are based on classic informa-
tion retrieval techniques, for which improved algorithms continue to emerge [76]. 

10http://www.tripadvisor.com/ShowTopic−g293974−i368−k6532611−Which_bus_goes_from_ 
Ataturk_Airport_to_Bakirkoy−Istanbul.html.
11https://twitter.com/Rideshare_USA/status/537044332667101184.
12https://twitter.com/fabien_gandon/status/193355911643926529.
13http://hellopeter.com/metrobus/complaints/rude-bus-driver-1563736.

http://www.tripadvisor.com/ShowTopic%e2%88%92g293974%e2%88%92i368%e2%88%92k6532611%e2%88%92Which_bus_goes_from_Ataturk_Airport_to_Bakirkoy%e2%88%92Istanbul.html
http://www.tripadvisor.com/ShowTopic%e2%88%92g293974%e2%88%92i368%e2%88%92k6532611%e2%88%92Which_bus_goes_from_Ataturk_Airport_to_Bakirkoy%e2%88%92Istanbul.html
https://twitter.com/Rideshare_USA/status/537044332667101184
https://twitter.com/fabien_gandon/status/193355911643926529
http://hellopeter.com/metrobus/complaints/rude-bus-driver-1563736


339Transport Policy: Social Media and User-Generated Content …

They enable automatic identification of meaningful keywords and their use in 
training classifiers to automatically identify relevant content from streams of text. 
Text mining techniques have been applied with considerable success with social 
media to gain knowledge and understanding of public opinion across several areas 
of the social sciences (e.g. politics, entertainment and business). For example, 
Twitter messages have been analysed as an alternative to presidential approval rat-
ing data and presidential election polls, where results showed a high correlation 
with these polls [70]. In other recent work, market-structure insights for specific 
products were obtained from online user-generated content [64]. There is also 
much interest in using social media as a source of information on health issues, 
such as the early tracking of disease outbreaks [23].

The remainder of this section provides an overview of the various steps 
involved in mining social media text in general and how these relate to the trans-
port specific context. The adaptation of aspects of the text mining process to trans-
port-related tasks is illustrated in more detail in Sect. 5. Figure 1 outlines a general 
flow of the text mining process, with the main steps as follows:

Message filtering. A set of potentially relevant messages must first be extracted 
from the social media message stream. Meta-data is often useful for this purpose if 
available. For example, Twitters’ streaming API (an interface provided by Twitter 
for access to the real-time tweet stream) allows message filtering using criteria 
such as date and geographical meta-data. In addition, keyword specification allows 
the extraction of messages that contain pre-specified words. Asserting message rel-
evancy based on keyword matching is highly effective in some contexts. In the 
political arena for example, messages containing ‘Obama’ were first filtered and 
then analyzed with respect to the sentiment that they expressed in order to assess 
presidential approval rates [70].

In the transport domain [15], a list of train names was used to filter social 
media message content, with the goal of eliciting user opinions on the rail system 
from social media. Further research by Mai and Hranac [56] involved the collec-
tion of incident statistics from social media. A set of word collocations was used 
to filter potentially relevant messages including the collocations “traffic accident” 
and “car crash”.

The task here, however, is to distil social media content into a stream of mes-
sages that are related to transport, concerning multiple aspects of interest to trans-
port policy makers. Message relevancy in this case therefore requires that texts 
are related to a broad range of transport issues. A reasonable strategy for keyword 
specification would be to use keywords that are typical for the transport sector, 
possibly deriving them from an existing transport lexicon or ontology. In addition, 
keywords may be selected specifically targeting messages that concern an event of 
interest (such as a concert) or a specific transport type.

Whilst some keywords have unique meaning (such as “Obama” or “influenza”), 
typical words used in the transport sector may be highly ambiguous. For exam-
ple in the phrases “cross the bridge when we get there”, or “wash the car”, the 
terms “bridge” and “car” are associated with transport but are used with an irrel-
evant meaning or context. Filtering messages by keywords may therefore yield 
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very noisy results. However, having identified candidate messages using the initial 
criteria, an improved assessment of relevance and more detailed interpretation of 
content can be performed using further text mining steps, as described below.

Semantic Annotation. The initial pool of filtered raw texts (“source texts”, 
Fig. 1) can be further annotated with useful semantic information [79]. 
Specifically, named entity recognition (NER) techniques annotate the scope and 
types of entities of interest, including place names, facilities, organisations and 
person names. Recent NER models have been adapted to handle informal text 
such as social media [19, 78]. It is also useful to annotate transport-related con-
cepts in the text, linking textual phrases to domain ontology. This level of annota-
tion can be used to assist in further decoding the meaning of the whole message, 
whilst place names provide evidence on the location orientation of the message.

Message relevancy. The relevance of annotated messages to the transport 
authority can then be more thoroughly evaluated. The automatic association of 
text with a topic—transport in this case—typically uses supervised machine 
learning approaches. In supervised settings, a model is learned based on labelled 
examples; this implies that a dataset must be constructed that contains example 
texts with their correct labels. Manual labelling is generally costly, especially if 
domain expertise is required. However, when relevant texts can be obtained from 
known transport-related contexts, for example social media messages posted 
to the account of a transport authority, these can be assumed to be relevant and 
used to automatically construct a dataset. To learn a classification model that fits 
labelled examples and generalises to new examples, example texts are abstracted 

Fig. 1  Overview of text mining process (Source Gal-Tzur et al. [34])
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into pre-defined feature values. In the popular ‘bag-of-words’ feature schema a 
document is represented as an unordered set of the words [58]. This simple rep-
resentation can give good performance, for example, documents containing the 
terms “train”, “bus”, and “ticket” are likely to be transport-related. Similarly, 
word bigrams, or trigrams, may be modelled as features, capturing collocations 
such as “car accident”. Various classification paradigms are known to give good 
performance on text categorization problems, including Support Vector Machines, 
Bayesian models and more [58]. Similar classification techniques are well estab-
lished in other fields of transport modeling, for example [71]. Once classified, 
messages that are identified as irrelevant to transport will be discarded at this 
stage. Finally, another aspect of relevancy is the location orientation of a message.

Semantic Processing. Messages judged as relevant can then be classified into 
finer semantic categories of interest to the transport context; for example messages 
that report accidents or messages in which users express a wish to travel to a par-
ticular destination. In addition to features encoding word occurrences, enhanced 
feature schemes may be useful for such classification tasks, for example indicating 
whether location names or transport-related terms are observed in the text, as indi-
cated by the semantic annotation of the messages [79]. Similarly, messages may 
be automatically associated (using dedicated classifiers) with transport modes and 
subjectivity classification (using sentiment analysis [19]).

Summarization and Presentation. The final stage is to aggregate and present the 
text mining outcomes so as to support decision making [69]. For example, providing 
graphical presentations of positive versus negative public sentiment [45] towards a 
service, showing map or location based demand for a transport service, etc.

Measuring the Accuracy of the Text Mining Results. A quantitative evalu-
ation of the text mining process is needed to tune the system and evaluate the 
degree of success. Evaluation generates common performance measures origi-
nating from the information retrieval domain [22], namely precision and recall. 
Precision measures the accuracy of the predictions made by the system (i.e. how 
many of the texts classified as relevant are indeed relevant). Recall corresponds 
to coverage ratio (how many of the total transport relevant texts were classified as 
relevant). Given a dataset of examples associated with correct class labels on the 
one hand and automatically inferred labeled on the other, it is possible to evaluate 
the system’s performance both in terms of precision and recall.

The individual components of the text processing pipeline, including the clas-
sifier and text annotators can be evaluated using labeled examples that were set 
aside for testing purposes. Each component is typically tuned until the output per-
formance measures are considered satisfactory. In general, an important factor 
affecting the performance of learning systems is the size of the labelled data that 
is available to learn from. Rather than manually label large amounts of data, which 
is costly, automatic and semi-automatic methods for labeling examples can be 
applied. Using the pseudo relevance feedback approach, for example, texts that are 
classified with high confidence at early iterations are processed as labelled exam-
ples to retrain improved models [22]. Automated text mining is inherently imper-
fect, however this should not imply the data cannot be used within the transport 
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information cycle. To the contrary, an appreciation of where data quality is either 
strong or weak allows a more confident utilisation of the data.

The infinite nature of the message stream in social media is challenging from 
several perspectives. From a performance perspective, as the content posted on 
social media changes rapidly over time, periodic monitoring and possibly re-tun-
ing of the system is required. From an evaluation perspective, it is impossible to 
identify all relevant messages in the data stream and as a result one cannot com-
pute recall precisely. The large mass of data on social media however also car-
ries an important advantage. Social media information is characterised by a high 
degree of redundancy, having multiple messages that are phrased differently con-
veying similar content. This means that while some relevant messages may be 
overlooked by the text mining process this may not have a drastic effect on the 
output of the text analysis process [2].

In summary, text mining provides a means for automatic identification of trans-
port-relevant messages in a stream of incoming messages. Specific challenges 
remain and solutions are needed where the user must be in the loop for periodic 
monitoring and enhancement of the system.

5  Illustration of Text Mining for Transport Related 
Content

To illustrate the various steps involved in text mining in the context of searching 
for transport related information, a particular case study is reported here. This 
draws on research reported in Gal-Tzur et al. [34] and Grant-Muller et al. [38] 
with further additions.

5.1  Background

An exploratory study designed to investigate the use of text mining for transport 
relevant content (and guided by the goals and hypotheses defined in previous sec-
tions) is used for illustration here. Due to the complexity of information harvest-
ing from social media, a focused task was defined, i.e. to extract transport-related 
information concerning trips to and from mass events such as sports and cultural 
events. Liverpool (UK) football games were chosen for the case study here as they 
are recurrent events (almost 40 matches per season) and are well defined by date 
and location. This choice also allows clear and meaningful interpretation of the 
information harvested, and assessment of its relevance to transport services.

Twitter was chosen as the social media information source, given that it is a real 
time information channel that it is widely used in the UK. Past research has also 
shown that Twitter can be used as a source of information regarding sports events 
in real time [49].
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The general approach can be summarised as follows. Firstly messages that 
appeared to be generally related to the Liverpool football games were filtered from 
the general Twitter message stream. Transport related messages were then identi-
fied using a dedicated classifier and extracted from this initial pool. A supervised 
learning approach was used to create models that associated messages with pre-
specified categories of interest. Each message was then represented as a ‘bag-of-
words’, that is, as a collection of the terms it contained, weighted by term counts. 
In addition to word unigrams (single words), word multigram features were also 
used (representing unigram, bigram and trigram word sequences), which allowed 
expressions to be captured. Several learning methods were explored in the study 
using the Weka learning suite [41]. The results reported here were obtained using 
an SVM classifier [84], which was found to give the best performance in the 
experiments.

A more detailed elaboration of the steps involved in the text mining pipeline 
and the results is given below, alongside discussion of the challenges identified 
with particular tasks.

5.2  The Text Mining Pipeline

Message filtering: the first task was to collect messages that were likely to refer to 
the events of interest. Three consecutive matches of the Liverpool football team 
were targeted in this study. Twitter’s streaming application program interface 
(API) enables access to the real time Tweet stream with some limitations (such as 
a limitation on the percentage of tweets retrieved from the real time stream based 
on a privilege level). The filter API allows the filtering of messages using a set of 
keywords (currently up to 400) or geo-location specifications14. As football 
matches were the event of interest, keywords were specified for message filtering 
including names of the football clubs that played in each of the three targeted 
matches, stadium names and other relevant names. The goal was to assure high 
recall level, i.e. identifying as many messages as possible out of all relevant ones. 
Messages were retrieved over a period of approximately one week per match, 
starting three days before each event. Overall this yielded an initial corpus of more 
than 3 million messages.

Only a small fraction of the millions of messages retrieved, however, may have 
included relevant transport issues. Rather than applying costly processing to all 
messages, efforts were focused on messages that were likely to be relevant. To 
achieve this, a lexicon of transport-related terms was constructed with the goal of 
identifying messages that used transport terminology. While such a lexicon could 
be potentially derived from domain ontology, there is currently no large scale 
ontology (to the best of the authors’ knowledge) that is publicly available and can 

14Extracted from https://dev.twitter.com/streaming/reference/post/statuses/filter (Dec 2014).

https://dev.twitter.com/streaming/reference/post/statuses/filter
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be used to reliably identify transport-related terms. Instead, a lexicon was con-
structed semi-automatically using the following process. A total of 35 documents 
from the transport domain, including scientific articles, Websites, and user forums, 
were processed into a list of terms ranked by their frequency in this document col-
lection. The most frequent terms (excluding terms known to be highly common 
in general language, known as “stop-words”) were further scored using a 6-point 
scale by domain specialists according to their perceived relevance to the transport 
domain (a score of 0 meant that the term was not related to transport and a score 
of 5 meant that the term was highly relevant or related to transport). The result-
ing lexicon included approximately 500 high-scoring terms (scored 3 and above), 
including the terms “traffic”, “bus”, “congestion”, “vehicle”, and “passengers”. 
This weighted lexicon was used to obtain a rough estimate of message relevancy, 
computed as the sum of scores associated with the terms that the message contains.

Identifying transport-related messages: In order to identify transport-related 
messages, two classifiers were learned in the study, where the output of the first 
classifier served as the input to the second classifier:

Classifier I: filtering ‘authority’ messages. Many transport-related messages 
concerning traffic updates are posted by authorities or other organizations. Since 
the objective is to harvest information that is generated by the public, such mes-
sages need to be discarded. A classifier was therefore trained with the purpose 
of automatically filtering such messages. A dataset was constructed of example 
Tweets labelled as ‘authority-authored’ vs. ‘individual-authored’. The dataset con-
sisted of the top 1500 messages ranked using the newly derived lexicon from the 
pool of messages retrieved. This size of dataset was sufficiently large to support 
effective learning whilst also meeting the research resource constraints, given that 
all messages were manually annotated. Overall, about 45 % of the messages in 
the dataset were labelled as having been written by individuals. According to the 
learned models, messages posted by individuals are characterized with word usage 
such as “I” or “we” and informal words such as “lol”. In contrast, formal language 
was found to be indicative of messages posted by organisations; for example, the 
term “due” is apparently frequently used by authorities when providing the rea-
sons for irregular events in the transport network. The corresponding precision and 
recall metrics (defined in Sect. 4) were high, with a precision of 0.88 and recall of 
0.92.

Classifier II: identifying transport-related messages. Another dataset of exam-
ple messages was constructed and annotated for the purpose of training a classifier 
that predicts whether a message did in fact contain transport-related issues. In this 
case, the first classifier had been applied to the initial pool of messages. A further 
set of top-scoring 1500 examples was then obtained from the resulting messages 
that were predicted by classifier I as having been posted by individuals. These 
messages were then labelled by three annotators as being transport-related or not. 
The average pairwise inter-annotator agreement rate was evaluated at 80.9 %, indi-
cating that this categorization task is subjective in some cases. Cross-validation 
showed good results, with precision and recall ratios of 0.8 and 0.78, respec-
tively. The prominent terms used by the classifier to distinguish whether a Tweet is 
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transport related or not include “train”, “to”, “bridge”, “from”, “bus” and “station”. 
Although some of the words are common words (for example “to”) others are spe-
cific to the domain of transport (for example, the terms “bus” and “station”).

Message categorisation: The next step in the message processing pipeline 
involved the classification of messages that were automatically found to be trans-
port-related into finer categories. In this study, a three-level hierarchical annota-
tion scheme was followed defined according to the planning tasks that could be 
supported. The first level of annotation was selected to reflect the purpose of the 
message. Three main purposes were defined:

1. Expressing a need for a transport service
2. Expressing an opinion regarding a transport service
3. Reporting a transport related incident or event (which may be a planned or 

unplanned disruption to the ‘normal’ transport service)

In general a message may be associated with more than one category, for example 
expressing both a need for travel and an opinion.

The second annotation level aimed to identify the category of transport ser-
vice that the message concerns, for example the train, private car, subway or other 
services. Specific service categories of interest were defined in the hierarchy 
according to the message purpose. For example, a message posted by an individual 
complaining about the quality of service when repairing a private car was irrele-
vant for the harvesting process of this study. As a result, the service sub-categories 
of the category “expressing an opinion” did not include private vehicles. However, 
when reporting an event (the third category), private vehicles were relevant items 
as events concerning closed road sections or congestion are valuable input for traf-
fic management decisions. Again, a data set of example labelled messages was 
established for learning purposes. Having applied classifiers (I) and (II) and hav-
ing removed duplicate messages (re-tweets), a dataset of 1174 messages was con-
structed. These messages were annotated by two domain experts with respect to 
the purpose of message and transport service type. Inter-annotator agreement rates 
for the categories of reporting an event, expressing an opinion and need for travel, 
were 94, 84 and 78 %, respectively.

A k-fold CV learning process involves splitting the labelled dataset into k 
roughly equal parts. Different learning models are then trained using (k − 1) sub-
sets of the examples, where each example is tested once overall [57]. In this case 
study a 10-fold CV learning evaluation was used. The results indicated that out of 
the three message purpose categories, messages expressing an opinion were the 
easiest to identify (with precision of 0.68 and recall of 0.79). Opinions can often 
be tracked based on sentiment-bearing words; the words ‘excellent’ or ‘terrible’ 
are clear examples. Identifying messages expressing a need for travel was found to 
be the most difficult task (precision 0.53 and 0.58 recall). Indeed, inter-annotator 
agreement rate on this latter category was the lowest, indicating the complexity of 
identifying this need and given it is sometimes stated implicitly in the message. 
Evaluation of the classification of a tweet as reporting an event resulted in 0.63 
precision and 0.6 recall, indicating it to be a relatively difficult classification task.
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Interpreting the precision and recall values depends on a number of factors that 
determine what ‘good’ rates should be, however a score of 1.0 on both indica-
tors represents perfect performance. Performance rates depend (among other fac-
tors) on the difficulty of the task, where precision and recall of 0.8 and above for 
text processing tasks are typically considered to be high. The rates given above 
are comparable or better than those found in the analysis of social media texts in 
other research in non-transport domains (see for example [27]). Considering that 
the reported study is preliminary, these results are encouraging. Improvements can 
be achieved by leveraging unlabelled data using semi-supervised learning schemes 
[17], for example. Furthermore, performing initial semantic processing of mes-
sages, including named entity recognition of location names transport-related con-
cepts and representing this information as features, should support the automatic 
association of messages into fine semantic categories. For example, the presence 
of source and destination location names in a message indicates a wish to travel. 
Annotating mentions of transport facilities may enable the identification of the 
focus of an opinion, or the underlying transport mode. Finally, while the results are 
imperfect the output predictions may be directly used in noise-tolerable settings. 
They can be further refined in a semi-automatic scenario, being post-processed by 
humans.

6  Challenges in Text Mining for Transport Information 
Needs

While social media information may be useful, the processing of textual messages 
into meaningful data is not straightforward. Crucially, only a proportion of social 
media messages concern genuine transport issues. In this section further attention 
is given to three challenging areas of particular relevance to uses of social media 
in transport. The aim is to highlight the state of the art in the technical process 
and reflect on the implications for increased uptake of social media as a transport 
information source.

6.1  Transport Ontology

A main barrier to automating text processing in general (and micro-blogs such 
as Twitter in particular) is the lack of accompanying context. By way of illustra-
tion, to infer that the text “The 61C was late this morning” is relevant to transport, 
it must be known that “61c” is the name of a bus line. One of the most effec-
tive ways to represent background (world) knowledge is through ontologies. 
Ontologies serve as a methodological framework for representing objects or con-
cepts as a networked structure, with related items linked by labeled relationships. 
Freebase [9] is a popular example of a general-purpose ontology. The mining 
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process would ideally involve semantic annotation, linking text segments to con-
cepts in the ontology, thus enabling semantic search and processing. Following the 
example above, an ontology is needed that represents the term “61c” as an entity, 
connected with an “is-a” (hyponymy) relation to the concept “bus”, where “bus” 
in turn is mapped as a hyponym of the “transport mode” concept etc. This allows 
an association of the text with transport categories at various granularities; e.g. 
“transport”, “transport mode”, “bus” etc.

A literature review of transport-related ontologies reveals two main categories. 
The first concerns the type of activity for which the ontology was created. Some 
work has focused on very specific tasks such as the transmission of communica-
tion between in-vehicle and external systems [54]. Others have targeted more gen-
eral processes such as micro-simulation [20] or journey planning [65]. Generally, 
an ontology required for specific activities is narrower than one for more general 
processes. The second category concerns the transport mode the ontology cov-
ers, with some focusing on a single mode whilst others cover multi-modal travel. 
Combining both categories of ontology-related transport research means that all 
combinations appear in the literature:

•	 Ontologies addressing a specific activity and a single mode—Private vehicle 
context-aware services [54]; Customer satisfaction of travellers of Mass Transit 
System [89]; Situation Awareness of City Tunnel Traffic [51].

•	 Ontologies addressing a specific activity and multi-modal journey—Military 
transport planning and scheduling [6].

•	 Ontologies addressing a general activity and a single mode—Personalised 
private vehicles route planning [91]; Activity-based Carpooling Microsimulation 
[20].

•	 Ontologies addressing a general activity and multi-modal journey—Public 
Transport Query System [91]; Journey Planning [42].

Despite the substantial contribution of existing research, there is no comprehensive 
transport ontology currently available (see also [40]). Constructing such ontology 
would be resource intensive as it involves the abstraction and conceptualization of 
the transport domain, tasks typically conducted by domain experts. Fusing existing 
ontological resources may alleviate this effort and some attempts in this direction 
have already been made, for example [94]. The dynamic and geography dependent 
nature of transport-related content on social media further contributes to the com-
plexity in creating ontology. A full scale ontology should, for example, capture the 
reality in which the underground system in London (UK) is called “tube”, while at 
the same time “T” is commonly used for informally referring to the underground 
in Boston (USA). At present this aspect is therefore a topic for further research in 
the field. Ideally, a transport ontology would also be maintained using collabora-
tive intelligence and drawing on contributions by non-experts, in a similar fash-
ion to Wikipedia. Future research activities are likely to include modelling relevant 
semantic information given pre-specified tasks and consolidating dictionaries that 
are available in different formats.
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6.2  Sentiment Analysis

Sentiment analysis (or ‘opinion mining’), is the process of identifying and extract-
ing opinions from a given text. The recent upsurge of user generated content on 
social media has boosted research efforts in this area [72, 73]. Sentiment analy-
sis of social media has been used to estimate public mood [10], trends such as 
stock market behaviour [11] and political elections results [21]. Sentiment analysis 
is important to address some of the information needs of transport policy mak-
ers. Previous research in the transport sector has explored Twitter as an informa-
tion source for evaluating transit rider satisfaction [22]. Using the rapid transit 
system of the Chicago Transit Authority as a case study, a correlation was found 
between irregular events (such as extreme delays) and the volume of postings 
expressing negative sentiment. This correlation supports the notion that Twitter is 
a valid source of information for inferring transport-related sentiments. In general, 
relevant subjective data in the transport domain includes opinions expressed by 
bus, train or plane passengers (e.g. on service quality), as well as public attitudes 
towards new transport schemes [55].

Sentiment analysis typically makes use of a dedicated lexicon of words marked 
with their prior polarity i.e. negative/positive [93], matching a given text with the 
lexicon in order to analyse emotions in the text [82]. It has been shown however 
that expressions of negative/positive sentiment in natural language are highly 
context dependent [92]. For example, “busy” may be positive in describing some 
transport contexts e.g. ‘the road is busy and should qualify for upgrade’ but neg-
ative in others ‘the road is busy and unsuited for further housing development’. 
A text may say that a policy is “not at all desirable” (negative sentiment), or a 
product is “terribly good” (positive sentiment). Natural language may also include 
irony and sarcasm, which adds to the challenge [25]. Analysis of transport sen-
timent data [34] illustrated the difficulty with sarcasm in service quality related 
text. The message ‘train service is just fantastic’ needs the surrounding context for 
interpretation. In this case clues in the preceding or subsequent content (e.g. relat-
ing to late running trains) may indicate whether it is genuine or sarcastic. Inferring 
sentiment can therefore be posed as a text classification task [10], enabling the 
consideration of contextual clues in identifying sentiment [82]. It has been claimed 
that ideally, the learned models should be trained using labelled data within the 
domain of interest; however, even when this is not the case, contextual learned 
models can achieve accuracy level of 80 % or more [73]. Results reported for the 
Liverpool football case study in Sect. 5 support this claim.

Following the discussion in Sect. 6.1, the consideration of specialised trans-
port lexicons (either mode specific or task specific) in the learning process may be 
appropriate. The social media platform from which the content is harvested might 
also influence sentiment analysis. For example, sites dedicated to complaints, such 
as Hellopeter.com, are likely to be biased towards negative sentiments [55].
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6.3  Location Data

Most transport operators and managers are likely to be primarily concerned with 
identifying transport related information from social media that is closely associ-
ated with the transport services for which they have responsibility. It is a reason-
able assumption that most messages posted on the formal websites for a transport 
authority (or supplier) will have relevance to their locality. However, the transport 
system inherently contains networks (e.g. of roads, PT services) and as a result, 
both upstream and downstream transport activity may be of relevance to a particu-
lar geographic location. The governance of particular sections of the transport sys-
tem that together form networks may be undertaken by different authorities with 
different websites. For example, complaints about connections between inter-city 
and local services may be posted on the web site of inter-city service operators but 
be of interest to local providers seeking to improve connection services.

It is therefore necessary to identify those messages (from the very many that 
will be available) relevant to the location and/or specific transport services for the 
task. Two possible location identification approaches are either (a) to identify the 
current location of the person posting the message and/or (b) to correctly iden-
tify locations from message content. Figure 2 outlines the process involved for an 
example case of PT messages based on the fusion of information either within the 
message or attached to it.

A primary source of information on the location of the person posting the text 
message is voluntarily posted geo-meta-data associated with the social media user 
account. In practice, many users do not provide this information (9) and even if 
a message is geo-tagged, it may be inaccurate. The message may also relate to 
transport in locations distinct from the users home town, e.g. whilst traveling. 
Mobile device GPS coordinates offer further implicit meta-data indicating the 
users’ location, but is only a portion of all social media traffic and user consent 
is required for this functionality. Research continues to maximize the precision of 
location inference from pervasive devices [8]. Given current limitations in cover-
age of these types of meta-data [44, 50], other implicit information sources have 
been investigated for potential location inference. Social network structures can be 
used for this purpose as users tend to live in close geographic proximity to their 
social network peers [26]. An estimate of user location may be inferred based on 
the message content [77]. In particular, it has been shown that fine geographical 
distinctions are possible based on local language characteristics [31, 48].

The second approach to identifying location data is from the contents of the 
message. This task is especially challenging when considering the high ambigu-
ity of place names. For example, “Liverpool” is the name of a UK city, a London 
rail station (Liverpool Street), a city in the USA and an Australian suburb. Several 
approaches have been proposed for identifying geo-location based on message 
content. Named entity recognition techniques can automatically annotate the text 
with mentions of entity names. Having extracted candidate location names, disam-
biguation is needed to align inferred location with any other contextual informa-
tion, in conjunction with relevant sources of location names.
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Fig. 2  Analysis of geo-location data in social media transport data
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Web-a-Where, a system for associating geography with Web pages was one of 
the early works that have tackled this problem [3]. TwitterTagger [74] geotags tweets 
by comparing their content with the United States Geological Survey (USGS15) 
database of locations. Another approach for content-based geo-location of multilin-
gual tweets is based on collating contextual tweets into a document using a user-
tweeting-frequency based temporal window [86]. An approach based on “local” 
words, e.g. words that are typical to specific location such as “Hoody” for Texas, 
was proposed by Cheng et al. [18] to estimate a Twitter-user city level location.

The availability of data sources containing transport-related entities (e.g. PT line 
identifications, station formal and informal names, names of parking facilities) may 
constitute a valuable asset for identifying locations for transport-related messages. 
Bry et al. [13] provide interesting examples of the use of such data sources in build-
ing a world model for geospatial data. The world model consists of concrete data 
(such as train connections) plus logically formalised ontologies of transport net-
works. Following conjectures on the location of the message based on the different 
approaches, the data analyst can check for possible inconsistencies and choose whether 
to discard messages where there is low confidence in geographical orientation.

In summary, three main challenges are currently evident in mining transport 
social media data: the construction of ontology, sentiment analysis and location 
identification. These are not specific to the transport domain, but the third is argu-
ably the most crucial for the transport context. However this should be viewed in 
the context of the accuracy requirements for the intended use case. This general 
principle applies to user generated content as a whole, where an improved under-
standing of the level of accuracy needed to turn harvested data into actionable data 
is an issue for future research.

7  Engaging with Social Media Information in Practice

This section provides a short overview of the evidence on how the transport stake-
holders are currently using social media, specifically:

•	 How social media is being used in terms of the apparent function, for example 
for publicity of the new initiatives introduced by the organisation, for customer 
relations (CR), for up to date information notices or other purposes

•	 Whether there is evidence on the extent of engagement with the public (such 
as the number of ‘followers’, the number of ‘likes’) and whether there is any 
apparent trend in this, for example according to the size of the organisation.

This section also seeks to address the final question: are there wider institutional or 
other barriers in harnessing the potential of social media data in transport in addition to 
the technical issues? A review of institutional attitudes to social media use is therefore 
followed by some findings on social media use by transport authorities in practice.

15http://geonames.usgs.gov/.

http://geonames.usgs.gov/
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Whilst there is a growing tranche of literature concerned with the attitudes 
and perceptions of individuals on social media use, rather less has been published 
on the formal stance of organisations on their use of social media. This is par-
ticularly the case for those in a governmental (or public sector) role, which is a 
significant number of organisations in the case of the transport sector. Given the 
important role of information in both operational activity and strategic planning 
[55] improved understanding of the barriers and enablers in accelerating the effec-
tive uptake of social media in the transport sector is needed. Part of the appeal 
to transport agencies of using social media to disseminate service alerts is that it 
is inexpensive and quick to implement, as some social networks (e.g. Facebook, 
Twitter, and Google) sometimes provide and maintain the infrastructure for free. 
Initial attempts to provide authorities with guidelines for effective use of social 
media have already been made [36, 58]. Based on more general social media lit-
erature, the following arise as possible organisational stances.

A reluctance to engage with social media may be a result of the need to be 
active as a ‘key requirement of success’ [44], potentially related to the need for 
resource input (see also [5, 23, 34, 80, 95]). Social media platforms facilitate brief, 
focused communication, which may make customer service more efficient. There 
may also be concerns about safeguarding corporate image, given the dynamic 
nature of messaging. Less opportunity for ‘lagged’ responses may give rise to 
fears around ‘sending out the wrong messages’. Gal-Tzur et al. [34] outline evi-
dence of a ‘code of conduct’ having been established in the case of one heavily 
engaged transport supplier (KLM). Lack of formal evaluation and ‘proof of con-
cept’ may be a further issue as a body of evidence on the benefits for the transport 
sector has yet to be established [5], although anecdotally they may be substantive. 
Conducting customer service conversations “in the open” gives the impression to 
customers that the transport agency is accountable and transparent. A common 
refrain is that this may help customers feel that their concerns are taken seriously. 
Further research to in-fill the formal evidence basis may be needed. A willingness 
to engage with social media may be a result of perceived advantages in closing 
the perceptual distance between public and governmental services, resulting in 
increased public satisfaction and trust [24, 86, 89]. Social media can be used to 
create a positive image (e.g. for PT use and encouraging PT use through build-
ing a community of customers) and to support operational objectives (see Table 1). 
Finally, authorities may benefit from promoting and connecting related activi-
ties—social media can act in an integrative way for organisations that have a range 
of activities rather than just transport.

The willingness of transport authorities to engage with social media as a work-
ing tool is reflected by the interest of the state Departments of Transport (DOTs, 
USA) to improve the effectiveness of their social media programs [1]. Not all 
agencies publish reports concerning social media related activity and therefore the 
evidence found is not complete. However descriptions within social media sites, 
articles, interviews with officials and surveys conducted by various organisa-
tions reveal a set of typical activities conducted either frequently or occasionally. 
Table 3 contains some examples of such activities.
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Table 3  Summary of findings on the use of social media by authorities

Authority Summary of findings

Buckinghamshire and City  
of Edinburgh [4]

Using Twitter to give timely information to drivers 
about conditions on the road network

Transport Safety Board of Canada [88] Mainly used as an alternative method for accessing 
the material shared through the TSB’s RSS feeds 
and website

AASHTO [1], Third Annual State  
DOT Social Media Survey

Just less than 90 % of states are using Twitter. More 
than three-quarters of states are using Facebook

Minnesota’s Local Road Research  
Board [61]

25 cities and 25 counties were selected for closer 
examination. Among the 50 governments sampled, 
Facebook was found to be the most common social 
media outlet (used by 19 for any reason and by  
10 for transport communications) followed by 
Twitter (used by 15 for any reason and by 9 for 
transport). Across all social media channels, the 
most common transport-related topics for  
communication were planning, zoning, road  
construction and street closures

New York regions’ major transport  
providers [63]

Links to social media accounts from the homepage, 
in tandem with service alert tools. This feature 
allows riders to comprehend urgent information  
in the context of social media’s engagement,  
showing the complementary nature of the  
different resources

Various US Authorities [81] While it should be noted that social media could 
greatly enhance a transport organisation’s public 
outreach, there are also some potential dangers. 
Some aspects of social media are beyond the 
authority’s control: hackers are a threat, people may 
post old or false news and leaks can occur

Virginia DOT [90] The Virginia Department of Transportation is 
expanding its use of social media to communicate 
with the 7.5 million Virginians who depend on  
us to connect them with the things that are most 
important in their lives

Local Authorities in California [95] Cities are generally more interested in information-
sharing through social media than constituent 
engagement

Bay Area Rapid Transit (BART),  
Oakland, CA [24]

Facebook page is mostly used to promote contests, 
highlight agency news and make followers aware 
of upcoming public hearings. The Twitter account 
mostly includes service alerts

Ministry of Transport (MIT), Italy The Ministry of the Italian Infrastructure and 
Transport has only a twitter profile that is used for 
official communications and information on  
projects, works and funding

MOT, Israel The Ministry of Transport and Road Safety has 
a Facebook profile (the most used) and Twitter 
account. The information often refers to the official 
government site
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Following the approach of Bregman et al. [12], a selection of transport provid-
ers of different types (size, location, business type) were chosen and their current 
use16 of social media reviewed using publically available information. The sample 
chosen is only a small, preliminary snapshot determined by a number of factors 
and not intended to be either random or fully representative. The availability of a 
website with English language was one restriction and in general, medium to large 
sized organisations were chosen. The sample is shown in Table 4, comprising a 
local authority, three national transport policy/decision makers, two airports, one 
transnational ticket sales and schedule information companies (rail, ferry), two 
railway companies, one ferry service provider and four airlines. The two types of 
social media observed were Facebook and Twitter.17 The nature of the business of 
most of these stakeholders involves dynamic interaction with the public—for 
example in providing timely information or sales. These two media inherently 
function in such a way as to facilitate this and bring the possibility of a two way 
exchange—the main advantage over most standard websites. However during the 
course of the research it did become clear that some were also using Youtube as a 
third source of social media particularly for one-direction communication of new 
company initiatives or campaigns. Different models of use of the media were 
observed:

(1) The public were strongly invited to engage with either Facebook, Twitter 
within a section of the company website and the use of the media was 
purposeful,

(2) The public were invited to engage with tailored and welcoming messages, the 
purpose of use was general or multifunctional,

(3) Links to social media were given on the main website page but were small in 
size and the invitation to engage was simple/generic (e.g. ‘follow us’) and;

(4) Logos were present on the main website or there were links to a twitter 
stream, but there was no direct link to the Facebook page or no Facebook 
page was available.

Whilst most organisations had a Facebook page and Twitter line that was focused 
around their core business, some webpages gave links to Facebook/Twitter that 
were shared between organisations within a larger group (e.g. the Gran Canaria 
airport and Leeds City Council). Gran Canaria is part of a larger group of air-
ports, whilst Leeds city council has a single Facebook and Twitter line for a num-
ber of departments (transport, city cleansing, housing and more). One advantage 
of a dedicated social media line or page would be an improved ability to conduct 
further analysis on public postings, e.g. picking up trends in sentiments or infor-
mation requests. With sites that cover multifunctions or several organisations this 
may well become more difficult with a wider variety and relevance of messages. 
The main advantage of the shared social media function however is the reduced 

16December 2014.
17www.facebook.com and www.twitter.com.

http://www.facebook.com
http://www.twitter.com
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cost in maintenance and active CR input. It may well be the case that over a period 
of time, the use of the media for organisations currently on model 2–4 above may 
develop and step increasingly towards the more directed use such as model 1.

As can be seen from Table 4, the organisation with the largest number of 
Facebook likes and highest Twitter tracking was KLM. This was not the largest 
airline in the survey but was the first from this group to establish a Twitter line. 
KLM use model (1) above, with Facebook and Twitter prominently used for CR 
purposes. Links to both media were provided from their customer services web-
page. One of the organisations with a low social media presence is the low cost 
carrier Ryan Air, which in 2013 carried 81.3 M passengers, one of the world’s top 
10 largest carriers according to the International Air Transport Association criteria. 
Ryan Air took a strategic decision not to engage with social media: ‘such accounts 
would result in too many customer queries and would require more resources from 
the airline’. “A Facebook account would not be helpful to us, as we would have so 
many people looking for a response”, “two more people just to sit on Facebook all 
day”. The proposition was that passengers could get in touch through Ryanair’s 
customer care line [47]. More than one Twitter line was found on searching and it 
wasn’t entirely clear which was the ‘official’ line. In a similar stance to Ryanair, 
Trenitalia does not use an official Facebook page, but uses two Twitter accounts 
instead (@fsnews and @LeFrecce) in order to separate information for different 
customers. In the first account, general information concerning train operations 
may be found; the second one is specifically dedicated to offers and discounts for 
the high-speed trains. The concurrent railway company Italo uses its Twitter pro-
file to disseminate aggressive offers, whilst holding a Facebook profile for interac-
tions with customers. Bregman et al. [12] note that also some US-organisations 
deliberately use more than one twitter line, but the purpose is to direct customers 
towards a line of chatter or posted material most appropriate to their needs. This is 
a more developed version of model 1 above.

The Italian National Company Alitalia has also a Facebook page and a Twitter 
account: the latter is basically used for interacting with the customers, providing 
a fast and personalised reply. In its Facebook page, Alitalia has reconstructed the 
major historical events that made the history of the company. Examples of organi-
sations using model 2 above were Direct Ferries and Frankfurt Airport, with exam-
ples of tailored invitations as follows. KLM was the only site to advise users not to 
share personal information.

‘Visit Frankfurt Airport on the popular social network platforms Facebook, Twitter 
and just recently also on YouTube. Connect with other guests and passengers and stay 
informed about what is happening at Frankfurt Airport’ ‘Contact us. Please share your 
personal details via private messages only. Ask KLM a question 27/7 via Facebook > Ask 
KLM a question via Twitter.’

In general the style of communication from the organisation was far more 
informal than that used on the main website. Facebook and Twitter generally 
had a ‘person’ who was responding i.e. someone with a first name and responses 
that appeared to have been written by a human rather than a computerised/auto-
mated response. In this respect these media represent a far more accessible and 
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welcoming interface with the organisation than some customer relations websites 
which, at best, may offer a menu of FAQ or what appear to be computer generated 
responses to standard customer enquiries. The main functions of social media use 
across the organisations sampled were as follows (not in order of priority or fre-
quency of function):

(1) Information/updates on main website—this was a common type of message 
on Facebook from organisations, generally informing travellers that a problem 
or updating process was happening with the main website. This type of mes-
sage was mainly one-directional i.e. the main webpage would not advise of 
changes to Facebook and the public did not appear to respond to this type of 
message:

“Hi Facebook! Just to let you know that we’re continuing to update information on our 
service disruptions page of the website, so you can find out about school closures, bin 
collection and gritting plans on the site. Thanks, Rob”

(2) Advising the public on Travel Disruption—this function is very much part of 
the core business for many of the organisations surveyed, particularly those 
concerned with scheduling, timetables and ticket sales. The type of informa-
tion posted by the stakeholders included ‘best knowledge’ on the current or 
expected weather conditions and signposting to other sites that would hold the 
‘official’ news on the disruptions.

“Hi Facebook World! I’m going to be heading off for the weekend shortly, but just to 
confirm that although the snow seems to have eased off for now—it’s likely to be back 
with a vengeance! We have updated the service disruption page on our website listed 
below, and you can follow us on Twitter for updates on gritting (@LCCPressOffice). 
Keep wrapped up this weekend. Thanks, Rob”

(3) Handling travel queries and complaints—the stream of interaction between 
the organisation and members of the public showed the different approaches 
used to deal with either straight forward or general questions, personal que-
ries or complaints. Questions which didn’t refer to a particular travel book-
ing and which didn’t involve a complaint were generally responded to on-line. 
Where the public asked about specific bookings, the organisation generally 
advised that they would be contacted off-line using the individual’s personal 
Facebook account (in order to preserve security/privacy). For complaints 
about travel, the organisations generally offered a public apology and offered 
to speak with the individuals off-line by phone or in email correspondence. 
This ‘code of practice’ seemed to work well in general, although there were 
some issues aired around the use of social media (see 4 below). Some organi-
sations appeared to ignore negative comments from the public. This may have 
avoided lengthy public correspondence but then left the comments ‘hanging 
in the air’ on the social media site and unsatisfied.

“I can’t find how much KLM charge per extra kilo on a flight from Dublin to Hong 
Kong? The limit is 23 k, what happens if your bag is 25 kg? It seems to cost €200 extra 
for an additional bag? Can you confirm how much in Euro it is?”
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“That sounds like quite an interesting and nice route, Mairead. In regards to your ques-
tion, we can inform you that we don’t charge extra weight as per the kilo concept but as 
per piece. If you decide to take one additional luggage, then it will cost €100 for that 
route, for the 2nd piece (on top of your free allowance) and €200 for each piece in addi-
tion of those two. Let us know in case you have further doubts.”

(4) Responding to queries around use of social media—inevitably some members 
of the public commented on the way in which the organisation was using social 
media. This included positive messages concerning the speed of responses, but 
also comments concerning non-response or unwanted presence on the users own 
social media site. The most constructive responses from organisations were to 
offer a route to addressing these issues. This type of customer query is analogous 
to customers asking for their telephone number to be removed from the data-
bases of direct marketing organisations. Interactions of this type may be dealt 
with effectively through published policies on how the organisation uses social 
media and how customers can choose to end the social media relationship.

“You were absent from my FB page for one wonderful week now you’re back again! 
Please go away and stay away nothing I can do this end makes any difference”

“Like explained before, our posts will only show on the people who likes us, pages. If 
you don’t wish to see them, you need to unlike us (same place as you liked us)…….. 
Kind regards, Camilla”

“Why do you delete the posts from people airing their opinions? You should be taking 
action, not ignoring them.” (no response from the organisation/CR team)

(5) Seasonal goodwill messages—the final category of dialogue and one present 
on many of the sites was that of the seasonal message of goodwill. This was 
consistently informal in nature and seemed to be aimed at promoting the con-
cept of timeliness, community and friendly service.

“Happy Easter to all our followers! We hope you have a great day, enjoy your Easter 
eggs! The Frankfurt Airport Team wishes all fans very wonderful and happy holidays”

Some general observations from this short study were as follows. The size of the 
organisation overall didn’t solely determine the degree or type of social media use. 
The largest organisation didn’t use social media as a strategic stance. Four main 
levels of use of media were observed, ranging from highly focused and directed 
use, to a low level social media presence with general material posted. It is con-
jectured that a combination of the length of time the organisation has used social 
media, along with the nature of their core business may determine the extent to 
which it is used and how. The two governmental organisations for example dem-
onstrated different use to the airports. The longer the social media sites have been 
established, the more likely the use becomes focused. A pattern of interaction was 
seen with some organisations that used social media in a highly interactive fash-
ion, which may set an example for other organisations seeking to either the social 
media arena or increase their level of activity.

The evidence presented in this section concerning organisational uptake supports 
previous findings [34] on both the volume and pertinence of the information con-
tained in social media textual data. It also highlight potential uses of social media 
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information that have not yet been explored by authorities. The most prominent con-
cerns the potential to aggregate traveler’s information. Aggregated information can 
serve as a basis for identifying major needs and perceived satisfaction that serve as 
a vital input for decision making in the medium and long term. Figure 3 depicts the 
principle data flows to and from official transport authority social media sites, cover-
ing those reported as currently implemented and additional potential future flows.
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Fig. 3  Flow of information to and from transport authority social media sites
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8  Concluding Remarks

The most important cultural revolution of recent times has undoubtedly been the 
introduction of web 2.0 enabled technologies to everyday life. Social media has 
been at the core of this massive social change and now acts a substitute for tra-
ditional shared spaces (such as bars, associations, cultural societies) as the place 
where individuals exchange facts, experiences and perceptions.

The increasingly central role of social media in modern life (in conjunction 
with the aim for many parts of the transport sector to provide user-led services) 
has provided the motivation for many transport stakeholders to consider the value 
of social media data. As an information-driven sector, the issues of cost, accuracy, 
robustness and bias in both current data sources and social media have risen to the 
fore.

As illustrated in this chapter, recent research and the community of practice 
indicate that information harvested from social media can compliment, enrich (or 
even replace) traditional data collection. It can be accessed freely and at relatively 
low cost, often containing user generated data from sections of the population that 
can be difficult to capture using more established forms of data collection. Whilst 
the data is not without issues of bias, these may be comparable with the biases 
typically associated with traditional survey techniques.

Many organisations in the transport sector are still taking their first steps on 
the path to engaging directly with members of the travelling public using social 
media and some barriers are still in evidence. In particular the availability of dedi-
cated staff resources to effectively engage with the public through social media 
appears to be a significant barrier to harnessing the full potential. Further research 
is needed to develop automatic or semi-automatic methodologies for harvesting 
and analysing transport-related social media information.

However the combination of the evidence to date and the future potential of 
social media suggests that transport stakeholders would be wise to reflect on the 
skills needed in their employee base to ‘future proof’ their organisation. Alongside 
the traditional skills of transport engineering, transport economics and transport 
planning, new skills in webscience, data fusion, the management and analysis of 
‘Big Data’ and direct interaction with the travelling public will be at a premium in 
the next stage of evolution for the transport sector.
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Abstract Government departments increasingly communicate information to citi-
zens digitally via web sites, and, in many societies, the linguistic diversity of these 
citizens is also growing. In Japan, a largely monolingual society, municipal govern-
ments now routinely address the necessity of providing practical and legal informa-
tion to residents with limited Japanese by machine-translating their public service 
web sites into selected languages. Cost constraints often mean the translation is left 
un-edited and, as a result, may be unclear, misleading or even incomprehensible. 
While machine translation from Japanese is particularly challenging because of its 
structural uniqueness, the state of the art in the field generally is such that poor 
output is a universal problem. The solution we propose draws on recent advances 
in controlled authoring, document structuring and machine translation evalua-
tion. It is realised as a prototype tool that enables non-professional writers to cre-
ate documents where individual sentences and overall flow are both clear. The tool 
is designed to enhance machine-translatability into English without compromising 
the readability of the Japanese original. The originality of the tool is to provide an 
interactive sentence checker that is context-sensitive to the individual functional 
elements of a document template specialised for the public administration domain. 
Where natural Japanese sentences give bad translation results, we pre-process 
them internally into a form which yields acceptable machine translation output. 
Evaluation of the tool will target three concerns: its usability by non-professional 
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authors; the acceptability of the Japanese document; and the comprehensibility of 
the English translation. We suggest that such an authoring framework could facili-
tate government communication with citizens in many societies beyond Japan.

Keywords Government communication · Controlled language · Document 
structure · Authoring tool · Machine translation · DITA

1  Introduction

In this digital age, government information too is typically disseminated digitally, 
for example via web sites and social media, such as Facebook1 accounts that, 
increasingly, government departments maintain to communicate with the online 
citizenry. In the case of Japan, a recent survey [27] shows that 46.7 % of Japanese 
municipalities use commercial Social Networking Services (SNS) such as 
Facebook, mixi2 and Myspace,3 and 38.3 % use mini- and micro-blogs such as 
Twitter4 and Ameba なう.5 Municipalities publish on their web sites and social 
media information about not only events or tourism of the regions, but also a num-
ber of procedures that must be complied with when living in Japan (e.g., register-
ing residency in the local district; sorting and recycling garbage; taking action in 
case of emergencies). Importantly, we observed that in many cases texts dissemi-
nated in social media are based on or extracted from existing web site texts, which 
justifies our taking web site documents as our preferred starting point.

In general, such texts are produced in the national language(s). In many countries, 
however, some residents do not speak the local official language(s), possibly because 
they have not been in the country for a long time. In Japan, the case in point, there 
are many foreign residents who do not have the Japanese skills necessary to under-
stand official documents written in Japanese. Although some large municipalities 
provide translations of their web site into various other languages spoken by local 
communities, the target languages are limited, often only English. Moreover, the 
scope of the translated versions is usually much more restricted than the original 
Japanese since, as [9] points out, ‘to expect local governments with limited resources 
to translate their entire web sites into one or more foreign languages would be unre-
alistic.’ In most of the small municipalities, conditions are worse. These then typi-
cally rely on automated machine translation (MT) tools, or the residents themselves 
rely on MT, such as Google Translate,6 somehow to grasp the meaning of the texts.

1http://facebook.com/.
2https://mixi.jp/.
3https://myspace.com/.
4https://twitter.com/.
5http://now.ameba.jp/.
6https://translate.google.com/.

http://facebook.com/
https://mixi.jp/
https://myspace.com/
https://twitter.com/
http://now.ameba.jp/
https://translate.google.com/
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Several issues arise. These documents are typically created by non-professional 
writers, since local councils often do not have the money to hire trained authors. 
Machine translation tools are known to be imperfect, in particular for languages 
with greatly differing structures, such as Japanese and English (as opposed to 
French and English, or Japanese and Korean, for example). The documents are 
often embedded in html (since they are web pages), which may further complicate 
the automatic translation by fragmenting sentences. As a result, the translated texts 
are often misinterpreted or not understandable by their intended audience.

Our work builds on prior research in controlled natural languages, document 
structuring and authoring environments to design and develop a system that will 
assist people in creating documents that are more amenable to machine translation, 
without impairing the understandability of the source text. Although our research 
is done specifically in the context of generating web site text about municipal pro-
cedures in Japan, it is nonetheless applicable to the contents of social media and 
other types of documents, as well as other countries and languages.

This chapter introduces our scenario, providing specific examples of the prob-
lems encountered both in Japanese-to-English translation and document struc-
turing. We then introduce the notions of controlled natural language, functional 
document structure and authoring environment, reviewing prior work in these 
areas. We present (with examples in English) an analysis of procedural texts 
from Japanese municipalities, and show how a standard document structure can 
be specialised and instantiated to cover these texts. We then argue for the need 
to contextualise the rules of a controlled natural language within that document 
structure. We propose an authoring environment, named MuTUAL, that exploits 
these concepts to support the writing of municipal procedures such that they are 
easily translatable by automated tools. The system is currently a work-in-progress. 
It is designed to employ a variety of mechanisms, including guidance on docu-
ment structure and on appropriate syntax, and automatic pre-translation process-
ing where necessary. We also aim for our system to easily integrate in the future 
other mechanisms related to machine translation, such as terminology databases 
and translation memories, to provide yet more support. Finally, we draw conclu-
sions for future work.

2  Problems and Scenario

Imagine that you have just started life in Japan. You seek information on the web, 
in particular on the web site of your local municipality, to ensure you are comply-
ing with various regulations. We identified that you might encounter two difficul-
ties, at two different linguistic levels. We outline them below.
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2.1  Sentence-Level Issues

We continue our scenario. Suppose you have not yet gained sufficient operational 
command of Japanese to understand the instructions when they are provided only 
in Japanese. While some information is provided in such languages as English, 
Chinese, Korean, or Portuguese, these versions are usually created in part by 
machine translation (MT). Also, in many municipalities there remains information 
vital for completing necessary administrative procedures or leading your daily life 
which is provided only in Japanese. In such a situation, having recourse to free, 
online and thus readily available MT may seem an attractive option. However, while 
the quality of MT output is very reasonable for many language pairs, this is unfortu-
nately not the case with Japanese-into-English (and into most languages, except for 
Korean). On not-so-infrequent occasions, you may encounter such MT outputs as:

(a) Garbage let’s take away.
(b) From July 2013, you will not be able to use only the specified garbage bag.

The Japanese input for (a) is ‘ごみは持ち帰ろう,’ the sensible translation of 
which is ‘Please take your garbage home.’ This MT error stems from differences 
between Japanese and English in expressing public requests.

The Japanese input for (b) is ‘2013年7月からは、指定ごみ袋しか使えません,’ 
which is correctly translated as ‘From July 2013 you can use only the specified gar-
bage bags.’ In this case, the MT system has mis-translated the Japanese construction  
‘しか…ない,’ which is something like a double negation.

While, as a native- or non native-speaker of English, you may be able to guess 
what (a) means, you may equally be misled into thinking this notice is a call for 
community volunteers to clean up garbage in, for instance, a nearby park. In the 
case of (b), what the MT output says is just the opposite of what the Japanese says. 
You are therefore at risk of completely misinterpreting the message or, even if you 
suspect its true intended meaning, being left in a state of uncertainty. Such misun-
derstandings and doubts can pose critical problems for your new life.

Given that MT systems are being and will continue to be widely used in this 
domain, considering the cost of having all municipal information translated solely 
by human translators, improving the quality of the output to a reliable level is an 
urgent—but arduous—task.

From the point of view of MT technologies, MT systems dealing with Japanese 
as source language (SL) or target language (TL) are not behind the state-of-the-
art. Japanese natural language processing (NLP) researchers have historically 
invested much energy in MT research and sometimes played a world-leading role, 
e.g., in proposing the paradigm of example-based machine translation (EBMT) 
[30, 46]. Moreover, there are many commercially or freely available Japanese MT 
systems developed in Japan and based on different architectures and technolo-
gies: rule-based machine translation (RBMT), which uses (manually-constructed) 
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rules to transform SL into TL; EBMT, which uses analogical reasoning based on 
translated examples; and statistical machine translation (SMT), which relies on 
statistical learning from large aligned bi-lingual text corpora [8]. Although R&D 
has recorded a steady advance in MT performance, it does not point to a massive 
breakthrough in the near future.

An alternative approach to improving the performance of MT is to impose 
restrictions on the form and/or length of SL texts or using controlled natural lan-
guage (CNL). If we can diagnose what MT can and cannot do and embed MT 
within the overall framework of information flow, we anticipate being able to use 
MT for producing reliable outputs.

2.2  Document-Level Issues

In Japanese municipal documents, we often find cases in which individual sentences 
make sense, but directions provided by the document as a whole are confusing.

Figure 1 provides an example: the instructions for registering personal seals7 
(for signing documents) in Shinjuku-city, Tokyo, which is one of the largest munic-
ipalities in Japan and provides human-translated information in multiple languages.

Reading this document, you may be at a loss, wondering whether you are eli-
gible for seal registration or not, since the eligibility conditions for registering a 
personal seal are stated only at the bottom of the document, and then in an unclear 
manner, namely: ‘Those Who Are Not Eligible for a Residence Records.’ The 
requirements for re-registering a seal are similarly unclearly signposted: ‘If You 
Move Out of Shinjuku City’; ‘If You Leave Japan.’ Moreover, section ‘Personal 
Seals Registration Certificate,’ which is a different task, offers no explanation as 
to why you would need to obtain such a certificate and whether it is required or 
optional, although this is alluded to at the end of ‘Personal Seal (Inkan).’

2.3  Solution Scenario

We thus have two different but related problems. On the one hand, we have poor 
MT output. On the other hand, we have ill-organised document structure, which 
may well aggravate the situation, as readers have no reliable context to aid ‘guess-
ing’ the actions actually required. This observation led us to realise the neces-
sity of pursuing a unified solution to the overall issue of multilingualisation of 
municipal procedural information, namely, introducing controlled authoring of 
documents, where this control is applied consistently and seamlessly at both sen-
tence- and document-level.

7http://www.city.shinjuku.lg.jp/foreign/english/guide/todoke/todoke_7.html. Accessed 11 June 2015.

http://www.city.shinjuku.lg.jp/foreign/english/guide/todoke/todoke_7.html
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As we will elaborate in later sections, we find that this integrated approach of 
embedding controlled sentences within a well-designed document structure has clear 
benefits in further improving MT output. Take, for instance, ‘文書を印刷する,’ 

Seal Registration

Personal Seal (Inkan)

In Japan, personal seals are used as a symbol of agreement or approval, like a signa-
ture, to verify official documents, such as contracts.

You can order a personal seal for your name at a stamp engraving outlet and regis-
ter the imprint at the City Office. You must certify that the personal seal is registered, 
when necessary.

Personal Seal That Cannot Be Registered

• Stamps with letters that do not combine to form part of your full name, last name, or 
first name as registered in your residence record
• […]
• Stamps that are inappropriate for registration (for example, stamps without an outer 
rim, cracked stamps, ready-made stamps, ring stamps, etc.)

Personal Seal Registration Procedures

Please bring the personal seal you wish to register along with your valid residence 
card […] and complete the application procedures […] Some registration restrictions 
apply, such as those on age (must be 15 years of age or older).

[…] bring the following items:
• The response sheet
• […]
When registration has been completed, you will be issued a personal seal registra-

tion card. […]

Personal Seals Registration Certificate

To apply for a certificate, please complete application procedures […] and show your 
personal seal registration card. You will be issued a personal seal registration certifi-
cate, which certifies that your personal seal has been registered. […]

When Notification Is Necessary (for Personal Seal Registration)

(1)

[…]

If you lose your personal seal […] Notification of Discontinuation

If You Move Out of Shinjuku City (Personal Seal Registration)

If you have completed personal seal registration but are moving out of Shinjuku City, 
please return the personal seal registration card. You will need to complete personal 
seal registration procedures at the municipal office of your new address. Even if you 
move back to the same address, you must still complete procedures for seal registra-
tion again.

If You Leave Japan (Personal Seal Registration)

If a person with personal seal registration leaves Japan, the personal seal registration 
becomes invalid and is deleted.

Even if you move back to the same address, you must complete personal seal regis-
tration again.

Those Who Are Not Eligible for a Residence Record

Anyone who is not eligible for a residence record—[…]—cannot register a seal.

Fig. 1  Personal seal registration procedure
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which may naturally appear as a task title or as a step in a procedure. A given MT 
system may translate this as ‘To print the document,’ which is an appropriate word-
ing for a title but not for a step, where ‘Print the document’ (imperative) is needed. 
If we knew the functional element in which a Japanese expression occurs, we could 
exploit this knowledge to pre-process expressions where necessary by transforming 
them such that the MT system is coerced into producing a contextually appropri-
ate English translation (see Sect. 5.4). Since the pre-processing would be an internal 
operation which does not change the Japanese text seen by readers, the readability of 
the SL text would not be degraded by TL-oriented writing rules designed to improve 
MT output quality, which can happen (e.g., [18]).

3  Foundational Work

As mentioned above, we propose to solve the problem of producing translatable 
documents with an integrated approach of embedding controlled sentences within 
a well-designed document structure. We review below the work on which we build 
our approach.

3.1  Controlled (Natural) Language—C(N)L

A wide-ranging survey of the field offers the following short definition: ‘A con-
trolled natural language is a constructed language that is based on a certain natu-
ral language, being more restrictive concerning lexicon, syntax, and/or semantics, 
while preserving most of its natural properties’ [26]. Since we are not concerned 
here with artificial, formal languages, for the sake of brevity we talk simply of 
controlled languages (CLs).

CLs can be categorised according to the problem they have been constructed to 
address: ‘to improve communication among humans […]; to improve […] auto-
matic translation; and to provide a natural and intuitive representation for formal 
notations’ [26]. This third problem lies outside of our interests here. However, the 
ambition of the current work is to improve both monolingual communication and 
automatic translation, and thereby multilingual communication. In our case the 
constructed language is based on Japanese and the target language of translation 
is, in the first instance, English.

CLs can be further categorised according to whether they support communica-
tion among specialists or with ‘lay’ readers. Many CLs are designed for a specific 
domain—for example, AECMA [2] for aircraft maintenance, and Caterpillar 
Technical English [22] for engineering—and are characterised by a closed lexicon. 
SMART Controlled English [49], while imposing unchanging syntactic restric-
tions, can accommodate different lexicons to make it usable in a range of domains, 
although each is assumed to be specialised. In contrast, PLAIN [42] is designed to 



374 R. Miyata et al.

make official US government documents easier to understand for the general pub-
lic.8 The present application of CL has the same goal of promoting ‘lay’ under-
standing in a multilingual society.

With respect to language properties, Kuhn [26] identifies four largely inde-
pendent dimensions for categorising CLs, each divided into five non-overlapping 
classes, 1–5. First, Precision (P) captures the degree to which meaning can be 
directly retrieved from textual form. Languages where every sentence is vague to 
some degree (like natural languages) are categorised as Imprecise languages (P1). 
Our aim is to construct a Less imprecise language (P2) with lower ambiguity and 
context-dependency. Second, Expressiveness (E) describes ‘the range of propo-
sitions that a certain language is able to express.’ Our CL needs to be on a par 
with PLAIN [42], classified as a Language with maximal expressiveness (E5); the 
same goal holds for the English translated text. Third, Naturalness (N) describes 
the CL’s proximity to a natural language in terms of readability and understand-
ability. Again, our goal with the Japanese CL is to achieve the categorisation 
(N5) of PLAIN—‘complete texts and documents can be written in a natural style, 
with a natural text flow.’ However, we may have to accept that, without editing, 
the English translated document may appear as (N4) where, although single sen-
tences have a natural flow, the text as a whole may not. Fourth, Simplicity (S) 
measures the simplicity or complexity of an exact and comprehensive description 
of the language. While natural Japanese—like any natural language—is classified 
as Very complex (S1), we are attempting to eliminate many of the complex struc-
tures by specifying restrictions on it, while taking its description (knowledge, from 
the author’s perspective) for granted. Crucially, achieving greater simplicity (S2) 
requires implementing a tool that can identify violations of these restrictions and, 
ideally, propose legitimate alternatives (see Sect. 5.3).

CLs intended for communication and translation comprise a lexical compo-
nent and a syntactic component. The former ideally respects the principles of ‘one 
term—one meaning’ and ‘one meaning—one term,’ to eliminate ambiguity and 
synonymy. Thus, for example, the AECMA standard [2] allows the use of ‘free’ 
only as an adjective meaning ‘moves easily’ (e.g., Ensure the fasteners are free.); 
its use as a verb is proscribed in favour of ‘release’ (e.g., Release the fasteners.). 
The syntactic component typically comprises between 30 and 60 rules, stated, 
depending on the particular CL, to varying degrees of specificity; thus it is not 
always possible to identify shared rules [36]. It is possible, however, to distinguish 
a common underlying ambition, which is to eliminate syntactic complexity and 
ambiguity by restricting sentence length and complexity. So, sentences are limited 
to 20 words and the maximum number of clauses is normally two, with constraints 
on the connectives that are used. Local dependencies are flagged by such devices 
as obligatory use of the complementiser ‘that’ and of pronouns (e.g., ‘which’). 
This synthesis (Table 1) of the rules of Perkins Approved Clear English [44] typi-
fies many English-based CLs designed for domain-specific communication.

8See http://www.plainlanguage.gov/. For a similar UK initiative, but one not backed by legisla-
tion, see http://www.plainenglish.co.uk/.

http://www.plainlanguage.gov/
http://www.plainenglish.co.uk/
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The fundamental problem with the current formulation of CL rule sets is that 
they are almost exclusively specified at the level of the sentence rather than at 
the level of the document [17]. This is because the notion of document element 
is itself very coarse-grained; the AECMA standard, for example, recognises only 
three document elements: procedures (instructions for use or action), descriptions 
and warnings/cautions. There is a very sparse linkage between syntactic rules 
and document elements; for example, the constraint of 20 words per sentence is 
relaxed to 25 in descriptions, while warnings are required to begin with a simple, 
clear command.

Generalising the principles of CL across languages requires a language-inde-
pendent model of document structure that has been lacking hitherto. Such a model 
is necessarily functionally-oriented; it needs also to be sufficiently fine-grained 
to allow rules to be tied to functional elements that can provide context-sensitive 
guidance both to authors and to an MT system in its translation decision making. 
DITA (Darwin Information Typing Architecture) [35], an XML standard for defin-
ing documents in terms of their functional constituents, affords just such a frame-
work [15], as we will see in Sect. 4.1.

Kittredge [24] and Nyberg et al. [34] provide overviews of CLs designed for 
translation. Evidence of reduced post-editing costs when a CL is employed is pro-
vided by, e.g., [4, 44, 45]. Improved comprehension by readers of the source docu-
ments themselves is demonstrated by, e.g., [37].

3.2  Japanese-Based CLs

In the case of Japanese CL, Nagao et al. [31] devised a controlled grammar to syn-
tactically disambiguate Japanese sentences. Other pioneering work on Japanese 
CL was conducted by Yoshida and Matsuyama [52]. Although these researchers 
advocated the need for a Japanese CL in parallel with MT development, no practi-
cal implementation resulted from their efforts.

From the 1990s to the 2000s, research in computational linguistics focused on 
automatic rewriting (or pre-editing) and paraphrasing [19, 47, 48, 53]. However, 
this work on the automatic processing of natural language could not deal with 
highly complex or difficult expressions and the scope of variations of linguistic 
patterns was, therefore, limited.

Table 1  Perkins Approved Clear English rules

1. Keep sentences short 6. Avoid elliptical constructions

2. Omit redundant words 7. Do not omit conjunctions or relatives

3. Order the parts of the sentence logically 8. Adhere to the PACE dictionary

4. Do not change construction in mid-sentence 9. Avoid strings of nouns.

5. Take care with the logic of ‘and’ and ‘or’ 10.  Do not use ‘-ing’ unless the word appears 
thus in the PACE dictionary
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More recently, Ogura et al. [38] proposed ‘Simplified Technical Japanese’ to 
improve MT performance, specifying six linguistic patterns to be regulated. 
Requirements for controlling Japanese texts, however, have not been examined 
sufficiently, and only a few studies, such as [18], have empirically measured the 
effectiveness of CL using qualitative human evaluations. In addition, the practical 
application of controlled Japanese has advanced little.

In contrast, Japanese technical writing methods and guidelines intended 
for human communication have been developed in the field of practical writing 
[20]. In recent years, the on-going ‘Technical Japanese’ (産業日本語) project 
has focused mainly on documents related to industry, such as patents. The aim 
of Technical Japanese is to improve readability and machine tractability [51]. 
Hartley et al. [18] also investigated the efficacy of CL for technical documents in 
Japanese, with respect both to the readability of the Japanese source and the qual-
ity of the English machine-translated output. Meeting both goals requires combin-
ing the wisdom of technical writing and CL.

While the recent studies mentioned above focused mainly on technical docu-
ments of industry and business, such as patents and manuals, Tatsumi et al. 
[50] formulated 22 CL rules for municipal web site documents (Table 2).

Table 2  Japanese CL rule set for municipal documents

1. Try to write sentences of no more than 70 characters. In no case use more than 100 characters
2. Do not interrupt a sentence with a bulleted list
3. Do not use parentheses to embed a sentence or long expression in a surrounding sentence
4. Ensure the relationship between the subject and the predicate is clear
5. Ensure the relationship between the modifier and the modified is clear
6. Use the particle が only to mean ‘but’
7. Do not use the preposition ため to mean ‘because’
8. To express ‘from,’ use the particle から. Use particle より only in comparisons
9. Avoid using multiple negative forms in a sentence
10.  Use れる/られる only for the passive voice, and not to express the potential mood or 

honorifics
11.  Avoid using words that can be interpreted in multiple ways. Use words with a narrowly 

defined meaning
12. Avoid using the colloquial expression になります (become)
13. Avoid using the expression という (as/like)
14. Avoid using the expressions ような, こと and もの (such as)
15. Do not double-up on words with the same meaning in a single sentence
16. Avoid using the expression 思われる (seems to be) and 考えられる (be considered)
17. Avoid using the verb 行う (do) with Sahen-nouns
18. Avoid the single use of the formしたり (do … and)
19. When listing items, make sure they are syntactically parallel
20. Use words from a general Japanese-English dictionary
21. Avoid using compound Sahen-nouns
22. Ensure there are no typos or missing characters



377‘Garbage Let’s Take Away’: Producing Understandable …

They proceeded by (i) extracting writing guidelines and rules from books and 
documents about technical writing, and (ii) conducting a preliminary assessment 
of their efficacy. This work also empirically evaluated human readability of the 
source text (Japanese) and usefulness of MT output (English). The results showed 
that, overall, only about 30 % of the MT output was deemed useful even after 
CL rules were applied, although most of the rules improved or at least preserved 
Japanese readability. This tells us that CL itself alone is not enough to raise MT 
performance to an immediately usable level (without human editing). Thus, we 
need to complement the CL with other mechanisms, which we propose in Sect. 4. 
More interestingly, there is still a significant gap between technical writing and 
CL, which is counter-intuitive, since both share the same principle, that is, control-
ling the complexity and ambiguity of the linguistic expressions in texts.

In addition, comparing the outputs of RBMT and SMT systems revealed ‘archi-
tectural’ differences between them in terms of the impact of specific CL rules on 
their performance. This gives us the insight that it is important to formulate not 
only CL rules generally applicable to all MT systems, such as ‘avoid long sen-
tence,’ but also rules specifically tuned to a particular system.

3.3  Authoring Environments for Multilingual  
Instructional Text

The idea and implementation of CL checkers is not new (e.g., [1]). Commercial 
tools are currently available to check conformity to general or to company-specific 
writing standards, for example, MAXIT,9 which works only for English, and 
Acrolinx,10 which caters for several languages, including English and Japanese.

The leading example of CL authoring linked to MT is the KANTOO system [33],  
which was designed for producing multilingual documentation in a range of techni-
cal domains.

A number of research projects explored the feasibility of generating multi-
lingual instructional text from an underlying conceptual model of the task to be 
performed (e.g., [7, 16, 25, 39, 40, 43]). While the output could in principle be 
constrained to conform to CL rules, since these systems used rule-based text gen-
eration, in practice this was not the case. Moreover, they required a full ontologi-
cal model of the target domain, which is not practicable for the relatively diffuse 
scope of Japanese municipal documents.

A related although different body of work relates to the broader field of 
Document Automation (DA). Commercial DA systems exist (e.g., HotDocs,11 

9http://www.smartny.com/maxit.html/.
10http://www.acrolinx.com/.
11http://www.hotdocs.com/.

http://www.smartny.com/maxit.html/
http://www.acrolinx.com/
http://www.hotdocs.com/
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Exari,12 LogicNets13 and Arbortext14). They have been used in technical docu-
mentation to produce model-specific product documentation and decision support 
systems, and in the legal profession to automate the production of custom-built 
legal documents (e.g., standardised agreements). These systems provide an envi-
ronment in which one can specify a document template to produce a set of docu-
ments with some degree of variability, thus enabling personalisation. These tools 
provide mail-merge-like features extended with conditional inclusion/exclusion of 
coarse-grained text units generally of the order of sections, paragraphs or perhaps 
sentences. They make use of a document structure, as we do, but do not explicitly 
address issues of multilinguality or translation.

Other authoring environments of interest include environments designed spe-
cifically to produce personalised documents [11, 12, 14]. Like commercial DA 
systems, HealthDoc, which generates tailored health-education documents, ena-
bles the authoring of a ‘master document’ which includes conditions that specify 
when to include various aspects of the document (e.g., for which intended user). 
Colineau et al. [11, 12] present a system interesting for our work because of its 
domain of application: the generation of public administration documents. All 
these environments make use of a document structure. They open for us the possi-
bility of eventually having an environment which enables not only the production 
of understandable multilingual texts in the public administration domain but also 
their personalisation, so that readers obtain only those parts that are relevant to 
them. In the domain of public administration, such personalisation was shown by 
Colineau and her colleagues to be effective in terms of information seeking and a 
feature citizens might appreciate.

3.4  Document Structure: DITA

DITA (Darwin Information Typing Architecture) is an XML architecture for 
authoring and publishing technical information. DITA supports topic-based 
authoring which helps writers compose the modularised information covering not 
more than one concept, one procedure or one unit of referential information [3].

DITA was first developed at IBM and donated to the OASIS standards organi-
zation in 2004 [13]. DITA version 1.0 was approved by the OASIS DITA TC in 
2005, and the latest version (1.2) was approved in 2010. Although DITA is not as 
widely used in Japan as in Europe and the US, DITA Consortium Japan15 was 
established in 2008 to promote the DITA standard and develop the DITA market in 
Japan.

12http://www.exari.com/.
13http://www.logicnets.com/.
14http://www.ptc.com/products/arbortext/.
15http://dita-jp.org/en/.

http://www.exari.com/
http://www.logicnets.com/
http://www.ptc.com/products/arbortext/
http://dita-jp.org/en/
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DITA has two basic components: topic and map. Topic is a self-contained 
informational unit. Map is a mechanism for creating different deliverables from 
a single source, in other words, organising multiple topics as a document accord-
ing to the output media or document purpose. The focus of this chapter is, how-
ever, chiefly on topic, although map is a useful mechanism for compiling and 
publishing documents both for web sites and for social media, given that the 
contents of the web site and those of social media overlap, as we mentioned in 
Sect. 1.

A topic is composed of functional elements which guide authors as to what 
kind of contents should be included and in what way these contents should be 
organised. At the highest level, the functional elements of a topic are predefined as 
follows [35]:

•	 Title ‘contains the subject of the topic.’
•	 Short description is ‘used both in topic content (as the first paragraph), in gener-

ated summaries that include the topic, and in links to the topic.’
•	 Prolog is ‘the container for topic metadata, such as change history, audience, 

product, and so on.’
•	 Body ‘contains the topic content: paragraphs, lists, sections, and other content 

that the information type permits.’
•	 Related links ‘connect to other topics.’

DITA defines by default three basic topic types. Concept topic, which answers the 
question ‘What is it?’ is used to provide conceptual information. Task topic, which 
answers the question ‘How to do it?’ is used to describe a step-by-step procedure. 
Reference topic is used to present reference information which guides readers to 
other related documents or web sites.

These topics are defined by specialising the Body element of the generic topic. 
Task topic, for example, contains the following functional elements to cover the 
necessary information for describing certain tasks (ibid):

•	 Prereq (prerequisite) ‘describes information that the user needs to know or do 
before starting the immediate task.’

•	 Context ‘provides background information for the task.’
•	 Steps ‘provides the main content of the task topic. A task consists of a series of 

steps that accomplish the task.’
•	 Result ‘describes the expected outcome for the task as a whole.’
•	 Example ‘provides an example that illustrates or supports the task.’
•	 Postreq (postrequisite) ‘describes steps or tasks that the user should do after the 

successful completion of the current task.’

However, the functional elements of task topic as defined in DITA are still too 
coarse-grained to afford specific guidance to authors of municipal procedural doc-
uments. It becomes necessary to instantiate each element and specialise certain 
elements to match the needs of municipal procedures.
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4  Case Study

In this section, we describe a DITA instantiation for municipal procedural docu-
ments. Although procedural documents include ‘concept’ and ‘reference’ as well 
as ‘task,’ as a starting point we focus on the task topic, which forms the core of 
procedural documents. We present a set of CL rules for administrative docu-
ments, corresponding to a list of features to be controlled to improve MT perfor-
mance, and discuss ways of contextualising the rules to the document structures. 
Furthermore, to attain a higher MT performance, we suggest combining the con-
textualised CL rules with pre-translation processing.

4.1  DITA Instantiation

To instantiate each element of the Body of the task topic, we first investigated 123 
Japanese municipal procedural documents collected from the Council of Local 
Authorities for International Relations (CLAIR), Shinjuku-city, and Hamamatsu-
city. We comprehensively extracted the functional elements and categorised them 
according to a fine-grained scheme based on [23]. We then assigned these func-
tional elements to DITA elements (Table 3).

Prereq can be specialised into three types of conditions for municipal proce-
dures: Personal condition, Event condition, and Item condition. Personal condi-
tion defines conditions for social status of applicants such as ‘those who are 
15 years of age or older,’ ‘those who do not have Japanese nationality’ and ‘those 
who live in Shinjuku-city.’ Event condition defines conditions related to life events 
such as ‘when you enter Japan,’ ‘when you get married’ and ‘when you come into 

Table 3  Instantiation of the DITA task topic

DITA element (default) Specified functional element

Prereq Personal condition
Event condition
Item condition

Context Explanation (Summary, Purpose, Expiration of validity, Penalty, 
Related concept)

Steps Necessary items to bring
Place to go
Form(s) to complete
Payment

Result Result (Period for procedure, Items to be issued, Contact from 
local government)

Example (N/A)

Postreq Guidance to other procedures
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Shinjuku-city from other municipalities.’ Item condition defines conditions for 
physical objects such as ‘Stamps with imprints that are smaller than an 8-mm2 or 
larger than a 25-mm2,’ which is a constraint on registering a personal seal.

Context plays an important role in helping readers understand and facilitating 
smooth conduct of procedures. In this element, explanations such as ‘why you 
need to complete the procedure’ (Purpose) or ‘the consequences of not completing 
the procedure’ (Penalty) are presented.

Steps, an essential element for properly carrying out municipal procedures 
after satisfying the conditions, can be specified into four main functional elements 
shown in Table 3. This element directly specifies readers’ actions (bring, go to, 
submit and pay).

DITA also defines the Result of the task. Although this element is not neces-
sarily required by procedural tasks, it is useful for readers to know in advance 
the expected results, such as ‘when and what will happen after the procedure is 
completed.’

Example is often used in technical documents such as software manuals and is 
specified in DITA by default. However, we rarely found this element in the munic-
ipal procedures and decided to omit it.

Finally, as for Postreq, in some cases municipal procedures refer to other 
related procedures. For instance, documents explaining ‘Personal Seal 
Registration’ tend to contain the procedure for ‘Personal Seals Registration 
Certificate’ as we saw in Fig. 1. While this kind of related information is of practi-
cal use in real life, it can confuse readers’ understanding of the current procedure 
to be completed. Therefore, it is effective to group related procedures together sep-
arately from the main procedure, labeled as Guidance to other procedures.

Using this DITA framework helps us to diagnose existing documents and 
decide how to reorganise them. Figure 2 is an excerpt of the Shinjuku-city ‘Seal 

Fig. 2  Analysis of an existing municipal document using our DITA framework
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Registration’ document presented in Fig. 1, here annotated in accordance with our 
DITA elements to highlight several problems.

•	 Steps are scattered in the text.
•	 Results are also scattered in the text.
•	 Forms to submit of Steps is missing.
•	 Prereq (Personal condition) abruptly appears in the middle of the text.

Our ultimate objective in applying DITA is to offer document models that non-
professional authors can use easily to create municipal documents from scratch. 
Figure 3 shows a sample task topic of ‘Seal Registration’ procedure we created 
as a reformulation of the information in Fig. 1 following the analysis of docu-
ments from CLAIR, Shinjuku-city and Hamamatsu-city. Since our aim here is to 
illustrate the advantages of a well-structured document, this sample text is cre-
ated by ‘recycling’ text spans that instantiate our specialised DITA elements in 
the publications of these three municipalities. Sentence-level issues of clarity and 
simplicity are left unaddressed here but are a major focus of our development 
effort.

Fig. 3  Model example of the 
seal registration procedure
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4.2  CL Formulation and Contextualisation

The DITA specialisation described above has provisionally established a specific 
task topic for municipal procedures and enabled us to know ‘what contents should 
be written and in what order they should be organised.’ Now, given that MT deals 
only with linguistic expressions, we go on to specify ‘how they should be written 
in the text.’ What is important here is to define CL rules to regulate linguistic pat-
terns in relation to each functional element.

We first formulated CL rules by (i) translating existing sentences extracted from 
municipal web sites using three MT systems, (ii) specifying the linguistic and tex-
tual features which tended to degrade MT performance, and (iii) defining CL rules 
to control these features. While Tatsumi et al. [50] constructed rather ‘general pur-
pose’ rules based on insights from technical writing targeting linguistic features 
that may not in fact occur in our domain, we focused on finer-grained linguistic 
and textual features actually occurring in our corpus of municipal documents and 
formulated ‘domain specific’ CL rules. A list of features to be controlled is shown 
in Table 4. Although we noted that the presence of terminology (technical expres-
sions, proper nouns) in municipal documents hinders MT performance to a non-
negligible degree, we have deferred work on this issue to a future time.

At this stage, we have, on the one hand, a specialised DITA structure and, on 
the other hand, a set of CL rules (linguistic or textual features to be controlled). 
The next task is to connect these CL rules to the DITA structure.

The Japanese source segment ‘日本に入国したとき,’ for example, occurs as 
a DITA Event condition and corresponds to linguistic feature no. 11, ‘Lack of sub-
ject,’ in Table 4. This may be mis-translated as ‘When I entered Japan’ instead of 
‘When you entered Japan.’ This indicates that the lack of an explicit subject in the 
Event condition degrades the MT output. In contrast, in the Steps context, the lack 
of a subject does not cause a problem. Indeed, it can be desirable if you want to 
produce a target English sentence in an imperative form, such as ‘Bring the ID.’ 
Thus, defining which CL rules apply to which DITA elements, which we term CL 
contextualisation, is a requirement for the effective use of MT.

In particular, Japanese stylistic features such as ‘Imperative/persuasive form’ 
and ‘Voice’ are closely tied to specific DITA elements: in Steps, for instance, we 
find various sentence-final endings, including ‘〜してください’ (‘please do’),  
‘〜しましょう’ (‘let’s’), and ‘〜しなさい’ (‘do’). We next plan to tune our CL 
rules to sanction particular linguistic patterns for each functional element. To 
achieve this goal, we will identify and categorise the patterns existing in a cor-
pus of real documents, adopting the approach of register analysis [6]. We will then 
define what should be written in a prescriptive manner with reference to both MT 
errors and knowledge of technical writing and formulate specified CL rules. For 
example, we might tentatively formulate the rule that, within the Steps element, 
the imperative style ‘〜しなさい’ should be used at the end of the sentence.
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4.3  Pre-translation Processing

We now illustrate our observation at the end of Sect. 2.3 that TL-oriented CL 
rules for MT do not necessarily ensure the quality of the source text. Here is an 
example.

Table 4  Features to be controlled to improve MT performance

Mood/modality

1. Imperative/persuasive form 5. Tense

2. Interrogative 6. Voice

3. Prohibition 7. Ending sentence with particle O (を) + Noun

4. Possibility
Structural

8. Long sentence 19. Inserted adverbial clause

9. Dependency relation 20. Ending clause with noun

10. Multiple verbs in a sentence 21. Sahen-noun + Desu (です)

11. Lack of subject 22. Attributive use of Shika ~ Nai (しか〜ない)

12. Lack of object 23. Inconsistency between subject and object

13. Conjunction 24. Verb + You (よう)

14. Connection 25. A or not

15. Unbalanced connection 26. Sahen-noun + O (を) + Suru (す
る)/Okonau (行う)

16. Particle Ga (が) for object 27. Ni-Naru (になる)/To-Naru (となる)

17. Enumeration A-Mo, B-Mo (Aも、Bも)  28. Possible auxiliary verb Reru/Rareru (れる・
られる)

18. Te-kuru (てくる)/Te-iku (ていく)  29. Sahen-noun + Sareru(される)

Lexical

30. Particle Nado (など・等) 40. Expression Kangae-rareru (考えられる)

31. Formal noun Koto (こと)/Mono (もの) 41. Expression Ni-tsuki (につき)

32. Giving and receiving verb 42. Particle Te (て)

33. Redundant word 43. If particle To (と)

34. Compound word 44. Particle E-Wa (へは)

35. Omission 45. Particle Ni-Wa (には)

36. Suffix 46. Particle No-Ka (のか)

37. Particle Made (まで) 47. Demonstrative pronoun (ko-so-a-do)

38. Particle De (で) 48. Particle Ni (に)

39. Particle No (の) to mean ‘by’ or ‘from’
Textual/orthographic

49. Japanese Kana/Chinese Kanji/number 53. Parentheses

50. Bullet mark 54. Square bracket

51. Unit 55. Wave dash

 52. Punctuation (sentence separation)
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[JA1]  身分証明書を持参する。
[MT1]  The ID is brought.

[JA2]  身分証明書を持参しなさい。
[MT2]  Bring the ID.

The Japanese source sentence [JA1] is written in the declarative style ‘〜する,’ 
which has been translated by using the passive voice in English when in fact the 
imperative form is more natural in this context. So we can apply the tentative rule 
formulated at the end of Sect. 4.2 to rewrite ‘〜する’ as ‘〜しなさい’ (imperative 
form do), as seen in [JA2].

[MT2] is, as expected, better than [MT1]. However, we now face the problem that, 
in terms of appropriateness and naturalness, [JA1] is more suitable for municipal 
documents than is [JA2]. To meet the requirements of both source text quality and 
MT performance, we have to complement CL rules with subsequent pre-trans-
lation processing. In this example, we in fact define the rule for authors as ‘use 
declarative form’ then process this source sentence in accordance with the ‘use 
imperative form’ prior to translating it. What is more, this processing can be auto-
mated, providing we control the linguistic patterns of source texts strictly enough, 
an issue which we address in the next section.

5  MuTUAL: An Authoring Support System

Considering the fact that most Japanese municipalities cannot afford to hire techni-
cal writers, it is crucial to provide non-professional authors with tools that support 
the structuring and writing of municipal documents. In this section, we propose 
an authoring support system for municipal documents, MuTUAL (Municipal Text 
multilingUALisation), which implements the framework described in the preceding 
sections and explain the system configuration. We then elaborate on the core mod-
ules, introducing the prototype we are currently developing.

5.1  Document Structuring Mechanism

Our system comprises the following modules (see Fig. 4).

•	 Topic template is a user interface for municipal staff to author a particular topic 
from scratch or by reusing previously written topics from the topic database, 
seamlessly invoking CL checker and with access to the terminology database.
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•	 CL checker is a background process that analyses the source text in the topic 
template, displays the diagnosis and suggestions for rewriting, and supports the 
editing task.

•	 Terminology database registers multilingual parallel terms extracted from exist-
ing municipal web sites authors can or should refer to, and also constitutes an 
MT dictionary.

•	 Topic database archives the topics written in the source language (i.e., Japanese).
•	 MT with pre-translation processing automatically translates the topics in the 

topic database.
•	 Map organiser helps authors to assemble multiple topics from the topic data-

base and compose documents tailored for different purposes, which will finally 
be preserved in document database.

5.2  Topic Template

The topic template is the core interface for authoring topics. Figure 5 shows the 
prototype task topic template. It provides the basic DITA task topic structure on 
the left-hand side of the screen. Authors can populate (or delete) the additional ele-
ments such as Step 1, Step 2 and Step 3 in Steps, and instantiate each element by 
selecting an appropriate one from the list of detailed functional elements shown in 
Table 3. It also provides tool tips for guidance on DITA elements.

The principal means to enhance authoring and translation is to invoke different 
CL checkers tailored to each functional element. For example, the CL checker for 
the Steps element implements the rule ‘use declarative form 〜する at the end of 
the sentence,’ while others do not.

Fig. 4  Modules of MuTUAL
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5.3  CL Checker

On the right-hand side of the interface in Fig. 5, authors enter Japanese text for 
each functional element in the simple text box on the top of the screen, referring as 
necessary to writing instructions and guidelines about implemented CL rules.

The system automatically splits the input text by sentence, counts and shows the 
number of characters in each sentence, and displays warning messages if it exceeds 
the threshold levels of 30 characters (‘long’) and 50 characters (‘too long’). The 
system then analyses each sentence and displays any sentence that violates the CL, 
together with diagnostic comments and suggestions for rewriting below.

In addition, we have implemented a preliminary rewriting support function with 
several of the features implemented by Mitamura and Nyberg [28] and Mitamura 
et al. [29]. It shows the original input sentence with the offending expression high-
lighted and alternatives displayed on mouse-over. If the author clicks a suggestion, 
the original sentence in the text box above is automatically rewritten. Figure 5 
shows a violation of the CL rule ‘Avoid using the verb 行う (do) with Sahen-
nouns,’ which corresponds to the linguistic feature no. 26 in Table 4. The system 
detects the rule violation in the initial draft ‘支援を行っています’ (‘is doing the 

Fig. 5  Prototype of the task topic template with CL checker
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aid’) and suggests ‘支援し’ (‘aid’) instead of ‘支援を行っ’ (‘do the aid’). The 
author can easily choose the most appropriate suggestion and make, if necessary, 
further small revisions to ensure the naturalness of the source sentence.

5.4  Automatic Pre-translation Processing and MT

To translate the Japanese text, we employ an MT system coupled with pre-transla-
tion processing. This processing, as we mentioned in Sect. 4.3, can be fully auto-
mated providing the linguistic patterns of the source texts are sufficiently 
controlled. For instance, the CL-compliant segment ‘持参する’ is decomposed 
into two morphemes, Sahen-noun ‘持参’ (‘to bring’) and verb ‘する’ (‘do’), and is 
changed into ‘持参しなさい’ through transformation of the latter morpheme. This 
is accomplished by defining simple transformation rules and using a Japanese 
morphological analyser such as MeCab.16

Since Hartley et al. [18] and Tatsumi et al. [50] revealed that the efficacy of CL 
rules is sensitive to the particular MT system being used, it is also critically impor-
tant in this phase to cope with the variability of the systems. Let us take another 
look at the example sentence shown in Sect. 4.3, ‘身分証明書を持参する,’ 
which we now rewrite in two different versions: ‘身分証明書を持参しなさい’ 
and ‘身分証明書を持参’ (see Table 5). The desired translation uses an imperative 
form, such as ‘Bring ID’ or ‘Bring identification.’

TransGateway, an RBMT system widely used on web sites of Japanese local 
governments, generated an imperative from ‘身分証明書を持参しなさい,’ only, 
while Minnano Jido Hon’yaku, the freely available SMT developed by the National 
Institute of Information and Communications Technology (NICT), generated the 
same imperative ‘Bring identification’ from both ‘身分証明書を持参する’ and ‘
身分証明書を持参.’ Finally, Google Translate, one of the most widely used SMT 
systems, generated differing imperative translations—‘Bring identification’ from ‘
身分証明書を持参’ and ‘Please bring your identification’ from ‘身分証明書を持
参しなさい.’ This problem of variance in MT can be resolved in this pre-translation 
process by tuning the transformation rules to the MT system downstream.

16http://mecab.googlecode.com/svn/trunk/mecab/doc/index.html.

Table 5  MT system outputs contrasted (imperative form in bold)

Japanese ST TransGateway Minna no Jido 
Hon’yaku

Google translate

身分証明書を持参する The ID is brought Bring 
identification

I bring identification

身分証明書を持参しなさい Bring the ID Brought 
identification

Please bring your 
identification

身分証明書を持参 The ID is brought Bring 
identification

Bring identification

http://mecab.googlecode.com/svn/trunk/mecab/doc/index.html
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It should be added that RBMT has a higher affinity with CL rules and pre-
translation processing than does SMT because RBMT, in using linguistic rules and 
a dictionary, is consistent in its treatment of the linguistic patterns of the source 
texts. In comparison, SMT using statistical models automatically calculated from 
corpus data is relatively unpredictable, although we can improve predictability by 
training the models.

6  Conclusions, Discussion and Future Work

This chapter has illustrated the problems encountered in using MT to translate the 
web sites of municipal offices in Japan into English, that is, ill-organised documents 
that result in unserviceable translations. It has sketched out a road map to address 
these problems by creating a novel document authoring environment. Introducing 
the document structure, particularly DITA, is of primary importance to our work. 
It contributes not only to creating well-organised documents but also to improving 
MT performance by contextualising the CL rules to enable better guidance and pre-
translation processing. We also proposed an authoring support tool which imple-
ments these mechanisms with non-professional municipal authors in mind.

This is ongoing work and much is still to be done: to investigate and specialise 
the concept topic and reference topic for municipal documents as we have with 
the task topic; to fully contextualise the CL rules according to DITA elements; and 
to implement the CL checker and other modules of the authoring support system. 
Furthermore, in order to make best practical use of MT, it will be necessary to 
integrate other tools such as post-editing and translation memory.

Evaluation is an important part of developing a workable system. For the 
authoring process, it will be necessary to assess the system’s usability [32] by non-
professional authors in municipal offices. This will help us refine the functions 
and the interface. For the system output, we plan to evaluate the quality of both 
the Japanese source documents and the English target documents. While previous 
work has tended to assess sentence-level text quality [18, 50], our focus will be 
more on document level quality. In this respect, adopting task-based methods [10] 
and user-focused methods [21], for example, will be beneficial in gauging whether 
the documents created by using the system actually help readers achieve their 
goals of carrying out selected municipal procedures.

Let us now focus specifically on social media and government, the theme 
of this book. Bertot et al. [5] look at the impact of (US) government policies on 
social media usage, discussing in particular the requirements for ‘access and social 
inclusion.’ They note the challenges raised by Executive Order 13166—Improving 
access to Services for Persons with Limited English Proficiencies, which applies to 
all ‘federal conducted programs and activities, including social media communica-
tion.’ While this policy applies only in the USA, many governments choosing social 
media to communicate with the public will have similar concerns (being understood 
by people with limited understanding of the national language). We suggest that 
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[JA]  【学校や子育てについて悩んでいたら相談を】区教育委員会
では、いじめ、教員の指導や親子関係などについての相談を
お受けしています。

[MT]  The District Board of Education [consult when I worried about 
school and child care], bullying, we have accepted the advice of 
such faculty guidance and parent-child relationship.

[EN]  [Please consult if you are concerned about schooling or child rear-
ing] Consultation is available about bullying, teaching and parent-
child relationship at the board of education of the ward.

our work, in particular the proposed framework, could scale well to social media 
and make an impact in this respect, enabling government employees to write social 
media messages in such as way as to make them translatable by automatic tools.

Extending our framework specifically to social media necessitates taking into 
account the following aspects: (i) the linguistic characteristics peculiar to each 
medium and domain [41], (ii) the frequent update of the contents, and (iii) the inter-
action between citizens and the government. Firstly, although the texts disseminated 
by social media tend to be extracted from the corresponding web sites, we note 
some features characteristic of certain social media. Consider the sentences below: 
[JA], an excerpt of a tweet posted by Shinjuku-city on their official Twitter account; 
[MT], machine translated sentence of [JA]; and [EN], human translation of [JA].

The limitation of the 140-character space imposed on tweets often induces the 
omission of linguistic elements and use of the special symbols for emphasis or 
punctuation. In this case, the first sentence omits a verb phrase, such as ‘してくだ
さい’ or ‘しましょう,’ and ends with the particle ‘を.’ In addition, it is wrapped 
in black lenticular brackets, both of which degrade MT performance. Such linguis-
tic or textual patterns characteristic of social media need to be specified if we are 
to apply our CL approach. Secondly, the contents of social media are frequently 
updated, which sometimes denies authors and translators sufficient time to polish 
their writing or craft fluent translations. In this situation, we believe that MuTUAL 
will facilitate the production of texts that can then be felicitously translated by 
the public using MT services freely available on the web. Finally, interaction via 
social media between citizens and the government would be a challenging dimen-
sion to handle since textual communication from citizens to the government would 
require accommodating various source languages, in particular Chinese, Korean 
and Portuguese. In addition, it would be necessary to provide a sufficiently simple 
interface to the authoring tool that everyone can use easily. For the time being, 
however, we focus on FAQs for Japanese speakers only, which, if translated, can 
be equally useful for foreign residents. A possible next development is a structured 
question form to enhance two-way communication and multilingualisation.
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Tokyo will host the Olympic and Paralympic Games in 2020. Accordingly, 
many prospective and actual visitors to Japan will access municipal web sites 
and social media and many more Japanese texts will need to be multilingualised 
both by humans and by machines. The problematic sentence from municipal web 
sites shown in the title ‘Garbage let’s take away’ recalls the old computing axiom 
‘Garbage in, garbage out.’ MT and other language processing technologies have dif-
ficulty in dealing with poorly written or organised texts, so human authors should 
take responsibility for preparing machine processable texts from the outset. Thus, 
we would argue, our framework and the implementation of controlled authoring 
upstream of multilingualisation are the keys to improving the situation of Japanese 
municipal documents. Our mantra is ‘Garbage let’s take away from the source.’
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Abstract Disaster Management is one of the most important functions of the govern-
ment. FEMA and CDC are two examples of government agencies directly charged 
with handling disasters, whereas USGS is a scientific agency oriented towards dis-
aster research. But regardless of the type or purpose, each of the mentioned agencies 
utilizes Social Media as part of its activities. One of the uses of Social Media is in 
detection of disasters, such as earthquakes. But disasters may lead to other kinds of 
disasters, forming multi-hazards such as landslides. Effective detection and manage-
ment of multi-hazards cannot rely only on one information source. In this chapter, 
we describe and evaluate a prototype implementation of a landslide detection system 
LITMUS, which combines multiple physical sensors and Social Media to handle the 
inherent varied origins and composition of multi-hazards. Our results demonstrate that 
LITMUS detects more landslides than the ones reported by an authoritative source.

Keywords LITMUS · Social media · Physical sensor · Disaster management ·  
Landslide detection

1  Introduction

Government through its agencies plays a critical role in disaster management. 
There are multiple government agencies dealing with various aspects of disas-
ters, including FEMA and CDC. The Federal Emergency Agency (FEMA) is a 
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federal agency under the Department of Homeland Security, which is responsible 
for coordinating the response to a disaster. The Centers for Disease Control and 
Prevention (CDC) is a federal agency under the Department of Health and Human 
Services. It is responsible for emergency preparedness and response. Unlike these 
two major agencies that are directly charged with handling disasters, the United 
States Geological Survey (USGS) is a scientific agency. It studies the landscape of 
the United States, its natural resources and the natural hazards that threaten it. But 
regardless of the type or purpose, all of these agencies utilize Social Media as part 
of their activities.

The agencies maintain a number of Social Media accounts as part of their mis-
sion to disseminate information to the public and even offer digital toolkits to inte-
grate such information into third party tools.1 USGS uses Social Media channels 
to inform the public about various natural hazards, including earthquakes, land-
slides and volcanoes.2 However, Social Media itself can be used as a source of 
data for disaster management instead of solely relying on physical sensors. A good 
example of exploring the data from Social Media is Twitter data streams function-
ing as social sensors [1]. Also, many existing disaster management systems adopt 
multiple information sources, including news channels. However, they all face the 
challenge of integrating multiple information sources in the way that preserves the 
useful information while limiting the amount of noise. We cannot depend on a sin-
gle information source to make decisions, since each information source has its 
advantages and disadvantages. For instance, Social Media sources can provide 
real-time streaming information, but not all of such information is related to disas-
ters that we are interested in. In fact, there is a high amount of noise in Social 
Media, which has been elaborated in our previous research study on denial of 
information [2–4]. Also, one interesting example of the noise about “landslide” is 
the 70s rock song “Landslide” by Fleetwood Mac. Twitter filter for the word 
“landslide” gets more tweets on this song than landslide disasters that involve soil 
movement. News channels provide reliable and mostly verified information 
sources. Unfortunately, they normally have high latency that may be up to several 
days after the occurrence of a disaster.

Besides, disasters like multi-hazards present more significant challenges, since 
there are no effective physical sensors that would detect multi-hazards directly. 
Landslide, which can be caused by earthquakes, rainfalls and human activity 
among other reasons, is an illustrative example of a multi-hazard. After investi-
gating existing approaches using physical and social sensors, we proposed a new 
landslide detection service—LITMUS [5–7] and also implemented a prototype 
system in practice, which is based on a multi-service composition approach to the 
detection of landslides. More concretely, LITMUS has the following benefits com-
pared with traditional or existing approaches for natural disaster detection:

1http://www.cdc.gov/socialmedia/tools/guidelines/socialmediatoolkit.html.
2https://twitter.com/usgsnewshazards.

http://www.cdc.gov/socialmedia/tools/guidelines/socialmediatoolkit.html
https://twitter.com/usgsnewshazards
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•	 It composes information from a variety of sensor networks including both phys-
ical sensors (e.g., seismometers for earthquakes and weather satellites for rain-
falls) and social sensors (e.g., Twitter and YouTube). Besides providing wider 
coverage than a system relying on a single source, it improves detection accu-
racy and reduces the overall latency.

•	 It applies state-of-art filters for each social sensor and then adopts geo-tagging 
to integrate the reported events from all physical and social sensors that refer 
to the same geo-location. Such integration achieves better landslide detection 
when compared to an authoritative source. Meanwhile, the geo-location infor-
mation not only provides the base for the integration, but also enables us to do 
real-time notification in the future.

•	 It provides a generic approach to the composition of multiple heterogeneous 
information services and uses landslide detection as an illustrative example, i.e. 
it is not tied to disaster detection and can be applied to other application areas 
involving service composition. Traditional approach to the composition of web 
services makes strong assumptions about services, which it then uses to select 
services when composing a new service, such as quality of service [8] or service 
license compatibility [9]. In practice, the real world services do not satisfy such 
assumptions. The claim we make is that more information services should pro-
vide a more solid result and we demonstrate that it is the case with LITMUS.

The rest of the chapter is organized as follows. Section 2 provides an overview of 
the LITMUS system. We introduce the supported physical and social sources, and 
describe implementation details of each system component. In  Sect. 3, we present 
an evaluation of landslide detection using real data and compare the results gen-
erated by LITMUS with an authoritative source. We summarize related work in 
Sect. 4 and conclude the chapter in Sect. 5.

2  System Overview

There are several stages in the LITMUS prototype that are implemented by the 
corresponding software components—see Fig. 1 for an overview of the system 
pipeline.

The data collection component downloads the data from multiple social and 
physical sources using provided API. The data from Social Media requires addi-
tional processing as it is usually not geo-tagged and contains a lot of noise. That is 
why the data from Social Media is geo-tagged followed by the filtering out of irrel-
evant items using stop words/phrases and classification algorithms. The integration 
component integrates the data from social and physical sources by performing grid-
based location estimation of potential landslide locations followed by the computa-
tion of landslide probability to generate a report on detected landslides. This report 
includes all of the data related to detected landslides, i.e. the physical sensor read-
ings as well as all tweets, images, and videos that were used to detect them.
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2.1  Data Collection Component

Social Media feeds. There is a separate data collection process based on the capa-
bilities provided by each data source. Among the currently supported data sources, 
Twitter has the most advanced API for accessing its data. In particular, it provides 
a Streaming API, which returns tweets in real-time containing the given keywords. 
Instead of storing the incoming tweets directly into a data store, LITMUS writes 
the tweets to a set of intermediate files first. The intermediate layer was introduced 
for two reasons. On the one hand we wanted to increase overall robustness, such 
that even if the data store failed we would still have the original files that we could 
restore the data from. On the other hand it allows us to easily switch to another 
data store if needed. The file structure of the intermediate layer is as follows:

Note that when there are multiple incoming items per minute, then they get 
appended to the same file. The item IDs are used to make sure there are no dupli-
cate records. The rate of incoming items containing landslide keywords is moder-
ate, but we plan to add support for other types of events that would have a much 
higher rate of incoming items, such as “ebola” for instance. So, a file structure as 
this makes sure that the data is broken into manageable chunks.

The next step is to upload the incoming items to a data store. We use Redis, 
because it is an in-memory data store that is widely used and it is open source [10]. 
We keep the latest 30 days worth of data in the data store to maintain a fixed mem-
ory footprint. The new data is periodically uploaded into Redis and obsolete items 
are removed. The rest of the system works with Redis directly instead of files.

Both YouTube and Instagram provide a pull type of API that LITMUS uses to 
periodically download items containing landslide keywords. Again, the items from 
these Social Media get stored into the described file structure and the new items 
are periodically uploaded into Redis.

<source_type>_< event_type>_<year>/<month>/<day>/<hour>/<min>.json

Physical Sources
-USGS earthquakes
-TRMM rainfalls
-landslide hazards

Social Sources
-Twitter
-Instagram
-YouTube

Filtering
-geo-tagging
-stop words & phrases
-classification

Integration

-grid based loca-
tion estimation
-landslide 
probability for 
each cell

Detected 
landslides

Data Collection

Fig. 1  Overview of system pipeline
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The rainfalls data is available due to the Tropical Rainfall Measuring Mission 
(TRMM) [11]. TRMM is a joint space project between NASA and the Japan 
Aerospace Exploration Agency (JAXA). The mission uses a satellite to collect 
data about tropical rainfalls. TRMM generates various reports based on its data, 
including a list of potential landslide areas due to extreme or prolonged rainfall. 
In particular, it generates reports of potential landslide areas after 1, 3, and 7 days 
of rainfall. The data is provided in HTML format, which LITMUS periodically 
downloads, parses and saves extracted content into data storage for further analy-
sis. TRMM project has been operating since December 1997. However, on July 
8, 2014 pressure readings from the fuel tank indicated that the TRMM satellite is 
near the end of its fuel. The satellite is estimated to be shutdown in February 2016, 
but JAXA may stop distribution of the radar data prior to that date. As of January 
1, 2015 the data is still available.

The seismic feed is provided by the United States Geological Survey (USGS) 
agency [12]. USGS supports multiple feeds of earthquakes with various magni-
tudes. The data is provided in a convenient GeoJSON format, which is a format 
for encoding a variety of geographic data structures. LITMUS uses a real-time 
feed of earthquakes with 2.5 magnitude or higher, which gets updated every 
minute. USGS includes event id, which is used to avoid duplicate records in the 
system.

Global Landslide Hazards Distribution is another physical source that 
LITMUS supports [13]. It provides a 2.5 min grid of global landslide and snow 
avalanche hazards based upon the work of the Norwegian Geotechnical Institute 
(NGI). This source incorporates a range of data including slope, soil, precipitation 
and temperature among others. The hazard values in this source are ranked from 6 
to 10, while the values below are ignored. The reason why this particular source is 
supported is because the landslides detected by LITMUS to occur in the landslide 
hazardous areas are more likely to be determined correctly as opposed to the land-
slides detected to occur in other areas.

2.2  Filtering Component

Geo-tagging. All Social Media supported by LITMUS allow users to disclose 
their location when they send a tweet, post an image or upload a video. However, 
based on the evaluation dataset collected in November 2014 very few users actu-
ally use this functionality. In particular, less than 0.77 % of all tweets are geo-
tagged in our dataset. That is why we analyze the textual descriptions of the items 
from Social Media to see if they mention geographic terms in them.

A common approach implementing this idea is based on the use of a gazet-
teer. A gazetteer is a dictionary that maps geographic terms to geographic coordi-
nates. An exact match of a sequence of words is performed against the gazetteer. 
Since we do not know in advance which particular word or sequence of words is a 
geographic term, all possible sequences are considered. This approach requires the 
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presence of a local and relatively small gazetteer, since requests to remote or large 
gazetteers will significantly slow down the system, as the number of sequences of 
words in a text is very high.

Another weakness of this approach is that gazetteers often have geo terms that 
are common nouns, so they are used in texts a lot. For example, “Goes” is a city in 
Netherlands and “Enterprise” is a city in the United States. Most likely both words 
will be useless geo terms for the purposes of landslide detection and would have 
to be excluded from consideration by the system. Also, many news sources con-
tain geographic terms in them, such as “Boston Globe” or “Jamaica Observer”. A 
geo-tagging algorithm would have to have a list of news sources in order to ignore 
such geographic terms automatically.

This is only a small fraction of issues that would have to be addressed in a 
geo-tagging algorithm based on the use of a gazetteer. Which is why LITMUS 
implements an alternative approach that employs a natural language processing 
technique called named entity recognition (NER).

NER implementations locate and classify elements in a text into pre-defined 
categories, including names of persons, organizations, dates and locations. For 
geo-tagging purposes LITMUS extracts sequences of words recognized as loca-
tions from text. Then it checks the found geo-terms against a local gazetteer. There 
is an open source project called GeoNames that provides a free gazetteer dump 
with more than 10 million places.3 If the geo term is not found there, LITMUS 
makes a remote call to the Google Geocoding API4 to obtain corresponding geo-
graphic coordinates, i.e. latitude and longitude values.

See Experimental Evaluation section for the results of the geo-tagging analysis 
performed by LITMUS during the evaluation period.

Stop words and phrases. During the process of building the ground truth data-
set described below, we noticed that we could almost instantly tell whether a given 
social item was irrelevant to landslide as a natural disaster or not. There were sev-
eral common irrelevant topics discussed in Social Media that were easy to spot 
due to the use of specific words, including “election”, “vote”, “parliament” and 
“Fleetwoodmac”, e.g.:

What does the Republican election landslide mean?: VIRGINIA (WAVY) — What does 
the Republican landslide in the… http://t.co/2Alrs48SwK

Landslide… and every woman in the Tacoma Dome wept with the beautiful 
@StevieNicks @fleetwoodmac #fleetwoodmacworldtour

Another common irrelevant topic is the use of the lyrics from a popular rock 
song from the 70’s to describe a user’s mood at the moment, e.g.:

Well I’ve been afraid of changing cause I built my life around you #LandSlide

In this case instead of a particular stop word, we use excerpts from the lyrics of 
a popular song as a stop phrase instead.

3http://www.geonames.org/.
4https://developers.google.com/maps/documentation/geocoding/.

http://t.co/2Alrs48SwK
http://www.geonames.org/
https://developers.google.com/maps/documentation/geocoding/
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Stop words and phrases are easy to understand and fast to execute. So, 
LITMUS attempts to filter out items using stop words and phrases first before 
applying classification algorithm described next on the remaining items.

Classification algorithm. To decide whether an item from Social Media is 
relevant or irrelevant to landslide as a natural disaster, we propose the following 
approach. The textual description of each item is compared against the texts of 
relevant Wikipedia articles and the texts of irrelevant articles. Then we use the rel-
evance of the article that is most similar to the given item as our decision.

For a list of relevant articles, we use the landslide keywords as Wikipedia con-
cepts, namely landslide, landslip, mudslide, rockfall, and rockslide. These articles 
are downloaded, parsed and all HTML markup is removed, so that only their con-
tent is used for analysis. In addition to these articles, we also use a set of articles 
describing actual occurrences of landslides, mudslides, and rockslides, including 
2014 Pune landslide, 2014 Oso mudslide, and Frank Slide. For a list of irrelevant 
articles, we use the landslide stop words to download the corresponding Wikipedia 
articles, namely Landslide victory, Blowout (sports), Election, Landslide (song), 
and Politics. Similarly, these articles are downloaded, parsed and all HTML 
markup is removed, so that only their texts are used for analysis.

To compute the distance between social items and these Wikipedia articles we 
use a formula named after Swiss Professor Paul Jaccard. He compared how similar 
different regions were based on the following formula:

This formula gives 0 if the sets have no common elements and 1 if they are the 
same. This is the opposite of what we need as a similarity measure, so we use the 
following formula instead:

where A and B are the sets that we want to compare.
Each article is converted to a bag of words representation or more precisely a set of 

words. Each incoming item from Social Media is also converted to a set of words rep-
resentation. Now these sets can be used to compute the Jaccard distance between them.

Using this approach we were able to successfully classify items in November 
2014. Table 1 lists the examples of items from Social Media together with the 
smallest Jaccard distance values and corresponding Wikipedia concepts. See the 
Experimental Evaluation section for more details on the experiment.

2.3  Integration Component

Previously the items from social sources have been geo-tagged and classified as 
either relevant or irrelevant to landslide as a natural disaster. The items from physical 

Number of species common to the two regions

Total number of species in the two regions

Jaccard distance = 1−
Intersection(A,B)

Union(A,B)
,
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sources are already geo-tagged and there is no need to classify them, as they are all 
considered relevant to landslide as a natural disaster. Now that we have the items’ 
geographic coordinates, namely their latitude and longitude values, we want to inte-
grate the data based on those values. One possible way of doing it is to divide the 
surface of the planet into cells of a grid. Items from each source are mapped to the 
cells in this grid based on their latitude/longitude values. Obviously, the size of these 
cells is important, because it can range from the smallest possible size to the one cov-
ering the whole planet. The smaller the cells, the less the chance that related items 
will be mapped to the same cell. But the bigger the cells, the more events are mapped 
to the same cell making it virtually impossible to distinguish one event from another.

Currently we use a 2.5-min grid both in latitude and longitude, which corre-
sponds to the resolution of the Global Landslide Hazard Distribution described 
above. This is the maximum resolution of an event supported by the system at the 
moment.

The total number of cells in our grid is huge as cells are 2.5 min in both latitude 
and longitude, there are 60 min per degree, latitude values range from −90° to +90° 
and longitude values range from −180° to +180°. But the actual number of cells 
under consideration is much smaller, because LITMUS only analyzes non-empty 
cells. For example, there are only 1192 candidate cells during the evaluation month 
of November 2014 as you can see in the Experimental Evaluation section below.

Next we consider each non-empty cell to decide whether there was a landslide 
event there. To calculate the probability of a landslide event w in cell x, we use the 
following weighted sum formula as the strategy to integrate data from multiple 
sources:

P(w|x) =
∑

i

Ri

∑

j POS
x
ij −

∑

j NEG
x
ij −

∑

j STOP
x
ij

∑

i N
x
i

Table 1  Examples of classification of items

Text Jaccard distance Wikipedia concept Decision

Bad weather hampers rescue 
operations at Sri Lanka’s land-
slide http://t.co/vYYgwRL1S6 
#ANN

0.9916317991631799 2014 Pune landslide 1

Bertam Valley still deadly: 
After a mudslide claimed four 
lives and left 100 homeless, the 
danger is far from… http://t.
co/ZiauH2YVvJ

0.9913366336633663 2014 Oso mudslide 1

#bjpdrama World’s knowledge  
in 1 hand site: BJP got landslide
Will India become a 1 party 
state like China Russia http://t.
co/jGhp1j84az

0.9847715736040609 Landslide victory, wave 
election

0

http://t.co/vYYgwRL1S6
http://t.co/ZiauH2YVvJ
http://t.co/ZiauH2YVvJ
http://t.co/jGhp1j84az
http://t.co/jGhp1j84az
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Here, Ri denotes ith sensor’s weight or confidence; POSxij denotes positively clas-
sified items from sensor i in cell x, NEGx

ij denotes negatively classified items from 
sensor i in cell x, STOPx

ij denotes the items from sensor i in cell x that have been 
labeled as irrelevant based on stop words and stop phrases, and Nx

i  denotes the 
total number of items from sensor i in cell x.

In our prototype, we use prior F-measure R as the confidence for each sen-
sor, since F-measure provides a balance between precision and recall, namely 

F-measure = 2 ∗
precision∗recall
precision+recall

. To generate results in the range from 0 to 1, we 

normalize the values of F-measure into a scale between 0 and 1.
Finally, it should be noted that the given formula generates a score between 0 

and 1 that can be used to rank all location cells based on the probability of a land-
slide occurrence there.

3  Experimental Evaluation

In this section, we perform an evaluation of LITMUS using real-world data. In 
particular, we design an experiment to compare the performance of landslide 
detection by LITMUS versus an authoritative source. We show that LITMUS 
manages to detect 41 out of 45 events reported by the authoritative source during 
evaluation period as well as 165 additional locations. We also describe the collec-
tion of the ground truth dataset and provide the details of the dataset collected by 
LITMUS during this period.

3.1  Evaluation Dataset

We select the month of November 2014 as the evaluation period. Here is an over-
view of the data collected by LITMUS during this period—see Table 2.

For each geo-tagged item, LITMUS also computes its cell based on its lati-
tude and longitude. The total number of cells during the evaluation period is equal 
to 1192. Hence, there are 1192 candidate locations that LITMUS has to mark as 
either relevant or irrelevant to landslide as a natural disaster.

Table 2  Overview of 
evaluation dataset

Social media Raw data Geo-tagged 
data

Twitter 83,909 13,335

Instagram 2026 460

YouTube 7186 2312
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3.2  Ground Truth Dataset

In order to collect the ground truth dataset for the month of November, we con-
sider all items that are successfully geo-tagged during this month. For each such 
geo-tagged item, we compute its cell based on its latitude and longitude values. 
All cells during November represent a set of candidate events, which is 1192 as 
shown above. Next we group all geo-tagged items from Social Media by their cell 
values. For each cell we look at each item to see whether it is relevant to landslide 
as a natural disaster or not. If the item’s textual description contains URL, then we 
look at the URL to confirm the candidate item’s relevance to landslides. If the item 
does not contain a URL, then we try to find confirmation of the described event on 
the Internet using the textual description as our search query. If another trustwor-
thy source confirms the landslide occurrence in that area then we mark the cor-
responding cell as relevant. Otherwise we mark it as irrelevant. It should be noted 
that we consider all events reported by USGS as ground truth as well.

Overall, there are 212 cells that we marked as relevant. The following are a few 
examples of social activity related to the events in those cells:

Landslide on route to Genting Highlands: PETALING JAYA: A landslide occurred at 
4.2KM heading towards Genting… http://t.co/AYfCKy6H2n

Major back up on HWY 403 Toronto bound in Hamilton due to mudslide. ALL lanes 
closed at 403 between Main & York. http://t.co/QcRJdjydR1

Trains cancelled between Par and Newquay due to landslip http://t.co/IcGsdS3y5r

3.3  Comparison of Landslide Detection Versus Authoritative 
Source

In November 2014 USGS posted links to 45 articles related to landslides.5 
LITMUS detects events described in 41 of them, i.e. over 90 % of events reported 
by the authoritative source were detected by our system. In addition to 41 loca-
tions described in these articles, LITMUS managed to detect 165 locations unre-
ported by USGS during this period.

Hence, there are only 4 events reported by USGS that were missed by LITMUS 
during this period. Next we provide explanation why LITMUS did not detect the 
events described in these articles.

Out of these 4 articles, 2 did not report recent natural disasters. In particular, 
one article suggests that Bilayat grass, also called trap grass, can be used to prevent 
landslides in the hills of Uttarakhand.6 The other article describes the reopening of 

5http://landslides.usgs.gov/recent/index.php?year=2014&month=Nov.
6http://timesofindia.indiatimes.com/city/dehradun/Now-a-grass-that-could-prevent-landslides/arti
cleshow/45196678.cms.

http://t.co/AYfCKy6H2n
http://t.co/QcRJdjydR1
http://t.co/IcGsdS3y5r
http://landslides.usgs.gov/recent/index.php?year=2014&month=Nov
http://timesofindia.indiatimes.com/city/dehradun/Now-a-grass-that-could-prevent-landslides/articleshow/45196678.cms
http://timesofindia.indiatimes.com/city/dehradun/Now-a-grass-that-could-prevent-landslides/articleshow/45196678.cms
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the Haast Pass in New Zealand.7 It was closed nightly since a major slip last year 
and it will stay open due to a three-net system that protects the pass against rock 
fall.

The third article describes a minor event that did not receive much attention in 
Twitter, Instagram or YouTube. In particular, this article is a link to an image in 
Wikipedia of a minor rock fall on Angeles Crest Highway in California.8

Finally, the fourth article is about a route in Costa Rica that remains closed due 
to recent landslides in that area.9 There were many tweets on this subject in 
Spanish, but not much activity in English. LITMUS currently supports English 
language only, which is why it missed this event. We are already working on add-
ing support for other languages, including Spanish. See Conclusion and Future 
Work section for more details.

As we mentioned earlier, LITMUS detected 165 locations unreported by the 
authoritative source during this period. The reasons why LITMUS manages to 
detect more landslide events than the authoritative source are twofold. On the 
one hand we claim that our approach is comprehensive as it is fully automated, 
so it processes all items from each supported data source as opposed to a manual 
approach where an expert may miss an event due to a human error or human lim-
its. On the other hand LITMUS integrates multiple sources in its analysis, both 
physical and social, and we plan to add more sources over time. See Conclusion 
and Future Work section for more details.

Overall, LITMUS detected 41 locations reported by USGS and 165 locations 
more, which is 206 locations out of 212 total ground truth locations, i.e. a land-
slide detection rate of over 97 % during this period.

4  Related Work

Event analysis using Social Media received a lot of attention from the research 
community recently. Guy et al. [14] introduced Twitter Earthquake Dispatcher 
(TED) that gauges public’s interest in a particular earthquake using bursts in social 
activity on Twitter. Sakaki et al. [1] applied machine learning techniques to detect 
earthquakes by considering each Twitter user as a sensor. Cameron et al. [15] 
developed platform and client tools to identify relevant Twitter messages that can 
be used to inform the situation awareness of an emergency incident as it unfolds. 
Musaev et al. [5–7] introduced a landslide detection system LITMUS based on 
integration of multiple social and physical sources. We provide an overview of 
LITMUS implementation in this work, demonstrate its advantages using a recent 
evaluation period and describe enhancements made.

7http://www.radionz.co.nz/news/regional/258610/pass-reopens-with-rock-fall-protection.
8http://en.wikipedia.org/wiki/File:Minor_rockfall_on_Angeles_Crest_Highway_2014-11-05.jpg.
9http://thecostaricanews.com/route-27-remains-closed-due-to-landslides.

http://www.radionz.co.nz/news/regional/258610/pass-reopens-with-rock-fall-protection
http://en.wikipedia.org/wiki/File:Minor_rockfall_on_Angeles_Crest_Highway_2014-11-05.jpg
http://thecostaricanews.com/route-27-remains-closed-due-to-landslides
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Document classification or document categorization is one of the most stud-
ied areas in computer science due to its importance. The problem is to assign a 
document to one or more classes or categories from a predefined set. Sakaki 
et al. [1] described a real-time earthquake detection system where they classi-
fied tweets into relevant and irrelevant categories using a support vector machine 
based on features such as keywords in a tweet, the number of words, and their 
context. Musaev et al. [6] improved the overall accuracy of supervised classifica-
tion of tweets by converting the filtering problem of each item to the filtering prob-
lem of the aggregation of items assigned to each event location. Gabrilovich and 
Markovitch [16, 17] proposed to enhance text categorization with encyclopedia 
knowledge, such as Wikipedia. Each Wikipedia article represents a concept, and 
documents are represented in the feature space of words and relevant Wikipedia 
concepts. Their Explicit Semantic Analysis (ESA) method explicitly represents the 
meaning of any text as a weighted vector of Wikipedia-based concepts and identi-
fies the most relevant encyclopedia articles across a diverse collection of datasets. 
In our work we identify two classes of Wikipedia articles that contain either rel-
evant or irrelevant to landslides articles. Then we use Jaccard distance instead of a 
weighted vector to find the most similar article to a given social item. Finally we 
use the article’s class as a decision for the social item’s relevance to landslides.

Accurate identification of disaster event locations is an important aspect for 
disaster detection systems. The challenge for Social Media based analysis is that 
users do not disclose their location when reporting disaster events or that they 
may use alias or location names in different granularities in messages resulting in 
inaccurate location information. Cheng et al. [18] proposed and evaluated a proba-
bilistic framework for estimating a Twitter user’s city-level location based on the 
content of tweets, even in the absence of any other geospatial cues. Hecht et al. 
[19] showed that 34 % of users did not provide real location information, and they 
also demonstrated that a classifier could be used to make predictions about users’ 
locations. Sultanik and Fink [20] used an indexed gazetteer for rapid geo-tagging 
and disambiguation of Social Media texts. Musaev et al. [7] evaluated three geo-
tagging algorithms based on the use of gazetteer and named entity recognition 
approaches. In our work we employ the named entity recognition approach to 
identify all location entities mentioned in Social Media first. Then we use a public 
gazetteer to retrieve geographic coordinates for the found locations. If there is no 
match in the gazetteer, then LITMUS uses the Google Geocoding API to convert 
locations into geographic coordinates.

5  Conclusion and Future Work

In this chapter, we described and evaluated a prototype implementation of a land-
slide detection system called LITMUS, which combines multiple physical sensors 
and Social Media to handle the inherent varied origins and composition of multi-
hazards. LITMUS integrates near real-time data from USGS seismic network, 
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NASA TRMM rainfall network, Twitter, YouTube, Instagram as well as a global 
landslide hazards map. The landslide detection process consists of several stages 
of Social Media filtering and integration with physical sensor data, with a final 
ranking of relevance by integrated signal strength. Our results demonstrate that 
with such approach LITMUS detects 41 out of 45 reported events as well as 165 
events that were unreported by the authoritative source during the evaluation 
period.

As we showed in the Experimental Evaluation section, LITMUS missed four 
events reported by USGS in November 2014. One of the events did not have much 
activity in English, but it did receive more attention in Spanish as it occurred in 
Costa Rica. That is why we are already working on adding support to LITMUS for 
event detection in other languages, including Spanish and Chinese. The data from 
Social Media in different languages can be considered as additional data sources, 
which will increase the coverage of event detection by LITMUS. It should also 
be noted that different languages have varying amounts of noise depending on the 
used keywords. For example, a “mudslide” in Russian is “oпoлзeнь”. We were 
surprised to find that the overwhelming majority of items in Social Media contain-
ing this word are relevant to mudslide as a natural hazard, which is an interesting 
fact that we plan to explore.

One of our objectives in this project is to analyze the possibility of predicting 
landslides in LITMUS. We have been collecting data in LITMUS since August 
2013. Our plan is to eventually be able to predict landslide events based on the 
data from multiple sources, both physical and social. Landslides are an illustra-
tive example of a multi-hazard disaster and we plan to study the possibility of pre-
dicting landslides in LITMUS using not only real-time data feeds from multiple 
sources, but also historical data that we collected.

We also believe that comprehensive and real-time information about landslide 
events can be useful not only to government agencies, but also research and jour-
nalism communities. That is why we are developing an automated notification sys-
tem that people and organizations can subscribe to in order to receive real-time 
information on major landslides. This service will provide all relevant informa-
tion collected by LITMUS, including tweets, images and videos related to each 
detected event.

Finally, the prototype landslide detection system LITMUS is live and openly 
accessible,10 collecting data and displaying detection results in real-time for con-
tinued evaluation and improvement of the system.
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