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Abstract Clustering or classification of data described by categorical attributes is

a challenging task in data mining. This is because it is difficult to define a measure

between pairs of values of a categorical attributes. The difficulty arises due to lack

of ordering information between various pairs of categorical attributes. In this paper

we introduce a Hybrid Approach which combines set based context selection with

distance computation using KL divergence method. In the literature context based

approaches have been introduced recently. Current approaches look at categorical

attributes individually, however our approach proposes a novel scheme inspired from

information theory. We consider the interdependence redundancy measure to select

the significant attributes for context selection. The proposed approach gives encour-

aging results for low dimensional benchmark UCI datasets with k-nearest neighbor

classifier based on the proposed measure. On these datasets the proposed measure

performed well in comparison to other distance measures while using various clas-

sifiers such as SVM, Naive Bayes and C4.5.
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1 Introduction

Similarity or distance between two objects plays a significant role in many data min-

ing and machine learning tasks like classification, clustering and outlier detection.

In general distance computation is a built-in step for these learning algorithms and

different distance measures can be conveniently used. However the effectiveness of
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the proposed distance measure/metric usually has significant influence on the tasks

like classification and clustering.

For numerical data sets, the distance computation is well understood and most

commonly used measures such as minkowski distance, mahalanobis distance can

be applied. However, measuring similarity or distance is not straight forward for

categorical data sets as there is no explicit ordering of categorical values and it is

very difficult to determine how much one symbol differs from another. By categorical

data we mean the values that are nominal e.g. color = {black, blue, green} or ordinal

e.g. size = {small, large, verylarge}.

In this paper we study the similarity/distance measures for categorical data objects

and propose a hybrid approach, based on Set based Context Selection (SBCS) and

distance computation on the context using KL divergence method. In our Hybrid

Approach (HA) context for each attribute refers to the subset of attributes which

gives some contextual interpretation over the attribute set.

The proposed approach can well quantify the distance in supervised learning envi-

ronment. In this paper we also focus on a data driven methods for selecting a good

context for a given attribute. We provide information theoretic approaches for con-

text selection of each and every attribute. The underlying assumption in our approach

is that if the similarity function has high value for the given context, then the objects

represented by the given context description are similar. Recently, increasing atten-

tion is being paid to find the grouping structure/classification of categorical data.

The rest of the paper is organized as follows: In Sect. 2 we discuss the state of the

art in categorical similarity/dissimilarity measures. In Sect. 3 we present the theo-

retical details of Hybrid Approach. In Sect. 4 we present the technical details and in

Sect. 5 we present the results of set of experiments on low dimensional UCI bench-

mark datasets.

2 Background

According to Michalski [16], the conventional measures of similarity are “Context-
free” i.e. the distance between any two data objects X and Y is a function of these

points only, and does not depend on the relationship of these points to other data

points.

Similarity(X,Y) = f (X,Y)

Context-free similarity measures may be inadequate in some clustering/classification

problems. Hence recent approaches for finding similarity measures include “Context-
sensitive” methods, where

Similarity(X,Y) = f (X,Y,Context)

Here the similarity between X and Y depends not only on X and Y, but also on the

relationship of X and Y to other data points, represented by Context.
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In a user driven approach context refers to the subset of attributes of interest and

is application dependent.

Pearson’s [17] Chi-square statistic was often used in the late 1800s to test the inde-

pendence between categorical variables in a contingency table. Sneath and Sokal

[19] were among the first to put all the similarity measures together. The conven-

tional methods of similarity measures used to binarize the attribute values where bit

1 indicates the presence and bit 0 indicates absence of a possible attribute value. After

obtaining binary vectors, binary similarity measures are used to apply on them. The

major drawback is transforming objects into a binary vector may leave many minute

insights in to the dataset. The most Commonly used similarity measures for categor-

ical data is overlap, where similar values are assigned a distance of 1, and dissimilar

values are assigned a distance of 0. The drawback with this measure is, it does not

distinguish the different values taken by an attribute.

In general the similarity measures for categorical data are categorized based on

how they utilize the context of the given attributes. There are several supervised and

unsupervised measures from the literature are existing to find the similarity between

categorical feature values.

∙ The supervised similarity measures do consider the class attribute information.

The supervised measures are further divided into learning, non-learning

approaches. The learning approaches can be IVDM [21], WVDM [21], Learned

Dissimilarity measure [22]. The non-learning approaches can be VDM [20],

MVDM [7].

∙ The unsupervised similarity measures do not consider the class attribute informa-

tion. These measures are further classified into Probabilistic, Information theo-

retic, and Frequency based approaches.

– Probabilistic approaches: Goodall [9], Smirnov [18], Anderberg [2].

– Information theoretic approaches: Lin [15], Lin1 [4], Burnaby [6].

– Frequency based approaches: OF [11], IOF [11].

Boriah et al. [4] classified the similarity measures based on the storage mechanism

of similarity values in the similarity matrix, parameters used to propose the measure

and based on the weight of the frequency of the attribute values.

Jierui Xie [22] proposed a learning algorithm, which learns a dissiimilarity mea-

sure by mapping each categorical value into random numbers. This learning algo-

rithm is guided by the classification error for effective classification of the data

points.

The taxonomy of various distance/similarity measures for categorical data is

explored in [1].

Apart from these categories of similarity measures, recent attention has been paid

to context-based approaches. Dino et al. [10] present a context based approach to

compute distance between pair of values of a categorical data. They proposed a dis-

tance learning framework for context selection and validated in a hierarchical clus-

tering algorithm.
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Zeinab et al. [12] proposed a novel approach for distance learning based on the

context information. This method is also used to compute dissimilarity between

probability distributions. Both these approaches use the context information for dis-

similarity computation.

We extend the current context based approaches by introducing a Hybrid

Approach which utilizes information-theoretic measures. The proposed approach is

explored in Sect. 3.

3 Proposed Hybrid Approach

In this section we present a Hybrid Approach for computing distance between any

pair of values of a categorical attribute. We also introduce “Set Based Context Selec-

tion Algorithm” (SBCS) for the effective selection of the context followed by calcu-

lating the distance by using KL divergence [13, 14] method. Our Hybrid Approach

is formulated based on the following two steps.

1. Set Based Context Selection: This method selects a subset of correlated features

based on a given attribute. i.e., selection of a meta attribute set of a given attribute

which is relevant in terms of information theoretic measure is calculated in this

step.

2. Distance Computation: Computation of the distance measure between pair of val-

ues of an attribute using the meta attributes set defined in the previous step. KL

divergence method is applied on the context to measure the difference between

the probability distributions.

The essential premise in formulating this algorithm is with an open minded, fair-

ness in the importance of the attributes, it excludes weightage or bias towards a cer-

tain set of attributes, unless it is explicitly defined in the context.

The notations used in this algorithm are as follows: Consider the set F = {A1,A2,

…Am} of m categorical attributes and let the set of instances set D = {X1,X2 …Xn}.

We denote by a lower case letter ai𝜖Ai, a specific value of an attribute Ai.

3.1 Set Based Context Selection

The selection of a good context is not trivial, when data are high dimensional. In the

SBCS, we use mutual information normalized with joint entropy to get the context

for each and every attribute.

The Set Based Context Selection Algorithm which we propose considers a score

for each feature independently of others. A useful and relevant set of features may

not only be individually relevant but also may not be redundant with respect to each

other. The selecting criterion of a context is based on the relevance index which

quantifies whether a particular feature can be included in a context set or not.
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In the following sub section we introduce some basic concepts of information

theoretic measures followed by how they are utilized to tackle the problem of context

selection.

3.2 Entropy and Mutual Information

The entropy of a random variable [8], is the fundamental unit of information which

quantifies the amount of uncertainty present in the distribution of the random vari-

able.

The entropy of a random variable Ai is defined as,

H(Ai) = −
∑

k𝜖Ai

p(aik)log2p(a
i
k) (1)

where p(aik) is the probability of value of ak of attribute Ai.

The entropy of a random variable can be conditioned on other variables. The

conditional entropy of Ai given Aj is,

H(Ai|Aj) = −
∑

k𝜖Aj

p(ajk)
∑

l𝜖Ai

p(ail|a
j
k)log2p(a

i
l|a

j
k) (2)

where p(ail|a
j
k) is the probability that Ai = al after observing the value Aj = ak. This

can be interpreted as the amount of uncertainty present in Ai after observing the

variable Aj.

The amount of Information shared between Ai and Aj, which is also called as mutual

information is defined by,

I(Ai;Aj) = H(Ai) − H(Ai|Aj) (3)

This is the difference between two entropies which can be interpreted as the amount

of uncertainty in Ai which is removed by knowing Aj.

The mutual information between two attributes also measures the average reduction

in uncertainty with another attribute. A smaller value of mutual information indi-

cates lesser dependence and a larger value of mutual information indicates greater

dependence.

The main drawback of using this measure is that the mutual information value

increases with the number of distinct values that can be chosen by each attribute. To

overcome this problem Au et al. [3] proposed interdependence redundancy measure

where mutual information is normalized with joint entropy, which is defined as,

IDR(Ai,Aj) =
I(Ai;Aj)
H(Ai,Aj)

(4)
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where the joint entropy H(Ai,Aj) is calculated as,

H(Ai,Aj) = −
∑

k𝜖Ai

∑

l𝜖Aj

p(aik, a
j
l)log2p(a

i
k, a

j
l) (5)

According to [3] the interdependence measure evaluates the degree of dependency

between two attributes. Unlike mutual information, where the number of possi-

ble values which an attribute can take effect, the interdependency measure has no

effect on the number of distinct values taken by an attribute. Hence IDR measure

is considered as more ideal index to rank the attributes in terms of dependency.

IDR(Ai,Aj) = 1 means that the attributes Ai and Aj are dependent on each other while

IDR(Ai,Aj) = 0 indicates that the attributes are statistically independent. When the

value of IDR lies between 0 and 1 the attributes are partially independent. By using

this IDR measure, we can maintain a m × m matrix IDR to store the dependency

degree of pair of attributes.

For each and every attribute Ai we find all the attributes that have interdependency

with it and store them in a context set. In order to not to unnecessarily increase the

size of the context set we introduce a threshold t to include the significant attributes

in the context set.

context(Ai) =
{
Ak|IDR(Ai;Ak > t,Ai,Ak𝜖F)

}
(6)

It is being conjectured that for lower values of threshold t we may obtain higher

values of classification accuracy. However for larger values of the threshold the clas-

sification accuracy may drop.

The relationship between these quantities is explored in [5] and can be observed

from the Fig. 1.

Fig. 1 Relationship of

various information-theoretic

measures
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To get the context of a given attribute we make use of these information-theoretic

measures by adding/removing the relevant features in the context set.

3.3 Distance Computation

The distance between pair of values (xj, yj) of a categorical attribute Aj is formulated

using KL divergence method as,

dAj
(xj, yj) =

∑

Ai𝜖context(Aj)

∑

vi𝜖Ai

p(vi|xj)log
p(vi|xj)
p(vi|yj)

+ p(vi|yj)log
p(vi|yj)
p(vi|xj)

(7)

The distance defined above depends on the meta attribute set associated to each

attribute, where meta attribute set is derived from the SBCS algorithm. The dissim-

ilarity between two probability distributions using KL divergence is symmetric, and

hence the distance between pair of values of an attribute is also symmetric.

Let X and Y be two instances of the dataset then the above calculated pairwise

distance between attribute values is embedded in the total distance as,

D(X,Y) =
m∑

j=1
dAj

(xj, yj) (8)

4 Hybrid Approach Implementation

In this section we introduce the algorithmic details for the implementation of

(i) Set Based Context Selection and (ii) Distance Computation of Hybrid Approach.

In Algorithm 1 we propose interdependence redundancy based context selection

for each attribute in the feature set. Initially the selected set S is empty and the uns-

elected set US is the set of all features from the feature set. At line 6 this algorithm

selects an attribute to be included in the context set based on the threshold t and

at line 8, it deselects the attribute from the unselected set US. When the context is

chosen for a given attribute Distance Computation function computes the distance

matrix between each pair of values of the attribute.

In Algorithm 2 distance measure is computed between pair of values of Ai𝜖F
using context set derived from the first step of the Hybrid Approach.

The total distance between two objects is then calculated by using Eq. 8 defined

in Sect. 3.3.
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Algorithm 1 Hybrid Algorithm

1: procedure HYBRID APPROACH(D,F)

2: selectedSet S = {};

3: unselectedSet US = {A1,A2...Am};

4: For each pair of attributes (Ai,Aj), (i, j)𝜖{1, 2, ...,F}) calculate IDR(Ai,Aj)
according to Eq. 4

5: for all Ai𝜖F do
6: a. Find the feature Ak from the US such that IDR(i, k) > t
7: b. insert(Ak,S)
8: c. remove(Ak,US)
9: d. contextSet(Ai) = S

10: end for
11: DistanceMatrixAi

= calculateDistance(Ai, contextSet(Ai));
12: return DistanceMatrixAi
13: end procedure

Algorithm 2 Distance Computation

1: procedure CALCULATEDISTANCE(Aj,Context(Aj))
2: for all xj, yj𝜖Aj do
3: if xj ≠ yj then
4:

dAj
(xj, yj) =

∑

Ai𝜖context(Aj)

∑

vi𝜖Ai

p(vi|xj)log
p(vi|xj)
p(vi|yj)

+ p(vi|yj)log
p(vi|yj)
p(vi|xj)

5: else
6: dAj

(xj, yj) = 0
7: end for
8: return dAj

9: end procedure

5 Experimental Results

To evaluate the proposed Hybrid Approach, we compare our approach with other

base-line similarity measures explored in Sect. 2 and with the other classifiers. We

present results on 5 benchmark categorical datasets, which are taken from the UCI

machine learning repository (Table 1).

5.1 Results Description

We compare our Hybrid Approach with the 5 similarity measures Overlap, Lin,

Gambaryan, OF, IOF described in Sect. 2. We evaluate the classification accuracy of

the nearest neighbor classifier (k = 7) with five fold cross validation. The last row of

the Tables 2 and 3 gives the average performance over all the datasets. In summary
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Table 1 Dataset description

Dataset Size Dimension Attributes and symbols No.of classes

Mushroom 8124 22 Various sizes from 2 to 12, e.g.

cap − surface =
{fibrous, grooves, scaly, smooth}

2

Tic-tac-toe 958 9 Each attribute takes on {x, o, b} 2

Balance scale 625 4 Each attribute takes on {1, 2, 3, 4, 5} 3

Car

evaluation

1728 6 Each attribute takes different values

e.g.

buying = {vhigh, high,med, low}

4

Hayes-Roth 160 5 Each attribute takes on different

values e.g. hobby = {1, 2, 3}
3

Table 2 Performance comparison with various similarity measures with knn (k = 7)

Dataset Overlap Lin Gambaryan OF IOF HA

Mushroom 100 98.75 53.00 98.9 99.95 97.23

Tic-tac-toe 82.35 97.30 80.45 72.49 95.13 92.34

Balance

Scale

72.31 72.21 72.32 73.59 72.34 85.12

car

Evaluation

88.34 93.10 83.20 92.43 87.13 90.46

Hayes-Roth 68.50 71.00 67.52 60.00 65.50 83.55
Average 82.3 86.472 71.298 79.482 84.01 89.74

Table 3 Performance comparison with various classifiers

Dataset SVM NB C4.5 HA

Mushroom 100 96.5 100 98

Tic-tac-toe 77 75.34 84.12 92
Balance scale 95.5 96.3 73 88.21

Car evaluation 88.2 92.1 96.51 95.35

Hayes-Roth 64 68.5 71 80
Average 84.94 85.748 84.926 90.712

the proposed Hybrid Approach achieves best rank in two datasets namely Balance

Scale and Hayes Roth and stands best on average classifier accuracy.

We also compare our Hybrid Approach with the algorithms implemented in

Weka 3.6.10 including SVM, C4.5 and Naive Bayes (NB). Our method uses the set

based context selection with KL divergence as a distance measure whereas the other
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methods use the Euclidean distance with simple matching between categorical objects.

As shown in Table 3, the Hybrid Approach performs better in Tic-Tac-Toe and

Hayes-Roth and stands best in average performance with 5 datasets.

6 Conclusions

In this paper we propose a hybrid approach to measure similarity between cate-

gorical attribute values. This algorithm uses Set Based Context Selection method

inspired from information-theoretic measures. We tested our approach on five bench-

mark datasets from UCI machine learning repository. The proposed approach gives

promising results for low-dimensional datasets.

The proposed approach gives superior results for datasets with dimensionality

approximately below 10. Computation of context selection is very expensive for high

dimensional datasets. This is a limitation of the proposed approach. We are exploring

generalization of dimensionality reduction techniques for categorical attributes so

that the proposed approach can be combined with these methods in future. We also

investigate the impact of the threshold parameter t on the proposed distance measure

for large datasets in future.
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