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Preface

This volume presents the research papers presented in the 5th International
Conference Fuzzy and Neuro Computing (FANCCO) held during 17–19 December
2015 and hosted by Institute for Development and Research in Banking Technol-
ogy (IDRBT), Hyderabad, India. It brought together researchers from academia and
industry to report the latest cutting-edge research made in the areas of fuzzy
computing, neuro computing and hybrid neuro-fuzzy computing in the paradigm of
soft computing or computational intelligence.

We are grateful to Dr. Y.V. Reddy, former Governor, Reserve Bank of India, for
inaugurating the conference. Five internationally renowned experts from four
countries, namely Prof. Nikola Kasabov, Auckland University of Technology, New
Zealand; Prof. Vipin Kumar, University of Minnesota, USA; Prof. Tadihiko
Murata, Osaka University, Japan; Prof. Dipti Srinivasan, National University of
Singapore, Singapore and Prof. Raghuram Krishnapuram, Xerox Research India
delivered keynotes on cutting-edge topics. Further, two pre-conference tutorials
from internationally acclaimed Indian professors, Prof. B. Yagnanarayan and
Prof. M. Narisimha Murty, respectively, from IIIT, Hyderabad and IISc, Bangalore
were organized. We sincerely thank all the keynote speakers for having come from
distant places to be present in the conference and sharing their invaluable knowl-
edge and experience. We are also thankful to the tutorial speakers for readily
accepting our request and delivering highly informative and thought-provoking
tutorials.

After a rigorous academic review of the 68 submissions from all over the world,
the International Programme Committee members and some additional reviewers
selected 27 papers for presentation at the conference. We sincerely thank all the PC
members and additional expert reviewers for their unwavering support and putting
enormous efforts in reviewing and accepting the papers. Without their untiring
efforts and the contributing authors, the conference would not have been possible.
There are seven papers from outside India, including countries such as USA,
Russia, Hungary, New Zealand, Palestine, Fiji Islands, etc.

The entire process of submission, refereeing, e-communication of
decision-making of the PC for accepting the papers was done through the
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EasyChair system. We thank the administrators and creators of EasyChair for
providing a highly configurable conference management system.

The accepted papers have a good, balanced mix of theory and applications. The
techniques ranged from fuzzy neural networks, decision trees, spiking neural net-
works, self-organizing feature map, support vector regression, adaptive neuro-fuzzy
inference system, extreme learning machine, fuzzy multi-criteria decision-making,
machine learning, web usage mining, Takagi–Sugeno Inference system, extended
Kalman filter, Goedel-type logic, fuzzy formal concept analysis, biclustering, etc.
The applications ranged from social network analysis, twitter sentiment analysis,
cross-domain sentiment analysis, information security, education sector, e-learning,
information management, climate studies, rainfall prediction, brain studies, bioin-
formatics, structural engineering, sewage water quality, movement of aerial vehi-
cles, etc.

We are grateful to the Microsoft, India for being the Platinum sponsor and
Teradata, India for being the Silver sponsor of the conference. We thank the IEEE
Computer Society, Hyderabad Section and IEEE Computational Intelligence
Society, Hyderabad Section for technically sponsoring the conference. We thank
the Honorary Chair, Prof. Janusz Kacprzyk and general Chairs Prof. N.R. Pal, ISI
Calcutta, Kolkata and Prof. Kalyanmoy Deb for their encouragement and support.

We thank the steering committee for providing IDRBT an opportunity to host
the conference. We thank the local organizing committee at IDRBT which included
Dr. B.M. Mehtre, Dr. Rajarshi Pal, Dr. P. Syam Kumar, Prof. Atul Negi,
Dr. M. Naresh Kumar, G. Raghuraj, V. Belurgikar, P. Ratnakumar, S. Rashmi Dev,
K.V.R. Murty, K. Srinivas, the administration, estate division, accounts division,
library, publication division, housie keeping and security division for supporting
and ensuring the successful organization of the conference. We profusely thank
Dr. A.S. Ramasastri, Director, IDRBT for providing unflinching support to the
overall conduct of the conference right from the concept stage through the suc-
cessful organization without which it would not have been possible to conduct the
conference.

Last but not least, we are thankful to Dr. Thomas Ditzinger from Springer for
readily agreeing to publish the proceedings in the AISC series and also his team for
preparing the proceedings very carefully well within time for the conference.

December 2015 Vadlamani Ravi
Bijaya Ketan Panigrahi

Swagatam Das
Ponnudurai Nagaratnam Suganthan
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Tweet Sentiment Classification Using
an Ensemble of Machine Learning
Supervised Classifiers Employing
Statistical Feature Selection Methods

K. Lakshmi Devi, P. Subathra and P.N. Kumar

Abstract Twitter is considered to be the most powerful tool of information
dissemination among the micro-blogging websites. Everyday large user generated
contents are being posted in Twitter and determining the sentiment of these contents
can be useful to individuals, business companies, government organisations etc.
Many Machine Learning approaches are being investigated for years and there is no
consensus as to which method is most suitable for any particular application.
Recent research has revealed the potential of ensemble learners to provide improved
accuracy in sentiment classification. In this work, we conducted a performance
comparison of ensemble learners like Bagging and Boosting with the baseline
methods like Support Vector Machines, Naive Bayes and Maximum Entropy
classifiers. As against the traditional method of using Bag of Words for feature
selection, we have incorporated statistical methods of feature selection like Point
wise Mutual Information and Chi-square methods, which resulted in improved
accuracy. We performed the evaluation using Twitter dataset and the empirical
results revealed that ensemble methods provided more accurate results than baseline
classifiers.

Keywords Bagging ⋅ Boosting ⋅ Ensemble learners ⋅ Entropy ⋅ Naïve
bayes ⋅ Sentiment classification ⋅ SVM
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1 Introduction

Micro-blogging websites have become valuable source of information which varies
from personal expressions to public opinions. People post status messages about
their life, share opinions on their political and religious views, express support or
protest against social issues, discuss about products in market, education, enter-
tainment etc. Hence micro-blogging websites have become a powerful platform for
millions of users to express their opinion. Among all micro-blogging websites, the
most popular and powerful tool of information dissemination is Twitter launched in
October 2006, which allows users to post free format textual messages called
tweets. Owing to the free format of messages, users are relieved from concerning
about grammar and spelling of the language. Hence Twitter allows short and fast
posting of tweets where each tweet is of length 140 characters or less. These tweets
are indicative of views, attitudes and traits of users and therefore they are rich
sources of sentiments expressed by the people. Detecting those sentiments and
characterizing them are very important for the users and product manufacturers to
make informed decisions on products. Hence Twitter can be labeled as a powerful
marketing tool. Recently, there has been a shift from blogging to micro-blogging.
The reason for this shift is that micro-blogging provides faster mode of information
dissemination when compared to blogging. Since there is restriction on the number
of characters allowed, it reduces users’ time consumption and effort for content
generation. Another major difference is that the frequency of updates in micro
blogging is very high when compared to blogging due to shorter posts [1].

Sentiment classification of social media data can be performed using many
Machine Learning (ML) algorithms among which Support Vector Machine (SVM),
Naive Bayes (NB), Maximum Entropy (Maxent) are widely used. These baseline
methods use Bag Of Words (BOW) representation of words, where frequency of
each word is used as a ‘feature’ which is fed to the classifier. These models ignore
the word order but maintain the multiplicity. Ensemble techniques have gained
huge prominence in the Natural Language Processing (NLP) field and they have
been proved to provide improved accuracy. This is achieved by combining different
classifiers which are trained using different subsets of data, resulting into a network
of classifiers which can be further used to perform sentiment classification [2]. The
major limitation associated with ensemble learners is that the training time is very
huge since each of the classifiers must be individually trained. This increases the
computational complexity as the dimensionality of the data increases. Therefore,
the ensemble learning techniques are employed where the data has fewer number of
dimensions and also when maximum possible accuracy of classification is a
mandatory requirement [2].

In this work, we mainly focus on the sentiment classification of tweets using
ensemble learners like Bagging and Boosting and performed a comparative analysis
with base learners viz. SVM, NB and Maxent classifiers. We have employed
Twitter dataset in this work and the results demonstrate that the ensemble methods
outperformed baseline methods in terms of accuracy. We have adopted statistical

2 K.L. Devi et al.



feature selection methods like Point wise Mutual Information (PMI) and Chi-square
methods for selecting the most informative features which are then fed to the
classifier models. The rest of the paper is organized as follows: Sect. 2 discusses the
related work. Section 3 describes the proposed system, feature selection methods,
baseline methods and ensemble learners. Section 4 describes the implementation
details and experiments. The results and analysis is given in Sect. 5. The conclusion
and future enhancements of the paper are given in Sect. 6.

2 Related Work

Sentiment Analysis (SA) can be broadly classified into three: Sentence level SA,
Document level SA and Aspect level SA [3]. The document level SA considers a
single whole document as the fundamental unit assuming that the entire document
talks about a single topic. The sentence level SA can be considered as a slight
variation of document level SA where each sentence can be taken as a short
document [4]. Each sentence can be subjective or objective and SA is performed on
the subjective sentences to determine the polarity i.e., positive or negative. Aspect
level SA [5] is performed when we have to consider different aspects of an entity.
This is mostly applicable in the SA of product reviews, for example: “The battery
life of the phone is too low but the camera quality is good”. SA can be performed in
other levels of granularity like clause, phrase and word level depending on the
application under consideration. The sentiment classification approaches can be
divided into three

• Machine Learning (ML) approach
• Lexicon Based approach
• Hybrid approach.

2.1 Machine Learning (ML) Approach

In machine learning approach, different learning algorithms like NB, SVM, Maxent
etc., use linguistic features to perform the classification. The ML approaches can be
supervised, where a labeled set of training data is provided, or unsupervised which
is used where it is difficult to provide labeled training data. The unsupervised
approach builds a sentiment lexicon in an unsupervised way and then evaluates the
polarity of text using a function that involves positive, negative and neutral indi-
cators [6]. The major goal aim of a semi-supervised learning approach is to produce
more accurate results by using both labeled and unlabeled data [7]. Even though
there exist unsupervised and semi-supervised techniques for sentiment classifica-
tion, supervised techniques are considered to have more predictive power [6].
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2.2 Lexicon Based Approach

This approach is based on the already available pre compiled collection of senti-
ment terms which is called as ‘sentiment lexicon’. This approach aims at discov-
ering the opinion lexicon and is classified into two: the dictionary based approach
and corpus based approach. The dictionary-based approach works by considering
some seed words which is a predefined dictionary that contains positive and neg-
ative words for which the polarity is already known. A dictionary search is then
performed in order to pick up the synonyms and antonyms of these words and it
then adopts word frequency or other measures in order to score all the opinions in
the text data. The computational cost for performing automated sentiment analysis
is very low when the dictionary is completely predefined [8]. The corpus based
approach builds a seed list containing opinion words and uses semantics and
statistics to find other opinion words from a huge corpus in order to find opinion
words with respect to the underlying context [6].

2.3 Hybrid Approach

The third approach for performing sentiment classification is the hybrid approach
which is a combination of machine learning and lexicon based approach. The
hybrid methods have gained huge prominence in recent years. This approach aims
at attaining the best of both approaches i.e. robustness and readability from a
well-designed lexicon resource and improved accuracy from machine learning
algorithms. The main aim of these approaches is to classify the text according to
polarity with maximum attainable accuracy.

2.4 Ensemble Methods

Each of these approaches work well in different domains and there is no consensus
as to which approach performs well in a particular domain. So, in order to mitigate
these difficulties, ‘an ensemble of many classifiers’ can be adopted for achieving
much more accurate and promising results. Recent research has revealed the
potential of ensemble learners to provide improved accuracy in sentiment classi-
fication [9]. An ensemble should satisfy two important conditions: prediction
diversity and accuracy [6]. Ensemble learning comprises of state of the art tech-
niques like Bagging [10], Boosting [11] and Majority Voting [12]. Majority voting
is the most prominent ensemble technique used in which there exists a set of experts
which can classify a sentence and identify the polarity of the sentence by choosing
the majority label prediction. This results in improved accuracy; however, this
method does not address prediction diversity. Bagging and Boosting techniques are
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explicitly used to address the issue of prediction diversity. The bagging technique
works by random sampling with replacement of training data i.e. every training
subset drawn from the entire data (also called as bag) is provided to different
baseline methods of learner of the same kind [9]. These randomly drawn subsets are
known as bootstrapped replicas of entire training data. Boosting techniques gen-
erally constructs an ensemble incrementally in which a new model is trained with
an emphasis on the instances which were misclassified by the previous models [10].

3 Proposed Work

In this paper, we have implemented Sentiment multi-class Classification of twitter
dataset using Ensemble methods viz. Bagging and Boosting. A comparative anal-
ysis with baseline methods SVM, NB and Maxent has been done and their per-
formance evaluated using evaluation metrics accuracy, precision, recall and
f-measure. We have also employed statistical feature selection methods like PMI
and Chi-square to generate n most informative features. The proposed system
consists of:

• Tweet pre-processing.
• Feature selection using Statistical methods like PMI and Chi-square.
• Multi class Sentiment Classification into positive, negative and neutral.
• Performance Evaluation.

The system architecture is given in Fig. 1.

3.1 Tweet Pre-processing

Since Twitter allows free format of messages, people generally do not care about
grammar and spelling. Hence the dataset must be pre-processed before it can be
used for sentiment classification. The pre-processing steps include:

• Tokenizing.
• Removing non-English tweets, URLs, target (denoted using @), special char-

acters and punctuations from hash tags (a hash tag is also called as summarizer
of a tweet), numbers and stop words.

• Replacing negative mentions (words that end with ‘nt’ are replaced with ‘not’),
sequence of repeated characters (For example, ‘woooooww’ is replaced by
‘woooww’).

Tweet Sentiment Classification Using an Ensemble of Machine … 5



3.2 Feature Selection

Feature selection methods treat each sentence/document as a BOW or as a string
that maintains the sequence of the words that constitute the sentence/document.
BOW which is known for its simplicity is widely used by baseline methods for

Fig. 1 Architecture diagram of sentiment multi-class classification
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sentiment classification which often adopts stop word elimination, stemming etc.
for feature selection. The feature selection methods can be broadly classified into
two:

• Lexicon based: This method incrementally builds large lexicon using a set of
‘seed words’ and gradually bootstrapping the set by identifying synonyms and
incorporating available online resources. The main limitation associated with
this approach is that this method needs human annotation.

• Statistical method: This approach is fully automatic and they are widely adopted
in sentiment analysis. We have employed two statistical methods of feature
selection in this work.

3.3 Point Wise Mutual Information (PMI)

The mutual information measure indicates how much information one particular
word provides about the other. In text classification, this method can be used to
model the mutual information between the features selected from the text and the
classes. The PMI between a given word w and a class c can be defined as the level
or degree of co-occurrence between the given word w and the class c. The mutual
information is defined as the proportion of expected co-occurrence of class c and
word w based on mutual independence and the true co-occurrence which is given in
the equation below:

M wð Þ= log
F wð Þ ⋅ pi wð Þ
F wð Þ ⋅ pi

� �
= log

pi wð Þ
pi

� �
ð1Þ

The value indicates how much a particular feature has influence on a class c. If
the value is greater than zero, the word w is said to have positive correlation with
class c and has negative correlation when the value is less than zero.

3.4 Chi-square Method

This method computes a score in order to determine whether a feature and a class
are independent. This particular test is a statistic which determines the degree or the
extent to which these two are independent. This method makes an initial
assumption that the class and the feature are independent and then computes score;
with large value indicating they are dependent. Let the number of given documents
be denoted as n, pi wð Þ indicates the conditional probability of class i for the given
documents which have word w, Pi and F(w) are the global fraction of documents
that has class i and word w respectively. The chi-square statistic of the word
between w and class i is given as
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Mχ2i =
n.FðwÞ2 ⋅ pi wð Þ−Pið Þ2

F wð Þ ⋅ 1− F wð Þð Þ ⋅ Pi ⋅ 1−Pið Þ ð2Þ

χ2i is considered to be better than PMI because χ2i value is normalized and
therefore are more comparable across terms in the same type [13].

3.5 Multi-class Sentiment Classification

3.5.1 Naive Bayes Classifier

The NB classifier is a simple and commonly used probabilistic classifier for text.
This model calculates the posterior probability of a class by making use of word
distribution in the given document. This is one of the baseline methods which uses
BOW representation that ignores word order. The Bayes theorem is used in order to
predict the probability that a given feature belongs to a particular label which is
denoted using the equation below:

P labeljfeaturesð Þ= P labelð Þ*P featuresjlabelð Þ
P featuresð Þ ð3Þ

P labelð Þ is the prior probability of the label, P featuresjlabelð Þ is the prior
probability that a given feature set is being classified as a label. P featuresð Þ is the
prior probability that a given feature. Using the naive property which assumes that
all features are independent, the above stated equation can be rewritten as below:

P labeljfeaturesð Þ= P labelð Þ*P f1jlabelð Þ*⋯*P fnjlabelð Þ
P featuresð Þ ð4Þ

3.5.2 Maximum Entropy Classifier

The Maxent classifier which is also called as conditional exponential classifier is a
probabilistic classifier that employs encoding in order to convert feature sets which
are labeled into vector representation. The resultant encoded vector is used for
computing weights for every feature which are subsequently combined to identify
the most probable label for the given feature set. The model uses x weights as
parameters which combine to form joint features generated using encoding func-
tion. The probability of every label is calculated using the equation below:

P fsjlabelð Þ= dotprod weights, encode fs, labelð Þð Þ
sum dotprod weights, encode fs, lð Þð Þfor l in labelsð Þ ð5Þ
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3.5.3 Support Vector Machine

SVM is a linear classifier which is best suited for text data because text data is
sparse in most cases. However they tend to correlate with each other and are mostly
organized into ‘linearly separable categories’. SVM maps the data to an inner
product space in a non-linear manner thus building a ‘nonlinear decision surface’ in
the real feature space. The hyper plane separates the classes linearly.

3.5.4 Ensemble Learners

Ensemble Learners came into existence with the realization that each of the
machine learning approaches performs differently on different applications and
there is no conformity on which approach is optimal for any given application. This
uncertainty has led to the proposal of ensemble learners which exploit the capa-
bilities and functionalities of different learners for determining the polarity of text.
Each of the classifiers which are combined are considered to be independent and
equally reliable. This assumption leads to biased decisions and this is considered to
be a limitation which is to be addressed. The computational complexity associated
with big data is very huge and the conventional state of the art approaches focus
only on accuracy. Moreover, these approaches performed well on formal texts as
well on noisy data. The major highlight of this paper is to evaluate the performance
of ensemble learners in short and informal text such as tweets. We have imple-
mented two ‘instance partitioning methods’ like Bagging and Boosting.

3.5.5 Bagging

Bagging also known as bootstrap aggregating [8] is one of the traditional ensemble
techniques which is known for its simplicity and improved performance. This
technique achieves diversity using bootstrapped replicas of training data [8] and
each replica is used to train different base learners of same kind. The method of
combination of different base learners is called as Majority Vote which can lessen
variance when combined with baseline methods. Bagging is often employed in the
cases where the dataset size is limited. The samples drawn are mostly of huge size
in order to ensure the availability of sufficient instances in each sample. This causes
significant overlapping of instances which can be avoided using an ‘unstable base
learner’ that can attain varied decision boundaries [11].

3.5.6 Boosting

This technique applies weighting to the instances sequentially thereby creating
different base learners and the misclassifications of the previous classifier is fed to
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the next sequential base classifier with higher weights than the previous round. The
main aim of Boosting is to provide a base learner with modified data subsets
repeatedly which results in a sequence of base learners. The algorithm begins by
initializing all instances with uniform weights and then applying these weighted
instances to the base learners in each iteration. The error value is calculated and all
the misclassified instances and correctly classified instances are assigned higher and
lower weights respectively. The final model will be a linear combination of the base
learners in each iteration [9]. Boosting is mainly based on weak classifiers and we
have employed AdaBoost, which works by calling a weak classifier several times.

4 Experiments

We have implemented this work in R platform. After the pre-processing steps, two
feature selection methods viz. PMI and Chi-square were adopted and the most
informative features were chosen. The Chi-square method seemed to produce better
results than PMI because of the normalization scheme adopted in Chi-square
method. Hence we chose Chi-square method as the feature selection strategy in this
work and the features generated were fed to the classifiers. The experimental
evaluation consists of three phases:

1. The supervised classifiers were trained using most informative features selected
using PMI and Chi-square method.

2. Implementations of the state of the art methodologies like baseline methods viz.
NB, SVM and Maxent and also ensemble learners like Bagging and Boosting.

3. Performance evaluation using 10 fold cross validation and calculation of pre-
cision, recall, f-measure and accuracy. The dataset was divided into ten equal
sized subsets from which nine of them constituted training set and remaining
one constituted the test set. This process iterated ten times so that every subset
became test set once and the average accuracy is computed.

4.1 Baseline and Ensemble Methods

The baseline methods such as NB, SVM and Maxent were investigated and
accuracy, precision, recall and f-measure of each of these models were calculated.
We have employed 10-fold cross validation for evaluation. The results were
compared with ensemble methods such as Bagging and Boosting.
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4.2 Dataset

In this work, we have used the twitter dataset provided in SemEval 2013, Task 9
[14]. This dataset consists of tweet ids which are manually annotated with positive,
negative and neutral labels. The training set contains 9635 tweets and the testing set
contains 3005 tweets.

5 Results and Analysis

Figure 2 demonstrates the performance evaluation of baseline methods and
ensemble methods using the evaluation metrics like precision, recall, f-measure and
accuracy. The graph depicts the values of precision, recall, f-measure and accuracy
for each of the positive, negative and neutral classes. The accuracy of sentiment
multi class classification that include a neutral class using BOW approaches has not
gone beyond 60 % in most cases [15]. The results demonstrate that the ensemble

Fig. 2 Performance comparison of baseline methods (NB, SVM and MAXENT) and ensemble
learners (bagging and boosting) using precision (P), recall (R), f-measure (F) and accuracy
(ACC) for each of the three classes: positive, negative and neutral

Fig. 3 Performance comparison of PMI and Chi-square feature selection methods for different
number of features
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methods like Bagging and Boosting has achieved significant performance
improvement when compared to SVM, NB and Maxent classifiers.

Figure 3 demonstrates the comparison of PMI and Chi-square methods based on
accuracy for each of the baseline classifiers and ensemble learners. The results
demonstrate that Chi-square method provided improved accuracy than PMI.

6 Conclusion

Micro-blogging websites have become very popular and have fuelled significance
of sentiment classification. In this work, we evaluated popular and widely used
ensemble learners (Bagging and Boosting) for use in tweet sentiment classification
into three classes: positive, negative and neutral. The Twitter dataset was used to
perform the sentiment classification and the empirical results showed the effec-
tiveness of the above stated Ensemble Learners by comparing with the baseline
methods like NB, SVM and Maxent classifiers. The Ensemble Learners tend to
produce improved accuracy than the baseline methods. We also incorporated sta-
tistical feature selection methods like PMI and chi-square for extracting most
informative features instead of using traditional BOW features.

The future directions for this work include: bigger datasets must be used for
validating the results obtained in our work because of the imbalanced nature of
Twitter datasets. The high computational complexity and running time of
the Ensemble Learners need to be tackled by using parallel computing. In addition,
the knowledge learnt by the Ensemble techniques are often difficult to interpret by
the humans and hence suitable methods must be incorporated in order to improve
the interpretability.
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Abstract Rare item problem in association rule mining was solved by assigning
multiple minimum supports for each item. In the same way rare item problem in
correlated pattern mining with all-confidence as interesting measure was solved by
assigning multiple minimum all-confidences for each items. In this paper multiple
fuzzy correlated pattern tree (MFCP tree) for correlated pattern mining using
quantitative transactions is proposed by assigning multiple item all-confidence
(MIAC) value for each fuzzy items. As multiple fuzzy regions of a single item are
considered, time taken for generating correlated patterns also increases. Difference
in Scalar cardinality count for each fuzzy region is considered in calculating MIAC
for fuzzy regions. The proposed approach first constructs a multiple frequent cor-
related pattern tree (MFCP) using MIAC values and generates correlated patterns
using MFCP mining algorithm. Each node in MFCP tree serves as a linked list that
stores fuzzy items membership value and the super—itemsets membership values
of the same path. The outcome of experiments shows that the MFCP mining
algorithm efficiently identifies rare patterns that are hidden in multiple fuzzy fre-
quent pattern (MFFP) tree mining technique.
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1 Introduction

Data mining techniques have played an imperative role in deriving interesting
patterns from a wide range of data [1]. Different mining approaches are divided
based on the required necessity of knowledge like association rules [2, 3], classi-
fication rules [4] and clustering [5]. Most of the algorithms in association rule
mining use level by level approach to generate and test candidate itemsets. One
such algorithm is Apriori, which requires high computation cost for rescanning the
whole database iteratively. To overcome the above drawback Han et al. [6] pro-
posed the frequent pattern tree (FP Tree) approach which requires only two scans
for processing the entire database and mining frequent patterns. The FP tree rep-
resents tree structure of a database which contains only the frequent items.

Fuzzy set theory [7] has been progressively used in intelligent systems for its
easiness. Fuzzy learning algorithms for generating membership functions and
inducing rules for a given dataset are proposed [8, 9, 10] and used in specific
domains. In real world the transaction data mostly consists of quantifiable value.
Hong et al. [6, 9] proposed a fuzzy mining algorithm for mining fuzzy association
rules from quantitative data. Papadimitriou et al. [11] proposed an approach to mine
fuzzy association rules based on FP trees. To mine frequent items from quantitative
values, fuzzy mining has been proposed to derive the fuzzy rules using fuzzy
FP-trees [12, 13, 14].

A correlation between two items becomes the key factor in detecting associa-
tions among items in market basket database. Correlated pattern mining was first
introduced by Brin et al. [15] using contingency table that evaluates the relationship
of two items. Many interesting measures like All-Confidence, Coherence and
Cosine has been used in correlated pattern mining [16]. All confidence [17, 18]
measure is used for mining interestingness of a pattern, which satisfies both
anti-monotonic and null invariance properties. The above measure at higher
threshold invokes rare item problem. Rare item problem in association rule mining
was solved using multiple minimum supports by Liu et al. [19]. In the same way
rare item problem in correlated pattern mining with all-confidence as interesting
measure was solved using multiple minimum all-confidences by Rage et al. [20].
Fuzzy Correlated rule mining was first proposed by Lin et al. [21] using fuzzy
correlation coefficient as the interesting measure.

Taking support and confidence as the only interesting measure would not pro-
duce rare correlated patterns. As fuzzy frequent and rare itemsets are mined by
assigning multiple minimum supports to each fuzzy region, fuzzy correlated fre-
quent and rare patterns are mined by assigning multiple item All-confidence values
to each fuzzy regions. In this paper, a correlated pattern tree structure called mul-
tiple fuzzy correlated pattern tree (MFCP) is designed to mine frequent correlated
patterns using Multiple Item all-confidence (MIAC). The proposed approach first
constructs a MFCP tree using MIAC values and generates correlated patterns using
MFCP mining algorithm. The amount of patterns generated is compared with the
amount of patterns mined in multiple fuzzy frequent pattern rule mining algorithm.
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1.1 Fuzzy FP-Tree Algorithm

Frequent pattern mining is one of the most significant research issues in data
mining. Mining association rules was first given by Agarwal et al. [3] in the form of
Apriori algorithm. The main drawback of the algorithm was repeated scanning of
the database which proved to be too costly. To overcome the above problem Han
et al. [22] introduced frequent pattern (FP) growth algorithm. FP growth algorithm
uses a compressed data structure, called frequent pattern tree (FP-tree) which retains
the quantitative information about frequent items. Frequent 1 itemsets will have
nodes in the tree. The order of arrangement of tree nodes is that the more frequent
nodes have better likelihood of sharing nodes when compared to less frequent
nodes. FP-tree based pattern growth mining moves from frequent 1 itemset, scans
the conditional pattern base, creates the conditional FP-tree and executes recursive
mining till all its frequent itemset are scanned. Fuzzy FP Growth works in a same
manner of FP-tree, with each node corresponding to a 1-itemset has a fuzzy
membership function. The membership function for each 1-itemset is retrieved from
the fuzzy dataset and the sum of all membership function values for the 1-itemset is
its support. The support for a k-itemset (where k = 2) is calculated from the nodes
corresponding to the itemset by using a suitable t-norm (Table 1).

Hong et al. [23] proposed mining fuzzy association rules using Aprioritid
algorithm for quantitative transactions. Papadimitriou and Mavroudi [11] proposed
an algorithm for mining fuzzy association rules based on FP trees. In their approach
only local frequent 1-itemsets in each transaction were used for rule mining which
was very primitive. Lin et al. [13] introduced a new fuzzy FP tree structure for
mining quantitative data. In that approach the FP tree structure was huge as two
transactions with identical fuzzy regions but different orders were put into two
diverse paths. To overcome the above drawback Lin et al. [14] devised a com-
pressed fuzzy frequent pattern tree. Here the items in the transactions, used for
constructing the compressed fuzzy FP (CFFP) tree were sorted based on their
occurrence frequencies. The above methodologies used only linguistic terms with
maximum cardinality for mining process, making the number of fuzzy regions equal
to the number of given items thus reducing the processing time.

1.2 Multiple Fuzzy FP-Tree Algorithm

Hong et al. [12] introduced a multiple fuzzy frequent pattern (MFFP) tree algorithm
for deriving complete fuzzy frequent itemsets. Here a single itemset would have

Table 1 t-norms in fuzzy
sets

t− norm

TM x, yð Þ=minðx, yÞ
TP x, yð Þ= xy

TW x, yð Þ=maxðx+ y− 1, 0Þ
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more than one fuzzy region which enables it to derive more fuzzy association rules
than the previous models. A compressed multiple fuzzy frequent pattern tree
(CMFFP) algorithm was proposed by Jerry Chun et al. [24]. This approach was an
extension work of CFFP tree. CMFFP algorithm constructs tree structure similar to
that of CFFP tree to store multiple fuzzy frequent itemsets for the subsequent
mining process and each node contains additional array to keep track of the
membership values of its prefix path. Hence the algorithm is efficiently designed for
completely mine all the fuzzy frequent item sets.

Notation
n Number of transactions in D
m Number of items in D
Di The ith transaction datum, i=1to n.
Ij The jth item, j=1 to m.
Vj
i The quantity of an item Ij in. t ith transaction

Rjk The K th fuzzy region of item Ij.
fjl

(i) Vi
j ’s fuzzy membership value in the region Rjl

Sumjl The count of fuzzy region Rjl in D
max Sumjl The maximum count value of the fuzzy region Rjl in D

2 The Multiple Fuzzy Correlated Pattern Tree
Construction Algorithm

Input: A body of n quantitative transaction data, a set of membership functions, a
minimum all confidence threshold minAllconf and MIAC (Minimum item all
confidence) values for all frequent fuzzy regions.

Output: A multiple fuzzy correlated pattern tree (MFCP tree).

Step 1 Transform the quantitative value Vi
j of each transaction datum

Di, i= 1to n for each item Ij, j=1to m, into a fuzzy set f ðiÞj represented as
f ðiÞj1

Rj1
+

f ðiÞj2

Rj2
+⋯+

f ið Þ
jp

Rjp

� �
using the membership functions, where Rjk is the

Kth fuzzy region of item Ij, V
ðiÞ
j is the quantity of item Ij in ith transaction,

f ðiÞjl is V ið Þ
j ’s fuzzy membership value in region Rjl and p is the number of

fuzzy regions for Ij.
Step 2 Calculate the sum of membership (scalar cardinality) values of each fuzzy

region Rjl in the transaction data as

Sumjl = ∑
n

i=1
fijl ð1Þ
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Step 3 The sum of fuzzy regions for each item is checked against the predefined
minimum support count ðαÞ. If the sum is equal to (or) greater than
minimum support count, the corresponding fuzzy region is put in the set of
frequent fuzzy region ðF1).

F1 = fRjl Sumjl > α, 1≤ j≤mg ð2Þ
Step 4 Build the Header table by arranging the frequent Rjl in F1 in descending

order of their MIAC values.
Step 5 Remove the item of Rjl’s not present in F1 from the transactions and place

the remaining Rjl’s in new transaction database ðD1Þ.
Step 6 Sort the remaining Rjl’s in each transaction of ðD1Þ in descending order of

their membership values.
Step 7 Set the root node of the MFCP tree as {null} and add the transactions of D1

into the MFCP tree tuple by tuple.

While inserting, two cases can exist.

Sub step 7-1 If a fuzzy region Rjl in a transaction is at the corresponding
branch of the MFCP tree for the transaction, add the member-
ship value fijl of Rjl in the transaction to the node of Rjl in the
branch.

Sub step 7-2 Else insert a node of Rjl at the end of the identical branch, fix the
sum of the node as the membership value fijl of Rjl, and inset a
link from the node of Rjl in the last branch to the current node. If
there is no such branch with the node of Rjl, insert a link from
the entry of Rjl in the header table of the added node.

2.1 An Example

This section illustrates the proposed multiple fuzzy correlated pattern mining
algorithm in quantitative database using an example. Assume six transactions with
five items A−Eð Þ as shown in Table 2. The amount given in the database for each
items are denoted using three fuzzy regions Low,Middle and High. Thus, each item
in a transaction gets three fuzzy membership values based on the predefined
membership functions. The minimum support is set as 25 %. The membership
functions in Fig. 1 are used for all the items in the database.

Table 2 Database with six
transactions

TID Items

1 (A:5) (C:10) (D:2) (E:9)
2 (A:8) (B:2) (C:3)
3 (B:3) (C:9)
4 (A:7) (C:9) (D:3)
5 (A:5) (B:2) (C:5)
6 (A:3) (C:10) (D:2) (E:2)
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Table 3 shows the transformation of quantitative values of the item to fuzzy sets.
For example the amount “5” of item A in Transaction one is transformed into

0.2
A.low + 0.8

A.middle

� �
. The sum of membership values of each fuzzy region is then

calculated. For example the sum of the membership value of A.middle is calculated
as (0.8 + 0.6 + 0.8 + 0.8 + 0.4) which is 3.4. This step is repeated for all the
regions and the results are displayed in Table 4.

Let minimum All-Confidence (minAllconf) threshold for the entire database is
set to 70 % and the minimum support threshold is set as 24 %. The size of the
dataset is 6 so the minimum support count is calculated as 6 * 24 % (=1.4). The
sum of fuzzy regions that equals or larger than the minimum support count is kept
in the set of frequent fuzzy regions ðF1Þ are used in successive mining. The frequent
fuzzy regions ðF1Þ are displayed in Table 5.

Fig. 1 The membership
functions used in the example

Table 3 Fuzzy sets for Table 2 transactions

TID Items

1 0.2
A.low

+
0.8

A.middle
Þð 0.2
C.middle

+
0.8

C.high

� �

0.8
D.low

+
0.2

B.middle
Þð 0.4
E.middle

+
0.6

E.High

� �

2 0.6
A.middle

+
0.4

A.high

� �
0.8

B.low
+

0.2
B.middle

� �
0.6

C.low
+

0.4
C.middle

� �

3 0.6
B.low

+
0.4

B.middle

� �
0.4

C.middle
+

0.6
C.high

� �

4 0.8
A.middle

+
0.2

A.high

� �
0.6

D.low
+

0.4
D.middle

� �

5 0.2
A.low

+
0.8

A.middle

� �
0.8

B.low
+

0.2
B.middle

� �
0.2

C.low
+

0.8
C.middle

� �

6 0.6
A.low

+
0.4

A.middle

� �
0.2

C.middle
+

0.8
C.high

� �

0.8
D.low

+
0.2

B.middle

� �
0.8

E.low
+

0.2
E.middle

� �
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Mining frequent patterns and rare patterns requires Minimum item all confidence
values (MIAC) values for all the fuzzy regions. To generate MIAC values for all
fuzzy regions, it is necessary to calculate the difference in sum of the entire fuzzy
region existing in the database.

Consider max Sumjl as the maximum sum value in the database. (In this case it
is 3.4). The difference in sum of entire fuzzy region (DspÞ is calculated using the
formula.

Sum Difference ðDspÞ=max Sumjl −max Sumjl* minAllconf ð3Þ

=max Sumjl* 1− minAllconfð Þ ð4Þ

The MIAC value for each fuzzy region ðRjlÞ in the database is given by the
formula.

MIACðRjlÞ=1−
Dsp

Sumjl

� �
ð5Þ

The MIAC value of any fuzzy region ðRjlÞ with maximum sum is the minAllconf
value itself. For example the fuzzy region A.middle contains the maximum sum
value of 3.4, the difference in sum value for the entire database is calculated as

Dsp =max Sumjl* 1− minAllconfð Þ
=3.4ð1− 0.70Þ
=1.02

Table 4 Sum of membership
values for the fuzzy regions
given in Table 3

Item Sum Item Sum

B.low 2.2 A.low 1.0
B.middle 0.8 A.middle 3.4
B.high 0.0 A.high 0.6
C.low 0.8 D.low 2.2
C.middle 2.4 D.middle 0.8
C.high 2.8 D.high 0.0
E.low 0.8 E.high 0.6
E.middle 0.6

Table 5 The frequent fuzzy
regions of set F1

Frequent fuzzy regions Sum

B.low 2.2
A.middle 3.4
C.middle 2.4
C.high 2.8
D.low 2.2
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.
Substituting the above value in calculating MIAC (A.middle) we get

MIAC A.middleð Þ=1−
1.02
3.4

� �
=0.70

From this we come to a conclusion that the fuzzy regions of maximum sum
would get minAllconf value as its MIAC value. In the same way MIAC values of
other fuzzy regions are calculated and displayed in Table 6.

The MIAC values generated should be lesser or equal compared to the
minAllconf of the entire database. So that rare fuzzy patterns are discovered.

The frequent fuzzy regions in F1 are arranged in descending order of their MIAC
value and are kept in the header table shown in Table 7.

The frequent fuzzy regions from each transaction are picked up from database
ðDÞ and placed into modified database ðD1Þ. Sort the fuzzy regions in each
transactions of ðD1Þ in descending order of their membership values. The results are
displayed in Table 8. Build the MFCP tree by inserting fuzzy regions of each
transactions tuple by tuple using the pattern tree. The resultant tree is given in
Fig. 2.

Table 6 MIAC values for the
frequent fuzzy items

Item MIAC values (%)

B.low 54
A.middle 70
C.middle 57
C.high 63
D.low 54

Table 7 Header table Fuzzy region Sum

A.middle 3.4
C.high 2.8
C.middle 2.4
B.low 2.2
D.low 2.2

Table 8 Ordered fuzzy
regions for each transaction

TID Items

1 ð 0.8
A.middleÞð 0.8

C.highÞð 0.8
D.lowÞð 0.2

C.middleÞ
2 ð 0.8

B.lowÞð 0.6
A.middleÞð 0.4

C.middleÞ
3 ð 0.6

B.lowÞð 0.6
C.highÞð 0.4

C.middleÞ
4 ð 0.8

A.middleÞð 0.6
C.highÞð 0.6

D.lowÞð 0.4
C.middleÞ

5 ð 0.8
A.middleÞð 0.8

B.lowÞð 0.8
C.middleÞ

6 ð 0.8
C.highÞÞð 0.8

D.lowÞð 0.4
A.middleÞð 0.2

C.middleÞ
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3 Proposed Multiple Fuzzy Correlated Pattern Growth
Mining Algorithm

The two measures for identifying frequent item set are support and confidence. Low
level in these measures leads to the generation of too many patterns which are of
least significance. To solve the above problem in quantitative databases
All-Confidence measure is used which satisfies both anti-monotonic and null
variance properties.

A fuzzy pattern using All-confidence measure for any two fuzzy regions Fx and
Fy is defined as

fAll− confðfFx,FygÞ= ∑n
i=1 minðfj tið Þjfj ∈ fFx,FygÞ
maxðfsupp Fx,Fy

� �Þ ð6Þ

where fj tið Þ is the degree that a fuzzy region appears in transaction ti and fsupp is the
fuzzy support value of two fuzzy regions Fx,Fy. In both the cases the minimum
operator is used for intersection. Using fuzzy All-confidence measure and gener-
ating MIAC values for each fuzzy region the proposed algorithm generates rare
correlated patterns.

Input: The MFCP tree, header table and predefined MIAC values for frequent
items.

Fig. 2 MFCP tree after scanning all the transactions till tid = 6
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Output: The fuzzy correlated patterns.

Step 1 The fuzzy regions in the header table, arranged in descending order of
MIAC values are processed one by one from lowermost to the uppermost.
Let the current fuzzy region is taken as Rjl.

Step 2 The items in the path of the fuzzy region Rjl ðα.term) are extorted to form
the conditional fuzzy patterns. The minimum operator is used for inter-
section. The fuzzy values are obtained by grouping of fuzzy itemsets
related to Rjl using minimum operation, which excludes the items asso-
ciated with the same Ij. (For example when considering the fuzzy region
C.middle, all other frequent fuzzy region are associated with it except
C.High as both regions are from same fuzzy item).

Step 3 Add the fuzzy values of the resultant fuzzy itemsets that are same and put
as conditional pattern base of Rjl. Let β.term be any fuzzy item in condi-
tional pattern base, Rjl.

Step 4 The fuzzy correlated patterns are generated by checking it against the
following conditions.

fsuppðα.term, β.termÞ≥minsup ð7Þ
and

fsupp β.termð ÞwithRjl

sumðβ.termÞ ≥MIACðβ.termÞ ð8Þ

As β.term would be region with maximum value compared with α.term the
Eq. (6) can be rewritten in the form of Eq. (8) and checked against MIAC
value of the fuzzy region.

Step 5 Repeat the steps 2–4 for subsequent fuzzy region until all the fuzzy regions
in the header table are processed.

3.1 An Example

For the above generated MFCP tree, the items are processed from bottom to top in
the order given by the header table ðD.low,B.low,C.middle,C.high,A.middleÞ. To
generate any correlated pattern of ðα, β) where α is fuzzy region of smallest MIAC
value compared to β and β is α

0
s conditional pattern base.

From the given MFCP tree, the conditional pattern base of D.lowð Þ consists of
B.lowð Þ C.middleð Þ C.highð Þ and ðA.middleÞ. If β.term is taken as C.highð Þ.

fsupp D.low,C.highð Þ=1.4≥minsup

and
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fsupp D.low,C.highð Þ
sumðC.highÞ =79%≥MIACðC.highÞ

Hence, D.low,C.highð Þis a correlated pattern. The final lists of fuzzy correlated
patterns are shown in the Table 9. For the above example database only 2-fuzzy
correlated pattern are generated. There are no possibilities of mining 3-fuzzy cor-
related patterns from the given example.

4 Experimental Results

The testing environment consists of a 2.13 GHZ Intel® Core™ i3 processor with
2.00 GB of memory running a windows xp operating system. We took mushroom
dataset and Retail dataset publicly available at the FIMI repository [25] is used for
evaluation. The details of the datasets are shown in Table 10. Random values from
1 to 11 were assigned to the items in the dataset.

Minimum support value is set to 0.01. Experiments are conducted for a range of
minimum All-Confidence values 100–30 %. MIAC values are calculated for the
frequent-1 items (items in Header Table) with reference to the highest support item
in the database. Figures 3 and 4 show the execution times taken for various min-
imum All-Confidence values for mushroom and retail datasets respectively.

Table 9 Fuzzy correlated
patterns

S.No Fuzzy correlated Itemsets

1 C.middle,A.middleð Þ
2 D.low,C.highð Þ
3 B.low,C.middleð Þ

Table 10 Details of databases

Database No. of transactions No. of items Avg. length of transactions

Mushroom 8124 119 23
Retail 88,162 16,470 76

Fig. 3 Execution time at
different MIAC values for
mushroom dataset
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Figures 3 and 4 show that the execution time is prolonged for three regions when
compared to two regions for all minimum All-Confidence thresholds. This is due to
the fact that three regions would produce more tree nodes than two fuzzy regions.
The processing time also depends upon transformation of fuzzy regions using
predefined membership functions and the quantitative values of items.

Figure 5 illustrates the number of correlated patterns generated for various
minimum All-Confidence values for mushroom and retail dataset. The number of
patterns obtained in the retail dataset is more when compared to the patterns gen-
erated from the mushroom dataset. This is because; increase in dataset size causes
more patterns to be generated. The number of correlated patterns generated using
the MFCP approach is more when compared with multiple fuzzy frequent pattern
(MFFP) growth mining algorithm. The MFCP mining approach uses different
MIAC values for each item based on its support difference, so at even high con-
fidence levels rare items are generated. As support and confidence are the only
interesting measures considered for MFFP growth mining algorithm, the time taken
is slightly less when compared to the MFCP tree mining approach. Figure 7 dis-
plays the time taken for execution using the above methods using retail dataset.
Fuzzy rare patterns are left out in MFFP growth mining algorithm as it works on
single support and confidence measure for the entire database. The MFCP approach
generates rare patterns along with frequent patterns. So Comparatively MFCP
generates more number of patterns than MFFP approach. Using Retail dataset for

Fig. 4 Execution time at
different MIAC values for
retail dataset

Fig. 5 Number of correlated
patterns generated at different
min-all-confidence
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the given support measure, patterns are generated using the above mentioned
approaches. The Fig. 6 displays the number of patterns generated using both MFCP
and MFFP growth mining algorithms.

5 Conclusions and Future Work

In Traditional data mining approaches, maximum work is on binary databases to
find significant information. The discovered knowledge is represented in a statis-
tical or numerical way. In real world applications, the scope of using binary
databases is less. Fuzzy set theory reveals human thinking and aids to take sig-
nificant decisions. In this paper, the idea of Multiple Fuzzy Frequent Pattern tree
[12] and Correlated pattern tree [20] are integrated to find fuzzy correlated patterns
in a given quantitative data set. In the MFCP tree mining algorithm MIAC values
are set for each item to find the fuzzy correlated patterns. The rational for using two
confidence thresholds has been justified. An example is given to demonstrate that
the MFCP tree mining algorithm can derive multiple frequent correlated patterns
under multiple minimum item confidence in a simple and effective way.

Fig. 6 Comparison on the
number of patterns generated
using MFFP and MFCP

Fig. 7 Execution time of
MFFP and MFCP
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In the future, the proposed approach is extended for dynamic databases and also
investigates the extension of proposed work for generating fuzzy closed and
maximal correlated patterns.
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Autonomous Visual Tracking
with Extended Kalman Filter Estimator
for Micro Aerial Vehicles

K. Narsimlu, T.V. Rajini Kanth and Devendra Rao Guntupalli

Abstract The objective of this paper is to estimate the Ground Moving Target
position and track the Ground Moving Target continuously using Extended Kalman
Filter estimator. Based on previous target positions in image sequences, this
algorithm predicts the target next position in the image sequence. A Graphical User
Interface based tool was developed for simulation and test the Autonomous Visual
Tracking with Extended Kalman Filter estimator using MATLAB Graphical User
Interface Development Environment tool.

Keywords Autonomous visual tracking system ⋅ Extended Kalman Filter
Ground moving target ⋅ Ground stationary target ⋅ Micro aerial vehicles ⋅
Image tracking software

1 Introduction

Recently, the uses of Micro Aerial Vehicles (MAVs) have increased for various
purposes such as civil aircraft applications, military aircraft applications [1, 2],
crowd monitoring and control, environmental monitoring [3], forestry and fire
monitoring [4], meteorology applications [5], aerial photography [6], agriculture [7],
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security, surveillance and surveying applications. These MAVs can be controlled by
on-board Autonomous Visual Tracking System (AVTS) [8, 9]. The main use of
AVTS is to track the Ground Moving Target (GMT) [10–14] or Ground Stationary
Target (GST) [15–19] from MAV.

On-board AVTS contains subsystems such as the Gimbaled Camera, Global
Positioning System (GPS)/Inertial Navigation System (INS), Image Tracking Soft-
ware [20–34], MAV Guidance, Gimbaled Camera Control and Autopilot. On-board
AVTS receives the real-time video frame sequence from Gimbaled Camera and it
computes the GMT position and GMT velocity in the real world based on the pixel
position in image sequences. On-board INS/GPS sensor is used for measures the
MAV present position and velocity. The Extended Kalman Filter (EKF) estimator is
used for the estimation of GMT state parameters such as position and velocity.

In this paper, the EKF estimator is discussed along with algorithm usage. Themain
motivation of this paper is to estimate the GMT path in an image sequence and tracks
the GMT continuously with the help of the Gimbaled Camera using EKF estimator.

A 3D geometry demonstration of AVTS configuration is shown in Fig. 1.
In this paper, the remaining sections are organized as follows: Section 2,

Extended Kalman Filter Estimator. Section 3, Autonomous Visual Tracking System.
Section 4, Simulation and Experimental Results. Section 5, Conclusions.

2 Extended Kalman Filter Estimator

This section discusses the Extended Kalman Filter (EKF) estimator process in
detail. This EKF process being estimated can be accurately linearized at each point
along the trajectory of the states. Hence, EKF is a very reliable state estimator for
non-linear process [35–40]. The key feature of EKF estimator is the ability to track
the GMT even when the target loss event occurs in the video frame sequence.

In order to start the GMT tracking, the EKF uses the initial state of GMT
(position and velocity), which can be provided automatically by an object detector.
The EKF predicts the GMT next state based on the GMT previous state from the
previous frame sequence in the video frame sequence. The EKF measures the GMT
state based on the pixel position, which was inherently a nonlinear discrete-time
process. The EKF corrects the GMT state and estimate the trajectory of the GMT
based on measured data. These predict, measure, correct steps are iteratively run in
order to track GMT continuously.

The EKF estimator steps are: Step 1, Initialization: the EKF state vector (st)
contains the GMT initial state (xt , yt), the search window size (wt , lt) and the GMT
centroid (xc , yc), at time t, as follows:

st = ðxt , yt , wt , lt , xc , ycÞ ð1Þ
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The EKF measurement vector (zt) at time t, as follows:

zt = ðxt , yt , wt , ltÞ ð2Þ

The EKF estimation process updates the GMT state.
The EKF state process (st) at time t, as follows:

st =A* st− 1 +w ð3Þ

Fig. 1 3D Demonstration of Autonomous Visual Tracking System
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where, the EKF Jacobian matrix (A), at the time difference (dt), as follows:

A=

1 0 dt 0 0 0
0 1 0 dt 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

2
6666664

3
7777775

ð4Þ

The EKF process noise (w) at time t, as follows:

w =

1
1
1
1
1
1

2
6666664

3
7777775

ð5Þ

The EKF measurement model (zt) at time t, as follows:

zt =H* st + v ð6Þ

where, the EKF Jacobian matrix (H) at time t, as follows:

H =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0

2
664

3
775 ð7Þ

The EKF measurement noise (v) at time t, as follows:

v =

0.1
0.1
0
0

2
664

3
775 ð8Þ

The EKF process noise covariance (Q) at time t, as follows:

Q=

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

2
6666664

3
7777775

ð9Þ
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The EKF measurement noise covariance (R) at time t, as follows:

R=

0.1 0 0 0
0 0.1 0 0
0 0 1 0
0 0 0 1

2
664

3
775 ð10Þ

Step 2, Prediction: the EKF predicts the GMT next state (s−t ) based on GMT
previous state (st− 1):

s−t =A* st− 1 ð11Þ

The EKF update the covariance (P−
t ) based on previous covariance (Pt− 1) and

EKF process noise covariance (Q):

P−
t =A*Pt− 1 *AT +Q ð12Þ

Step 3, Correction: the EKF corrects the GMT state and estimates the GMT
trajectory based on the measured data.

The EKF Kalman gain (Kt) specifies the measurement:

Kt =P−
t *HT ðH*P−

t *HT +RÞ− 1 ð13Þ

Based on the EKF Kalman gain (Kt) measurement, the corrected state (st) is:

st = s−t + Ktðzt −H* s−t Þ ð14Þ

Based on the EKF Kalman gain (Kt) measurement, the corrected covariance (Pt):

Pt = P−
t ðI − Kt

*HÞ ð15Þ

where, H is the measurement Jacobians at time t, and R is the measurement noise
covariance at time t.

These predict, measure, correct steps are iteratively run in order to track GMT
continuously and estimate the GMT state (position and velocity) accurately.

The EKF estimator cycle is shown in Fig. 2.

3 Autonomous Visual Tracking System

On-board Autonomous Visual Tracking System (AVTS) contains subsystems such
as Gimbaled Camera, INS/GPS, Image Tracking Software, MAV Guidance Law,
Gimbaled Camera Control Law and Autopilot [41–55].
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A Simulation of AVTS is developed using MATLAB GUIDE R2011a, is shown
in Fig. 3.

The main purpose of AVTS simulation is to estimate and track the GMT con-
tinuously from MAV. We implemented EKF estimator in MATLAB. The imple-
mented EKF estimator is included in AVTS for the simulation.

4 Simulation and Experimental Results

We have considered the video of aerial tracking [56] as an input video in AVTS for
the GMT tracking simulation purpose.

The GMT tracking by the EKF estimator is shown in Fig. 4.

Fig. 2 Extended Kalman Filter Estimator Cycle [35–40]
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The captured results of GMT tracking by the EKF estimator (Frame-by-Frame),
is shown in Fig. 5.

We considered the input video frame size (X, Y) as (640, 480) pixels, whereas
input video frame resolution is 640 × 480 pixels. We have given 12 input video
frame sequences in AVTS to experimental results analysis. In AVTS, the actual
GMT position in the video frame is marked with red “+” and stored the actual GMT
position (X, Y) pixels. In AVTS, the computed the GMT position of the EKF in the
video frame is marked with blue rectangle and stored GMT position by the EKF
estimator as (U, V) pixels, is shown in a Table 1.

Fig. 4 GMT Tracking by Extended Kalman Filter

Fig. 3 Autonomous Visual Tracking System (Simulation)

Autonomous Visual Tracking … 37



Using AVTS, we can export the actual GMT position data and the GMT position
of the EKF estimator data to Microsoft Word, Microsoft Excel and Microsoft
Notepad for off-line analysis. We calculated the error in the GMT position (δX, δY)
between the actual GMT position (X, Y) and the GMT position by the EKF
estimator (U, V) in pixels.

Fig. 5 GMT Tracking by Extended Kalman Filter (Frame-by-Frame)

Table 1 Actual GMT position (X, Y) versus GMT position by the EKF (U, V) (in pixels)

Frame
number

Actual GMT
position (X, Y)

GMT position
by EKF (U, V)

Error (δX, δY) = (Actual GMT
position−GMT position by EKF)

1st-Frame (378, 234) (367, 215) (11, 19)
2nd-Frame (381, 232) (371, 211) (10, 21)
3rd-Frame (387, 233) (376, 214) (11, 19)
4th-Frame (390, 234) (379, 218) (11, 16)
5th-Frame (390, 234) (377, 218) (13, 16)
6th-Frame (392, 236) (380, 219) (12, 17)
7th-Frame (392, 237) (379, 221) (13, 16)

8th-Frame (393, 237) (380, 221) (13, 16)
9th-Frame (393, 237) (389, 222) (4, 15)
10th-Frame (391, 239) (390, 225) (1, 14)
11th-Frame (391, 239) (389, 224) (2, 15)
12th-Frame (391, 241) (389, 226) (2, 15)
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In AVTS, the experimental results of actual GMT position and computed GMT
position by the EKF are plotted on a graph, as shown in Fig. 6.

On the graph, we considered the GMT position (X, Y) as (640, 480) pixels. The
red trajectory of the graph indicates the actual GMT position and the blue trajectory
GMT position by the EKF estimator.

The experimental results show that the error between the actual GMT position
and the GMT position by the EKF estimator is very less. This EKF estimate the
GMT state very accurately.

5 Conclusions

The Extended Kalman Filter is explained along with algorithm usage. A Simulation
of Autonomous Visual Tracking System is developed using MATLAB. The
Extended Kalman Filter is implemented in MATLAB and included in Autonomous
Visual Tracking System for simulation purpose. The Autonomous Visual Tracking

Fig. 6 Plot—Actual GMT Position Vs GMT Position by the EKF
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System is tested on the input video of aerial tracking and observed the Extended
Kalman Filter estimator performance. We observed that the error between the actual
Ground Moving Target position and Ground Moving Target position by the
Extended Kalman Filter estimator is very less. This Extended Kalman Filter esti-
mator predicts, measures, corrects iteratively in order to track Ground Moving
Target continuously and estimate the Ground Moving Target state (position and
velocity) accurately.
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Identification of Uncertain Mass
and Stiffness Matrices of Multi-Storey
Shear Buildings Using Fuzzy Neural
Network Modelling

S. Chakraverty and Deepti Moyi Sahoo

Abstract In this paper a fuzzy neural network based modelling has been presented for
the identification of structural parameters of uncertain multi-storey shear buildings.
Here themethod is developed to identify uncertain structuralmass and stiffnessmatrices
from the dynamic responses of the structure. In this method, the related equations of
motion are modified using relative responses of stories in such a way that the new set of
equations can be implemented in a series of Fuzzy Neural Networks (FNNs).

Keywords System identification ⋅ Mass ⋅ Stiffness ⋅ Damping ⋅ Fuzzy
neural network

1 Introduction

In system identification problems, a set of inputs and resulting outputs for a system
is known and we develop a mathematical description or model of the system. In
system identification for structural problems we identify or estimate structural
parameters such as stiffness, mode shapes, damping ratios and structural response.
System identification techniques have become an increasingly interesting research
topic for the purpose of structural health monitoring, damage assessment and safety
evaluation of existing engineering structures.

As regards [1–5] gave various methodologies for different type of problems in
system identification. A procedure which systematically modifies and identifies the
structural parameters by using the prior known estimates of the parameters with the
corresponding vibration characteristics and the known dynamic data is given by [1].
[2] presented a novel inverse scheme based on consistent mass Transfer Matrix
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(TM) to identify the stiffness parameters of structural members. They used a
non-classical heuristic Particle Swarm Optimization Algorithm (PSO). [3] discussed
selective sensitivity analysis and used this method to solve system identification
problems. [4] used modal analysis procedure, NExT/ERA and frequency domain
decomposition (or IPP) to study ambient vibration in tall buildings. [5] used Holzer
criteria along with some other numerical methods to estimate the global mass and
stiffness matrices of the structure from modal test data. Physical parameter system
identification methods to determine the stiffness and damping matrices of shear
storey buildings have been proposed by [9]. A number of studies [6–10] have used
ANN for solving structural identification problems. [6] proposed a neural
network-based substructural identification for the estimation of the stiffness
parameters of a complex structural system, particularly for the case with noisy and
incomplete measurement of the modal data. In particular, [7] identified the dynamic
characteristics of a steel frame using the back-propagation neural network. Neural
network based strategy was also developed by [8] for direct identification of
structural parameters from the time domain dynamic responses of a structure without
any eigen value analysis. A neural network based method to determine the modal
parameters of structures from field measurement data was given by [9]. A procedure
for identification of structural parameters of two storey shear buildings by an iter-
ative training of neural networks was proposed by [10]. System identification of an
actively controlled structure using frequency response functions with the help of
artificial neural networks (ANN) has also been studied by [11]. It reveals from above
literature survey that Artificial Neural Networks (ANNs) gives a different approach
to system identification problems. They are successfully applied for various iden-
tification and control of dynamic systems because of the excellent learning capacity.

The above literature review shows that various types of ANN are developed to
deal with data in exact or crisp form. But experimental data obtained from
equipments may be with errors that may be due to human or equipment errors
giving uncertain form of the data. On the other hand we may also use probabilistic
methods to handle these problems. But the probabilistic method requires large
quantity of data which may not be easy or feasible in these problems. In view of the
above, various research works are being done by using fuzzy neural networks in
different fields. [12] developed architecture for neural networks where the input
vectors are in terms of fuzzy numbers. A methodology for fuzzy neural networks
where the weights and biases are taken as fuzzy numbers and the input vectors as
real numbers has been proposed [13]. A fuzzy neural network with trapezoidal
fuzzy weights was also presented by [14]. They have developed the methodology in
such a way that it can handle fuzzy inputs as well as real inputs. In this respect [15]
derived a general algorithm for training a fuzzified feed-forward neural network that
has fuzzy inputs, fuzzy targets and fuzzy connection weights. The derived algo-
rithms are also applicable to the learning of fuzzy connection weights with various
shapes such as triangular and trapezoidal. Another new algorithm for learning
fuzzified neural networks has also been developed by [16].

In this paper structural parameters such as mass and stiffness matrices of shear
buildings have been identified using single layer neural network in fuzzified form.
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To identify the physical parameters in fuzzified form the related equations of
motion are used systematically in a series of fuzzy neural networks.

2 Fuzzy Set Theory and Preliminaries

The following Fuzzy arithmetic operations are used in this paper for defining
fuzzified neural network in [17].

A. Let X be an universal set. Then the fuzzy subset A of X is defined by its
membership function

μA:X→ 0, 1½ �

which assign a real number μA xð Þ in the interval [0, 1], to each element x∈X,
where the value of μA xð Þ at x shows the grade of membership of x in A.

B. Given a fuzzy set A in X and any real number α∈ 0, 1½ �, then the α− cut or α−
level or cut worthy set of A, denoted by Aα is the crisp set

Aα = x∈X μA xð Þ≥ αjf g

C. A Triangular Fuzzy Number (TFN) A is defined as a triplet a, ac, a½ �. Its
membership function is defined as

μA xð Þ=

0, x< a
x− a
ac− a

, a≤ x≤ ac

a− x
a− ac

, ac≤ x≤ a

0, x> a

8>>>>>><
>>>>>>:

Above TFN may be transformed to an interval form Aα by α—cut as

Aα = a αð Þ, a αð Þ
h i

= ac− að Þα+ a, − a− acð Þα+ a½ �

where a αð Þ and a αð Þ are the lower and upper limits of the α—level set Aα.
D. A Trapezoidal Fuzzy Number (TRFN) A is defined as A= a1, a2, a3, a4ð Þ. Its

membership function is defined as

μA xð Þ=

0, x< a1
x− a1
a2 − a1

, a1 ≤ x≤ a2

1, a2 ≤ x≤ a3
a4 − x
a4 − a3

, a3 ≤ x≤ a4

0, x> a4

8>>>>>>>><
>>>>>>>>:
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Above TRFN may be transformed to an interval form Aα by α—cut as

Aα = a2 − a1ð Þα+ a1, − a4 − a3ð Þα+ a4½ �

3 Learning Algorithm for Single Layer Fuzzy Neural
Network

A Neural Network is said to be a Fuzzy Neural Network if at least one of its input,
output or weight have values in fuzzified form. In Fuzzy Neural Networks, neurons
are connected as they are connected in traditional Neural Networks. Following are
the steps in FNN using the fuzzy computation defined above.

Step 1: Initialize input weights W̃ji
� �

and bias weights θ ̃i in fuzzified form.
Step 2: Present the training pairs in the form Z 1̃, d1̃; Z 2̃, d2̃; . . . Z ̃I , dĨ

� �
where ÕI =ZĨ = z1, z1c, z1

� �
, z2, z2c, z2
� �

, . . . , zn, znc, zn
� �� �

are
inputs and dĨ = d1, d1c, d1

� �
, d2, d2c, d2
� �

, . . . , dn, dnc, dn
� �� �

are
desired values for the given inputs in fuzzified form.

Step 3: Calculate the output of the network for the input ZĨ

ÕJ = f ̃ Netj
� �

where Netj
� �

= ∑
J

j=1
W̃jiÕI + θĩ

and f ̃ is the fuzzy unipolar activation function defined by

f ð̃netÞ=1 ̸ 1+ expð− γ netÞ½ �

Step 4: The error value is then computed as

E ̃=
α

2
dαJ −Oα

J

� �2 + d
α
J −O

α
J

� �2h i

Step 5: The weight is modified as

W̃
α
ji Newð Þ= Wα

ji Newð Þ,Wα
ji Newð Þ

h i
= Wα

ji Oldð Þ,Wα
ji Oldð Þ

h i
+ ΔWα

ji,ΔW
α
ji

h i

where
change in weights are calculated as
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ΔW̃α
ji = ΔWα

ji,ΔW
α
ji

h i
= − η

∂E ̃
∂Wα

ji
, − η

∂E ̃

∂Wα
ji

" #

In the similar fashion the bias weights are also updated.

4 System Identification of Structural Parameter
in Fuzzified Form

Let us consider a three storey shear building with structural system governed by the
following set of linear differential equations in fuzzified form as

M̃
� �

X ̃̈
n o

3
+ K ̃
� �

X ̃
� �

3 = F ̃
� �

3 ð1Þ

where X ̃̈
n o

3
and X ̃

� �
3 indicate known acceleration and displacement vectors in

fuzzified form respectively. Moreover, M̃
� �

= M,Mc,M
� �

is a 3 × 3 mass matrix of
the structure in fuzzified form and is given by

M̃
� �

=
m1,m1c,m1½ � 0 0

0 m2,m2c,m2½ � 0
0 0 m3,m3c,m3½ �

2
4

3
5

and K ̃
� �

= K,Kc,K
� �

is a 3 × 3 stiffness matrix of the structure in fuzzified form
which may be obtained as

M̃
� �

=
k1, k1c, k1
� �

+ k2, k2c, k2
� �

− k2, k2c, k2
� �

0
− k2, k2c, k2
� �

k2, k2c, k2
� �

+ k3, k3c, k3
� �

− k3, k3c, k3
� �

0 − k3, k3c, k3
� �

k3, k3c, k3
� �

2
4

3
5

Solution of Eq. (1) for ambient gives the corresponding fuzzy eigenvalues and
eigenvectors. These are denoted respectively by λ3̃ and Ã

� �
3 = A,Ac, A

� �
3 where

ω2̃
3 = λ3̃
� �

designate the natural frequency in fuzzified form. It may be noted that
the free vibration equation will be a fuzzy eigen value problem. The fuzzy eigen
value and vector are obtained by considering different sets of lower, centre and
upper stiffness and mass values.

After finding the solution, Eq. (1) is rewritten to get the following set of
equations in fuzzified form
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m̃1x ̃1̈ + k1̃ + k2̃
� �

x ̃1 − k2̃x2̃ = f 1̃ ð2Þ

m̃2x ̃2̈ − k2̃x1̃ + k2̃ + k3̃
� �

x ̃2 − k
↔

3x3̃ = f 2̃ ð3Þ

m̃3x ̃3̈ − k3̃ x2 + k3̃ x3̃ = f 3̃ ð4Þ

Equation (4) is then written as

m̃3x ̃3̈ + k3̃ x3̃ − x2̃½ �= f 3̃ ð5Þ

The above equation may now be presented as

m̃3x ̃3̈ + k3̃d3̃ = f 3̃ ð6Þ

where d3̃ = x ̃3 − x2̃½ �
Here d3̃ indicate the known relative displacement in fuzzified form for 3rd

storey. Using the single layer fuzzy neural network, Eq. (6) is solved. Inputs for this
fuzzy neural network are taken as structural acceleration and relative displacement
for 3rd storey. Output of the network is taken as the applied force at time t. To solve
Eq. (6) a continuous training process with n training patterns are done using fuzzy
neural network and the converged weight matrix of the neural network is thus
obtained. From this weight matrix the corresponding physical parameters such as
m̃3 and k3̃ in fuzzified form are obtained. Identified parameters of 3rd storey are
then used to identify the parameters of 2nd storey using Eq. (5). Finally the
unknown parameters of the first storey are obtained using Eq. (2). In the similar
fashion one may model multistory structure with two or more than three stories. The
cluster of fuzzy neural network diagram for three storey structure is shown in Fig. 1.

Fig. 1 Proposed cluster
fuzzy neural network model
for three storey structure
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5 Results and Discussion

The above developed method has been used for different storey shear structures.
Fuzzy neural network training is done till a desired accuracy is achieved. The
methodology has been discussed by giving the results for following two problems.

Here two problems have been considered with different type of fuzzy numbers as
below.

Two storeys (with TRFN)
Three storeys (with TFN)

(a) Two storey shear building:
Structural parameter of shear building has been identified using the direct
method where the data are considered to be in fuzzified form. To generate the
data initially the theoretical values of the structural parameters are taken.
These generated data are used first to train the neural network for n training
patterns thus by establishing the converged weight matrix of the neural net-
work. Corresponding component of the converged weight matrix gives the
unknown or present structural parameters. Then the trained and theoretical
data has been compared to show the efficiency of the proposed method. These
ideas have been applied in all the cases. The initial structural parameters in
trapezoidal fuzzified form are taken as: storey masses
m̃1 = 2.5, 2.8, 3.2, 3.5½ �, m̃2 = 2.5, 2.8, 3.2, 3.5½ �, kNs2 m−1 and the storey
stiffnesses k1̃ = 1190, 1195, 1205, 1210½ �, k2̃ = 790, 795, 805, 810½ � kN m−1.
The harmonic forces exerted in the shear building are assumed in fuzzified
form as f 1̃ tð Þ= 90 sinð1.6πtÞ+ π, 95 sinð1.6πtÞ+ π, 105½ sinð1.6πtÞ+ π,
110 sinð1.6πtÞ+ π� and f 2̃ tð Þ= 90 sinð1.6πtÞ, 95½ sinð1.6πtÞ, 105 sin
ð1.6πtÞ, 110 sinð1.6πtÞ� kN. The Trapezoidal Fuzzy Number (TRFN) plot of
mass and stiffness for two storeys have been plotted in Figs. 2,3,4,5 to show
the comparison between the identified and theoretical structural parameters.

Fig. 2 TRFN of identified and theoretical mass (M1) of two-storey building under the forced
vibration test
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Fig. 3 TRFN of identified and theoretical mass (M2) of two-storey building under the
forced-vibration test

Fig. 4 TRFN of identified and theoretical stiffness (K1) of two-storey building under the
forced-vibration test

Fig. 5 TRFN of identified and theoretical stiffness (K2) of two-storey building under the
forced-vibration test
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(b) Three storey shear building:
In this case structural parameters in fuzzified form (TFN) are taken as: the
storey masses m̃1 = 3.5, 4, 4.5½ �, m̃2 = 2.5, 3, 3.5½ �, m̃3 = 1.5, 2, 2.5½ � kNs2m−1

and the storey stiffnesses k1̃ = 990, 1000, 1010½ �, k2̃ = 790, 800,½ 810�,
k3̃ = 590, 600, 610½ � kNm−1. The harmonic forces exerted in the shear building
in fuzzified form are considered as f 1̃ tð Þ= 90 sinð1.6πtÞ+ π,½
100 sinð1.6πtÞ+ π, 110 sinð1.6πtÞ+ π�, f 2̃ tð Þ= 90 sinð1.6πtÞ, 100 sinð1.6πtÞ,½
110 sinð1.6πtÞ� and f 3̃ tð Þ= 0.5 sin 3.2πtð Þ, 1.0 sin 3.2πtð Þ, 1.5 sin 3.2πtð Þ½ � kN.
Comparisons between the identified and theoretical structural parameters are
incorporated in Table 1.

6 Concluding Remarks

This paper uses the powerful soft computing technique viz. single layer Fuzzy
Neural Network (FNN) for identification of uncertain structural parameters. Fuzzy
neural network has been developed so that it can handle uncertain or fuzzified data.
Here, direct method for system identification has been proposed in fuzzified form.
Related equations of motion are modified using relative responses of stories and are
implemented in a series of fuzzy neural network models. Two example problems
are investigated and corresponding results are given to show the powerfulness of
the proposed system identification method.

References

1. Chakraverty, S.: Modelling for identification of stiffness parameters of multi-storey Structure
from dynamic data. J. Sci. Ind. Res. 63(2), 142–148 (2004)

2. Nandakumar, P., Shankar, K.: Identification of structural parameters using consistent mass
transfer matrix. Inverse Prob. Sci. Eng. 22(3), 436–457 (2013)

3. Billmaier, M., Bucher, C.: System identification based on selective sensitivity analysis: A
case-study. J. Sound Vib. 332(11), 2627–2642 (2013)

Table 1 Identified mass and stiffness parameters of three-storey building in fuzzified form under
the forced-vibration test

Parameter Storey Theoretical Identified

Mass (kN s2 m−1) M1 [3.5,4,4.5] [3.466,3.986,4.494]
M2 [2.5,3,3.5] [1.045,1.686,2.308]
M3 [1.5,2,2.5] [1.496,1.898,2.499]

Stiffness (kN m−1) K1 [990,1000,1010] [989.991,999.994,1009.997]
K2 [790,800,810] [789.597,799.189,809.529]
K3 [590,600,610] [589.976,599.289,609.897]

Identification of Uncertain Mass … 51



4. Brownjohn, J.M.W.: Ambient vibration studies for system identification of tall Buildings.
Earthquake Eng. Struct. Dynam. 32(1), 71–96 (2003)

5. Chakraverty, S.: Identification of structural parameters of multistorey shear buildings from
modal data. Earthquake Eng. Struct. Dynam. 34(6), 543–554 (2005)

6. Yun, C.B., Bahng, E.Y.: Substructural identification using neural networks. Comput. Struct.
77(1), 41–52 (2000)

7. Huang, C.S., Hung, S.L., Wen, C.M., Tu, T.T.: A neural network approach for structural
identification and diagnosis of a building from seismic response data. Earthquake Eng. Struct.
Dynam. 32(2), 187–206 (2003)

8. Xu, B., Wu, Z., Chen, G., Yokoyama, K.: Direct identification of structural parameters from
dynamic responses with neural networks. Eng. Appl. Artif. Intell. 17(8), 931–943 (2004)

9. Chen, C.H.: Structural identification from field measurement data using a neural network.
Smart Mater. Struct. 14(3), 104–115 (2005)

10. Chakraverty, S.: Identification of Structural Parameters of two-storey shear buildings by the
iterative training of neural networks. Architectural Sci. Rev. 50(4), 380–384 (2007)

11. Pizano, D.G.: Comparison of frequency response and neural network techniques for system
identification of an actively controlled structure. Dyna 78(170), 79–89 (2011)

12. Ishibuchi, H., Fujioka, R., Tanaka, H.: An architecture of neural networks for input vectors of
fuzzy numbers. Fuzzy Systems, IEEE International Conference, San Diego, CA, March 8–12,
pp. 1293–1300 (1992)

13. Ishibuchi, H., Tanaka, H., Okada, H.: Fuzzy neural networks with fuzzy weights and fuzzy
biases. Neural Networks, IEEE International Conference, San Francisco, CA, March 28–April
1, 3, pp. 1650–1655 (1993)

14. Ishibuchi, H., Morioka, K., Tanaka, H.: A fuzzy neural network with trapezoid fuzzy weights.
Fuzzy Systems, IEEE World Congress on Computational Intelligence Proceedings of the third
IEEE Conference, Orlando, FL, June 26–29, 1, pp. 228–233 (1994)

15. Ishibuchi, H., Kwon, K., Tanaka, H.: A learning algorithm of fuzzy neural networks with
triangular fuzzy weights. Fuzzy Sets Syst. 71(3), 277–293 (1995)

16. Ishibuchi, H., Morioka, K., Turksen, I.B.: Learning by Fuzzified Neural Networks. Int.
J. Approximate Reasoning 13(4), 327–358 (1995)

17. Lee, K.H.: First course on fuzzy theory and applications, Springer International Edition,
pp. 1–333 (2009)

52 S. Chakraverty and D.M. Sahoo



Fuzzy Approach to Rank Global Climate
Models

K. Srinivasa Raju and D. Nagesh Kumar

Abstract Eleven coupled model intercomparison project 3 based global climate
models are evaluated for the case study of Upper Malaprabha catchment, India for
precipitation rate. Correlation coefficient, normalised root mean square deviation,
and skill score are considered as performance indicators for evaluation in fuzzy
environment and assumed to have equal impact on the global climate models.
Fuzzy technique for order preference by similarity to an ideal solution is used to
rank global climate models. Top three positions are occupied by MIROC3,
GFDL2.1 and GISS with relative closeness of 0.7867, 0.7070, and 0.7068.
IPSL-CM4, NCAR-PCMI occupied the tenth and eleventh positions with relative
closeness of 0.4959 and 0.4562.

Keyword Global climate models ⋅ India ⋅ Rank ⋅ Performance indicators ⋅
Fuzzy ⋅ TOPSIS

1 Introduction

Global climate models are becoming familiar to simulate future climate changes
due to their adaptability and ability to consider impacts on water resources plan-
ning. This necessitates evaluating the skill of global climate models for their suit-
ability. In addition, ability of fuzzy logic for its imprecise data handling flexibility is
an added advantage in complex climate change problems [1].
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Extensive study of global climate models was made to understand their simu-
lating capabilities. Walsh et al. [2] evaluated the performance of 15 global climate
models for a case study of Greenland and Alaska. Kundzewicz and Stakhiv [3]
reviewed the climate models regarding their applicability for water resources
applications. Weigel et al. [4] analysed the effects of model weighting related to
climate change projections and concluded that single models are not performing
well compared to equally weighted multi models.

Radić and Clarke [5] assessed the 22 global climate models skill over North
America and its western sub region. It was concluded that choice of climate variable
play a major role in the ranking of global climate models. Johnson et al. [6]
explored wavelet dependent skill measures to analyse global climate models per-
formance for representing interannual variability.

Su et al. [7] evaluated 24 coupled model intercomparison project 5 based global
climate models for the case study of Eastern Tibetan Plateau by comparing ground
observations and outputs of the model for variables precipitation and temperature. It
was emanated that most of the global climate models simulating ability is satis-
factory. Perez et al. [8] evaluated the global climate models skill for the north-east
Atlantic Ocean region to reproduce inter-annual variability in historical perspective
and synoptic situations. Northrop and Chandler [9] quantified relative impact of
uncertainties from climate model selection, emission scenario, internal variability.
Sun et al. [10] analysed the skill of global climate models for daily precipitation and
temperature for China. They also made extensive comparative analysis. Similar
studies were reported by McMahon et al. [11]. Gulizia and Camilloni [12] evaluated
the global climate models to simulate precipitation patterns in South America south
of the equator and sub-regions.

Raju and Nagesh Kumar [13] explored eleven global climate models for upper
Malaprabha catchment for precipitation rate and considered five indicators. Impor-
tance of indicators was computed using entropy method. They employed outranking
based decision making method, PROMETHEE and found that MIROC3, GFDL2.1
and GISS occupied the first, second and third positions respectively. Equal impor-
tance of indicators is also assumed and in this case MIROC3, GISS and GFDL2.1
occupied the first, second and third positions. Raju and Nagesh Kumar [14] made
similar studies considering both temperature and precipitation using skill score
indicator. They employed TOPSIS for ranking global climate models. GFDL2.0,
GFDL2.1 and MIROC3 occupied first, second and third positions respectively.

It is inferred from the literature review that no fuzzy based decision making
approach was used till now for prioritizing the global climate models. In this regard,
objectives proposed are: (1) selection of performance indicators for precipitation
rate (2) applicability of fuzzy technique for order preference by similarity to an ideal
solution (F-TOPSIS) for the case study of Upper Malaprabha catchment, India.
Eleven coupled model intercomparison project 3 based global climate models,
UKMO-HADGEM1, GISS, GFDL2.0, BCCR-BCCM2.0, IPSL-CM4, UKMO-
HADCM3, GFDL2.1, INGV-ECHAM4, MIROC3, MRI-CGCM2 and NCAR-
PCMI are selected for evaluation and details of the same are presented in Table 1
[13–15].
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2 Performance Indicators

Three performance indicators, skill score (SS), correlation coefficient (CC), nor-
malised root mean square deviation (NRMSD) are considered for evaluation of
global climate models and they respectively measures linear strength relationship,
difference, similarity between observed and the computed values [16]. Imprecision
in indicator values that may arise due to interpolation and averaging procedures,
approximations are tackled through fuzzy logic approach which in our opinion is
necessary. Triangular membership function is explored for handling impreciseness
due to its simplicity (Fig. 1) and its compatibility while applying with the decision
making technique F-TOPSIS [1].

3 F-TOPSIS

Fuzzy technique for order preference by similarity to an ideal solution is based on
distance of each indicator for each global climate model from the ideal solution, Di

+

(Eq. 1) and distance of each indicator for each global climate model from the
anti-ideal solution, Di

− (Eq. 2) [1, 17]. Relative closeness Ci (Eq. 3) is based on Di
−,

Di
+ and higher relative closeness based global climate model is preferred. Flow

chart of F-TOPSIS methodology is presented in Fig. 2.

D+
i = ∑

J

j=1
dð Yij

∼
, Yj

∼ *Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ðpij − p*j Þ2 + ðqij − q*j Þ2 + ðrij − r*j Þ2�

3

s
ð1Þ

Table 1 Details of chosen coupled model intercomparison project 3 based GCMs

S.No Organisation involved in the development Name of global climate model

1 UK Met Office, UK UKMO-HADGEM1
2 Goddard Institute for Space Studies, USA GISS
3 Geophysical Fluid Dynamic Laboratory, USA GFDL2.0
4 Bjerknes Centre for Climate Research, Norway BCCR-BCCM 2.0
5 Institut Pierre Simon Laplace, France IPSL-CM 4
6 UK Met Office, UK UKMO-HADCM3
7 Geophysical Fluid Dynamic Laboratory, USA GFDL2.1
8 Istituto Nazionale Di Geofisica E Vulcanologia, Italy INGV-ECHAM 4
9 Centre for Climate Research, Japan MIROC3
10 Meteorological Research Institute, Japan MRI-CGCM2
11 Parallel Climate Models, NCAR, USA NCAR-PCMI
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Fig. 1 Typical triangular membership function
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Fig. 2 Flow chart of F-TOPSIS methodology
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D−
i = ∑

J

j=1
dð Yij

∼
, Yj

∼ **Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ðpij − p**j Þ2 + ðqij − q**j Þ2 + ðrij − r**j Þ2�

3

s
ð2Þ

Ci =
D−

i

ðD−
i +D+

i Þ ð3Þ

here triangular fuzzy numbers Yĩj (given data), Y
∼ *

j(ideal), Y
∼ **

j(anti-ideal) repre-
sents with elements (pij, qij, rij), (pj

*, qj
*, rj

*), (pj
**, qj

**, rj
**) respectively; p, q, r

represents lower, middle and upper values. Here i and j are indices representing
GCMs and indicators.

4 Results and Discussion

Upper Malaprabha catchment is selected as the case study for demonstration of the
methodology. The National Centre for Environmental Prediction-National Centre
for Atmospheric Research monthly data for the period of 1950–1999 was used at
2.5o × 2.5o grid resolution and the outputs of all the global climate models are
interpolated accordingly.

All the three indicators are assumed to have equal impact on the ranking of
global climate models. Table 2 presents the payoff matrix obtained for the three
indicators—CC, NRMSD, SS for the eleven global climate models in triangular
membership environment. Three values for each indicator represent the range that

Table 2 Normalised performance indicators obtained for 11 global climate models

Model CC NRMSD SS
pij qij rij pij qij rij pij qij rij

UKMO-HAD
GEM1

0.649 0.806 0.964 0.390 0.466 0.578 0.714 0.788 0.863

GISS 0.670 0.828 0.985 0.436 0.534 0.687 0.704 0.778 0.853

GFDL2.0 0.629 0.787 0.945 0.433 0.529 0.680 0.741 0.815 0.889
BCCR-BCCM 2.0 0.617 0.775 0.933 0.448 0.551 0.717 0.697 0.772 0.846
IPSL-CM4 0.316 0.474 0.632 0.305 0.350 0.410 0.584 0.658 0.733
UKMO-HADCM3 0.644 0.802 0.960 0.413 0.499 0.631 0.736 0.810 0.884
GFDL2.1 0.582 0.740 0.897 0.452 0.557 0.727 0.761 0.835 0.909
INGV-ECHAM 4 0.629 0.787 0.944 0.466 0.579 0.765 0.609 0.683 0.758
MIROC3 0.684 0.842 0.999 0.544 0.705 1.000 0.782 0.857 0.931
MRI-CGCM2 0.613 0.771 0.929 0.391 0.467 0.581 0.681 0.755 0.829
NCAR- PCMI 0.198 0.355 0.513 0.322 0.372 0.441 0.554 0.628 0.703
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can be handled by the fuzzy approach. It is found that evaluation of performance
indicators in fuzzy environment for each global climate model is found to be
helpful. Ideal (pj

*, qj
*, rj

*) and anti-ideal (pj
**, qj

**, rj
**) values for all the indicators are

chosen as (1, 1, 1) and (0, 0, 0).
Table 3 presents Di

+, Di
−, Ci and ranking pattern for eleven global climate

models. It is observed from Table 3 that highest and lowest (a) Di
+ values observed

are 1.6576 and 0.6732 respectively for NCAR-PCMI and MIROC3 with a range of
0.9844 (b) Di

− values observed are 2.4833 and 1.3906 respectively for MIROC3
and NCAR-PCMI with a range of 1.0927 (c) Ci values observed are 0.7867 and
0.4562 respectively for MIROC3 and NCAR-PCMI with a range of 0.3305.
MIROC3 occupied first position with Di

+, Di
−, Ci values, 0.6732, 2.4833, 0.7867

followed by GFDL 2.1 with Di
+, Di

−, Ci values, 0.9024, 2.1776, 0.7070. Third
position is occupied by GISS with Di

+, Di
−, Ci values, 0.9043, 2.1802, 0.7068. Note

that relative closeness is almost same with slight difference of 0.0002 for GFDL 2.1
and GISS for both second and third positions.

Similarly, UKMO-HADGEM1 and INGV-ECHAM4 occupied seven and eighth
positions with relative closeness of 0.6808 and 0.6802 with slight difference of
0.0006. Tenth and eleventh positions are occupied by IPSL-CM4, NCAR-PCMI
with relative closeness of 0.4959 and 0.4562. No single global climate model can
be recommended due to insignificant relative closeness difference between the top
rated global climate models. Sample calculation for computation of Di

+, Di
−, Ci for

global climate model GISS is presented in Appendix.
Keeping this in view, ensemble of GFDL2.1, GISS, MIROC3 is suggested for

further applications such as downscaling and hydrological modeling. Model
ensemble can be performed by adopting arithmetic average or suitable weighting
procedure on the corresponding historic climate simulations.

Table 3 Ranking pattern of
global climate models

Model Di
+ Di

− Ci Rank

UKMO-HADGEM1 0.9804 2.0914 0.6808 7
GISS 0.9043 2.1802 0.7068 3

GFDL2.0 0.9076 2.1714 0.7052 4
BCCR-BCCM 2.0 0.9378 2.1424 0.6955 6
IPSL-CM 4 1.5351 1.5100 0.4959 10
UKMO-HADCM3 0.9296 2.1466 0.6978 5
GFDL2.1 0.9024 2.1776 0.7070 2
INGV-ECHAM 4 0.9869 2.0989 0.6802 8
MIROC3 0.6732 2.4833 0.7867 1
MRI-CGCM2 1.0413 2.0251 0.6604 9
NCAR-PCMI 1.6576 1.3906 0.4562 11
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5 Summary and Conclusions

Correlation coefficient, normalised root mean square deviation, and skill score are
employed to rank eleven global climate models using F-TOPSIS for the case study
of Upper Malaprabha catchment. It is considered to be the first multicriterion
decision making effort in fuzzy perspective for ranking global climate models and
conclusions emanated from the study are:

• Top three positions are occupied by MIROC3, GFDL2.1 and GISS with relative
closeness of 0.7867, 0.7070, and 0.7068.

• IPSL-CM4, NCAR-PCMI occupied the tenth and eleventh positions with rela-
tive closeness of 0.4959 and 0.4562.

• Global climate models, namely, GISS, MIROC3, GFDL2.1 may be explored as
ensemble for further downscaling and hydrological modeling applications.

Further work can be explored with different membership functions such as
trapezoidal, Gaussian, hyperbolic and exponential to understand their applicability.
Some of the other possible extensions that can be explored are computation of
weights of indicators and application of other multicriterion decision making
methods.

Acknowledgments Present research work is supported by Council of Scientific and Industrial
Research, New Delhi vide project number 23(0023)/12/EMR-II dated 15.10.2012.

Appendix

Sample Calculation for Computation Of Di
+, Di

−, Ci

Chosen global climate model: GISS
Values of indicators in triangular membership environment:
Correlation coefficient (CC) = (0.670, 0.828, 0.985)
Normalised root mean square deviation (NRMSD) = (0.436, 0.534, 0.687)
Skill Score (SS) = (0.704, 0.778, 0.853)
Ideal values of indicators = (1, 1, 1)
Anti-ideal values of indicators = (0, 0, 0)

(i) Separation measure of GISS from ideal solution (Eq. 1):

D+
GISS =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðpij − p*j Þ2 + ðqij − q*j Þ2 + ðrij − r*j Þ2½ �

3

q
=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ð0.670− 1Þ2 + ð0.828− 1Þ2 + ð0.985− 1Þ2�

3

q
for

correlation coefficient +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ð0.436− 1Þ2 + ð0.534− 1Þ2 + ð0.687− 1Þ2�

3

q
for normalised root

mean square deviation +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ð0.704− 1Þ2 + ð0.778− 1Þ2 + ð0.853− 1Þ2�

3

q
for skill score

= 0.2150 + 0.4594 + 0.2299 = 0.9043
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(ii) Separation measure of GISS from anti-ideal solution (Eq. 2):

D−
Giss =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðpij − p**j Þ2 + ðqij − q**j Þ2 + ðrij − r**j Þ2½ �

3

q
=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ð0.670− 0Þ2 + ð0.828− 0Þ2 + ð0.985− 0Þ2�

3

q

for correlation coefficient +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ð0.436− 0Þ2 + ð0.534− 0Þ2 + ð0.687− 0Þ2�

3

q
for normalised

root mean square deviation +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ð0.704− 0Þ2 + ð0.778− 0Þ2 + ð0.853− 0Þ2�

3

q
for skill score

= 0.8376 + 0.5619 + 0.7807 = 2.1802
(iii) Relative closeness of GISS with reference to anti-ideal measure (Eq. 3):

CGISS =
D−

GISS
ðD−

GISS +D+
GISSÞ =

2.1802
ð2.1802+ 0.9043Þ = 0.7068
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Comparative Analysis of ANFIS
and SVR Model Performance
for Rainfall Prediction

Akash Dutt Dubey

Abstract In this paper, a comparative study of adaptive neural fuzzy inference
system and support vector machine regression models for the purpose of monthly
rainfall prediction has been done. The models were trained, validated and tested
using 50 years (1960–2010) of historical climatic data of Varanasi, a district in
Uttar Pradesh state of India. The data used as the predictors in these models were
monthly relative humidity, atmospheric pressure, average temperature and wind
speed of Varanasi. The adaptive neural fuzzy inference system (ANFIS) model used
in this study is generated using grid partitioning method and its performance was
analyzed. The v-support vector regression (v-SVR) model is also developed for the
comparative analysis of the rainfall prediction and the kernel used for this model is
Radial Basis Function. The performance criteria of these models were Mean Square
Error (MSE), Root Mean Square Error (RMSE), Mean Absolute Error (MAE),
Nash-Sutcliffe model efficiency coefficient (E) and correlation coefficient R. In this
study, it is observed that the performance of adaptive neural fuzzy inference system
(ANFIS) model which is optimized using hybrid method has better performance
than v-SVR.

Keywords Artificial neural network ⋅ ANFIS ⋅ Support vector regression ⋅
Rainfall prediction

1 Introduction

Rainfall prediction has been one of the most prominent issues that have been en-
countered in the catchment management applications. It also plays an important role
for the countries having agro-based economy. Rainfall forecasting is often consid-
ered to be one of the most difficult tasks keeping in mind that the variability of the
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spatial and temporal factors which affect rainfall is very high. Moreover, the rainfall
prediction methods can be used promptly by the flood management systems to
increase the lead time for early warning. Over the years, several rainfall prediction
methods have been applied to predict the rainfall accurately. These methods have
been primarily divided into two major categories. The first category of the rainfall
prediction methods uses the conventional methods, modeling the physical laws in
order to predict the rainfall. One of the major drawbacks of this method is that it may
cease to be feasible since the rainfall is a product which comprises several complex
atmospheric processes which vary both in spatial and temporal forms. This method
also involves relatively huge calculations which limit the models’ capacities.

The second method for rainfall prediction involves the use of intelligent com-
puting methods. Generally in this category, attempts are made to establish a pattern
of the rainfall in order to get accurate rainfall prediction. For this purpose data are
collected over years to analyze and establish a pattern among the factors affecting
the rainfall. The intelligent computing methods used for this study may involve
artificial neural networks, support vector machine and adaptive neural fuzzy
inference systems. In this paper, two intelligent models have been developed for
rainfall prediction i.e. support vector machines and ANFIS. The models developed
in this paper use the major factors affecting rainfall and attempt to establish a
relation between these factors and the rain-fall of the region. This paper also
compares the performances of these two models.

2 Related Works

The learning and predicting ability of the ANN involving missing meteorological
values were evaluated by Dawson and Wilby [1] and the results proved to be more
accurate than the conventional methods of prediction. In 2001, Toth et al. [2] found
out that the ANNs predicted the short term rainfall with better accuracy as com-
pared to the conventional rainfall prediction methods. A comparison of three dif-
ferent neural networks (multilayer feed forward network, Elman partial recurrent
neural network and time delay neural network) was done by Luk et al. [3].

The comparative study of the predictive ability of Radial Basis Function Neural
Network (RBFNN) and Hopfield Model (HFM) revealed that the RBFNN had
better accuracy (Maqsood et al.) [4]. However, it has also been suggested that the
neural networks should be re-initialized several times in order to ensure the best
solution (Lekkas et al.) [5]. Several studies have suggested that the neural networks
have better prediction accuracy than the regressive models [6, 7]. Yu et al. [8]
applied Support Vector Regression for the estimation of real time flood stage.

Hung et al. [9] developed a forecasting model that could forecast rainfall at 75
different rain gauge stations 1–6 h ahead for flood management. Ramesan et al. [10]
used Neural Network Auto Regressive with exogenous input (NNARX) and
adaptive neuro-fuzzy inference system (ANFIS) for rainfall predictions and found
out that both the methods provide high accuracy and reliability.
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For the daily rainfall prediction, neuro-fuzzy approach was adopted by Luenam
et al. [11]. Prognostic models were developed by Nastos et al. [12] to predict the
rainfall for next 4 months with satisfactory results. A clustering method to cluster
the average extreme rainfall of a year and then corresponding neural networks were
chosen to predict the rainfall [13]. A support vector machine method was developed
which used genetic programming during training and validation period to predict
the hourly typhoon rain-fall [14].

A study of various soft computing methods was done using SVR, ANN, moving
average (MA) and singular spectrum analysis (SSA) for the time series forecasting of
rainfall which stated the modular models (ANN-SVR for daily forecasting and
MSVR for monthly forecasting) gave better results as compared to ANN or SVR
techniques [15]. Datta et al. [16] used artificial neural networks to establish the
relation between the rainfalls of a given region to that of the rainfall of the neigh-
boring regions using the temporal as well as spatial data for increasing the accuracy
of the model.

Awan and Bae [17] modeled the ANFIS model using data from six different
dams categorically and concluded that this method was more accurate for the long
term inflow as compared to simple ANFIS model. SVM technique was coupled
with single spectrum analysis (SSA) since single spectrum analysis was helpful in
the preprocessing of the data Simões et al. [18]. The results obtained by this method
were compared to the results of SVM model only and it was found that the results
improved significantly by this method.

Li et al. [19] used multi objective genetic algorithm with support vector
machines to decide the optimal inputs and then predict 1–6-h-ahead typhoon
rainfall in Tsengwan river basin. Dubey [20] studied the performance of three
different neural network models (back propagation algorithm, layer recurrent and
distributed time delay model) for rainfall prediction and concluded that the pre-
diction of feed forward time delay network model was better as compared to the
other models. Wu et al. [21] proposed a Hybrid Particle Swarm Optimization
Genetic Algorithm (HPSOGA) method which was applied to the RBF-NN design
for rainfall prediction. Their study proved that this method can be effectively used
for higher generalization ability as well as better forecasting accuracy.

3 Methodology

3.1 Adaptive Neural Fuzzy Inference System (ANFIS)

Adaptive neural fuzzy inference system are adaptive neural networks which com-
bine the fuzzy inference system with the learning, adaptability and the approximate
reasoning features of the artificial neural networks. ANFIS is a hybrid system that is
used to solve complex problems with the use of intelligent systems and have the
ability to deal with different issues like uncertainty and unknown variations
effectively, thereby improving the robustness of the system.
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The Fuzzy Inference system has the ability to employ rules and knowledge that
can be expressed by linguistic expressions. The expression technique is one of the
strengths of the FIS as compared to the ANNs because ANNs are difficult to express
qualitative information such as “the temperature was high”. Therefore, the main
contribution of the FIS towards ANFIS is the modeling using if-then-else rules.
With the help of the learning ability of the neural networks, the fuzzy rule sets are
derived and the parameters are optimized.

Fuzzy logic is a flexible mathematical tool which is used in information mod-
eling. Fuzzy logic is different with the conventional logic in the sense that while the
conventional logic sets strict boundaries on the membership of a variable to a
definite set, fuzzy logic provides membership ranks within two sets and provides
the solution which is based on this dual.

The sugeno model in Fuzzy logic provides a systematic approach for creating a
collection of fuzzy rules according to the given input-output set. Sugeno model is
based on the if-then-else form as given below

if x1 is A and x2 is B then y= fðx1, x2Þ ð1Þ

given A and B are the fuzzy sets and y = f(x1, x2) is defined as the function
associated with the facts of x1 and x2 which correspond to A and B respectively.

ANFIS Architecture:
Figure 1 illustrates the basic architecture of the ANFIS models [22]. The basic

architecture of is divided into five layers which can be described as follows:

Layer 1 The nodes in this layer are the adaptive nodes associated with a node
function. The input to this layer is x to node i and the labels Ai are the
linguistic labels associated with them. The output of the ith node in layer
1 will be represented as O1,i and will be the membership rank of a fuzzy
set A(= A1, A1, B2 and B2). This output indicates the degree to which
the inputs are satisfied by quantifier A. The Gaussian 2 parameter used in
this study will be:

μa xð Þ= exp −
1
2

x− ci
ai

� �2
 !

ð2Þ

where ci and ai are known as the premise or antecedent parameters.
Layer 2 All the nodes in this layer are fixed and are used to multiply the incoming

signals and outputs the products. Each output of this layer will illustrate
the firing strength of a rule. Wi is the firing strength of the ith node.

O2, i =wi = μAi
xð ÞμBi

yð Þ ð3Þ

Layer 3 The nodes in this layer are also fixed and the ith node calculates the ratio
of the firing strength of the ith rule to the sum of the entire rule’s firing
strengths.
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O3, i =wi =
wi

w1 +w2
ð4Þ

where wi is the normalized firing strength.
Layer 4 This layer comprises of an adaptive node with the following node

function:

O4, i =wi f =wi pix+ qiy+ rið Þ ð5Þ

The parameters pi, qi and ri are the parameters of the nodes.
Layer 5 The total output is calculated as the sum of all the incoming signals using

the single fixed node in this layer. The calculation can be done as below:

overall output=O5, i = ∑i wi fi =
∑i wi fi
∑i wi

ð6Þ

More details about ANFIS can be found in [23, 24]. Various identification
methods such as Grid Partitioning (GP) and Subtractive Clustering (SC) can be
used to develop the ANFIS Sugeno models. Grid partitioning method in ANFIS
used axis paralleled partitions which is based on a defined number of membership
functions, to divide the input space into a number of local fuzzy regions [25].

Fig. 1 Basic architecture of ANFIS
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ANFIS GP works better if the number of input functions for the models is less than
six along with a sufficient number of data samples. Therefore, in this research work,
the number of data samples used is quite large and each input has been assigned
four membership functions.

3.2 Support Vector Regression

In 1992, Cortes and Vapnik [26] developed classification and regression procedures
based on statistical learning known as Support Vector Machines. The Support
Vector Machines work on the principle of mapping the original data X into a
high-dimensional feature space using the kernel function and then constructing an
optimal hyper plane in the new space which separates the classes. The advantage of
the SVM over conventional learning algorithms is that it avoids the local minima
and the risk of over-fitting during training and its solution is always globally
optimal. The support vector regression (SVR) describes the regression with SVM.
In regression estimation with SVR, attempts are made to evaluate the dependency
between the set of input points and the target points.

For a given set of data xi ⊂ Rn, where 1 ≤ i ≤ l, l being the size of the training
data, and yi = ±1 class labels, support vector machines find a hyper plane direction
w and an offset scalar b such that f xð Þ=w *Φ xð Þ+ b which will be more than zero
for positive examples and less than 0 for negative examples. Subsequently, the main
role of support vector regression is to find a function that can approximate the future
values correctly. The support vector regression function can be represented as
follows:

f xð Þ=w *Φ xð Þ+ b ð7Þ

where w ⊂ Rn, b ⊂ R and Φ denotes the nonlinear transformation from Rn to
high-dimensional space. The main goal in this equation is to compute the values of
w and b in such a way that there is minimum regression risk in determination of the
values of x.

Rreg fð Þ=C∑l
i=0 τ f xið Þ− yið Þ+ 1

2
wj jj j2 ð8Þ

τ being the cost function and C is a constant. The vector w can be described in the
terms of data points as

w= ∑l
i=1 αi − α*i
� �

Φ xið Þ ð9Þ
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On substituting the value of w in the Eq. 7,

f xð Þ= ∑
l

i=1
αi − α*i
� �

Φ xið Þ.Φ xð Þð Þ+ b

= ∑
l

i=1
αi − α*i
� �

k xi, xð Þ+ b

ð10Þ

The term Φ xið Þ.Φ xð Þ in the equation can be substituted with the kernel function
since it facilitates the evaluation of the dot product in high dimensional space using
the low dimensional space data input without any knowledge of Φ. The kernel
function used in this study is the RBF (Radial Basis Function). Some of the
common kernels are given in Table 1.

The most common cost function that is widely used is the ε-insensitive loss
function which is defined as follows:

τ f xð Þ− yð Þ= f xð Þ− y − ε,j for f xð Þ− yj≥ ε
0 otherwise

�
ð11Þ

The constant C used in the Eq. (8) is the penalties which are assigned for the
estimation error. Higher value of C indicates that the penalties for the error in
estimation is high and the regression is trained to minimize error and lesser gen-
eralization while a low value of C indicates greater generalization of the regression.
As the value of C grows towards infinity, the errors minimize and more complex
models are trained. As the value of C decreases to 0, simpler models are designed
with high error tolerance. The support vector machines and the support vector
regression can be used without the knowledge of transformation. For the better
performance of the models, experiment with the kernel functions, values of C, the
penalty function and the radius of the ε tube is needed so that the data inside it can
be ignored during regression.

4 Area of Study and Data Set

The area under study for rainfall prediction is Varanasi is located at 25°0′ to 25°16′
N latitude and 82 5′ to 83°1′E longitude, at an elevation of 80 m. above sea level,
along the banks of river Ganga. Varanasi has humid subtropical climate with a large

Table 1 Kernels used in the
support vector machine

Kernel Function

Linear x*y
Polynomial [(x*xi) + 1]d

Radial basis function (RBF) Exp{−γ|x − xi|
2}
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difference between the summer and winter temperatures. The temperature in winter
can drop up to 0° due to the Himalayan waves while the summers witness a
temperature of up to 47o. The average annual rainfall in Varanasi is 1100 mm. The
rainfall in Varanasi is mainly due to the South-Western monsoon which takes about
90 % of the total rainfall. The rainfall in Varanasi is prominent from the month of
June to September, August being the wettest month of the year.

The data samples collected for the study included four predictors which were
monthly average temperature, relative humidity, atmospheric pressure and wind
speed. These four predictors were used together to predict the average monthly
rainfall of the next month. Since these predictors have different units, it would be
difficult to establish correlation between them using soft computing methods.
Therefore, min-max normalization method was used to limit the value of these four
predictors between 0 and 1. The formula for the normalization can be given as:

Normalized zið Þ= zi − zmin
zmax − zmin

ð12Þ

where zi ε {z1, z2, z3….zn}, zmin is the minimum value and zmax is the maximum
value from the data sample z.

5 Evaluation Criteria of the Performance of the Models

For the evaluation of the model performance in this study, different statistical
evaluation criteria were applied. These criteria included Mean Square Error (MSE),
Root Mean Square Error (RMSE), Mean Absolute Error (MAE), Nash-Sutcliffe
model efficiency coefficient (E) and correlation coefficient R. These statistical cri-
teria can be de- fined as follows:

MSE=
∑n

i=1 yi − yîð Þ2
n

ð13Þ

RMSE=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i=1 yi − yîð Þ2
n

s
ð14Þ

MAE=
∑n

i=1 yi − yîj j
n

ð15Þ

E=1−
∑n

i=1 yi − yîð Þ2
∑n

i=1 yi − y0̄ð Þ2 ð16Þ
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R=
n ∑ yiy0̂ð Þ− ∑ yi ∑ y0̂ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n∑ y2i − ∑ yið Þ2
h i

n∑ y ̂20 − ∑ y0̂ð Þ2
h ir ð17Þ

where n signifies the number of months, yi is the observed rainfall for the given
month i, yî is the estimated rainfall for the given month i and y ̄0 is the mean rainfall
over a given period of time.

6 Results and Discussion

In the applications, the ANFIS and v-SVR models were trained, validated and
tested according to the given specifications. In this study, grid partition
(GP) method has been used to construct the model. For ANFIS-GP model, different
number of MFs were trained and tested to check the accuracy of the models. The
MFs simulated for ANFIS models were triangular (trimf), two Gaussian (gauss2mf)
and generalized bell (gbellmf) and the results obtained by gauss2mf were found to
be better than the two other methods. The equation for the gauss2mf method has
been given in Eq. (2).

The iteration number for training of all the models in ANFIS was set to 100 since
any value more than 100 resulted in overtraining of the model. The node function
used in this model is linear and Eq. (5) is the representation of the method. For the
purpose of weight optimization, hybrid optimization method has been used which is
a combination of least squared and back propagation approaches.

For the development of v-SVR model, two main steps that were involved were
selection of kernel function and identification of C and v. The kernel used in this
work was radial basis function (RBF) since it maps the data samples non-linearly
into a higher dimension space. The advantage of using RBF kernel is that it can also
work efficiently in the cases of The RBF kernel can also handle the case where the
class labels and attributes are discrete.

As observed from the Table 2, it was concluded that the performance of
ANFIS-Grid Partition model was better than the support vector regression model.

Table 2 Performance of the
prediction models

ANFIS-GP v-SVR

Training Validation Training Validation
MSE 0.00315 0.00418 0.00543 0.06251
RMSE 0.05620 0.06465 0.07371 0.07905
MAE 0.02517 0.03158 0.04710 0.05218
E 0.92642 0.90154 0.87345 0.86597
R 0.96323 0.94151 0.93609 0.92589

Comparative Analysis of ANFIS and SVR Model … 71



The regression coefficient R obtained in training and validation phases of the ANFIS
model was found to be 0.96 and 0.94 respectively while those obtained for the
support vector regression model were 0.93 and 0.92 respectively. The Nash-Sutcliffe
model efficiency coefficient obtained for the ANFIS model 0.926 while for the
support vector regression model was found to be 0.873. The results suggest that the
performance of the ANFIS-GP model outperformed SVRmodel with a good margin,
suggesting that the prediction power of ANFIS model was much better than the SVR
model in the case of rainfall prediction using the four aforementioned predictors.

The Figs. 2 and 3 represent the regression plots for the performance during the
validation of the ANFIS and SVR models. The performance of the prediction
models of SVR and ANFIS has been illustrated in the Figs. 4 and 5 respectively
which depict the performance of ANFIS is better than the SVR model, thus con-
solidating the results.

Fig. 2 Regression plot for support vector regression
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Fig. 3 Regression plot for ANFIS

Fig. 4 Rainfall prediction using support vector regression
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7 Conclusions

In this research work, monthly rainfall prediction models using adaptive neural
fuzzy inference system and support vector regression have been developed. The
predictors used for these models were monthly average temperature, relative
humidity, atmospheric pressure and wind speed. The performance of these two
models were evaluated and compared to each other. It was concluded that the
ANFIS model outperformed the support vector regression model. For the future
studies, these adaptive neural fuzzy inference system and support vector regression
models can be modified and optimized for better performance and better rainfall
accuracy. These models can also be mixed with different soft computing methods
thus generating hybrid models for better rainfall accuracy.
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Cross Domain Sentiment Analysis Using
Different Machine Learning Techniques

S. Mahalakshmi and E. Sivasankar

Abstract Sentiment analysis is the field of study that focuses on finding effectively

the conduct of subjective text by analyzing people’s opinions, sentiments, evalua-

tions, attitudes and emotions towards entities. The analysis of data and extracting

the opinion word from the data is a challenging task especially when it involves

reviews from completely different domains. We perform cross domain sentiment

analysis on Amazon product reviews (books, dvd, kitchen appliances, electronics)

and TripAdvisor hotel reviews, effectively classify the reviews to positive and nega-

tive polarities by applying various preprocessing techniques like Tokenization, POS

Tagging, Lemmatization and Stemming which can enhance the performance of sen-

timent analysis in terms of accuracy and time to train the classifier. Various methods

proposed for document-level sentiment classification like Naive Bayes, k-Nearest

Neighbor, Support Vector Machines and Decision Tree are analysed in this work.

Cross domain sentiment classification is useful because many times we might not

have training corpus of specific domains for which we need to classify the data and

also cross domain is favoured by lower computation cost and time. Despite poor per-

formance in accuracy, the time consumed for sentiment classification when multiple

testing datasets of different domains are present is far less in case of cross domain

as compared to single domain. This work aims to define methods to overcome the

problem of lower accuracy in cross-domain sentiment classification using different

techniques and taking the benefit of being a faster method.
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1 Introduction

With the evolution of web, people express or exchange their perspectives, feedbacks

and opinions through online social media sites, such as user forums, blogs, discussion

boards and review sites, etc. [1]. User views are considered to be valuable sources

for improving the caliber of the service provided [2]. The user reviews are usually in

unstructured format. Analyzing and gaining information from them can be a difficult

task. Sentiment Classification (SC) is the technique which provides a solution to this

problem. It focuses on identifying sentiment words and their polarity from user’s

review, which are then classified as positive and negative. This will help the user

to arrive at a correct decision. Cross Domain Sentiment Classification (CDSC) is

a ranging field of research in Machine Learning (ML). A fraction of the dataset is

used for training the classifier and remaining fraction is used for testing in single

domain whereas in cross domain, two completely different domains are considered

and the classifier is trained with one domain dataset and tested using the other. The

challenge in SC of user reviews is to improve the computational efficiency and also

to ensure real time response for processing huge amounts of data with the feasibility

of the technology to work across heterogeneous commercial domain [3]. Thus the

computational complexity of the proposed technology is crucial.

Major research in sentiment analysis focuses on identifying people’s emotion or

attitude from text. In heterogeneous domain, the group is split into clusters and var-

ious techniques can be adopted for improving the results like spotting the keyword,

lexical affinity, statistical methods and concept based approach [3]. Each method

help in certain way to the problem formulation. Main reason for considering hetero-

geneous domains is the crucial problem faced by people in finding the sentiment of

the texts or reviews extracted from the web accurately in an automated way irrespec-

tive of the domain. This paper is structured as follows: Sect. 2 describes the related

work on CDSC. Different ML methods are elaborated in Sect. 3. Proposed frame-

works are detailed in Sect. 4. Section 5 gives the experimental result obtained for

the proposed models and performance of the CDSC for all classifiers are analyzed.

Finally Sect. 6 concludes the work.

2 Literature Review

Bisio et al. [3] have done research on the classification across heterogeneous domains.

In their research, they have defined a feature space for reviews using an integrated

strategy which combines semantic network and contextual valence shifters. They

have used empirical learning to map the reviews and its sentiment labels. Augmented

k-Nearest Neighbor (kNN) [4] aided their model by improving the computational

efficiency. Li et al. [5] proposed a sentiment transfer mechanism based on constrained

non-negative matrix tri-factorizations of term-document matrices in the source and

target domains.
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Bollegala et al. [6] proposed a technique for CDSC that uses an automatically

extracted Sentiment Sensitive Thesaurus (SST). They have used labeled data from

multiple source domains and unlabeled data from source and target domains to con-

struct SST. This constructed thesaurus is used for training and testing the binary

classifier. A relevant subset of the features is selected using L1 regularization. Jamb-

hulkar and Nirkhi [7] have compared and analyzed three techniques of cross domain

sentiment analysis viz SST, spectral feature alignment, structural correspondence

learning and discussed the challenges. This gave us an idea about the existing tech-

niques and scope. We propose our model which uses techniques from the above

literatures and the effectiveness is talked about in the following sections.

The performance of our proposed approach is evaluated experimentally by con-

sidering two large heterogeneous datasets of reviews : the first one is product reviews

from AmazonTM [6] and the other one is hotel reviews from TripAdvisorTM [8].

The chosen datasets are available online to reproduce the showed results. The exper-

imental results show that the proposed framework attains satisfactory performance

in terms of both accuracy and computational efficiency.

The experimental datasets used for the analysis are two heterogeneous domains:

Amazon Dataset (books, dvd, kitchen appliances, electronics) [6] and hotel reviews

from TripAdvisor [8] which are quite distant commercial areas. The complications

in SC of user reviews are majorly due to Linguistic nuances such as the quality

of lexicon and incongruity in syntax that make it hard to apply any classical text

mining approaches [6]. Drawing separating boundaries can be extremely tricky for

classifiers especially in sparse scenarios. Thus the efficiency of classification is most

dependent on the review patterns [9]. Apart from these impediments, cognitive issues

also occurs for text to sentiment mapping of an established model. To facilitate these

issues a holistic approach is required that integrates lexical and semantic information

with ease [13].

3 Methodology

This part describes various ML techniques used to categorize the review as positive

or negative. The reviews are preprocessed to improve the efficiency. Classifiers are

trained using one dataset to predict the sentiment of the reviews from another dataset

in cross domain. We measure the exactness of the result using confusion matrix.

For analysis we have used the following classifiers, K-Nearest Neighbour, Naive

Bayes-Gaussian, Multinomial, Bernoulli, Support Vector Machine using Linear ker-

nel and Radial Basis Function (RBF) kernel, Decision Tree.

K-Nearest Neighbour The kNN algorithm is a non-parametric method [4] which

takes training set with class label as input for classification. Output is the class mem-

bership. This algorithm classifies the sample based on majority vote of its neighbors,

the output is the most common class among its kNN [3]. K is a fixed constant which

is generally small and an odd number is often chosen to avoid the neutrality case

while doing the majority voting.
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Fig. 1 Accuracy of KNN for different K value

The training set given as input to the classifier consist of vectors in multi-

dimensional feature space, each with its class label. While training the classifier,

the algorithm stores only the feature vectors and corresponding class labels for each

sample. A user defined constant is chosen for k. An unlabeled feature vector is given

as input for the classifier to identify the class. While classifying, k nearest feature

vectors to the test data are identified by opting a distance metric. Most trivial and

efficient distance metric is Euclidean Distance. Majority voting is done for the k

identified neighbors and the class is assigned to the test vector.

An experiment is carried out on finding the accuracy of the k-NN classifier

by training the Amazon dataset (pair 1) and testing with TripAdvisor dataset for

Model 1. The Fig. 1 illustrates the experiment and it shows the increase in accuracy

for increasing k and after k = 15, the increase in accuracy is not considerable and so

we fixed the value of k as 15.

Naive Bayes NB classifiers [9] are simple probabilistic classifiers based on applying

Bayes’ theorem with strong (naive) independence assumptions between the features.

In Gaussian NB, the assumption is that the continuous values associated with each

class are distributed according to a Gaussian distribution.

p(x = v ∣ c) = 1√
2𝜋𝜎2

c

e
(v−𝜇c )2

2𝜇2c (1)

where x is a continuous attribute, c is a class, 𝜎
2
c is the variance and 𝜇 is the mean

of the values in x associated with class c. With a multinomial event model, samples

(feature vectors) represent the frequencies with which certain events are generated

by a multinomial. Most document classification uses this model, with events repre-

senting the occurrence of a word in a single document. The likelihood of observing

a histogram X is given by,
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p(x ∣ Ck) =
(∑

i xi
)
!∏

i xi!
∏
i
pxiki (2)

where pi is the probability that event i occurs. A feature vector X = (x1, .....xn) is

then a histogram, with Xi counting the number of times event i was observed in a

particular instance.

In the multivariate Bernoulli event model, features are independent booleans

(binary variables) describing inputs. If Xi is a boolean denoting the occurrence or

absence of the i′th term from the vocabulary, then the likelihood of a document

given a class Ck is given by,

p(x ∣ Ck) =
n∏
i=1

pxiki (1 − pki)(1−xi) (3)

where pki is the probability of class Ck generating the term wi. Same like

Multinomial NB, this is also most suited for document classification [10]. Small

amount of training data is sufficient to train the NB model to efficiently classify the

test data. It is a simple technique for constructing classifiers.

Support Vector Machine SVMs or Support vector networks are supervised learning

models. The data are analyzed and a pattern is recognized using learning algorithms

that are part of the model. These patterns are used for analysis [9]. A set of training

sample, each belonging to one of the two categories, is given as input to the SVM

training algorithm. The algorithm constructs a model that will classify the new sam-

ples into one of the categories. Thus SVM is a non-probabilistic binary linear clas-

sifier. SVM model represents the training sample as points in space. Analysis of the

points for pattern recognition results in identifying a clear gap which separates the

two categories. When a test data is given to the model, it maps the data to the space

and categorizes it based on which side of the gap it falls on [10]. Linear svm are gen-

erally applied on linearly separable data. If the data is not linearly separable, you’ll

need to map your samples into another dimensional space, using kernels like RBF.

Decision Tree DT is used in this learning technique. It as a predictive model which

maps the details of the data to its class. This approach is used in statistics, data min-

ing and ML [9]. Classification trees are models that accept the class to take finite

set of values. In these models, class label take the leaf’s position and the interme-

diate branches represent conjunctions of features that lead to the class labels. After

preprocessing, review versus common words matrix is generated for Amazon and

TripAdvisor dataset. These matrices are used for training the classifiers. The classi-

fiers are trained using one dataset and tested using the other in each dataset pair.
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Table 1 Confusion matrix for SC

Predicted sentiment

+ ve sentiment − ve sentiment

Actual sentiment + ve sentiment True positive (TP) False negative (FN)

− ve sentiment False positive (FP) True negative (TN)

3.1 Performance Analysis

Accuracy measure is used to evaluate the performance of SC. Accuracy is deter-

mined as the proportion of correct number of predictions given total number of text

reviews. Let us assume 2 × 2 confusion matrix as mentioned in Table 1.

The accuracy of SC is,

Accuracy = TP + TN
TP + TN + FP + FN

(4)

4 Proposed Framework

The experimental evaluation of the cross-domain approach needs two entirely differ-

ent training and testing datasets [3]. The first dataset reviews are from Amazon, [6]

related to four product categories: books, DVDs, electronics and kitchen appliances

which has 8000 reviews (1000 positive and 1000 negative reviews in each category).

The second dataset is hotel reviews obtained from TripAdvisor, [8] which has mil-

lions of review. First N sampling technique is used to sample the data and consider

only 4000 reviews in which 2000 positive and negative reviews each. This sampling

method is opted because the database reviews are in random order. All the reviews

are labelled.

We analyse the reviews in three stages—Preprocessing, Matrix Generation, Clas-

sification. Figure 2 shows the steps followed in the proposed method for the different

feature models and classifiers considered.

4.1 Preprocessing

We preprocess the reviews using ML techniques such as Tokenization, removing

stop words, Lemmatization, Stemming and Part-of-Speech (POS) Tagging.

Tokenization occurs at the word level, it is the process of breaking up the stream of

text to words, phrases or symbols which are meaningful. These elements are termed

as tokens [6, 11]. Stop words are words which don’t express the sentiment of the

sentences and so they are removed [6, 12]. In our work, we perform removal of stop
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TripAdvisor 
Dataset

Amazon Product 
Review Dataset

Tokenization 

Lemmatization & Stemming POS tagging 

Model - 1 

Model - 2 Model - 3 Model - 4 STAGE I 

STAGE III

STAGE II

Lemmatization & Stemming 

Adjective, Adverb Adjective, Verb Adjective 

Matrix generation using the extracted features  

Training Dataset (One Domain) Test Dataset (Another Domain) 

Evaluation and Comparison 

Machine Learning Techniques 

DT KNN SVM Gaussian NB Bernoulli NB Multinomial NB 

Fig. 2 Experimental setup

words after tokinizing the reviews. There is no single universal list of stop words.

For a given purpose, any group of words can be chosen as the stop words. All words

less than 3 characters, articles, prepositions and most common words can be part

of the stop words [1, 12]. In Lemmatization, different inflected forms of a word are

grouped together, so that they can be analyzed as a single item. In computational lin-

guistics, it is the process of determining the lemma of a given word [6, 9]. Stemming

is an informational retrieval process which reduces the words to their word stem or

base form [6, 9]. Lemmatization and Stemming appear to be similar processes. The

difference is that a stemmer operates on a single word without knowing the context

and so it cannot discriminate between the words having different meanings depend-

ing upon the context unlike lemmatizer. The advantage of stemmer is that it can be

easily implemented and is faster which overshadow the reduced accuracy in some
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applications. Part-of-Speech tagging which is also called grammatical tagging or

word-category disambiguation, is the process of identifying the part of speech for

each word in the review based on its definition and context. It considers the relation-

ship with the adjacent and related words in a phrase, sentence or paragraph.

4.2 Model Generation

Following models are constructed for the analysis as mentioned in Fig. 2.

Model 1 Both the datasets are tokenized. Stop words are removed from the tokenized

words and it is lemmatized. Lemmatized words are stemmed.

Model 2 Both the datasets are tokenized, pos tagging is applied and adjectives,

adverbs are extracted and it is lemmatized and stemmed.

Model 3 Both the datasets are tokenized, pos tagging is applied and adjectives,verbs

are extracted and it is lemmatized and stemmed.

Model 4 Both the datasets are tokenized, pos tagging is applied and adjectives are

extracted and it is lemmatized and stemmed.

4.3 Matrix Generation

Common words between the two datasets are extracted from the preprocessing stage.

In matrix generation, these common words are considered and term frequency matrix

or binary matrix between reviews and the words is constructed for each of the

datasets [3]. In our work, we consider frequency matrix for analysis.

In the classification stage, classifiers are trained and tested using this matrix.

5 Results and Analysis

The consistency of the result is checked by experimenting twice. First, the exper-

iment is done using books and DVD reviews of Amazon (2000 pos and 2000

neg) and the hotel reviews from TripAdvisor (2000 pos and 2000 neg). Next, the

experiment is done using electronics and kitchen appliances reviews from Amazon

(2000 pos and 2000 neg) and the hotel reviews from TripAdvisor (2000 pos and 2000

neg). Each dataset pair is trained and tested. Amazon dataset is in xml format. Using

regular expressions, reviews and labels (pos or neg) are extracted. Similarly, reviews

are extracted from the TripAdvisor dataset, here the label is identified as positive

if the rating (on a scale of 5) is 4 or 5 and negative if it is 1 or 2. The extracted

reviews are preprocessed and common words are identified between the datasets for

all the considered four models. Table 2 shows the number of common words after

preprocessing in each model.
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Table 2 Number of common words after preprocessing in each model

Dataset pair Model 1 Model 2 Model 3 Model 4

Books, Dvd from

Amazon, hotel

from TripAdvisor

6889 3190 1818 1395

Electronics,

kitchen

appliances from

Amazon, hotel

from TripAdvisor

5254 2486 1444 1093

Table 3 Accuracy of classifiers—training Amazon and testing TripAdvisor

Classifiers Model 1 Model 2 Model 3 Model 4

Dataset Dataset Dataset Dataset Dataset Dataset Dataset Dataset

pair 1 pair 2 pair 1 pair 2 pair 1 pair 2 pair 1 pair 2

KNN (k = 15) 64.275 58.1 60.25 62.9 59.6 61.775 58.875 61.875

NB Gaussian 51.55 55.875 52.175 55.95 54.5 57.525 53.025 57.9

NB Multinomial 72.05 70.775 71.925 73.4 70.075 70.125 66.55 67.65

NB Bernoulli 69.35 73.25 68.45 74.275 69.8 68.575 64.25 65.125

DT 65.275 58.85 64.7 65.75 61.75 60.725 61.775 60.575

SVM rbf 66.85 66.275 65.8 65.375 62.225 60.725 59.275 58.325

SVM linear 70.65 68.15 68.675 70.7 66.15 70.125 61.65 65.85

Table 4 Accuracy of classifiers—training TripAdvisor and testing Amazon

Classifiers Model 1 Model 2 Model 3 Model 4

Dataset Dataset Dataset Dataset Dataset Dataset Dataset Dataset

pair 1 pair 2 pair 1 pair 2 pair 1 pair 2 pair 1 pair 2

KNN (k = 15) 60.625 63.225 59.875 61.85 57.25 59 56.875 56.625

NB Gaussian 53.55 54.15 53.675 55.35 51.975 53.225 51.75 53.275

NB Multinomial 58.925 66.8 65.725 72 64.65 69.075 63.175 67.3

NB Bernoulli 57.375 60.8 58.3 61.975 60.725 62.325 60.725 62.425

DT 64.275 68.95 61.75 64.325 58.65 59.45 57.45 56.9

SVM rbf 53.95 53.375 59.6 62.075 60.825 63.925 58.075 63.575

SVM linear 65.425 70.15 65.825 69.05 65.1 70.125 62.475 65.925

Review vs. Common word frequency matrix for both the datasets are constructed.

Classification is done using the matrixes. One dataset is used for training and the

other is used for testing. i.e. Classifier is trained with Amazon dataset and tested

using TripAdvisor dataset and vice versa.

Table 3 shows the accuracy of classifiers when trained using Amazon dataset and

tested with TripAdvisor dataset for each model. Table 4 shows the accuracy of clas-

sifiers when trained using TripAdvisor dataset and tested with Amazon dataset.
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Fig. 3 Training with Amazon dataset and testing TripAdvisor dataset

Fig. 4 Training with TripAdvisor dataset and testing Amazon dataset

From Figs. 3, 4 we observe that, for any model, NB Multinomial, SVM with

linear kernel outperform the other classifiers with better accuracy. Performance of

NB Bernoulli and DT are average, KNN, SVM with rbf kernel and NB Gaussian are

poor with respect to accuracy.

Based on time,

1. With respect to models,

Model 1 takes the highest time for training and testing, as it does not employ POS

Tagging technique and so more common words between datasets, hence huge

matrix and thus the impact in time. Model 2, 3, 4 take very less time compared

to model 1.

2. With respect to classifiers,

KNN takes the highest time to train and also to test the data irrespective of any

model. All forms of NB, DT, SVM with linear kernel take almost the same time

and they are the least compared to KNN and SVM with rbf kernel. SVM with rbf

kernel takes more time compared to the above classifiers but considerably lesser

time compared to KNN.

Considering both performance analysis and time analysis, we conclude that NB

Multinomial, SVM with linear kernel are better than other classifiers for cross

domain.
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6 Conclusion

The overriding purpose of this analysis was to create an effective and efficient model

for cross domain which can perform better with respect to computation and also

space. To determine the best method, lot of models are considered and many pre-

processing techniques are applied. Doing which determined, the model which incor-

porated POS Tagging performs better and Multinomial NB and SVM linear kernel

classify the model very well compared to other classifiers. This work can be extended

to big data with relatively large datasets. The results are promising with labelled

dataset. The effectiveness of the same model on unstructured data can be worked

upon.
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Combining ELM with Random Projections
for Low and High Dimensional Data
Classification and Clustering

Abobakr Khalil Alshamiri, Alok Singh and Bapi Raju Surampudi

Abstract Extreme learning machine (ELM), as a new learning method for

training feedforward neural networks, has shown its good generalization perfor-

mance in regression and classification applications. Random projection (RP), as a

simple and powerful technique for dimensionality reduction, is used for projecting

high-dimensional data into low-dimensional subspaces while ensuring that the dis-

tances between data points are approximately preserved. This paper presents a sys-

tematic study on the application of RP in conjunction with ELM for both low- and

high-dimensional data classification and clustering.

Keywords Extreme learning machine ⋅ Random projection ⋅ Classification ⋅
Clustering

1 Introduction

Extreme learning machine (ELM) is a new learning algorithm, proposed by Huang

et al. [1, 2], inline with early proposals [3–5] for single-hidden layer feedforward

neural networks (SLFNs). In ELM, the hidden layer parameters (input weights and

biases) are randomly initialized and the output weights are analytically determined.

Unlike the slow conventional gradient-based learning algorithms (such as back-

propagation (BP)) for SLFNs, which require all parameters (weights and biases)
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of the feedforward networks to be adjusted iteratively, ELM randomly assigns the

hidden layer parameters and keeps them fixed during the learning process, and then

determines the output weights analytically. The ELM hidden layer non-linearly trans-

forms the input data into a high-dimensional space called ELM feature space. This

transformation often renders the input data more separable in the ELM feature space,

and hence simplifies the solution of the underlying or associated tasks. Due to its uni-

versal approximation capability (approximating any continuous target function) and

classification capability (classifying any disjoint regions), extreme learning machine

has been extensively used in regression and classification applications [2, 6]. Com-

pared to traditional algorithms such as back-propagation (BP) and support vector

machine (SVM), ELM not only provides good generalization performance, but also

provides learning at extremely fast speed [2]. The good performance of ELM has

encouraged researchers to integrate ELM method with SVM by replacing SVM ker-

nel with normalized ELM kernel. Frénay and Verleysen [7] show that the integra-

tion of ELM with SVM has obtained good generalization performance. Recently,

K-means algorithm has been combined with extreme learning approach to perform

clustering in ELM feature space [8, 9]. This combination (ELM K-means) has been

shown to obtain better clustering performance compared to classical K-means algo-

rithm. Alshamiri et al. [10] incorporated the ELM method into an artificial bee

colony (ABC) algorithm-based clustering approach to take advantage of the linear

separability of the data in the ELM feature space and to overcome the shortcomings

of ELM K-means algorithm.

Dimensionality reduction is the process of obtaining a low-dimensional represen-

tation of a given high-dimensional data. Generally, there are two types of dimension

reduction techniques: feature selection and feature extraction. Feature selection tech-

niques reduce the dimensions of data by finding a subset of relevant features from

original dimensions. Feature extraction techniques reduce the dimensionality by con-

structing new dimensions either by using some transformations or by combining two

or more original dimensions.

Random projection (RP) is a feature extraction-based dimensionality reduction

technique which represents high-dimensional data in a low-dimensional space while

approximately preserving the distances between the data points. The ability of ran-

dom projection to approximately preserve the distances among the data points in the

transformed space is an important property for machine learning applications in gen-

eral. Fradkin and Madigan [11] have compared the performance of different machine

learning methods such as nearest neighbor methods, decision trees and SVM in

conjunction with the dimensionality reduction techniques RP and principle com-

ponent analysis (PCA). In their work, PCA outperformed RP, but the computational

overhead associated with PCA is high compared to RP. Deegalla and Bostrom [12]

have first used RP and PCA for dimensionality reduction of data and then applied

nearest neighbor classifier on the reduced data. Their experiments show that the

performance of PCA depends heavily on the value we choose for the number of

reduced dimensions. After reaching a peak, the accuracy for PCA decreases with the

increase in number of dimensions. On the other hand, the accuracy for RP increases

with the increase in number of dimensions. Fern and Brodley [13] investigated
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the application of RP integrated with ensemble methods for unsupervised learning

of high-dimensional data. Cardoso and Wichert [14] proposed an iterative method

for clustering high-dimensional data using RP and K-means algorithm. Recently,

Gastaldo et al. [15] have proposed a new method which combines ELM with ran-

dom projections. The performance of their method has been tested on two binary

classification problems. The experiments demonstrated the ability of the proposed

model to balance classification accuracy and computational complexity.

In this paper, we provide a systematic study on the application of RP in conjunc-

tion with ELM for both high- and low-dimensional data classification and clustering

tasks. This study is based on the following intuition: the very fact that RP technique

can do dimensionality reduction without distorting significantly the structure of data,

can be used for different scenarios. First, for high-dimensional data, RP can be used

to reduce the dimensionality by shrinking the number of neurons in the ELM hid-

den layer, as the solution may lie in a lower-dimensional subspace, and then we can

use regression and K-means for classification and clustering, respectively. Second,

for low-dimensional data, we use ELM to project the data into ELM feature space,

where we expect the data to be linearly separable, and then we use RP to bring the

data down to a lower space while preserving the linear separability of data. The

second scenario tackles the problem of non-linear separability of data in the input

space and reduces the computational cost of classification and clustering in the ELM

feature space by projecting the data into a lower space while preserving the linear

separability of the data.

The remainder of this paper is organized as follows: Sect. 2 describes the basics of

the extreme learning machine (ELM). Section 3 introduces random projection (RP).

In Sect. 4, the first scenario which combines ELM with RP for high-dimensional

data classification and clustering is introduced. Section 5 presents the second sce-

nario which combines ELM with RP for low-dimensional data classification and

clustering. Experimental results and their analysis are presented in Sect. 6. Finally,

Sect. 7 concludes this paper.

2 Extreme Learning Machine

ELM is recently proposed algorithm for training single-hidden layer feedforward

neural networks (SLFNs). The algorithm randomly initializes the input weights of

the networks and then determines the output weights analytically [1, 2, 16]. Research

on SLFNs started long ago [3–5] and continues to attract attention. Unlike the slow

gradient-based learning algorithms for SLFNs, which require all the parameters of

the networks to be tuned iteratively, ELM requires no iteration when determining

the SLFNs parameters as the hidden layer parameters are randomly initialized and

remain fixed during the learning process and the output weights are analytically

determined. ELM algorithm not only learns at extremely fast speed but also obtains

good generalization performance [6]. For formally defining the ELM, we will fol-

low the same notational convention as used in [2]. For instance, we are given a set

of training examples ℵ = {(xi, ti) ∣ xi ∈ Rd
, ti ∈ Rm

, i = 1,… ,N}, standard SLFNs
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with L hidden neurons and activation function g(x), then the output of SLFNs can

be represented as [2]:

L∑
i=1

𝛽ig(wi ⋅ xj + bi) = yj, j = 1,… ,N. (1)

where wi = [wi1,… ,wid]T and bi are the input weight and the bias of the hidden neu-

ron, respectively. 𝛽i = [𝛽i1,… , 𝛽im]T is the output weight. wi ⋅ xj is the inner product

of wi and xj. With that standard SLFNs, the parameters 𝛽i, i = 1,… ,L can be esti-

mated such that L∑
i=1

𝛽ig(wi ⋅ xj + bi) = tj, j = 1,… ,N. (2)

Equation (2) can be written as in [2]:

H𝛽𝛽𝛽 = T (3)

where

H =
⎡
⎢⎢⎣

g(w1 ⋅ x1 + b1) … g(wL ⋅ x1 + bL)
⋮ … ⋮

g(w1 ⋅ xN + b1) … g(wL ⋅ xN + bL)

⎤
⎥⎥⎦N×L

(4)

𝛽𝛽𝛽 =
⎡
⎢⎢⎣

𝛽
T
1
⋮
𝛽
T
L

⎤
⎥⎥⎦L×m

and T =
⎡
⎢⎢⎣

tT1
⋮
tTN

⎤
⎥⎥⎦N×m

(5)

H is the hidden layer output matrix of the network [17]. The output weights 𝛽𝛽𝛽 can

be computed from H and T by using a Moore-Penrose generalized inverse of H,

H†
[18]. The illustration of the primal ELM architecture with L hidden neurons is

shown in Fig. 1, which is adapted from [19]. The main steps of the ELM algorithm

are given in Algorithm 1.

Algorithm 1: ELM Algorithm

input : A data set ℵ = {(xi, ti) ∣ xi ∈ Rd
, ti ∈ Rm

, i = 1,… ,N}, number of hidden neurons

L, and activation function g(x)
1 Initialize hidden layer parameters (wi, bi), i = 1,… ,L randomly;

2 Compute the hidden layer output matrix H;

3 Compute the output weight 𝛽𝛽𝛽 ∶ 𝛽𝛽𝛽 = H†T;

In ELM theory, the number of neurons in the hidden layer of the ELM should

be large enough to achieve good generalization performance. A detailed discus-

sion on hidden neurons selection in particular and ELM in general can be found in

[2, 20, 21].
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Fig. 1 ELM network

3 Random Projection

Random projection, as a simple and powerful technique for dimensionality reduc-

tion, is used to project high-dimensional data into low-dimensional subspace while

approximately preserving the distances between the points.

Suppose we are given a data set X = {(xi) ∣ xi ∈ Rd
, i = 1,… ,N}, and a ran-

dom d × r matrix R, then the original d-dimensional data X is projected into r-
dimensional (r ≪ d) subspace using a matrix R as follows:

Xrp = XR (6)

where Xrp
is the projection of the data into a lower r-dimensional subspace. The

idea of random projection originates from the Johnson-Lindenstrauss (JL) lemma

[22]. The JL lemma states that if we are given a set of N points in a d-dimensional

space, then we can project these points down into r-dimensional subspace, with

r ≥ O(ln(N)∕𝜖2), so that all pairwise distances are preserved up to a 1 ± 𝜖 fac-

tor, where 𝜖 ∈ (0, 1). Several algorithms have been proposed to construct a random

matrix that satisfies the JL lemma [23]. In this paper, we use a matrix whose entries

are independent realizations of ±1 Bernoulli random variables [24]. Hence, The ele-

ments rij of the matrix R are assigned as follows:

rij =
{

+1∕
√
r with probability 0.5

−1∕
√
r with probability 0.5

(7)
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In general, the elements of a matrix that maps the data from high-dimensional

space to a low-dimensional subspace and satisfies the JL lemma can be assigned as

follows:

{
+1∕

√
reduced dimension with probability 0.5

−1∕
√

reduced dimension with probability 0.5
(8)

4 High-Dimensional Data Classification and Clustering
Problems

4.1 Classification of High-Dimensional Data

In ELM network, the hidden layer maps the data from the input space Rd
to the ELM

feature spaceRL
. This ELM mapping performs either dimensionality reduction if L <

d or dimensionality expansion if L > d. The ELM algorithm (without combination

with random projection) for the classification of high-dimensional data is shown in

Algorithm 1, in which L < d. The integration of RP with ELM (ELM
rp

) [15] for

high-dimensional data classification is shown in Algorithm 2. In ELM
rp

algorithm,

the input weights and biases of the ELM hidden layer are initialized using Eq. (8) so

that the mapping satisfies the JL lemma.

Algorithm 2: ELM
rp

Algorithm

input : A data set ℵ = {(xi, ti) ∣ xi ∈ Rd
, ti ∈ Rm

, i = 1,… ,N}, number of hidden neurons

L, L < d, and activation function g(x)
1 Initialize hidden layer parameters (wi, bi), i = 1,… ,L using Eq. (8);

2 Compute the hidden layer output matrix H;

3 Compute the output weight 𝛽𝛽𝛽 ∶ 𝛽𝛽𝛽 = H†T;

4.2 Clustering of High-Dimensional Data

Classical distance-based clustering algorithms, such as K-means algorithm, for low-

dimensional spaces cannot produce clusters that are meaningful in high-dimensional

data because several features are irrelevant and clusters are usually hidden in different

low-dimensional subspaces [25, 26]. To enable conventional clustering algorithms

to cluster high-dimensional data efficiently and effectively, the data is first projected

into a low-dimensional space and then clustering is applied on the projected points.

The ELM hidden layer perform this projection by setting the number of hidden
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neurons less than the number of input dimensions. In Algorithm 3, ELM is incor-

porated into K-means algorithm (ELM K-means) for data clustering. For clustering

high-dimensional data, we set L < d in Algorithm 3. In Algorithm 4, ELM combined

with RP is first used to reduce the dimensionality of the data while approximately

preserving the distances between the data points and then K-means algorithm per-

forms clustering in the reduced space (ELM
rp

K-means).

Algorithm 3: ELM K-means Algorithm

input : A data set ℵ = {(xi, ti) ∣ xi ∈ Rd
, ti ∈ Rm

, i = 1,… ,N}, number of hidden neurons

L, and activation function g(x)
1 Initialize hidden layer parameters (wi, bi), i = 1,… ,L randomly;

2 Compute the hidden layer output matrix H;

3 Apply K-means algorithm on the hidden layer output matrix H ;

Algorithm 4: ELM
rp

K-means Algorithm

input : A data set ℵ = {(xi, ti) ∣ xi ∈ Rd
, ti ∈ Rm

, i = 1,… ,N}, number of hidden neurons

L, L < d, and activation function g(x)
1 Initialize hidden layer parameters (wi, bi), i = 1,… ,L using Eq. (8);

2 Compute the hidden layer output matrix H;

3 Apply K-means algorithm on the hidden layer output matrix H ;

5 Low-Dimensional Data Classification and Clustering
Problems

5.1 Classification of Low-Dimensional Data

For low-dimensional data classification, ELM hidden layer maps the data from the

d-dimensional input space to the L-dimensional ELM feature space, where L > d.

By mapping the data to high-dimensional ELM feature space, the linear separability

of the data often increases within the transformed space. The ELM algorithm (with-

out combination with RP) for the classification of low-dimensional data is shown in

Algorithm 1.

5.1.1 ELM Combined with RP (ELM-RP)

The ELM projection of the low-dimensional data into high-dimensional ELM fea-

ture space has advantage of increasing the linear separability of the data points in the

ELM space but performing classification or clustering in this space is expensive due
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to the increase in dimensions. To tackle this problem, we propose to perform dimen-

sionality reduction using RP on ELM feature space and then perform classification

or clustering in the reduced space. The proposed approach has two advantages: first

the linear separability of the data in ELM feature space is preserved in the reduced

space, second the computational complexity of performing classification or cluster-

ing is reduced.

The network architecture of the proposed approach consists of two hidden lay-

ers instead of one as in the ELM network shown in Fig. 1. The network archi-

tecture of the proposed approach is similar to the ELM network shown in Fig. 1

with an extra hidden layer. The first hidden layer contains L neurons, whereas the

second hidden layer contains r neurons with r < L. The second hidden layer out-

put matrix H′
is calculated as follows: from Eq. (4) H =

[
h(x1),… ,h(xN)

]T
where

h(x) =
[
g(w1 ⋅ x + b1),… , g(wL ⋅ x + bL)

]
then

H′ =
⎡
⎢⎢⎣

g(w′
1 ⋅ h(x1) + b′1) … g(w′

r ⋅ h(x1) + b′r)
⋮ … ⋮

g(w′
1 ⋅ h(xN) + b′1) … g(w′

r ⋅ h(xN) + b′r)

⎤
⎥⎥⎦N×r

(9)

where w′
j = [wj1,… ,wjL]T is the weight vector connecting the jth neuron in the sec-

ond hidden layer and the neurons in the first hidden layer, and b′j is the bias of the jth
neuron in the second hidden layer.

The integration of RP with ELM (ELM-RP) for low-dimensional data classifica-

tion is shown in Algorithm 5.

Algorithm 5: ELM-RP Algorithm

input : A data set ℵ = {(xi, ti) ∣ xi ∈ Rd
, ti ∈ Rm

, i = 1,… ,N}, number of first hidden layer

neurons L, L > d, number of second hidden layer neurons r, r < L, and activation

function g(x)
1 Initialize first hidden layer parameters (wi, bi), i = 1,… ,L randomly;

2 Calculate the first hidden layer output matrix H;

3 Initialize second hidden layer parameters (w′
j , b

′
j ), j = 1,… , r using Eq. (8);

4 Compute the second hidden layer output matrix H′
;

5 Compute the output weight 𝛽𝛽𝛽
′ ∶ 𝛽𝛽𝛽′ = H′†T;

5.2 Clustering of Low-Dimensional Data

The data points which are not linearly separable in the input space often become

linearly separable after mapping the data to high-dimensional ELM feature space,

thereby improving the quality of clustering. The algorithm which integrates ELM

method with K-means algorithm for clustering low-dimensional data is the same as

Algorithm 3.
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5.2.1 ELM Combined with RP (ELM-RP K-Means).

As it has been mention in Sect. 5.1.1, the data points which are non-linearly sepa-

rable in the input space often become linearly separable after projecting them into

high-dimensional ELM feature space. To avoid the computational cost of perform-

ing clustering in the high-dimensional ELM feature space, we use RP to reduce the

dimensionality of data in ELM feature space and then we apply K-means algorithm

in the reduced space.

In Algorithm 6, the low-dimensional data is first projected to the high-dimensional

ELM feature space, then RP is used to reduce the dimensionality of ELM feature

space while preserving the linear separability of the data and finally clustering using

K-means is performed in the reduced space.

Algorithm 6: ELM-RP K-means Algorithm

input : A data set ℵ = {(xi, ti) ∣ xi ∈ Rd
, ti ∈ Rm

, i = 1,… ,N}, number of first hidden layer

neurons L, L > d, number of second hidden layer neurons r, r < L, and activation

function g(x)
1 Initialize first hidden layer parameters (wi, bi), i = 1,… ,L randomly;

2 Calculate the first hidden layer output matrix H;

3 Initialize second hidden layer parameters (w′
j , b

′
j ), j = 1,… , r using Eq. (8);

4 Compute the second hidden layer output matrix H′
;

5 Apply K-means algorithm on the second hidden layer output matrix H′
;

6 Experimental Study

In this study, 8 high-dimensional data sets and 12 low-dimensional data sets have

been used to evaluate the performance of the ELM combined with RP approach for

classification and clustering. Here it is pertinent to mention that there is no con-

sistency in the literature about the minimum number of dimensions that renders a

data set high-dimensional. Data with as few as 10 dimensions are regarded as high-

dimensional in some works. On the other hand, numerous other works, specially

those pertaining to image processing or bio-informatics have hundreds or thousands

of dimensions [26]. In this paper, we consider data sets with thousand or more dimen-

sions as high-dimensional data.

6.1 Data Sets

The data sets used in this study are described as follows.

∙ High-dimensional data sets: The Columbia Object Image Library (COIL20) data

set contains gray-scale images of 20 objects, where each object has 72 images.
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Colon data set consists of 62 samples, where each sample has 2000 genes. The

data set contains 22 normal and 40 tumor tissue samples. Global Cancer Map

(GCM) data set consists of gene expression data for 190 tumor samples and 90

normal tissue samples. Leukemia data set contains 72 samples. Each sample has

7129 genes. The samples are either acute lymphoblastic leukemia (ALL) or acute

myeloid leukemia (AML). Lung cancer data set consists of gene expression data

for 181 samples. The samples are either malignant pleural mesothe-lioma (MPM)

or adenocarcinoma (ADCA). ORL data set contains face images of 40 distinct

subjects, where each subject has 10 different images. Prostate cancer data set con-

tains 136 tissue samples among which 77 samples are tumor and 59 are normal.

Each sample is described by 12600 genes. Yale is a face recognition data set which

contains face images of 15 individuals. Each individual has 11 images.

∙ Low-dimensional data sets: Balance data set was generated to model psycholog-

ical experimental results. There are three classes and the patterns are classified

based on the position of the balance scale; tip to the left, tip to the right, or remain

exactly in the middle. Cancer-Diagnostic data set is based on the “breast cancer

Wisconsin - Diagnostic” data set and Cancer-Original data set is based on the

“breast cancer Wisconsin - Original” data set. The patterns in both data sets belong

to two different classes, benign and malignant tumors. Each pattern in both data

sets is classified as either benign or malignant tumor. Cancer-Original data sat con-

tains 699 patterns. After removing the 16 database patterns with missing values,

the database consists of 683 patterns. Cardiotocography data set composes of mea-

surements of fetal heart rate (FHR) and uterine contraction (UC) features on car-

diotocograms. Classes of this data set were formed based on the opinions of expert

obstetricians. These experts classify the data in two ways: a morphologic pattern

(10 classes; 1–10) and a fetal state (three classes; normal, suspect and pathologic).

Therefore the data set can be used either for 10-class (Cardiotocography-10) or 3-

class (Cardiotocography-3) experiments. CNAE data set contains 1080 text docu-

ments. The documents describe the business of Brazilian companies grouped into

9 classes. Each text document is pre-processed to be represented as a vector. The

values of the vector correspond to the frequency of the words in the document.

The data set is very sparse as 99.22 % of the matrix values are zeros. Dermatology

data set aims to determine the type of Eryhemato-Squamous Disease. The data

set contains 366 patterns. After the removal of the 8 data set patterns with miss-

ing values, the data set consists of 358 34-dimensional patterns belonging to six

different classes. Glass data set contains 6 glass types. The glass types are build-

ing windows-float processed, building windows-not float processed, containers,

vehicle windows, head lamps and tableware . The Fisher Iris data [27] is one of

the most popular data sets to test the performance of novel methods in pattern

recognition and machine learning. There are three classes in this data set (Setosa,

Versicolor and Virginica), each having 50 patterns with four features (sepal length,

sepal width, petal length and petal width). One of the classes (viz. Setosa) is lin-

early separable from the other two, while the remaining two are not linearly sep-

arable. LIBRAS data set is based on the Libras Movement data set. The data set

contains 15 classes of 24 patterns each. Each class references to a hand movement
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Table 1 Specifications of high-dimensional data sets

Data sets Patterns Classification Features Classes

Training Testing

COIL20 1440 1008 432 1024 20

Colon 62 30 32 2000 2

GCM 280 196 84 16063 2

Leukemia 72 38 34 7129 2

Lung 181 32 149 12533 2

ORL 400 280 120 1024 40

Prostate 136 102 34 12600 2

YALE 165 115 50 1024 15

Table 2 Specifications of low-dimensional data sets

Data sets Patterns Classification Features Classes

Training Testing

Balance 625 475 150 4 3

Cancer-diagnostic 569 427 142 30 2

Cancer-original 683 512 171 9 2

Cardiotocography-3 2126 1595 531 21 3

Cardiotocography-10 2126 1595 531 21 10

CNAE 1080 810 270 856 9

Dermatology 358 270 88 34 6

Glass 214 142 72 9 6

Iris 150 100 50 4 3

LIBRAS 360 270 90 90 15

Spam 1534 1150 384 57 2

USPST 2007 1505 502 256 10

type in LIBRAS (Portuguese name ‘LÍngua BRAsileira de Sinais’, oficial brazil-

ian sign language). The Spam data set consists of 1,534 patterns from two different

classes, spam and not-spam. The USPST data set is a subset (the testing set) of the

well-known handwritten digit recognition data set USPS.

The specifications of the high-dimensional data sets and the low-dimensional data

sets have been provided in Tables 1 and 2, respectively. It is to be noted that in this

paper, we consider data sets with thousand or more dimensions as high-dimensional

data.
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6.2 Results and Discussion

As mentioned already, the performance of ELM combined with RP approach for

classification/clustering is evaluated on 8 High-dimensional and 12 Low-dimensional

data sets. We have used the sigmoid function for non-linear mapping, and the input

weights and biases were generated either from a uniform distribution over [−1, 1] or

using RP technique (i.e. Eq. (8)). All the simulations are carried out 20 times inde-

pendently and the average performance is reported. For classification problems, the

training and testing sets are randomly generated from the whole data set at each run

according to Tables 1 and 2.

Figure 2 shows the classification performance of ELM and ELM
rp

algorithms on

different high-dimensional data sets with respect to different number of hidden neu-

rons L. For each data set in Fig. 2, the highest value of L is equivalent to the compres-

sion ratio 1:20 in the feature-projection stage L < d. From the results shown in Fig. 2,

it is obvious that ELM
rp

algorithm outperformed the ELM algorithm consistently on

all data sets. It can also be observed that the classification accuracy of ELM
rp

in most

cases increases gradually with the number of dimensions (i.e. neurons).

Figure 3 shows the clustering performance of ELM K-means and ELM
rp

K-means

on different high-dimensional data sets with respect to different number of hidden

neurons L. From Fig. 3, ELM
rp

K-means algorithm has obtained satisfying results on

all data sets and outperformed ELM K-means on six out of the eight data sets. Com-

pared to K-means clustering in the input space, ELM
rp

K-means algorithm obtains

similar or better results on four out of the eight data sets. The time required for ELM
rp

K-means to perform clustering is significantly reduced. For example the time taken

by K-means algorithm to perform clustering on COIL20 dataset in the input space

is 5.84 s, whereas ELM
rp

K-means algorithm with L = 100 takes 0.38 s. In addi-

tion, for RP-based clustering technique to obtain a high accuracy, a large number of

dimensions is required. For example ELM
rp

K-means algorithm obtains clustering

accuracy of 62.9514 and 72.2222 on COIL20 and Leukemia data sets at L = 200 and

L = 700, respectively. Thus, ELM
rp

K-means algorithm provides a trade-off between

the clustering accuracy and computational complexity.

We emphasize again that for high-dimensional data classification and clustering,

the number of hidden neurons L in ELM and ELM K-means algorithms is less than

the number of input dimensions d.

Figure 4 shows the classification performance of ELM and ELM-RP algorithms

on different low-dimensional data sets with respect to different number of neurons.

In Fig. 4, the ELM performs classification directly in the ELM feature space with

different number of hidden neurons L = [10, 20,… , 100]. While for ELM-RP, the

data sets are first projected to high-dimensional space L = 1000 and then reduced

using RP to different number of neurons r = [10, 20,… , 100]. ELM
L = 1000

refers

to ELM algorithm performing classification in ELM feature space with number of

hidden neurons L = 1000. From Fig. 4, we can observe that both ELM and ELM-

RP algorithms have relatively similar performance on all data sets with different

number of neurons [10, 20,… , 100]. Even though ELM-RP algorithm is perform-
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Fig. 2 Classification performance on different high-dimensional data sets
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Fig. 3 Clustering performance on different high-dimensional data sets
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Fig. 4 Classification performance on different low-dimensional data sets
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Fig. 5 Clustering performance on different low-dimensional data sets
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ing classification in the reduced space of ELM feature space, it is capable of tak-

ing advantage of linear separability of data in the high-dimensional ELM space,

where L = 1000, and avoid over-fitting. It has been observed that ELM
L = 1000

algo-

rithm obtains excellent training accuracy, but fails to generalize to unseen data.

The performance of ELM
L = 1000

can be much improved by using regularization

technique [6].

Figure 5 shows the clustering performance of ELM K-means and ELM-RP K-

means on different low-dimensional data sets with respect to different number of

neurons. In Fig. 5, ELM-RP K-means algorithm performs clustering in the reduced

space of the high-dimensional ELM space, where L = 1000 in ELM space. ELM

K-means performs clustering directly in the ELM feature space with different num-

ber of hidden neurons L = [10, 20,… , 100]. ELM
L = 1000

K-means refers to K-means

algorithm performing clustering in ELM feature space with number of hidden neu-

rons L = 1000. Figure 5 shows that ELM-RP K-means algorithm obtains comparable

results with ELM K-means on most of the data sets and tends to obtain high accuracy

with large number of neurons. It is also observed that ELM-RP K-means achieves

satisfying results compared to ELM
L = 1000

K-means which indicates that ELM-RP

K-means algorithm has the ability to balance clustering quality and computational

complexity.

7 Conclusion

This paper delivers a systematic investigation on the application of RP in conjunc-

tion with ELM for both low and high-dimensional data classification and clustering.

The capability of RP technique in performing dimensionality reduction without dis-

torting significantly the structure of data has been investigated through different sce-

narios. The first scenario is for high-dimensional data where RP is used to reduce the

dimensionality by shrinking the number of neurons in the ELM hidden layer and then

classification or clustering is performed in the reduced space. The second scenario is

for low-dimensional data in which the data is first projected to the high-dimensional

ELM feature space, where the data is expected to be linearly separable and then RP is

used to reduce the dimensions while preserving the linear separability of data. The

experiments show that the integration of ELM with RP for data classification and

clustering not only obtains satisfying results, but also provides a trade-off between

generalization performance and computational complexity.
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Framework for Knowledge Driven
Optimisation Based Data Encoding
for Brain Data Modelling Using Spiking
Neural Network Architecture

Neelava Sengupta, Nathan Scott and Nikola Kasabov

Abstract From it’s initiation, the field of artificial intelligence has been inspired

primarily by the human brain. Recent advances and collaboration of computational

neuroscience and artificial intelligence has led to the development of spiking neural

networks (SNN) that can very closely mimic behaviour of the human brain. These

networks use spike codes or synaptic potentials as a source of information. On the

contrary, most of the real world data sources including brain data are continuous and

analogue in nature. For an SNN based pattern recognition tool, it is imperative to

have a data encoding mechanism that transforms the streaming analogue spatiotem-

poral information to train of spikes. In this article, we propose a generalised back-

ground knowledge-driven optimisation framework for encoding brain data (fMRI,

EEG and others). Further, we also formalise and implement a mixed-integer genetic

algorithm based optimisation for background knowledge-driven data encoding for

fMRI data and compare the performance with existing data encoding method like

temporal contrast and Ben Spiker Algorithm.

Keywords Spike encoding ⋅ Spiking neural network ⋅Mixed integer optimisation ⋅
Neucube

1 Introduction

Artificial neural network (ANN), from its beginning in [23], through to the present

era of ‘deep learning’ has continuously been motivated by the principles of the

human nervous system. Contrary to the relatively simplistic computational neuron

models that were used in the earlier development (first and second generation), the

present era of neural network uses network spiking neuron models. These spiking
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models are biologically plausible and neuromorphic in nature. Although the major

focal point of research in this area is on implementation of biologically realistic spik-

ing neuron models and parameters, recently successful efforts have been made to

apply these spiking neural networks (SNN) on pattern recognition problems that

can be utilised in real-world engineering applications which deals with complex

processes generating data ordered in time [15, 20, 22]. The main difference of spik-

ing neuron model lies in the use of synaptic spike timing as a source of information

as opposed to traditional perceptron models, which use static analogue information

as the source. Therefore, to apply SNNs on real analogue data, a data encoding step

is necessary (that transforms the analogue information to spikes) prior to learning

the spike information in the SNN architecture.

The inspiration of a data encoding scheme derives from the ability of the brain

cells to propagate signals rapidly over large distances. This is done through gener-

ating characteristic electrical pulses known as synaptic potentials. When presented

with external stimuli such as light, sound, taste or smell, the input sensory neurons

change their activities by firing a sequence of synaptic potentials in various temporal

patterns. Such analogue to binary transformation of the signal in our brain is studied

elaborately in [13, 14]. There exist several theories of how the continuous informa-

tion is encoded in our brain. Two of the most prominent theories of the encoding

scheme are ‘rate’ and ‘temporal’ coding scheme. The rate coding scheme purports

the idea that information can be encoded by mean firing rate, that is, as the inten-

sity of the stimulus increases, frequency of spike increases. The major drawback of

this theory however, lies in the association of information with spike density, which

in turn accounts for a level of inefficiency. On the other hand, temporal encoding

is based on encoding information as precise spike timings. Hence, the information

is carried by the structure of the spike pattern. That the temporal resolution of the

neural code is on a millisecond time scale, highlights precise spike timing as a sig-

nificant element in neural coding.

This article is further divided into four sections. Section 2 briefly describes the

related work on data encoding. The proposed mixed integer optimisation problem

for knowledge-driven data encoding is formalised and described in Sect. 3. In Sect. 4,

we show, how the proposed data encoding technique can be applied to the fMRI data

based on some assumptions, and discuss some of the experimental results. Section 5

includes a conclusion and discusses future work.

2 Related Work

The problem of encoding data is relatively less researched in the field of the spiking

neural network as opposed to the dynamics and the learning aspect of the SNN. Data

encoding plays a significant role in real world pattern recognition problem. Several

research has investigated the implementation of different data encoding technique as

part of the pattern recognition process using SNN [22]. ATR’s artificial brain (CAM-

Brain) project [6] used data encoding as part of its architecture for building large
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Fig. 1 The NeuCube neuromorphic architecture for spatiotemporal data is a pattern recogni-

tion and analysis tool for spatiotemporal data. The temporal information generated from a source

(e.g. brain) is passed through a data encoder which transforms the continuous information stream

to spike trains ( f ∶ ℝn×t → {0, 1}n×t). The spike train is then transformed to a higher dimen-

sional space through unsupervised learning inside a SNN reservoir ( f ∶ 0, 1n×t → 0, 1m×t|m ≫ n).

The higher dimensional spike train is then readout using a linear classifier like deSNN (ŷ ∶= h
(𝛽, 𝜙(o, 1))) [21]

scale brain-like neural network system. Hafiz and Shafie [17] implemented a specific

data encoding module for facial image recognition using SNN. Hardware accelerated

implementation of spike encoding for image and video processing was put forward

by Iakimchuk et al. [19]. Recently, Kasabov [20] proposed NeuCube Neuromorphic

architecture to analyse and predict spatiotemporal pattern using SNN architecture.

Figure 1 briefly describes the principles of pattern recognition for spatiotemporal

data using the NeuCube architecture. It is quite evident from the description in Fig. 1,

the linear classification/prediction model in NeuCube is dependent on the quality of

both data encoding and unsupervised module to produce linearly discriminable spike

trains. The literature on spike encoding technique is restricted to a few algorithms like

Temporal contrast, Hough Spiker Algorithm (HSA) [18] and Ben Spiker Algorithm

(BSA) [24]. The temporal contrast algorithm, which is inspired from the working

principle of the visual cochlea, uses threshold based method to detect signal contrast

(change). The spike events in temporal contrast are determined by a user-defined

contrast threshold. The HSA and BSA algorithm however, determines a spike event

using a deconvolution operation between observed signal and a predefined filter.

The deconvolution in HSA is based on the assumption that the convolution function

produces a biased converted signal which always stays below the original signal

yielding an error [17]. BSA on the other hand, uses a finite reconstruction filter (FIR)

for predicted signal generation. The BSA algorithm used a biologically plausible FIR

described in [5]. Nevertheless, it must be noted that a single filter, as proposed in both

[18, 24], may not fit every data source, as the reconstruction filters are data source

dependent, and may have different filter parameters.
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3 Formulation of Background Knowledge Driven
Optimisation Problem

The problem of data encoding can be formally defined as a mapping f ∶ S → B of

real continuous signal S ∈ ℝt
to spikes B ∈ {0, 1}t over time t. In all of the literature

discussed in Sect. 2, the events (spikes) are predefined by some rule (e.g. higher than

a threshold change in signal, in case of temporal contrast). The major advantage

of spatiotemporal data originating from the brain as opposed to other engineering

data is the inherent existence of events, that generate the fluctuations in the signal

produced from the neural activity. The process of transformation of neurologically

defined events to signal can be defined as a reverse encoding or decoding method,

formally described as a signal estimation function Ŝ ∶= g(B). Several mathematical

models g(B) for signal estimation of fMRI or EEG data source exist in the research

articles [11, 16]. However, the observed signal is an additive function of neural activ-

ity and the multi source noise generated from the device and the experimental setup,

hence observed signal S can be formulated as:

S = f (B) + N (1)

For encoding brain data, we propose a generalised optimisation-based framework

based on minimisation of root mean squared error between observed signal S and

predicted signal Ŝ. It can be formalised as:

min
B,𝜃

√∑
t(S− ̂S(B,𝜃))2

t

s.t. B = 𝕀+∑
t
Bt ≤ a

0 ≤ B ≤ 1
b ≤ 𝜃 ≤ c

(2)

The above optimiser solves for the RMSE, subject to the following constraints:

1. Binary constraints for spikes: The binary constraint for the spikes are imple-

mented by forcing B to be an integer and within a range of [0 1].

2. Constraint on the number of spikes: The
∑

t Bt ≤ a constraint enforces the maxi-

mum number of spikes to be limited to a. This constraint is of major importance

from a biological plausibility perspective. Since the encoding scheme discussed

here, aims to mimic the temporal coding behaviour of the human brain, it is always

preferable to encode maximal information with the minimal number of spike.

3. Bounds can be set on the other parameters 𝜃 to be optimised as part of the pre-

diction model S(B, 𝜃)

The aforementioned optimisation problem belongs to the paradigm of mixed-integer

programming, where a subset of parameter or decision variables to be optimised,

are integers. Numerous solvers have been developed over the years for dealing with
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this class of problems, such as for example, Simulated Annealing [10], Differen-

tial Evolution [2], Particle Swarm Optimisation [27] and Genetic algorithm [7, 8].

In our implementation, though, we have used the mixed-integer genetic algorithm

solver [8] for solving the optimisation problem in Eq. 2. As opposed to traditional

GA solvers that optimise a fitness function, mixed integer GA minimises a penalty

function which include terms for feasibility. This penalty function is combined with

binary tournament selection to select individuals for subsequent generations. The

penalty function value of a member of a population is [8]:

∙ If the member is feasible, the penalty function is the fitness function.

∙ If the member is infeasible, the penalty function is the maximum fitness function

among feasible members of the population, plus a sum of the constraint violations

of the (infeasible) point.

4 Experiments and Evaluation

In this section, we will formalise a sample prediction model f (B) for functional Mag-

netic Resonance Imaging (fMRI) data and will present experimental results and eval-

uation of data encoding by solving Eq. 2.

Functional Magnetic Resonance Imaging (fMRI) is most commonly acquired

using Blood Oxygen Level Dependent (BOLD) response. The BOLD response S(t),
which is measured by the changes in deoxyhaemoglobin at time t, is caused by neural

activation u(t). The neural activations are caused by some sequence of events driven

by experimental protocol [9]. Mathematically a BOLD response is modelled as a

time invariant system. For example, a system whose output does not depend explic-

itly on time. Under the appropriate experimental protocol, however, BOLD response

follows the superposition principle and thus acts as linear time invariant (LTI) [26].

According to [4], an LTI system can be completely characterised by the convolution

integral function, which is given by,

Ŝ(t) =
∫

t

0
B(𝜏)h(t − 𝜏)d𝜏 (3)

where Ŝ(t) represents the estimated BOLD response. h(𝜏) is the Haemodynamic

response function (HRF) for BOLD response. B(𝜏) represents the neural events or

the spikes in this case. It is clear from Eq. 3, under the LTI assumption, irrespective

of the complexity, the BOLD response can be predicted by convolving the neural

events (spikes) with a known HRF. Several flexible mathematical models of HRF

are present in the literature [3, 12, 16], where the HRF models can be tuned by a

number of free parameters. The free parameters can be adjusted to account for dif-

ferences in the HRF across brain regions or subjects [1].

For encoding BOLD data, Eq. 3 can be substituted in Eq. 2, and the data encoding

problem for fMRI data can be formally written as the following:
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min
B,𝜃

√∑
t(S− ̂S(B,𝜃))2

t

s.t. B = 𝕀+∑
t
Bt ≤ a

0 ≤ B ≤ 1
b ≤ 𝜃 ≤ c

where Ŝ(B, 𝜃) = B⊗ H(𝜃)

(4)

whereB and 𝜃 represent the spikes and the free parameters for the HRF model respec-

tively. In the majority of the literature mentioned above, HRF is modelled by some

form of gamma function with a set of free parameters controlling the shape and the

span of the gamma curve. In our experiments, we have used the generalised gamma

function described in Eq. 5 as HRF. Thus, the mixed integer solver jointly optimise

for the spikes (B), shape (𝜃1) and span (𝜃2) parameters.

H(t|𝜃1, 𝜃2) = 1
𝜃
𝜃2
1 𝛤 (𝜃2)

t𝜃1−1e
−t
𝜃2 (5)

For all the experiments, preprocessed fMRI data of subject 04847 from the bench-

mark StarPlus fMRI dataset [25] is used. The implementation of the data encoding

as a mixed integer optimisation problem is performed using matlab R2013b optimi-

sation toolbox. The fMRI BOLD signals are normalised between 0 and 1 as part of

preprocessing step.

Figure 2 demonstrates a comparison of reconstructed signal using the spikes gen-

erated by GA-gamma (proposed), temporal contrast and BSA [24]. It can be clearly

observed, that the reconstructed signal generated by GA-gamma optimised spikes

very closely follows the observed signal, while the signal generated by BSA encoded

spikes, can capture the trend in the signal, but unable to capture the seasonality in the

BOLD response. In Fig. 3, we have also compare the RMSE of signal reconstruction

across 100 different voxels using spikes encoded by different methods, which shows

that the proposed method consistently outperforms the baselines across voxels.

As part of the optimisation, the GA-gamma encoding method also optimise for

the parameters of the response filter H. Figure 4 shows the gamma haemodynamic

response filters learned by the model for a single voxel across 7 trials. It can be seen

from the figure, that for a single voxel across trials, the shape of the HRF is nearly

consistent, but varies in the scale. This result is consistent with the notion of the

existence of minor variation of HRF across voxel and/or subject.

We have also analysed the effect of ‘maximum number of spike’
(∑

t Bt ≤ a
)

constraint and ‘HRF parameter bound’ (b ≤ 𝜃 ≤ c) on the optimal solution’s spike

count. Figure 5 shows a plot of ‘maximum allowable spike count’ versus the ‘optimal

number of spike’ for two different constraints on 𝜃. Choosing a low upper bound on

𝜃 in this case lowers the optimal spike count (spike density), contrary to a high upper

bound. This experiment shows, how inclusion of knowledge (in choosing the bounds

and constraints) in the optimisation effects the encoded optimal spike pattern. This
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Fig. 2 Comparison of signal reconstruction by GA-gamma, temporal contrast and Ben Spiker

Algorithm applied on 88th voxel of second trial in subject 04847

voxel id

0 10 20 30 40 50 60 70 80 90 100

R
M

S
E

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4
Temporal contrast
BSA
GA-gamma

Fig. 3 Comparison of RMSE of reconstruction between GA-gamma, BSA and Temporal Contrast

across 100 voxels of second trial in subject 04847

is also supportive of the fact that, this method encodes information in spike timings

as opposed to rate coding where information is encoded in spike density.

As discussed in Sect. 3, noise contributes significantly in the observed signal.

Hence preprocessing for noise reduction plays an important role for better encoding

of signal. One of the preprocessing routine used for fMRI is data smoothing, where

the data points of a signal are modified so individual points (presumably because of

noise) are reduced, and points that are lower than the adjacent points are increased

leading to a smoother signal.We have analysed the effect of noise reduction by linear

smoothing on the quality of GA-gamma data encoding. Figure 6 compares the effect
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Fig. 5 Plot of the ‘maximum allowable number of spike’ (changing value of a in
∑

t Bt ≤ a) versus

‘actual number of spike’ optimised by GA-gamma. The figure on the left depicts the result where

𝜃 is bound 0 and 5 and the figure on the right constrains 𝜃 within 0 and 10

of window size (in moving window based smoothing) on the reconstruction RMSE

of GA-gamma optimised spikes. It is evident from the figure, that the increasing

window size (increasing smoothness), decreases the RMSE, thus the quality of the

data has a significant effect on signal reconstruction. However, it must be noted that,

the proposed generalised framework can include specific noise models as part of the

prediction model Ŝ.
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5 Conclusion and Future Work

In conclusion, in this research article, we have proposed a background knowledge

driven generalised optimisation based framework for encoding brain data in spiking

neural network architecture. In addition, we have also formalised the optimisation

problem for fMRI data under the assumption of linear time invariance, and compared

experimentally, the performance of the proposed method with the existing state of the

art. In the future, we would like to further extend this framework for encoding EEG

data. The next step towards encoding EEG data with this framework will include

formalizing a prediction model for the EEG data. In another strand of research, the

proposed framework, will be included as part of NeuCube framework and will be

evaluated by the prediction performance of the NeuCube architecture.
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Short Circuit Evaluations in Gödel Type
Logic

Raed Basbous, Benedek Nagy and Tibor Tajti

Abstract Short circuit evaluation techniques play important roles in hardware
design, programming and other fields of computer science. In this paper one of the
most known and used fuzzy logic system, the Gödel logic is considered. Various
pruning algorithms are presented to quicken the evaluations of logical formulae in
Gödel logic. Simulation results show the efficiency of the presented techniques.

Keywords Pruning techniques ⋅ Formula trees ⋅ Fast evaluation ⋅ Fuzzy
logic ⋅ Many valued logic

1 Introduction

Logic is a base of computer science and information technology, electric engi-
neering and other scientific and technical fields [3]. Apart from the most used
classical Boolean logic there are several other branches developed for various
purposes. In modal and temporal logics new operations (such as necessity or
“sometime in the future”) are introduced, while in many valued and fuzzy logic the
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set of truth values is extended from the classical two values. There are various
paradoxes in Boolean logic, some of them can be avoided by using many valued
and fuzzy logic [6]. We present only one such example, the famous liar paradox [1].
The sentence “This sentence is false.” cannot have any of the classical two truth
values. It cannot be true and cannot be false. However, a third, additional,
truth-value can solve the paradox. From the 1930s various fuzzy logic were
developed, e.g., Gödel type logic, Lukasiewicz logics and the product logic, just to
mention the most known and important ones [5, 6]. Gödel introduced his logic to
obtain an intuitionistic logic [4]. The most important feature of these type of logics
that the classical law of double negation does not work in these systems as a logical
law.

Evaluating logical expressions are important task when one is working with
logical formulae. In programming languages usually short circuit evaluations are
used. The logic used in conditions is very close to the Boolean logic even in some
points (in some of the programming languages) it is not exactly the classical
two-valued logic [9]. Fuzzy logic and fuzzy sets are also used in several applica-
tions [14].

In this paper, one of the most known fuzzy logic, the Gödel type logic is
considered. After having some preliminaries (Sect. 2) including the semantics of
Gödel type logic, various pruning techniques are presented (Sect. 3). By these
algorithms one could cut some of the branches of the expression trees allowing a
much faster method of evaluation. We also provide results for complex examples
(Sect. 4) and several experiments (Sect. 5) showing the efficiency of our new
techniques. Concluding remarks and further thoughts close the paper.

2 Preliminaries

In this section we briefly recall some well known areas, including expression trees,
Boolean logic, and short circuit evaluations of Boolean formulae. Finally, in the last
subsection the Gödel type logic is recalled.

2.1 Expression Trees

In several fields of mathematics and other sciences various formulae are used to
describe the world. The used operators are mostly binary, and usually unary oper-
ators are also allowed. Mathematical, logical etc. expressions are usually displayed
by tree graphs. The structure of the expression can easily been understood: The main
operator is put to the root of the tree (it is the topmost node of the tree graph). Nodes
with unary operators have exactly one child, while with binary operators have two
children. In some cases, since associativity allows us to do so, some operators may
have more than two children, e.g., one node with operator “+” could have four
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children, let us say a, b, c and d, representing the formula a + b + c + d. To evaluate
an expression, in a way learned in school, one should start from the leaves of the tree.
The values given there are used to evaluate every subformula and finally, the whole,
original formula.

2.2 Boolean Logic

Classical two-valued logic was formalized by Boole in the 19th century. Because of
the adequate formalism this logic is also called as mathematical logic. It works with
algebraic technique: with only two values, 0 (false) and 1 (true) Boolean algebra
gives the symbolic framework. It is used in electronic switching circuits, and thus, it
gives the base of all our digital machines (e.g., electronic computers). The unit of
the information is the bit, the answer to a yes-no question. It is true or false. Binary
number systems are also based on Boolean logic.

Logical deductions are also expressed in algebraic way. In engineering textbooks
the multiplication operator stands for conjunction (logical AND), and addition
operator for disjunction (logical OR).

Readers not familiar to classical logic are referred to the textbook [3], or similar
materials. Here we mention only some parts very briefly.

Usually Boolean logic is described by the operators conjunction, disjunction and
negation (this latter operator is unary, all others are binary). Implication is also very
frequently used. We note that, actually, one operator, e.g., the operator NAND, is
enough in the Boolean logic to obtain a functionally complete system, i.e., to
describe every possible formula by substituting other operators by special
subformulae.

Applying special semantic properties of the system, to evaluate a formula, i.e., to
know its truth value one may not need to do a full evaluation, i.e., some of the
nodes of the formula tree may not need to be visited, their values may not have any
effect on the final value. These types of evaluation techniques are highly used in
programming languages helping the computation be (nearly) optimal. In the next
part we show the two basic forms of these, so-called short circuit evaluations.

2.2.1 Short Circuit Evaluation

Short circuit evaluation or “shortcut evaluation” is widely used in programming
languages to evaluate the logical expression in an optimal way. This technique is a
type of time saving and, in some cases, it is also used for safety reasons [9]. In some
programming languages the symbols && and || are used for the logical operations
AND and OR, respectively. The idea of applying short circuit evaluation for these
two operations is as follows: (see also Fig. 1, for the example.)
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• In the case of AND, if it is known that all the conditions/arguments must be true
in order to proceed, it is not necessary to check all the conditions if one of them
is already known to be false.

• Similarly to the previously described AND operation, the OR operation can also
be terminated early in some cases: If it is known that one condition is true, then
there is no need to check the value of the other conditions.

2.3 Evaluation of Game Trees

Minimax theory is frequently used in game theory. In combinatorial (two-player,
zero-sum, full information, finite and deterministic) games (with alternate moves of
the players), the games are represented by trees containing all (theoretically) pos-
sible instances (matches) and outcomes. The minimax algorithm gives solution, i.e.,
it provides the best (i.e., optimal) strategies for both players. With these strategies
players maximize their gains, while minimizing their losses. These optimal
strategies and the optimal payoff, the value of the game, can be determined by the
minimax algorithm. The evaluation is pretty similar to the evaluation of expres-
sions, in this case the operators are MIN and MAX, representing the minimum and
the maximum of the values of the children nodes. The algorithm uses simple

Fig. 1 An example of applying the short circuit evaluation on a tree. Only three inner nodes and
three leaves (total 6 nodes) out of six inner nodes and eight leaves (total 14 nodes) are explored
and evaluated to get the final result in the root
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recursive functions to compute the minimax values of each successor state [12, 13].
Figure 2 shows an example.

Instead of detailing further the minimax algorithm we refer to [8, 13], and move
to pruning techniques applied to quicken the evaluation of game trees. The
alpha-beta pruning is somewhat similar to the short circuit evaluations, but they
work with more general values (we do not need to restrict ourselves to 0 and 1).

2.3.1 Alpha Beta Pruning

The minimax algorithm evaluates every possible instance of the game, and thus to
compute the value of the game, i.e., its optimal payoff, takes usually exponential
time on the length of the instances of the game. To overcome on this issue special
cut techniques can be used. The alpha-beta pruning (also called alpha-beta cutoff
[12]) helps to find the optimal values without looking at every node of the game
tree. While using minimax, some situations may arise when search of a particular
branch can safely be terminated. So, while doing search, these techniques figure out
those nodes that do not require to be expanded. The algorithm is described below
based on [2, 12, 13].

Applying alpha-pruning (beta-pruning) means the search of a branch is stopped
because a better opportunity for Max-player (Min-player) is already known else-
where. Applying both of them is called alpha-beta pruning technique. Figure 3

Fig. 2 A minimax tree
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shows an example of beta-pruning, when β becomes smaller than or equal to α, we
can stop expanding the children of N. These algorithms are presented in details in
[2, 8, 13].

2.4 Gödel Type Fuzzy Logic

This system has been introduced by Kurt Gödel in 1932 [4]. The possible truth
values are real numbers from the closed unit interval [0, 1], i.e., numbers 0 ≤ x ≤ 1.
The designated value, that is the value that is counted as true, is usually only the
value 1. Gödel defined four main connectives for this system (implication, negation,
disjunction and conjunction denoted to by the symbols →, ¬, ∨, and ∧, respec-
tively). Their syntax is the same as in Boolean logic, and their semantics are defined
in the following way [5, 10]:

A→Bð Þ=1, if A≤B; ð1aÞ

A→Bð Þ=B, otherwise ð1bÞ

¬Að Þ=1, if A=0; ð2aÞ

¬Að Þ=0, otherwise ð2bÞ

Fig. 3 A beta-pruning example
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ðA∨BÞ=Max A, Bf g ð3Þ

ðA∧BÞ=Min A, Bf g ð4Þ

Note that, for simplicity, we use letters A, B for the variables and, also, for their
values, without causing any misunderstanding. The system is infinitely many val-
ued, and it fulfills the axioms of intuitionistic logic with one additional law, namely,
the law of chain: The formula ((A → B) ∨ (B → A)) has value 1 independently of
the values of subformulae A and B.

Expressions and so, expression trees in Gödel logic are very similar to Boolean
expressions. The difference is that here the values at leaves (i.e., the truth values of
variables) is not restricted to the Boolean set {0, 1}, but any real number between 0
and 1 (inclusively) can be used.

3 Cut/Pruning Techniques for Evaluation in Gödel Logic

In this section, various algorithms are proposed to quicken the evaluation of
expression trees in Gödel logic in which the previously defined operations are used.
We are dealing with trees with bounded set of truth (or payoff) values: the real
numbers of the closed interval [0, 1] can be used. The conjunction and disjunction
operations can be seen as operators AND and OR by restricting the values to the
Boolean set, i.e., to {0, 1}. In our expression trees, in a similar manner to the
Boolean expressions (actually, the syntax of expressions of Gödel logic is the same
as the syntax of Boolean expressions), since both AND and OR are associative,
without loss of generality we allow multiple children of nodes of these types. Nodes
with negation must have exactly one child, while nodes with implications must
have exactly two children, called left child and right child, respectively.

The proposed algorithms to quicken the evaluation of this kind of trees are
described below in details in the next subsections.

3.1 Alpha Beta Pruning

A form of the classical short circuit evaluation for Gödel logic is exactly the usual
alpha beta pruning. When OR and AND operators are used alternately by levels of
the expression tree, alpha beta pruning can be applied and, actually, by knowing the
possible minimal and maximal values, these information can also be used (reaching
these values some neighbor branches can be cut without effecting the computed
value).
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3.2 Implication Pruning

Evaluating the implication nodes can be quickening using various techniques.
These techniques are based on the possible left and right children of the implication
node, and they are described in the following subsections in details.

3.2.1 Min-Max Children Pruning

We start with the case when the left child node is a conjunction and the right child
node is a disjunction. The first idea to quicken this evaluation is to evaluate the
branches connected to its successors one by one in parallel, that is, evaluating the
first child of the min node and then the first child of the max node, then the second
child of the min node, etc. This technique is very useful in case if minimum and
maximum nodes are connected to implication node. Figure 4 shows an example of
such case.

As shown in Fig. 4, min (left child) and max (right child) successors evaluated in
parallel (one by one, after each other). After evaluating the second successor of max
and min nodes, we have that min will be less or equal to 0.3 and max greater or
equal to 0.6 which means that we can cut off the other successors and return back
the value 1 for implication node. More generally, if it is known that the value of the
right child (disjunction in this case) is at least as many as the value of the left child
(conjunction in this case), we can eliminate the evaluation of the other brothers and
sisters, the implication node has a value 1.

Fig. 4 An example of applying the pruning when evaluating an implication node. Two children, a
min node to left side and a max node to right side are connected. The evaluation is done in parallel
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3.2.2 Max-Min Children Pruning

The second pruning technique is applied when the successors of an implication
node are max (disjunction at left child) and min (conjunction at right child).
Figure 5 shows an example of this case.

As shown in Fig. 5, if we evaluating the max and min nodes branches in parallel
(one by one in turns), we have that max node after evaluating the second successor
will be always greater or equal to 0.5, while min node will be less or equal to 0.4
after evaluating the first branch. Since the value of min (left child) will be less than
max (right child), we can cut all the subsequent children of max node and evaluate
only the min node to return its value to implication node.

3.3 Negation Pruning

As mentioned in the subsections above, Eqs. (2a) and (2b) shows that negation node
in Gödel expression has only two resulted values (0 and 1). The idea here is to
check all the connected leaves in the lower layers of negation node before evalu-
ating the connected nodes. If all the connected leaves has non-zero values and there
is no more negation nodes connected, then cut-off can be applied, the subtree rooted
at this negation node can be cut and 0 can be returned back the value to its parent
node. Observe that with non-zero values using only conjunction, disjunction and
implication the value cannot be zero. Thus, by a simple pattern matching on the
subexpression it can be checked whether it contains other negation or a 0 value in a
leaf.

This idea is described in Algorithm 1, see also, e.g., Figure 6 for examples. The
Check_Leaves function exploring all the leaves of the subtree rooted at the negation

Fig. 5 An example of applying the pruning when evaluating an implication node. Two children
are connected, a max node to left side and min node to right side. The evaluation is done in parallel
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node. If all the connected leaves are non zeros and there is no other negation node
in the subtree, then it returns the initiated flag value 1 meaning that the pruning can
be done and the negated subexpression has a 0 value.

Fig. 6 An example of applying the pruning for a negation node when all connected leaves are non
zeros
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3.3.1 Implication with Negation Child Pruning

In addition to the above mentioned pruning technique for negation, more pruning
techniques can be done for the cases when an implication node has a child with
negation and max or min at the other child. The strategy here is to try first a pruning
at the negation node.

Figure 7 shows an example where we have an implication node which has the
successors max as left child and negation as right child. First, we can apply the
negation prune since all the connected leaves are non zeros. Then, we evaluate the
successors of the max node. After evaluating the second successor of max node we
have that its value will be always greater that 0.6, while it is greater than the value
of negation node (the right successor). A cut can be applied here, and there is no
need to explore and evaluate the remaining successors of the max node for the exact
evaluation of the implication node. A zero value will returned back as a value of the
implication node.

Figure 8 shows an example where we have an implication node which has the
successors min as left child and negation as right child. First, as in the previous
example, we can apply the negation prune since all the connected leaves are non
zeros. Then, we evaluate the min node successors. After evaluating the second
successor of min node we have that its value is equal to 0 which is the minimum.
The cut can be applied here, and no need to explore and evaluate the remaining
successors of min node to evaluate the implication node. The value of the left and
right successors are equal, so the value 1 will returned back as a value of the
implication node.

Figure 9 shows an example in which the left child of the implication is a
negation. In this case, independently of the type of the right child, if the pruning of
the negation can be applied and gives a value 0 for the negation node, then the right

Fig. 7 An example of applying the pruning when evaluating an implication node. Two children
are connected, a max node to left side and negation node to right side
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child of the implication can be cut off, independently of its value, the implication
gets its value 1.

In the next section some complex examples are displayed.

4 Complex Examples

In this subsection we show two complex Gödel expression tree examples, and how
the proposed pruning techniques can be used to evaluate these trees very efficiently.
First, the expression trees are shown (see Figs. 10 and 12, respectively). These trees

Fig. 8 An example of applying the pruning when evaluating an implication node. Two children
are connected, a min node to left side and negation node to right side

Fig. 9 An example of applying the pruning when evaluating an implication node with negation
node connected to the left side
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include the four predefined operators (negation, implication, conjunction and dis-
junction). The order of the operators is various in these expressions, and also, leaves
can be found in various levels (i.e., various depths) of the tree (Fig. 11).

To evaluate the tree of the example in Fig. 10, without applying our pruning
algorithms, 8 inner nodes and 11 leaves must be explored and evaluated. Figure 11
shows the same tree evaluated after applying the proposed pruning algorithms. The
same result of evaluation is provided at the root but by exploring and evaluating

Fig. 10 A Gödel expression tree without pruning

Fig. 11 A Gödel expression tree after applying the proposed pruning techniques (the part shown
with red color is not evaluated due to cuts)
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only 4 inner nodes and 6 leaves (total 10) out of 8 inner nodes and 11 leaves (total
19).

As shown in Fig. 11, the evaluation by applying the proposed pruning tech-
niques has been done as follows:

• The evaluating process started in parallel to evaluate the Min and Max nodes
(the two children of the implication at the root).

• While evaluating the first successor (negation node) of Max node, a negation
prune has been applied for the reason that all the connected leaves are non zeros.

• After evaluating the second successor of Max and Min, the value of Max node
(right branch) will be always greater than or equal to 0.5 and the value of Min
node (left branch) is equal to or less than 0.2. A pruning can be applied here by
cutting exploring and evaluating the remaining leaves and nodes (the third
branch of Max and Min nodes) and return back the value 1 to the root (im-
plication node).

In our other example, shown in Fig. 12, to evaluate the tree without applying the
pruning algorithms mentioned above, 16 inner nodes and 18 leaves must be
explored and evaluated (total 34). By using various pruning strategies the number
of inner nodes that must be evaluated is 9, while the number of leaves that must be
explored is 11 (total 19 nodes, see Fig. 13).

Figure 13 shows how the proposed pruning techniques used to evaluate the
expression tree in Fig. 12. These techniques have been applied in the following
way:

Fig. 12 A complex Gödel expression tree
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• The evaluating process started in parallel to evaluate the Max and Min nodes.
• While evaluating the first successor (implication node) of Max node, we have

that it’s right branch is greater than or equal to 0.6 while the left one is less than
or equal to 0.5. The proposed algorithm cuts the left branch and returns back the
value of the node at the right side.

• In the evaluation process of the first successor connected to the Min node (which
is the right child of the root), a cut-off can be applied to evaluate the connected
Implication node since its left branch is a zero leaf and the value 1 is returned
back.

• After evaluating the second successor of both the main Max and Min nodes in
the expression, we have that Max is greater than or equal to 0.4 and Min is less
than or equal to 0.3. The proposed algorithm cut-off all the left branch of the
root and continue to evaluate the right branch only. Furthermore, a cut-off has
been applied while evaluating the second successor of the main Max node. The
value of this node is at most 0.3 while the current value of the main Max node is
at least 0.4; there is no need to explore the remaining leaves to evaluate it.

• A negation prune can be applied for the third successor of the main Min node.
This is for the reason that all the connected leaves are non zeros.

• Finally, the value 0 returned back to the root as the final value of the expression.

These results show how fast the evaluation process can be after applying the
proposed technique to evaluate an expression trees.

Fig. 13 A complex Gödel expression tree after applying the proposed pruning techniques
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5 Simulation Results

The execution time of the simple evaluation algorithm of the expression trees for
Gödel logic is linear to the number of nodes of the expression tree, because each
node must be counted exactly once. The pruning algorithm we proposed is more
complex, therefore in case of small expressions it requires more time to evaluate.
However, when it is applied on large expression trees, its performance will be
(much) better, because as the tree grows bigger, bigger part of the tree can be
pruned in average. We have programmed the algorithm on Python language and
there were 500 000 tests on formulae with various sizes. Since the tests were run on
normal computer with non real-time operating system, the measurements for dif-
ferent node counts were run many times in mixed order to eliminate the effect of
random other software running on the same computer.

Figure 14 shows the ratio of pruned nodes. The ratio of pruned leaf nodes to the
number of leaf nodes has a pretty similar measure (Fig. 15 shows some details). For
very small expressions it can happen that nothing or very minor part of the tree can
be pruned. As the number of nodes increases the pruned ratio increases as well. For
graphs with thousands of nodes very large portion of nodes of the graph can be
pruned in average and even in the worst cases more than 80 or 90 % of nodes will
be pruned. That means that the evaluation time in the pruned algorithm is not linear,
but much better. Figure 16 shows the execution time of the two algorithms on the
same examples. There we can see the difference we sentenced before. It looks as the
execution time of the pruning algorithm is more like constant instead of linear to the
number of nodes. This is because the number of evaluated nodes that are left after

Fig. 14 The ratio of the number of pruned nodes with respect to the size of the expression (total
number of nodes)
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the pruning is not linear to the number of all nodes. In fact in average the number of
these nodes tends to be constant. This is shown in Fig. 17.

Figure 18 shows what is the ratio of the execution times of the pruning and the
simple evaluation algorithms (the time of simple evaluation is used as unit). With
smaller trees the execution time of the pruning algorithm is still above the execution
time of the simple evaluation. Above about 200 nodes the pruning algorithm is
faster and it stays so, because the simple evaluation completes in linear time and the
pruning algorithm finishes in nearly constant time (in average). The standard

Fig. 15 The ratio of pruned nodes and pruned leaves with respect to the total number of nodes and
total number of leaves, respectively

Fig. 16 The running time with respect to the size of the expression (total number of nodes)
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deviation is relatively large on the running time since the amount of the pruned
nodes could be very various. Also the difference between the measured minimum
and maximum values are large. Fortunately the minimum measured pruned ratio
values are also very good, with increasing the number of nodes also the minimum
tends towards 100 %, in fact the measured minimum pruned ratio values are around
90 % if the number of nodes is about 5000.

Fig. 17 The number of nodes left after pruning with respect to the size of the expression

Fig. 18 The ratio of running time with respect to the size of the expression

136 R. Basbous et al.



6 Conclusions

Various logic systems are applied in various fields, e.g., in programming, hardware
design, fuzzy technology. In this paper, one of the most known fuzzy logic is
considered and various pruning techniques are shown to be very efficient to quicken
the evaluation of logical expressions. We believe that for wide spread applications
of fuzzy logic and fuzzy systems our results are very useful. As one could see
depending the length of the formula its evaluation can be done very efficiently, in
average.

In [10, 11] fuzzy logic systems are generalized by using interval-values. It is one
of the plans for future work to deal with evaluations in this more general
interval-valued logic. It is also an interesting task to deal with some kinds of
generalizations of games, e.g., [2, 7] and work on various evaluation techniques.
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Coefficient of Variation Based Decision Tree
for Fuzzy Classification

K. Hima Bindu and C. Raghavendra Rao

Abstract This paper considers a decision system with a fuzzy decision attribute

(with finite set of values) to account for uncertainty. A novel fuzzy classification

approach using a class of decision trees is developed. A decision tree is constructed

for each decision category using Coefficient of Variation Gain as the attribute selec-

tion measure. A metric based on Residual Sum of Squares (RSS) to compare the

fuzzy classifier is presented. The methodology of constructing the classifier and its

performance aspects are presented.

Keywords Fuzzy decision tree ⋅ CvGain ⋅ CvDT ⋅ Residual sum of squares

1 Introduction

Fuzzy logic allows graded membership that helps to resolve conflicts arising due

to imprecise and vague data of real world. Classification, a supervised learning

approach tries to identify the class of a data object. In many applications, the decision

attribute may be fuzzy: doctors may not be able to identify a disease with certainity

based on patients case history, different doctors can predict different diseases for a

patient, insurance company may not precisely classify an accident case, yield of a

crop cannot be classified in crisp, Customer Relation Mangement may not be able to

classify the customer in specific.

Decision tree is a supervised learning method used for classification and regres-

sion. It creates a model to predict the value of a target variable (class) by learning

decision rules inferred from the data features.

When there is vagueness in decision-making (vagueness in identifying the target

class), conventional decision tree confines to a class, based on some heuristics, which
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may lead to wrong decisions. Instead, the decision can be fuzzy, with membership to

all or some of the classes. Therefore, in spite of fitting the object into a wrong class,

its membership to the classes helps to make better decisions. This approach is akin to

human thinking and can lead to better decision making by human intervention if need

arises to break the tie in favor of a single class. Fuzzy decision-making can improve

the robustness and generalization capabilities of a classifier due to the elasticity of

fuzzy sets formalism [12]. It is applicable for noisy and imprecise/vague data.

The paper is organized as follows. Section 2 recalls the literature on fuzzy deci-

sion trees. Section 3 describes the fuzzy classification method. Illustration of the

fuzzy classification method is given in Sect. 4. Experimental results are presented in

Sect. 5. The paper concludes with Sect. 6.

2 Literature Survey

Decision trees (e.g. ID3) [14] work with discrete attributes. Given the features (con-

ditional attributes), the decision tree is traversed to reach a leaf node representing

a class. Several revised algorithms are available for numerical data [2]. These algo-

rithms follow various discretization or quantization techniques to convert numerical

attributes to discrete attributes. These techniques have quantization error that affects

the decision tree performance.

Few algorithms were proposed to use fuzzy intervals to overcome the quantization

error [15, 19]. Neuro fuzzy technique was proposed in [5] for the same purpose.

However, these approaches generate many fuzzy rules and their understandability

is low [21]. Fuzzy ID3 Algorithm [21] overcomes these limitations by constructing

decision tree using fuzzy entropy. Fuzzy entropy calculation is based on probability

of fuzzy membership of data rather than probability of ordinary data. Fuzzy entropy

is defined in various ways [7, 13, 21].

A fuzzy classifier with feature selection is proposed in [8]. It uses fuzzy entropy

measure to partition the feature space into non overlapping decision regions. It uses

k-means clustering to identify the number of fuzzy intervals and interval genera-

tion. Various fuzzy classification methods are available in [1, 3, 6, 9–11, 16, 20],

including neuro fuzzy classifiers. However, neuro fuzzy techniques are considered

less interpretable and they take more time to train the network.

A comparative study of three heuristics (fuzzy entropy, classification ambiguity,

degree of importance of an attribute contributing to the classification) for generating

a fuzzy decision tree is available in [22].

Soft decision tree [12] can automatically generate the best fuzzy split for the most

discriminating attribute (splitting attribute) by minimizing the squared error func-

tion. The tree construction uses two separate sets of objects called Growing set and

Pruning set. It follows pruning techniques to simplify the tree and reduce error. It

uses refitting and back fitting techniques to improve generalization techniques of the

tree. Classification with crisp decision tree is performed by traversing the tree from

root until reaching a leaf. This traversal is always unique for a given data object.
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Nevertheless, fuzzy ID3 decision tree traversal leads to multiple branches due to

usage of fuzzy conditional attributes. The fuzzy ID3 approach performs multiplica-

tion, addition and normalization operations [21] to arrive at a result of the form “C1

with 0.69 and C2 with 0.31".

As enough literature exists for quantizing the attributes and due to the importance

of generating fuzzy memberships for decision attribute, the method presented in this

paper focuses on using discrete conditional attributes and fuzzy memberships for

decision attribute.

3 Methodology

Assume a decision table DT with attributes {A1,A2, ..., An}. Attributes A1, A2, ...

An−1 are the conditional attributes and An is the decision attribute with m classes

C1,C2, ...,Cm, denoted as An = {C1,C2, ...,Cm}.

A fuzzy decision table is formed by the crisp conditional attributes and the given

fuzzy membership values for each of C1,C2, ...,Cm. Let F = {F1,F2, ...,Fm} be the

fuzzy membership values corresponding to the classes C1,C2, ...,Cm. m decision

tables are built using the fuzzy membership values. In the decision table for a given

class, its associated fuzzy membership values are used in place of the decision

attribute. The decision tables formed are DT1 with {A1,A2, ...,An−1,F1}, DT2 with

{A1,A2, ...,An−1,F2},..., DTm with {A1, A2, ..., An−1, Fm }. m decision trees are built

(Tree1,Tree2, ...,Treem for DT1, DT2, ..., DTm) using these m decision tables with

CvGain [4] as splitting criteria (using FuzzyCvDT Algorithm). The leaves in the

decision tree Treei will correspond to the fuzzy membership of Ci (i.e. Fi).

To predict the class of a new data object, it is fed to the m decision trees. From

the output of these m decision trees w.r.t C1,C2, ...,Cm, fuzzy membership vector for

the object will be generated with normalization.

3.1 CvGain

The decision trees Tree1,Tree2, ...,Treem are constructed using CvGain [4] as the

attribute selection measure. CvGain computation is based onCv (Coefficient of Vari-

ation). Cv is a normalized measure of dispersion of a probability distribution. The

computation of Cv is less expensive (when compared to Entropy using a logarithmic

function) as it uses simple arithmetic operations and square root function. Coefficient

of Variation of fuzzy membership of ith class (Fi) is computed using Eq. 1 where 𝜎

designates standard deviation and 𝜇 designates mean.

Cv(Fi) =
𝜎(Fi)
𝜇(Fi)

(1)
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CvGain of attribute Ak, k = 1, ..., n − 1 is computed using conditional CvGain of Ak
on Fi as given in Eq. 2.

CvGain(Fi|Ak) = Cv(Fi) − Cv(Fi|Ak) (2)

where

Cv(Fi|Ak) =
v∑

j=1
Pj Cv(Fi|Ak = aj) (3)

and aj is the jth possible value of Ak with probability Pj. Considering the data

set of Table 1 with DT1 with attributes {Outlook, Temp, Humidity, Windy, FYes },

CvGain(Outlook) is computation based on Outlook = {Overcast, Rain, Sunny} as

illustrated below.

CvGain(Outlook|Fyes) = Cv(Fyes) − Cv(Fyes|Outlook) (4)

Cv(Fyes|Outlook) = POutlook=Overcast Cv(Fyes|Outlook = Overcast)+
POutlook=Rain Cv(Fyes|Outlook = Rain)+

POutlook=Sunny Cv(Fyes|Outlook = Sunny)
(5)

Cv(Fyes|Outlook) = 4
14
Cv(0.12, 0.1, 0.41, 0.26)+ 5

14
Cv(0.28, 0.82, 0.15, 0.12, 0.64)

+ 5
14
Cv(0.84, 0.83, 0.58, 0.44, 0.25) = 54.5905. From Eqs. 4 and 5,

CvGain(Fyes|Outlook) = Cv(Fyes) − 54.5905 = 64.3344 − 54.5905 = 9.7439.

3.2 FuzzyCvDT Algorithm

Normally decision trees work with categorical decision attribute (to predict the class

label). Also, the conditional attributes need to be discrete to apply any decision tree

algorithm. Many methods exist to convert conditional attribute to discrete [18]. This

paper assumes conditional attributes to be discrete and presents an approach to build

m decision trees (see Algorithm 1). Each decision tree models each class fuzzy mem-

bership value. The CvDT algorithm given in [4] is modified to handle the decision

attribute being numeric (to model fuzzy membership), it is given in Algorithm 2.

When Cv of the decision attribute is below 𝛼 (used 0.33 for illustration) then the

objects at the node are considered to be homogeneous, hence a leaf is generated. Its

prediction value is the mean of the fuzzy memberships at the node. Similarly, when

CvGain is negative, the node becomes a leaf with the mean of the fuzzy memberships

at the node. Algorithm 3 presents the classifier. It outputs the fuzzy memberships of

all classes for a given data object.
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input : Decision table DT and Fuzzy memberships F where |F| = m
output: m fuzzyCvDTs {Tree1,Tree2, ...,Treem}
for i ← 1 to m do

DTi ← A ⧵ An ∪ Fi;

Treei ← fuzzyCvDT(DTi);
end

Algorithm 1: BuildFuzzyClassifier

input : ith Decision table DTi with attributes {A1,A2, ...,An−1,Fi}
output: fuzzy decision tree Treei
create a node N ;

Let A′
← {A1,A2, ...,An−1} ;

if Cv(Fi) < 𝛼 ∨ A′ = 𝜙 then
return N as a leaf node with 𝜇(Fi);

else
for each attribute Ai ∈ A′ do

gi ← CvGain(Ai,Fi) ;

end
Let Ag ∈ A′

be the attribute with highest CvGain ;

if CvGain (Ag,Fi) < 0 then
return N as a leaf node with 𝜇(Fi);

else
create a decision node DN on Ag ;

Let {v1, v2, ..., vk} be the k possible values of Ag;

partition DTi into DT1,DT2, ...,DTk based on values of Ag ;

for j ← 1 to k do
if DTj ≠ 𝜙 then

create a branch node Nj for vj as child of DN ;

Nj ← fuzzyCvDT(DTj) ;

end
end

end
end

Algorithm 2: FuzzyCvDT

input : Conditional attribute values of the data object d for attributes {A1,A2, ...,An−1}
output: Fuzzy memberships f1, f2, ..., fm
for i ← 1 to m do

fi ← Treei (d) ;

end
Algorithm 3: FuzzyClassifier
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4 Illustration

Consider the Weather data set with fuzzy memberships for class = {Yes, No}. The

dataset with fuzzy memberships of class = Yes (FYes) and class = No (FNo) is shown

in Table 1. When the fuzzy membership is above 0.5 then the object belongs to the

class. Hence first data object (Overcast, Hot, high, False) belongs to No class. The

decision tables formed are DT1,DT2. Attributes Outlook, Temp, Humidity, Windy,

FYes forms DT1. Attributes Outlook, Temp, Humidity, Windy, FNo forms DT2.

With DT1, CvGain(Outlook) = 9.7439, CvGain(Temp) =1.8127,

CvGain(Humidity) = 7.4535, CvGain(Windy) =−0.0412. Hence, the attribute ‘Out-

look’ becomes the decision node at root. Later along the branch ‘Rain’, CvGain

(Temp) = 0.4138, CvGain(Humidity) = 2.6224, CvGain(Windy) = 41.7516. Hence,

‘Windy’ becomes the decision node along this branch. Continuing this way, the deci-

sion trees are built. The fuzzy CvDT for the class = Yes is shown in Fig. 1 and the

fuzzy CvDT for class = No is shown in Fig. 2.

Fuzzy memberships for a data object are obtained by taking the outputs of these

trees. For the object (Sunny,Cool,normal,False), fuzzy membership output from

FuzyCvDT for FYes is 0.40 and fuzzy membership output from FuzzyCvDT for FNo
is 0.62. As can be observed from the Table 1, the original fuzzy memberships are 0.44

and 0.56. The fuzzy rules followed for this object are

IF Outlook is Sunny AND Humidity is Normal AND Temp is Cool

THEN ‘Play = Yes’ with Fyes = 0.40

IF Outlook is Sunny AND Humidity is Normal

THEN ‘Play = No’ with Fno = 0.62

Table 1 Weather dataset with fuzzy memberships for decision attribute

Outlook Temperature Humidity Windy YesFM NoFM

Overcast Hot High False 0.12 0.88

Overcast Mild High True 0.10 0.90

Overcast Hot Normal False 0.41 0.59

Overcast Cool Normal True 0.26 0.74

Rain Mild High False 0.28 0.72

Rain Mild High True 0.82 0.18

Rain Cool Normal False 0.15 0.85

Rain Mild Normal True 0.12 0.88

Rain Cool Normal False 0.64 0.36

Sunny Hot High True 0.84 0.16

Sunny Mild High False 0.83 0.17

Sunny Hot High True 0.58 0.42

Sunny Cool Normal False 0.44 0.56

Sunny Mild Normal True 0.25 0.75
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Fig. 1 Fuzzy CvDT for class = Yes

Fig. 2 Fuzzy CvDT for class = No

5 Experiment and Results

The proposed fuzzy decision classification system outputs the fuzzy membership

of each class for the the data object. Hence, residual sum of squares (RSS) [17] is

used to measure the departure in the fuzzy membership from actual to the predicted

value. The experiment is carried with ten fold crossvalidation (10FCV) and the mean

RSS value is reported for various datasets. The mean RSS for dataset of Table 1 is

0.0059. The mean RSS with 10FCV on Iris dataset is 0.015. The fuzzy memberships

are assigned such that the fuzzy membership of the class to which the data belongs

dominates the fuzzy memberships of other classes for demonstration.

The influence of fuzzy membership on the classification performance is observed

by varying the fuzzy membership from 0.51 to 0.99. Figure 3 shows the average RSS

behavior using the weather dataset of Table 1 with 10FCV. From Fig. 3, it is clear
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Fig. 3 Fuzzy membership

influence on RMSE and RSS

that the RSS decreases as fuzzy membership for a class is nearing 1. Even though

the uncertainty is high when fuzzy membership is near to 0.5, it can be observed that

RSS value is low (below 0.25). As the uncertainty is reducing when fuzzy member-

ship is increasing, RSS falls exponentially. Root Mean Squared Error (RMSE), the

square root of RSS is falling linearly and is approaching 0 as fuzzy membership is

approaching 1.

The performance of the fuzzy classification system using FuzzyCvDT with

defuzzification is compared against ID3 and CvDT (with 10 fold cross validation).

The fuzzy classification inference procedure is different from the crisp approaches.

The experiment is carried out using ten datasets from UCI machine learning repos-

itory. The conditional attributes are discretized and fuzzy memberships are gener-

ated. The fuzzy memberships used are normalized and the dominating class has

high fuzzy membership.The results are shown in Table 2. To find accuracy of the

fuzzyCvDT, the fuzzy memberships are defuzzified and the dominating fuzzy mem-

bership decides the class of the data. This defuzzification without domain knowledge

is used for the sake of experiment. It works well when the number of classes is low.

As the number of classes increase, the entropy among the fuzzy memberships is

high and the fuzzy memberships are close to each other. Hence, when the number of

classes is high, defuzzification can force the data object to a wrong class. This can

be observed from the accuracies of Ecoli, Yeast, Page-blocks and Wine red datasets.

As reported in [4], the accuracies of ID3 and CvDT do not vary much. The accuracy

of fuzzyCvDT is low when uncertainty of crisp classifier is low due to defuzzication

error. But when the uncertainty is high, considering Blood Transfusion and Abalone

datasets, the ac- curacy of fuzzyCvDT is high.

Defuzzification is needed to compare fuzzy classifier against convetional crisp

classifiers. However, defuzzification has an error attached to it. Hence, Residual Sum

of Squares(RSS) is adopted to measure the departure from the actual fuzzy member-

ships. The output of the crisp classifiers is considered as a bit vector (length of the
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Table 2 Comparison with crisp decision trees

S.No Dataset #class Accuracy RSS(10E-2)

CvDT ID3 FuzzyCvDT CvDT ID3 FuzzyCvDT

1 Iris 3 98 98 98.67 1.56 1.56 0.91

2 Wine 3 96.11 98.89 94.44 1.11 0.56 0.37

3 Breast cancer 2 98.86 99.43 95.85 0.71 0.86 0.93

4 Blood transfusion 2 82.07 82.07 88.65 17.37 17.37 4.48

5 Abalone 3 85.23 85.18 95.28 9.77 9.71 1.99

6 Ecoli 8 95.59 95 77.29 1.21 0.96 0.13

7 Yeast 10 93.11 92.57 69.93 1.16 1.2 0.09

8 Page-blocks 5 97.44 97.46 89.76 1.03 1 0.67

9 Wine red 6 95.44 95.5 88.43 1.22 1.26 0.25

10 Pima-Indians 2 94.68 94.94 96.36 3.7 4.03 1.49

Fig. 4 RSS comparison

vector is equal to number of class categories). If the number of classes is 3, and the

crisp classifier output is 2, then the vector is (0,1,0). RSS value is computed by con-

sidering the actual class vector and output vector of the classifier. In case of Fuzzy-

CvDT the vector is made of output fuzzy memberships of each class. The average

RSS values are reported in Table 2.

The fuzzy classification approach is able to handle uncertainty better as is evident

from the results of Blood Transfusion and Abalone datasets (see Fig. 4). These are

the datasets where uncertainty is high and the crisp classifiers are inferior. For these

datasets the fuzzy classification method has better accuracy and average RSS is low.

It is observed that fuzzy classifier RSS values are falling down with the number of

class categories (see Fig. 5). Among all datasets, ‘Blood Transfusion’ performance

is poor.

A simulation study with arbitrary fuzzy memberships is carried out to study the

robustness of the approach w.r.t fuzzy membership values. The fuzzy membership

values are chosen at random retaining the semantics of the class knowledge (i.e.,

the fuzzy membership values can vary but there is an agreement in semantics). The

simulation (10 executions with different fuzzy memberships, each execution with

10FCV) results revealed that mean RSS is low with less standard deviation (see

Fig. 6). Hence, the fuzzy classification approach developed can be considered as

robust or consistent.
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Fig. 5 RSS behaviour

Fig. 6 RSS mean and std

6 Conclusion

A fuzzy classification system with a class of decision trees (FuzzyCvDTs) devel-

oped in this paper addresses uncertainty in decision attribute. The fuzzy CvDT

method to build a decision tree based on fuzzy membership values is presented. RSS

values demonstrated that when the dataset has high uncertainty, the fuzzy classifier

is performing better.
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Predicting Protein Coding Regions
by Six-Base Nucleotide Distribution

Praveen Kumar Vesapogu, Changchuan Yin and Bapi Raju Surampudi

Abstract Identification of protein coding regions in genomic sequences is a sig-

nificant problem in bioinformatics. A significant number of techniques for identi-

fying coding regions in genomic sequences are based on Fourier representation for

the sequence of nucleotides and spectral analysis methods in order to detect pro-

tein coding regions. These methods usually consider 3-base periodicity signal. In

this paper, we propose a method that analyzes the distribution of nucleotides at

six positions (hexamer distribution). We present the six-base nucleotide distribution

(SBND) algorithm and implementation results on genomic sequences of Drosophila
Melanogaster, Rat, Cow and also from H. sapiens. The performance is compared

with one of the best methods available in the literature and the results establish the

viability of the proposed approach.

Keywords Exon ⋅ Intron ⋅ Hexamer

1 Introduction

In genome research predicting protein coding regions in DNA sequences is one of the

primary tasks. A protein coding region is defined as any pattern in a DNA sequence

under proper conditions which results in the generation of a protein product [8].
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usually protein coding (exons) regions and non-coding regions (introns)

are interrupted by each other. A variety of computational methods were developed,

for identifying protein coding regions, but still it is difficult to identify short exons

accurately.

During the past decades numerous methods were developed for discriminating

protein coding regions (exons) and non-coding regions (introns) such as Fourier

spectrum analysis [21], Markov models [11, 25], Spectral envelope [20], Neural net-

works [6, 19], EPND (Exon Prediction by Nucleotide Distribution) [21, 29]. Fourier

analysis is based on extracting the distinct feature of protein coding regions i.e., 1/3

periodicity [21]. Tiwari et al. converted symbolic DNA sequences in to binary nu-

merical sequences and applied Fourier Transform on the binary sequences to find the

1/3 periodicity. They employed sliding window approach for predicting the protein-

coding regions. Stoffer et al. proposed spectral envelope which is frequency based

principal components technique, for finding protein-coding regions in the DNA se-

quences [20]. Kotlar et al. extracted and applied spectral rotation measure for gene

prediction [10]. Along with 3-base periodicity Gao et al. used fractal features of

DNA sequences for gene identification [9]. Krogh et al. constructed Markov models

for identifying protein coding regions [11]. Lapedes et al. implemented neural net-

works to predict the protein-coding regions [6]. Yin and Yau proposed EPND (Exon

prediction by nucleotide distribution) algorithm [29]. They calculated the frequen-

cies of occurrence, of the nucleotides A, T, G, and C in the three codon positions.

They calculated 3-base periodicity for each DNA walk, based on the slope they de-

cided the nucleotide as exon nucleotide or an intron nucleotide. They have improved

the prediction accuracy of the EPND algorithm using different starting points in

the DNA sequence. Saberkari et al. [15] used notch filter along with discrete Fourier

transform (DFT) to ameliorate the quality of detecting protein coding sequences. Yin

et al. [27] applied a nonlinear Tracking-Differentiator to denoise 3-base periodicity

of protein coding regions.

Because of the rapid growth of raw genome sequence data, still there is a great

need of novel methods for the accurate prediction of protein coding regions in DNA

sequence. We propose a new algorithm which is based on six-base nucleotide distri-

bution for finding protein coding regions.

2 Background

Discrete Fourier Transform (DFT) is used for spectrum analysis of DNA sequences.

DNA sequence of length n is converted into four binary sequences each of length

n [21]. Four binary sequences UA(n),UT (n),UG(n) and UC(n) for the four

nucleotides, A,T ,G, and C are given as [21]:

U
𝛼
(xj) =

{
1, if xj = 𝛼

0, otherwise;

for j = 1,… , n;
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For each of the four binary sequences, power spectrum is calculated and the sum

of the resulting power spectrum of the binary sequences is the Fourier power spec-

trum of the DNA sequence, is defined as [21]:

S(f ) =
∑
𝛼

S
𝛼
(f ) =

∑
𝛼

1∕n2
||||||

n∑
j=1

U
𝛼
(xj) exp 2𝜋ifj

||||||

2

Here, frequency is denoted by f = k∕n, with k = 1, 2, ....n∕2. Based on the period-3

signal of the power spectrum Tiwari et al. [21] predicted the protein coding regions

in DNA sequence. Yin and Yau [28] showed that period-3 signal is due to unequal

distribution of A, T, G, and C nucleotides at first, second and third positions of the

codon. They concluded that there is linear relationship at n∕3 between nucleotide

distribution on the three codon positions and power spectrum.

It is well known that sequence of six nucleotides called hexamer is biologically

meaningful. Fickett et al. and Claverie et al. suggested that six nucleotide sequence

(hexamer) would be effective for finding protein coding regions [4, 8]. Fickett et al.

showed that simple counting of oligomers measure is more effective than sophisti-

cated measures for finding protein coding regions and they concluded that in-phase

hexanucleotides is the most efficient coding measure [8]. However in the literature

currently the signal based methods are dominated by looking at periodicity at three

bases. We can infer that if these methods are extended for six-base positions, i.e.,

looking at hexamer distribution it may lead to a novel approach for identifying pro-

tein coding regions. With this motivation, in this paper we propose a new algorithm

that analyses distributions at hexamer positions in genomic sequence. We extend the

EPND (Exon prediction by nucleotide distribution) in order to analyze nucleotide

distribution at hexamer positions [29]. The results indicate that the proposed ap-

proach gives significantly better results compared to earlier methods such as Tiwari

et al. [21], Anastassiou et al. [1] and EPND (Exon prediction by nucleotide distri-

bution) [29]. The remaining paper is organized as: the description of the proposed

algorithm, datasets utilized, results and discussion which includes the limitations of

the proposed approach and finally the conclusions.

3 Proposed Method

The significance of oligomers, in particular, hexanucleotides was addressed by Fick-

ett et al. [8] for finding protein coding regions in the DNA sequences. The proposed

six-base nucleotide distribution (SBND) algorithm is based on the variance of the

occurrence frequencies of the four nucleotides A,T ,G and C at 1, 2, . . . , 6 hexamer

positions. A sliding window approach is adopted. For each window of DNA sequence

occurrence frequency of each nucleotide A,T ,G and C at 1, . . . , 6 hexamer positions

are calculated, then variance of these occurrence frequencies is calculated and then

ratio of the window variance is calculated within the length of the window.
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Let Fx1,Fx2,… ,Fx6 be the frequencies of occurrence of the nucleotide

x𝜖{A,T ,G,C} in the first, second, and up to six hexamer positions, respectively.

For a given window 𝜔 of DNA sequence, the variance of the six-base periodicity

can be calculated as:

S(wi) =
∑

x=A,T ,G,C

[
1

n − 1

n∑
j=1

(Fxj − 𝜇x)2
]

Here, Fxj is the occurrence frequency of nucleotide x at jth position, 𝜇x is mean of

occurrence frequency of nucleotide x in six hexamer positions and n = 6 the length

of hexamer.

The average window variance of the DNA sequence is defined as follows:

S(ai) =
S(wi)
𝜔

for i = 1,… ,N; where N is the length of the DNA sequence, wi is the ith window

and 𝜔 is the length of the window.

Figures 1, 2, 3 and 4 show the average six base variance S(a) on pure coding

regions and pure non-coding regions of various lengths of different organisms. From

Figs. 1, 2, 3 and 4, it is clear that the variance of nucleotides A, T, G, and C at six

nucleotide positions has some signal in the protein coding regions and the signal is
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Fig. 1 Plot of average six base variance S(a) on pure coding and pure non-coding sequences of

H. Sapiens, of various lengths from 100 to 143000 bp. The thick line indicates the pure coding

sequence and thin line indicates the pure non-coding sequence and can be separated at a threshold

of 0.12
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Fig. 2 Plot of average six base variance S(a) on pure coding and pure non-coding sequences of

Cow, of various lengths from 100 to 137000 bp. The thick line indicates the pure coding sequence

and thin line indicates the pure non-coding sequence and can be separated at a threshold of 0.12
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Fig. 3 Plot of average six base variance S(a) on pure coding and pure non-coding sequences of

D.Melanogaster, of various lengths from 100 to 143000 bp. The thick line indicates the pure coding

sequence and thin line indicates the pure non-coding sequence and can be separated at a threshold

of 0.12

absent in the non-coding regions. This gives motivation for the proposed Six-base

nucleotide distribution (SBND) algorithm for finding protein coding regions in a

DNA sequence.

It can be seen from the figures that coding and non-coding regions can be sepa-

rated at a threshold value of S(a) = 0.12. The threshold value t is set to 0.12. Based



156 P. Vesapogu et al.

0 500 1000 1500
0

0.5

1

1.5

2

2.5

3

3.5

Number of DNA sequences of different length

A
ve

ra
ge

 s
ix

 b
as

e 
va

ria
nc

e 
S

(a
)

 

 
pure coding sequence
pure non−coding sequence

Fig. 4 Plot of average six base variance S(a) on pure coding and pure non-coding sequences of

Rat, of various lengths from 100 to 146000 bp. The thick line indicates the pure coding sequence

and thin line indicates the pure non-coding sequence and can be separated at a threshold of 0.12

on these empirical observations, we formulated the following classification rule. If

the ratio of six-base periodicity signal to the background noise of DNA sequence

is less than 0.12 then the nucleotide which is at the middle of the window can be

labeled as an intron, otherwise an exon.

4 Data Sets and Performance Measures

The data sets used for the performance evaluation of the proposed algorithm is

Exon-Intron Database (EID) [17]. Data sets were downloaded from the website

(www.meduohio.edu/bioinfo/eid/). Exon-Intron Database (EID) contains hEID file

having fasta-formatted database of header information, exEID file having fasta-

formatted database of exon sequences and intrEID file containing fasta-formatted

database of intron sequences. To build full original gene structure, based on the

position of exons and introns in the header sections, exons are combined with the

relative introns. The full gene structure will end with a stop codon and precede with

a start codon. Gene sequences in full-length are utilized to analyze the performance

of the proposed algorithm.

The performance measures sensitivity, specificity and accuracy [3] are used to

measure the performance of the proposed algorithm. The formulae for these mea-

sures are shown here: Sensitivity, Sn =TP/(TP+ FN), specificity, Sp =TN/(TN+FP),

and accuracy Ac = (TP+TN)/(TP+TN+FP+FN), where TP stands for the true pos-

itives, which is the number of exon nucleotides that have been correctly predicted as
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Algorithm 1 Six-base nucleotide distribution (SBND)

Input: Read the DNA sequence D.
Output: Predicted DNA sequence with exon and intron labels.

N ∶ Length of the DNA sequence D
𝜔 ∶ Window size

n ∶ Length of hexamer

t ∶ Threshold

1. set windowsize = 𝜔.

2. For each window wi. i = 1 to N.

(a) Calculate the occurrence frequencies Fx1,Fx2, ...,Fx6 of nucleotides A,T ,G and C in

1, 2,..., 6 hexamer positions.

(b) Calculate sum of six-base variance

S(wi) =
∑

x=A,T ,G,C

[
1

n − 1

n∑
j=1

(Fxj − 𝜇x)2
]

where Fxj is the occurrence frequency of nucleotide x at jth position.

𝜇xis mean of occurrence frequency of nucleotide x in six hexamer positions.

(c) Calculate average of window variance

S(ai) =
S(wi)
𝜔

(d) If S(ai) >= t, then set the ith nucleotide as exon, otherwise intron.

3. Slide the window to the next nucleotide position and go to step 2. Repeat until end of the

sequence.

exons. TN is the true negatives, i.e., the number of intron nucleotides that have been

correctly predicted as introns. FN is the false negatives, i.e., the number of intron nu-

cleotides that have been predicted as exon. FP represents the false positives, which

is the number of exon nucleotides predicted as introns. The percentage of protein

coding segments that are correctly identified as coding cites is Sn. The percentage

of protein noncoding segments that are correctly identified as noncoding is Sp. The

average of Sn and Sp is accuracy Ac.

5 Results and Analysis

Figure 5 shows the plot of the proposed six-base nucleotide distribution method

(SBND) on H. sapiens DNA sequence with exons and introns of length 2000 bp.

If the S(a) measure calculated for a nucleotide is greater than or equal to a threshold

of 0.12, then that nucleotide is labelled as exon otherwise intron. It can be observed
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Fig. 5 Plot of the proposed method identifying coding and non-coding regions of H. sapiens DNA

sequence. The horizontal line indicates the threshold set at 0.12 and all the nucleotide locations

where the S(a) value crosses the threshold are predicted as belonging to coding regions

Table 1 Performance evaluation of six-base nucleotide distribution (SBND) method for window

size = 150

Organism Sn Sp Ac

H. sapiens 0.33 0.89 0.72

Mouse 0.15 0.90 0.88

Rat 0.31 0.92 0.91

Table 2 Performance evaluation of six-base nucleotide distribution (SBND) method for window

size = 350

Organism Sn Sp Ac

H. sapiens 0.27 0.86 0.69

Mouse 0.02 0.89 0.87

Rat 0.44 0.93 0.92

from Fig. 5 that the proposed six-base nucleotide distribution (SBND) is good at

predicting protein coding regions.

The results of the proposed algorithm with different window sizes are shown in

Tables 1, 2 and 3. There is not much difference in the accuracy of the proposed algo-

rithm with the window size between 150 and 500. The accuracy is decreasing when

the window size is above 600 and when it is below 150. We have chosen window size

equal to 150 for the rest of the experiments. Tables 1, 2 and 3 summarize the perfor-

mance results of the algorithm with a window size of 150, 350, and 800, respectively

across the three organisms of length 20,000 bp each.
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Table 3 Performance evaluation of six-base nucleotide distribution (SBND) method for window

size = 800

Organism Sn Sp Ac

H. sapiens 0.24 0.83 0.66

Mouse 0.01 0.86 0.84

Rat 0.01 0.92 0.88

Table 4 Performance evaluation and comparison of EPND and Six-base nucleotide distribution

Oraganism EPND Six-base nucleotide distribution

Sn Sp Ac Sn Sp Ac

H. sapiens 0.45 0.86 0.80 0.34 0.92 0.83

Mouse 0.44 0.85 0.84 0.28 0.90 0.89

Cow 0.18 0.84 0.81 0.10 0.91 0.89

D. melanogaster 0.47 0.84 0.75 0.34 0.89 0.76

Rat 0.18 0.86 0.84 0.11 0.89 0.87

We observed that the accuracy of the proposed Six-base nucleotide distribution

(SBND) algorithm is better than that of Tiwari et al. [21], and that of Anastassiou [1].

These results are not shown here. We re-implemented one of the best available meth-

ods in the literature, namely, EPND (Exon prediction by nucleotide distribution)

algorithm [29] and present only the comparative results with this method. Table 4

shows the performance of the EPND [29] and the proposed SBND method on five

different organisms. Table 4 indicates that the proposed, SBND algorithm performed

better than the EPND algorithm [29]. Although the SBND algorithm gives better

performance results, a limitation is its computational complexity. Since six-base nu-

cleotide distribution is estimated in SBND, the computational effort is more than

when estimating 3-base periodicity distribution in other methods such as EPND.

One of the future tasks is to improve the proposed method for finding protein coding

regions in terms of reducing the computational complexity.

6 Conclusion

We proposed an ameliorated algorithm to identify exon and intron regions in the

DNA sequence which is based on the variance of the nucleotides A, T, G and C

in six hexamer positions. A sliding window approach is used to check whether the

given subsequence is part of a coding or a non-coding region. It gives better per-

formance than the earlier methods utilizing Fourier Transform approach [21] and

also the EPND [29] method which is depended on the distribution of nucleotides in

three codon positions. In terms of accuracy, the results indicate that the proposed
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method for predicting protein coding regions is an effective method. The limitations

of the proposed method are its increased computational complexity. Future work

would focus on reducing the computational complexity of SBND approach for the

identification of protein coding regions.
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Ontology for an Education System
and Ontology Based Clustering
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Abstract Reference ontology is proficient to add considerably for reducing the
issue of specificity of ontology applications. Predominantly taking superior edu-
cation area into account, it is believed that a reference ontology committed to this
expertise area can be considered as a significant tool for several stakeholders
involved in examining the system of superior education as an entity, especially in
the context of academic systems diversity all over the world. In this paper, the
ontology construction procedure is explained from requirements elicitation proce-
dure to the ontology assessment procedure. Reference ontology for learning field
can be used as a tool for strategy development and University profiling apart from
offering a non biased ranking instrument. The aim of this research work is to
provide a qualitative progress over Vector Space Model (VSM)-based search by
using ontology. The document clustering is done through Particle Swarm Opti-
mization (PSO). A PSO-based ontology model of clustering knowledge documents
is described and compared with the traditional vector space model. The proposed
ontology-based framework provides enhanced performance and improved cluster-
ing compared to the traditional vector space model.
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1 Introduction

Conceptual schemas known as ontologies are created for providing meaningful
structure of data. Ontologies are the key technologies for enabling semantics-driven
knowledge processing, and it is widely accepted that the next generation of
knowledge management system will rely on conceptual models in the form of
ontologies. Unfortunately, the development of real-world Enterprise wide
Ontology-based Knowledge Management Systems is still in its infancy.

Domain ontology is used to characterize the knowledge for a meticulous type of
application domain [1, 2]. On the other hand, concept maps are used to mine and
represent the knowledge structure such as concepts and propositions as perceived
by individuals [3, 4]. Concept maps are related to ontology such that both of these
tools are used to denote concepts and the semantic associations amongst concepts.
Nevertheless, ontology is an official knowledge depiction technique to make pos-
sible individual, computer communications and it can be articulated by using formal
semantic markup languages like OWL and RDF, while concept map is an uncer-
emonious tool for humans to state semantic knowledge composition [5, 6].

2 Literature Survey

The semantic web is known as intelligent web which offers the ability to work on
the meaningful knowledge representation on the web. For the last few years the
researchers have focused much on education domain due to its potential future of
the semantic web technology and realized that it would lead to a revolution of
education domain after a great detail and deep study on semantic web technology.

Farahat et al. [7] have described novel hybrid models that join unambiguous and
dormant study to guess semantic resemblance amid documents. The proposed novel
hybrid models unite unambiguous and dormant models of semantic resemblance.
They are used to advance the performance of document clustering algorithms. The
novel hybrid models for document illustration map the documents first to a
semantic space in which resemblance amid the documents reflects how their pro-
visions are statistically linked. Then dimension reduction methodologies are applied
to attain a brief depiction that conserves semantic resemblance amid documents.
The semantic similarities amid the terms are captured by applying dimension
reduction methodologies. The hybrid model preserves semantic resemblance
depending on term to term correlations. The experimental results have shown the
noteworthy enhancement in clustering performance [7].

Jing et al. [8] have presented a clustering approach on the basis of ontology
distance measure. The WordNet is used to compute the term mutual information
matrix. The model combines the traditional term mutual information and term
frequency information. The terms are treated as correlated in the ontology mech-
anism but uncorrelated in VSM-based clustering approach. The method integrates
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the term mutual information with the conceptual background knowledge given by
ontologies [8].

Shehata et al. [9] have presented a new concept-based mining model. The model
captures the semantic structure of every term within a document and sentence rather
than measuring the frequency of the term within a document only. This approach
uses the concept-based similarity parameter. The concept-based similarity measure
combines the concepts weigh in the sentence, corpus level and document. The
character of text clustering outcome is better accomplished by this model than by
the customary single term-based methods [9].

3 Ontology for the Education System

In this section, the Ontology construction procedure is represented (Fig. 1):
The objective of building the Ontology is to provide a meaningful knowledge

representation that can be processed by machines and humans equally and offer a
consensual knowledge model of education field. The proposed educational domain

Stage 1: Collection of Domain Information 

Stage 2: Identifying Classes and Subclasses  

Stage 3: Identifying Object & Data Properties  

Stage 4: Setting the Domain and range of every property 

Stage 5: Creating Instances and setting their data &     
              Object properties 

Stage 6: Inbuilt reasoner for checking consistency 

Stage 7: Save the Ontology and Export it in RDF or 
              OWL format

Fig. 1 Ontology building process
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ontology explains numerous aspects and facilitates the organizational makeup,
management, staff, students and other stake holders with their specific roles rep-
resenting class and its several data properties to hold the corresponding information
[10, 11] as shown in the Fig. 2.

RDF/RDFS and OWL 2.0 are used for development and implementation in order
to facilitate the intent of human user and provide results that fulfill the information
requirement accordingly by developing ontology (Fig. 1).

Fig. 2 General layout for education domain ontology
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3.1 Conceptualization Phase

Conceptualization phase comprises of the concepts to subsist in the world and their
associations. This step integrates the subsequent midway illustration methods: Data
Dictionary (DD) (Table 1), Concepts tree (Fig. 3), Attributes Classification Trees
(Fig. 4) and Object properties table (Table 2).

4 Ontology Based Clustering

Traditionally each document is represented by Vector Space Model (VSM) by
representing weight of a particular vector/term. The similarity between the docu-
ments is found using the Euclidian distance measure. Document clustering is
widely used in information retrieval. Among the Several document clustering
techniques, K-Means clustering technique and PSO techniques are the well known
document clustering techniques. The aim of PSO clustering is to find the centroid of
cluster. A swarm represents the number of solutions for the candidate clustering.

When the user poses a query and if the query term is in the ontology then the
inbuilt reasoner (stage 6 in Fig. 1) will list the equivalent classes and web docu-
ments are extracted using web crawler for the concepts in the ontology. The

Table 1 Data dictionary Attributes of concept: course

1. CourseCategory
2. CourseClassHours
3. CourseCode
4. CourseCreditsNumber
5. CourseGradingSystem
6. CourseLevel
7. CourseMaterial
8. CoursePrerequisites
9. CourseRoom
10. CourseSessionCode
10.1 SessionTiming
10.2 SessionType

11. CourseSyllabus
11.1. CourseDescription
11.2. CourseObjectives
12. CourseTitle
13. Lecture
13.1. LectureRoom
13.2. LectureSchedule
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Fig. 4 Attribute classification tree (college type)

Fig. 3 Concepts tree of education domain ontology
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semantic terms are extracted by applying PSO clustering algorithm to the classes
found in fetched document and ontology.

4.1 Clustering Using PSO

The PSO algorithm is presented as follows:

Step 1: Randomly initialize the particle velocity and particle position. The K
cluster centroids are randomly chosen for each particle.

Step 2: Estimate the fitness for each particle for the initial values
Step 3: Preserve the document cluster structure optimally. The cluster quality can

be measured within cluster, within-cluster and mixture scatter matrix and
it is given in Eqs. (1)–(3) respectively. The cluster quality is elevated if the
cluster is firmly grouped. Equation (1) defines the within cluster and the
Eq. (2) defines the similarity measure between clusters. The function
conserves the cluster structure and maximizes the Eq. (3).

Sw = ∑
k

i = 1
∑
j∈Ni

ðdj − cciÞðdj − cciÞT ð1Þ

Sb = ∑
k

i = 1
∑
j∈Ni

ðcj − gcÞðcj − gcÞT ð2Þ

Sm = ∑
n

j=1
ðdj − gcÞðdj − gcÞT ð3Þ

where dj is the document that belongs to the cluster cci. cci is the ith cluster
centroid, gc is the global cluster centroid, K is the number of clusters and
Ni is the number of documents in the cluster ci. Sw is the within cluster, Sb
is amid clustering and Sm is the mixture scatter matrices which is sum of
Sw and Sb. The fitness value of the particle is evaluated using Sb. The
objective of clustering is to accomplish elevated intra-cluster resemblance
and little inter cluster resemblance.

Table 2 Object properties Object property Area Choice

AppointedTo Teacher Department
BelongsTo Researcher Research group
EnrolledBy Student Higher education
Writes Researcher Publication
SupervisedBy Student Teacher
Organizes Laboratory Seminar
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Step 4: Update the personal best position using the following equation.

Ppbestgðt+1Þ= PpbestgðtÞ if f Xgðt+1Þ≥ f PpbestgðtÞ
�� �

Xgðt+1Þ if f Xgðt+1Þ < f PpbestgðtÞ
�� �

�
ð4Þ

Step 5: Revise the global finest position among all the individuals using Equation

PpbestgðtÞ∈ Ppbest0, Ppbest1, . . .Ppbestk
� �

=min f ðPpbest0ðtÞ . . .PpbestkðtÞÞ
� � ð5Þ

Step 6: Apply velocity update for each dimension of the particle using Equation

Vgh =ω×Vgh +C1 × rand1 × ðPpbest−XghÞ+C2 × rand2
× ðPpbest−XghÞ

ð6Þ

Step 7: Update the position and generate new particle’s location using Equation.

Xgh =Xgh +Vgh ð7Þ

Step 8: Reiterate steps 2–7 until a stop criterion, like adequately high-quality
explanation is exposed or a highest number of generations is concluded.
The entity particle that scores the finest fitness value in the population is
considered as optimal solution.

Step 9: The relevance of documents is evaluated.

5 Results and Discussions

In the experiments, 20 random particles are generated. The fitness value is com-
puted using the distance between the cluster centroid and the documents that are
clustered. The fitness values are recorded for ten simulations. In the PSO module,
the inertia weight w primarily set as 0.95 is chosen and the acceleration coefficient
constants c1 and c2 are set to 2. If the fitness value is fixed, then it indicates the
optimal solution. For each simulation, the initial centroid vectors of each particle
are randomly selected. A set of 20 queries has been equipped manually for relative
performance dimension. After 100 iterations, the same cluster solution is obtained.
The F-measure values are the average of 20 runs. The parameters and the corre-
sponding values are shown in Table 3.

Results show that the PSO clustering algorithm using ontology performs better
than the PSO clustering algorithms without using ontology. To cluster the huge
document data sets, PSO requires more steps to discover the best solution. As
demonstrated in Fig. 5, the PSO method produces the clustering outcome with the
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least fitness value for all four datasets using the ontology based similarity metric
and Euclidian similarity metric.

The convergence of PSO depends on the particle’s finest known location and the
swarm’s finest known global location. If the global position remains constant all
through the optimization process, then the algorithm converges to the optimal. For a
large data set, the PSO requires more iterations before optimal clustering. The PSO
clustering algorithm can lead to more compact clustering outcome. The PSO
approach in ontology-based VSM has enhancements compared to the outcome of
the VSM-based PSO. Nevertheless, when the resemblance metric is distorted to the
ontology-based metric, the PSO algorithm has a superior performance.

The convergence behavior of K-means and PSO algorithm are given in Table 4.
Since 100 steps are not adequate for the PSO algorithm to come together to the
most favorable solution, the outcome values in the Table 4 designate that the PSO
method has enhancements compared to the consequences of the K-means method
while using the Euclidian similarity metric. Nevertheless, when the similarity metric
is altered to the ontology similarity metric, the PSO algorithm has a superior
performance to the K-means algorithm.

Fig. 5 Fitness curve comparison

Table 3 PSO parameters and
corresponding values

Parameter Value

No. of clusters 10
No. of particles 20
Maximum no. of iterations 100
C1 2
C2 2
W 0.95
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6 Conclusion

A PSO-based ontology model of clustering knowledge documents is described and
compared with the traditional vector space model. The results show that the pro-
posed ontology-based framework provides enhanced performance and improved
clustering compared to the conventional vector space model.
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Neural Networks for Fast Estimation
of Social Network Centrality Measures

Ashok Kumar, Kishan G. Mehrotra and Chilukuri K. Mohan

Abstract Centrality measures are extremely important in the analysis of social

networks, with applications such as identification of the most influential individuals

for effective target marketing. Eigenvector centrality and PageRank are among the

most useful centrality measures, but computing these measures can be prohibitively

expensive for large social networks. This paper shows that neural networks can be

effective in learning and estimating the ordering of vertices in a social network based

on these measures, requiring far less computational effort, and proving to be faster

than early termination of the power grid method that can be used for computing the

centrality measures. Two features describing the size of the social network and two

vertex-specific attributes sufficed as inputs to the neural networks, requiring very

few hidden neurons.

Keywords Social network ⋅ Centrality ⋅ Eigenvector centrality ⋅ PageRank

1 Introduction

Social networks [1] have emerged as useful tools for understanding systems of high

complexity and large size, involving people, machines, and organizations. One exam-

ple of their use is by commercial organizations that perform target marketing by

identifying the most influential people in a demographic sample, yielding the high-

est return for the resources spent in marketing efforts. Identification of influential

vertices in a network is performed by computation of various centrality measures.

While some centrality measures (e.g., degree) are easy to compute, other measures
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such as Eigenvector centrality [2] and PageRank [3] are considered more useful, but

their computation requires considerable effort.

Influential vertex identification usually requires ordering (or sorting) vertices with

respect to centrality values. The fact that vertex x has a centrality value of c(x) is not

very useful by itself; what is important is that c(x) > c(y), the centrality value of

another vertex y, enabling us to infer that x is a more influential vertex than y. This

ordering can be computed efficiently, by training a neural network that attempts to

estimate centrality values.

An example social network is shown in Fig. 1, with the desired neural network

inputs and outputs (eigenvector centrality values) shown in Table 1, to be estimated

using a neural network with the architecture shown in Fig. 2.

We also explored an alternative approach, estimating eigenvector centrality values

by early termination of the iterative computation algorithm used for exact computa-

tion. However, the neural network approach proved to be faster, especially for large

networks with thousands of vertices.

Section 2 of this paper introduces social networks and relevant centrality mea-

sures. In Sect. 3, we present the neural network methodology we used for central-

ity estimation. Section 4 presents implementation details and results based on well-

known benchmark networks as well as large networks that were randomly generated.

Concluding remarks are presented in Sect. 5.

Fig. 1 A small social

network with 5 vertices
4

5

1 2 3

Table 1 Inputs and Outputs for the neural network used to predict eigenvector centrality for the

social network in Fig. 1

Node ID I Number of

vertices: |V|
Number of

edges: |E|
Degree of

vertex

Number of

vertices at

distance ≤ 2

Eigenvector

centrality

1 5 5 1 4 0.113

2 5 5 3 5 0.294

3 5 5 2 4 0.198

4 5 5 2 5 0.197

5 5 5 2 5 0.197
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Fig. 2 Architecture of

Neural network used for

experimentation

2 Centrality Measures for Social Networks

A social network is a graph-theoretic abstraction in which the vertices often represent

autonomous actors (such as people) and the edges represent relationships between

them, e.g., who communicates with whom in a given period of time. Some of the

earliest studies of social networks occurred over eighty years ago, with work initially

performed by sociologists on relatively small networks. Recent years have seen an

explosion of research results discussing properties of social networks. A key question

of interest in multiple applications is the identification of important vertices in the

network, as manifested in the following examples:

1. Who can influence other people to purchase products made by a company?

2. Who are the leaders of a terrorist or criminal organization?

3. Which researchers are held in greatest esteem by their peers?

4. Whose blogs or tweets are likely to be reproduced, re-broadcast, or cited?

5. Whose opinions sway the votes of most people participating in an election?

6. Through which vertices do most messages flow, in a communication network?

Many network centrality measures have been proposed in the literature, and cap-

ture the large variety of roles exhibited by a vertex in a network. The following are

examples of measures frequently used:

∙ Degree centrality, which counts the number of vertices to which a given vertex is

adjacent (directly connected).

∙ Expanded neighborhood size, which measures the number of vertices at a short

distance (less than a specified number of hops) from a given vertex.

∙ Betweenness centrality, the number of shortest paths (between all pairs of vertices

in the network) that pass through a given vertex.

∙ Eigenvector centrality, which incorporates the relative importance of vertices to

which a given vertex is connected, defined recursively as follows:

fe(x) =
∑

v∈V
Ax,v fe(v)∕𝜃,
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where V is the set of vertices, Ax,v = 1 if an edge exists from x ∈ V to v ∈ V , and

𝜃 is a constant. This is equivalent to computing the eigenvectors of the adjacency

matrix, i.e., solutions to the matrix equation

Ax = 𝜆x.

The eigenvector centrality of the kth vertex in the network is the kth component

of the eigenvector corresponding to the largest eigenvalue.

∙ PageRank is a similar measure that emphasizes the number of vertices that point

“towards” a given vertex, which indicates relative importance of a vertex in a

directed network, and has the following recursive definition:

fp(x) = 𝛼

∑

v∈V
Av,x fp(v)∕

∑

k∈V
Ak,v + (1 − 𝛼)∕|V|

PageRank differs from Eigenvector centrality, using a denominator term that

accounts for the number of immediate neighbors of each vertex.

In many applications, the degree centrality measure is not adequate in assessing

the importance of a vertex; a vertex of low degree may be critical in that it con-

nects different components of a network, or because all of its immediate neighbors

are of high centrality. Hence the more complex centrality measures such as Eigen-

vector centrality and PageRank are preferred in many applications. Computation of

eigenvalues is expensive, and a frequently used approach to compute eigenvector

centrality is the Power iteration or Von Mises iteration method [4]. In this approach,

we start with a non-zero vector b and repeatedly pre-multiply b by the adjacency

matrix A, normalizing components by the magnitude of the resulting vector:

bnew = Abold∕|Abold|.

The algorithm does not always converge, but can be restarted with a different initial

value of b. The number of iterations required for satisfactory approximation (to the

eigenvector) cannot be determined a priori.

3 Neural Network Approach

Feedforward neural networks, often trained by the error back-propagation approach,

have been applied to numerous supervised learning tasks requiring function approx-

imation or classification. We now discuss the applicability of this approach to esti-

mating relative eigenvector and PageRank centrality measures.
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3.1 Neural Network Architecture

The previously mentioned questions 1–6 (posed at the beginning of Sect. 2) require

only that we assess relative centrality values, i.e., which vertex is more important

than which other vertex; the exact centrality values are not important. Therefore,

an estimator model (such as a feedforward neural network) can be evaluated using

correlation measures such as the well-known Pearson correlation measure, instead

of the mean squared error (MSE) that is typically used in evaluating neural networks.

Training may still be performed using MSE, but the testing results can be assessed

using correlation values.

We have experimented with multiple sets of features that could be used as inputs to

the neural networks for assessing (relative) centrality of vertices. Minimally, we need

features that describe the size of the social network (number of vertices, and number

of edges), as well as easily computable features that describe the local behavior of

any vertex, such as the number of vertices in its immediate neighborhood and the

number of vertices that can be reached within two hops from a vertex.

The first two features (|V| and |E|) cannot be omitted since vertices with very

similar local behavior may have substantially different centrality values depending

on the network: a vertex with ten neighbors may be considered highly central in a

network with 20 vertices and 40 edges, but a similar vertex would be considered to

be much less important in a network with 200 vertices and 4000 edges. The third

feature, a vertex’s degree, is clearly important, but is not sufficient to describe a

vertex’s centrality, e.g., when a low-degree vertex connects high-degree vertices with

no other path between them. The fourth feature, number of nodes at distance ≤ 2
from a vertex was also considered. However. the time complexity of exact evaluation

of the number of vertices, that can be reached within two hops from a vertex is high.

Therefore, throughout the rest of the paper, the fourth feature is summation of degree

of all immediate neighbors.

This minimal set of four features was found to result in satisfactory performance

of the neural networks used in simulations, with no additional improvement obtained

when other features were added as inputs to the neural network.

We used a feedforward neural network with a single hidden layer and one network

output, keeping the model as simple as possible to avoid “overfitting" problems. We

experimented with different choices for the number of neurons in the hidden layer.

Since sigmoid neuron functions (such as the hyperbolic tangent) are monotonic in

their inputs, at least two hidden neurons are necessary. Using more neurons did not

result in any significant improvements in neural network performance.

Motivated by these considerations, a 4-2-1 feedforward neural network architec-

ture was used to generate simulation results reported in the next section. The output

of the neural network estimates the network centrality of a particular vertex in the

social network. For example, for the network in Fig. 1, we use a neural network such

as the one shown in Fig. 2.
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Fig. 3 Degree distributions of scale free and random networks [9]. p(k) denotes the fraction of

nodes with degree k

3.2 Degree Distribution

Researchers have explored social networks generated using different mechanisms,

with substantially different degree distributions, such as the following (cf. Fig. 3):

∙ Random Networks are generated by repeatedly adding edges between pairs of

randomly selected vertices [5].

∙ Scale Free Networks are generated using a model proposed by Barabasi and

Albert [6], and their degree distribution follows a power law [7]. Many real-life

social networks display the characteristics of scale free networks; a well-known

example is the internet [8].

Since these classes of social networks display substantially different properties,

we separate the centrality measure estimation task into two steps. Given a new social

network, we must first categorize it as belonging to Random, Scale-free, or another

class, by examining statistics of its degree distribution. This categorization can also

be performed using a feedforward neural network. For very large social networks,

sampling a small portion of the network may be sufficient to categorize it.

3.3 Predicting Centrality

After classifying the input social network (as scale-free or random), we use a neural

network trained on the dataset of networks of same class with feature set described

in Table 1, to predict the relative centrality of different vertices. A neural network

trained on random networks should be used for testing a social network categorized

as random, and similarly another neural network trained only on scale free networks

should be used for testing a social network categorized as scale free.
1

1
All the results reported in this paper were from simulations executed on an Intel Corei5@2.60 GHz

machine with 8 GB RAM.
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4 Results

This section presents simulation results obtained using neural networks to predict

relative centrality values in multiple social networks.

We tested our approach on some popular networks, such as [10–14], whose

characteristics are described in Table 2, including an indication of the correlation

between easy-to-compute degree centrality and hard-to-compute Eigenvector cen-

trality, which varies considerably between social networks. For these popular social

networks, we estimated relative centrality values using a neural network trained on

scale-free networks generated using algorithms described in [6, 15]. We obtained

the average correlation of 0.881 between neural network outputs and actual central-

ity values. The last two columns in this table show correlations between actual and

predicted centrality values, which are better than correlations with degree centrality

alone, shown in the fourth column. In other words, the additional features used in

the neural network do help to improve predictability of eigenvector centrality.

We also generated 100 social networks, selecting the number of vertices in each

network to be in the range between 50 and 2000. Table 3 presents average corre-

lation values between neural network outputs and exact centrality values on these

social networks obtained using classical algorithms, where training and testing were

conducted separately on scale-free networks and random networks.
2

Table 2 Results on well-known benchmark social networks

Network name Number of

vertices

Number of

edges

Correlation

(EV, DC)

Correlation

(PR, NN )

Correlation

(EV, NN)

Zachary’s Karate Club 34 78 0.917 0.999 0.988

Dolphin Social Network 62 159 0.720 0.987 0.826

Copperfield Word Adjacencies 112 425 0.957 0.992 0.998

American College Football 115 616 0.762 0.997 0.870

Books about US Politics 105 441 0.670 0.998 0.727

Notation EV EigenVector centrality values, PR PageRank centrality values, and NN centrality val-

ues generated by the Neural Network

Table 3 Average correlation value between predicted centrality using neural network and actual

centrality of social networks

Network category Eigenvector centrality PageRank entrality

Random networks 0.926 0.997

Scale-free networks 0.965 0.996

These test results are obtained on 100 social networks with number of vertices in each network in

the range between 50 and 2000

2
Random network generation algorithms were obtained from [5, 16], and scale-free network gen-

erating algorithms were from [6, 15], using the implementation in the Python software package,

NetworkX (http://networkx.github.io).

http://networkx.github.io
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Table 4 Time (in seconds) required to compute actual PageRank vs. neural network predictions

Network size Number of edges Time required using

exact algorithm

Time required using

neural network

500 24984 1.6 0.047

1000 99782 13.1 0.132

1500 225043 49.5 0.289

2000 399621 105.9 0.506

2500 624753 226.5 0.827

Note These results are average over 10 trails

Fig. 4 Behavior of correlation with network size

The next set of simulations was conducted on larger scale free social networks

with 500–2500 vertices and 25–625 k edges, generated using the algorithms men-

tioned earlier, to determine the amount of computational time costs incurred for

PageRank computation. The last two columns in Table 4 demonstrate that the neural

network approach required two orders of magnitude less time than the exact PageR-

ank computation algorithm, i.e., a hundred-fold reduction in computational effort.

The correlation values improved with social network size, as shown in Fig. 4.

We then conducted further simulations on larger social networks with 3000–7000

vertices and 1–5 million edges, computing eigenvector centrality using the exact

algorithm as well as the neural network approach. In addition, we also evaluated the

approach of terminating the exact algorithm early (after two iterations). Columns

3–5 of Table 5 show that the neural network outperforms the latter approach as well,

with computation times reduced by a factor of approximately 3 on these example

social networks.
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Table 5 Time (in seconds) required to compute Eigenvector centrality using exact algorithm with-

out early termination, exact algorithm terminated after two iterations, and neural network approach

Network size Number of edges Time required

for exact

computation

Time taken with

early termination of

exact algorithm

Time taken by

neural network

approach

3000 900003 5.5 4.0 1.2

4000 1599512 12.1 8.2 2.0

5000 2499445 24.3 9.9 2.7

6000 3600226 34.4 15.1 4.0

7000 4898875 72.2 20.2 6.0

The last column includes time for feature computation of each vertex and time taken to compute

centrality of each vertex, but not network training time

Note These results are average over 10 trails

5 Concluding Remarks

Efficient computation of Eigenvector and PageRank centrality measures is an impor-

tant concern in the analysis of large social networks. In this paper, we have shown that

an ordering of vertices using approximations to these measures can be achieved effi-

ciently using neural networks. Our approach is successful in obtaining results with

high correlation values (>0.9) while requiring orders of magnitude less computa-

tional effort. This work can be extended to compute other computationally expen-

sive network centrality measures using learning algorithms, using easily measurable

attributes of a social network to estimate high level properties of vertices.
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Scale-Free Memory to Swiftly Generate
Fuzzy Future Predictions

Karthik H. Shankar and Marc W. Howard

Abstract A flexible access to how the current state of memory would evolve into

the future is extremely valuable in predicting events to occur in distant future. We

propose a neural mechanism to non-destructively translate the current state of tem-

poral memory into the future, so as to construct a timeline of future predictions. In

a two-layer memory network that encodes the Laplace transform of the past, time-

translation can be accomplished by modulating the weights between the layers. Com-

putationally, such a network appears to be extremely resource-conserving, and could

prove useful in AI systems. We hypothesize that such a mechanism is neurally real-

istic in the sense that the brain performs it. We propose that within each cycle of

hippocampal theta oscillations, the memory state is swept through a range of time-

translations to yield a future timeline of predictions. A physical constraint requiring

coherence in time-translation across memory nodes results in a Weber-Fechner spac-

ing for the representation of both past (memory) and future (prediction) timelines.

Keywords Time-translated memory states ⋅ Inverse laplace transformed memory

1 Introduction

A living system that can swiftly compute possible future states and organize them

along a future timeline will have a huge advantage in decision making and goal plan-

ning. Computing predictions for the distant future can be accomplished if one has

immediate access to a future state of memory. The critical problem, then, is to flexibly

time-translate the current memory state into a temporally distant future state without

destroying the current memory. Given a mechanism for time-translation, a complete

future timeline could be built by sequentially translating to different moments in the

future.
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This paper proposes a specific computational mechanism for swiftly time-

translating the current memory state to a sequence of distant future states. We

build on a formalism for representing temporal memory in a two layer network that

encodes and inverts the Laplace transform of the past events [13]. This network

naturally represents memory in fuzzy fashion wherein the temporal inaccuracies in

memory for distant past grows in a scale-invariant way. Such a memory representa-

tion has been shown to be extremely resource conserving, requiring linearly grow-

ing resources to represent exponentially long timescales in memory [14]. In effect,

the memory network trades-off accuracy for the capacity to encode extremely long

timescales in memory, which seems to give a significant boost in predictive power in

forecasting scale-invariant natural world signals [14]. Furthermore, any network rep-

resenting temporal memory in a scale-invariant fashion can be constructed through

linear combinations of such two layer memory networks [15], making this two layer

memory architecture very generic.

Here we exploit the fact that the memory representation encoded in the Laplace

domain can be instantly time-translated by an amount 𝛿 through a point-wise mul-

tiplication by the function exp (−s𝛿), where s is the Laplace domain variable that

would parametrize the nodes in the network. Since the point-wise multiplication

operation can be parallelized, the time-translation operation on the memory state

can be literally instantaneous. Moreover, the fuzziness inherited from the parent net-

work will be infused into the translation operation so that the future prediction due

to translation will also show scale-invariant fuzziness. We propose that this feature

could be automatically lead to temporal generalizations with minimal computational

requirements. Although our proposition can be built purely at a computational or

neuromorphic engineering level, we believe that the brain can actually perform these

operations.

We pursue the hypothesis that construction of a future timeline is accomplished

neurophysiologically within each hippocampal theta cycle. Theta oscillations are

voltage oscillations in the hippocampus with a characteristic 4–8 Hz frequency. A

population of neurons in the rodent hippocampus—time cells—consistently fire dur-

ing circumscribed intervals of a delay period [8, 11]. When rodents navigate through

an environment, a population of neurons—place cells—consistently fire when the

animal is in a circumscribed region of space. The set of locations where a particular

neuron fires is referred to as its place field. Critically, there is a systematic rela-

tionship between the rat’s position within a place field and the phase of the theta

oscillation at which the neuron fires [10], known as phase-precession. The firing

of a neuron at later phases in the theta cycle conveys information about the future

position of the animal, as if the predicted-position is being translated along a future

trajectory [1]. This hints that phase precession could underlie the mechanism for

translating the present state of memory into a future state.

To connect the neurobiological phenomena to the computational hypothesis, we

propose that in each theta cycle as the phase 𝜃 sweeps from 0 to 2𝜋, the current

memory state is translated from the present time 𝜏 to a future time 𝜏 + 𝛿, where

𝛿 sweeps from 𝛿 ≃ 0 to 𝛿max, generating a future timeline within the theta cycle

(Fig. 1a). At the end of each cycle, 𝛿 is reset back to 0 so as to rebuild a future timeline



Scale-Free Memory to Swiftly Generate Fuzzyfuture Predictions 187

Fig. 1 a Schematic of

future timeline construction.

b Two layer network with

theta-modulated connections

(a)

(b)

at the next cycle. To anticipate the mapping onto hippocampal neurophysiology, we

assume that the Laplace variable s changes systematically along the dorsoventral

axis of the hippocampus (Fig. 1b). Local theta phase changes along the dorsoventral

position such that theta appears as a traveling wave [7, 12]. The central hypothesis

here is that changing synaptic weights as a function of local phase within each theta

cycle [18] implements the desired translation.

2 Time-Translating a Memory Representation

The model is implemented as a two-layer feed forward network (Fig. 1b) where the

𝐭 layer holds the Laplace transformed past memory and the 𝐓 layer reconstructs a

temporally fuzzy estimate of past events. Let’s start by describing the untranslated

temporal representation following [13, 14]. The stimulus at time 𝜏 is denoted as 𝐟(𝜏).
The 𝐭 layer nodes are leaky integrators activated by the stimulus. The nodes within

the 𝐭 layer are parametrized by their decay rate s. The nodes in the 𝐓 layer are in one

to one correspondence with the nodes in the 𝐭 layer. The activity of the two layers is

described by

d
d𝜏

𝐭(𝜏, s) = −s𝐭(𝜏, s) + 𝐟(𝜏) (1)

𝐓(𝜏, s) = 𝐋−1
k

𝐭(𝜏, s) (2)

By integrating Eq. 1, note that at time 𝜏, the 𝐭 layer nodes encode the Laplace trans-

form of the entire past of the stimulus function leading up to time 𝜏. The connec-

tion between the 𝐭 and 𝐓 layers is given by a constant linear operator 𝐋−1
k

that con-

structs the activity of each 𝐓 node by linearly combining the activities of k neighbor-

ing 𝐭 nodes on either side. The connection strengths are derived to ensure that 𝐋−1
k

approximates the inverse Laplace transform operation, with increasing accuracy for
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larger k [13]. An explicit instantiation of the connectivity is given in the appendix.

The 𝐓 layer inverts the Laplace transformed stimulus history in 𝐭 so as to represent

a fuzzy and approximate reconstruction of the stimulus history at every instant 𝜏,

𝐓(𝜏, s) ≃ 𝐟(𝜏 − k∕s). In other words, the various nodes in 𝐓 layer (with different s)
represent the stimulus history from different past moments. The error in the repre-

sentation of the stimulus history 𝐟(𝜏′ < 𝜏) in the 𝐓 layer increases as 𝜏
′

recedes into

past, and this error is precisely scale-invariant [13].

We extend this framework to construct a future timeline. The critical step is to

swiftly time-translate the current memory state in the 𝐓 layer to mimic a distant

future state without changing the memory representation in the 𝐭 layer. To achieve

this, we hypothesize that the connection strengths between the two layers are peri-

odically modulated in sync with the local phase of the theta oscillations at any loca-

tion on the dorsoventral axis. For a translation 𝛿, the time-translated memory state

𝐓(𝜏 + 𝛿, s) could be obtained if we had access to the time-translated Laplace trans-

form 𝐭(𝜏 + 𝛿, s), which is simply

𝐭(𝜏 + 𝛿, s) = e−s𝛿𝐭(𝜏, s) (3)

Noting that the factor exp (−s𝛿) can be absorbed as a part of the connection strength,

a time-translated state of 𝐓 can be obtained from the current state of 𝐭 by extending

Eq. 2 as

𝐓
𝜃
(𝜏, s) =

[
𝐋−1

k
⋅

𝜃

]
𝐭(𝜏, s) (4)

where
𝜃

is the translation operator—larger translation for larger 𝜃;−𝜋 < 𝜃 < 𝜋.
𝜃

can be understood as a modulation to the fixed synaptic weights in 𝐋−1
k

. To translate

by an amount 𝛿, 
𝜃

would simply be a diagonal operator with entries exp (−s𝛿),
where 𝛿 is monotonically related to 𝜃.

1

We hypothesize that the anatomical gradient of s values is arranged along the

dorsoventral axis of the hippocampus and denote the local phase at any s as 𝜃s. It is

known that the local theta phase changes along the dorsoventral axis such that theta

oscillation appears as a traveling wave with a phase offset of 𝜋 from one end to the

other [7, 12]. As a reference, we denote the phase at the very first node as 𝜃o. Let

there be a total of N + 1 nodes whose s values are given by so, s1..., sN . We shall

interchangeably use the subscripts s and n because they are monotonically related.

Figure 2 shows a schematic to visualize the theta oscillations. Note from Fig. 2 that

the relationship between the phase at any two values of s is given by

𝜃s∕𝜋 = 𝜃o∕𝜋 − n∕N (5)

1
The phase 𝜃 deterministically varies in real time 𝜏 with a periodicity of 250 ms. However, in the

context of representing memory from much larger timescales, it is convenient to treat 𝜃 and 𝜏 in

Eq. 4 as independent. Within each theta cycle, treating 𝜏 as a constant is a fair approximation.
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Fig. 2 Traveling theta wave

the along the s axis. The two

diagonal lines indicate the

positions where the local

phases are 0 and 𝜋

for 0 < 𝜃s < 𝜋. To keep the notation simple, we let 𝜃s take values between −𝜋 and

+𝜋, but take the reference phase 𝜃o to vary between 0 and 2𝜋, with the implicit

understanding that the regime (−𝜋, 0) is mapped on to (𝜋, 2𝜋). Following [3, 4] we

assume that the negative phase of theta does not contribute to prediction.

Since the synaptic modulations only depend on the local theta phase, 
𝜃

should

be dependent only on the local phase at each s, the diagonal entries of exp (−s𝛿) in

the 
𝜃

operator should only depend on s and its current phase: exp (−𝛷s(𝜃s)). Since

the different nodes in the 𝐓 layer represent memory from various timescales in a

scale-invariant fashion, it would be ideal to preserve this scale-invariance even in

the time-translated state. To this end we pick all the functions 𝛷s to be identical; so

that 
𝜃

is a diagonal operator with entries exp (−𝛷(𝜃s)), where 𝛷 is a monotonic

function of the local phase at any location.

Finally, we impose the constraint that all nodes in the 𝐓 layer in the positive

phase of theta should be coherently time-translated to the same point in the future.

Thus, instantaneous read-out of all nodes at any instant within the theta cycle pro-

vides a coherent estimate of a specific future moment 𝛿. However, the 
𝜃

opera-

tor time-translates the activity of different 𝐓-nodes by different amounts given by

𝛷(𝜃s)∕s. Requiring coherence in time-translation for the nodes in the positive half

cycle implies that 𝛷(𝜃s)∕s (= 𝛿) should be a constant for all nodes with 0 < 𝜃s < 𝜋:

𝛥

(
𝛷

(
𝜃s
)
∕s
)
= 𝛥

(
𝛷

(
𝜃o − 𝜋n∕N

)
∕sn

)
= 0. (6)

For this to hold at all values of 𝜃o between 0 and 2𝜋, 𝛷(𝜃s) must be an exponential

function so that 𝜃o can be functionally decoupled from n; consequently sn should also

have an exponential dependence on n. With the above criterion when 0 < 𝜃s < 𝜋, the

general solution can be written as

𝛷(𝜃s) = 𝛷o exp [b𝜃s] (7)

sn = so(1 + c)−n (8)
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Fig. 3 Activity of a node in

the 𝐓 layer described by

Eq. 10 as a function of 𝜏 and

local phase 𝜃s. (k = 10,
𝛷

max
= 10). Activity less

than half the maximum is

thresholded to zero. Note

that only values of 𝜃s > 0
contribute to prediction

where c is a positive number. That is, a coherent time-translation across the memory

nodes requires the values sn to lie on a Weber-Fechner scale.

The maximum value that 𝛷 can take (at 𝜃s = 𝜋) is 𝛷
max

= 𝛷o exp [b𝜋], such

that 𝛷
max

∕𝛷o = so∕sN and b = (1∕𝜋) log (𝛷
max

∕𝛷o).2 These considerations lead to

a monotonic relationship between the magnitude of translation 𝛿 of the nodes in the

positive cycle as a function of the reference phase 𝜃o:

𝛿(𝜃o) = (𝛷o∕so) exp [b𝜃o] (9)

Hence, in addition to a Weber-Fechner distribution of the sn, the assumption of coher-

ent time-translation also leads to an exponential acceleration in 𝛿 as theta phase is

swept through; 𝛿 also lies on a Weber-Fechner scale within the theta cycle. This solu-

tion is scale-invariant, with each value of s contributing to the time-translation for

the same fraction of the theta cycle.

The linearity of Eqs. 1 and 4 implies that linearly superposing different stimulus

functions would simply result in a linearly superposed𝐓
𝜃

representation. For brevity,

we just take the stimulus to be a single delta function at 𝜏 = 0. Then 𝐓
𝜃
(𝜏, s) can be

approximately evaluated as

𝐓
𝜃
(𝜏, s) ≃ s

k!
[
s𝜏 +𝛷

(
𝜃s
)]k e−[s𝜏+𝛷(𝜃s)] (10)

Fig. 3 shows the activity of a node in the 𝐓 layer (any s) as a function of time and

local theta phase. In the negative half cycle (< −𝜋 < 𝜃s < 0) the node is active only

around the time k∕s, while in the positive cycle it gets activated earlier at later phases.

2
To ensure continuity around 𝜃s = 0, we take the Eq. 7 to hold true even when 𝜃s ∈ (−𝜋, 0). How-

ever, since notationally 𝜃s makes a jump from +𝜋 to −𝜋, 𝛷(𝜃s) must make a quick transition from

𝛷
max

(𝜃s = 𝜋) to 𝛷
min

= 𝛷
2
o∕𝛷max

(𝜃s = −𝜋).
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3 Timeline of Future Prediction

At any time 𝜏, the 𝛿-translated 𝐓 state can be used to predict the stimuli expected at

a time 𝛿 in the future. As 𝛿 is swept through within a theta cycle a timeline of future

predictions can be simulated. While the details of this future timeline would depend

on a number of factors that are not specified by the biology we can nonetheless

describe some basic properties.

First, to generate well-timed predictions, it is necessary to learn the temporal

relationships between various stimuli. Because 𝐓0 (the untranslated state) contains

information about the timing of previously-presented stimuli, associating 𝐓0 with

the currently-available stimulus will store temporal relationships between stimuli

separated in time. A great many learning rules could be used to affect this learn-

ing. Here we make a minimal assumption that simple associative (Hebbian) learning

takes place between 𝐓0 and the stimulus. A particular state of activity in the 𝐓 layer

will predict a stimulus to the extent it resembles the states in which that stimulus was

encoded.

To evaluate the construction of future timeline, consider a thought experiment

where stimulus A is presented at 𝜏 = 0 and stimulus B is presented after a delay of

𝜏o much larger than the period of a theta oscillation. Stimulus B is associated with

the state of 𝐓0 at time 𝜏o, which holds the memory of A a time 𝜏o in the past. Later

when A is repeated (at a time 𝜏 = 0), the subsequent activity in the 𝐓 nodes can be

used to generate predictions for the future occurrence of B. The future prediction as

a function of 𝜃o and 𝜏 is obtained as the sum of activity of each 𝐓 node multiplied

by the learned association strength:

𝐩(𝜃o, 𝜏) =
N∑

n=𝓁
𝐓
𝜃o

(
𝜏, sn

)
𝐓0

(
𝜏o, sn

)
∕swn , (11)

The factor swn (for any w) allows for differential association strengths for the different

nodes, while still preserving the scale invariance property in 𝐩. Rewriting 𝜃o in terms

of 𝛿 (Eq. 9), analytic approximation leads to

𝐩(𝛿, 𝜏) ≃
𝜏
w−2
o

k!2
(𝜏∕𝜏o + 𝛿∕𝜏o)k

(1 + 𝜏∕𝜏o + 𝛿∕𝜏o)2k+2−w
×

𝛤

[
2k + 2 − w, 𝛷

max
(1 + 𝜏∕𝛿 + 𝜏o∕𝛿)

]
(12)

The prediction generated within each theta cycle unfolds as 𝜃o is swept from 0 to

2𝜋. The predictions for a more distant future time corresponding to a larger value of

𝛿 will peak at a larger 𝜃o. Figure 4a shows Eq. 12 for two different values of 𝜏o. At

the instant 𝜏 = 0, the predictions for the two stimuli are plotted in the left panel of

Fig. 4a. For larger 𝜏o, the peak of the prediction occurs at a larger 𝛿. So, the future

prediction at any given moment is ordered within the theta cycle. The right panel of

Fig. 4a shows how the prediction for one stimulus with a given 𝜏o would shift the peak
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Fig. 4 a Equation 12 is plotted as a function of 𝛿 for different 𝜏 and 𝜏o. Here 𝛷
max

= 10,
𝛷o = 1, k = 10, so = 10,w = 1. b Equation 12 is plotted as a function of 𝜃o and 𝜏 for the same

parameters. Activity less than half the maximum is thresholded to zero

to lower values of 𝛿 as we evolve forward in real time (𝜏). An important consequence

of this construction of future timeline is that the activity of the nodes representing

future prediction will exhibit phase precession with respect to the hippocampal theta

phase 𝜃o, as shown in Fig. 4b. Neurons in the ventral striatum (known to code for

prediction) indeed phase precesses relative to hippocampal theta over large portions

of the environment terminating in a reward location [17]. Because 𝛿 is monotonically

related to 𝜃o, when 𝜏o is small the prediction nodes should precess from 𝜋 to 0, but

when 𝜏o is large they will precess from 𝜃o = 2𝜋 to 0.

4 Discussion

This hypothesis is quite different in mechanism from existing models of phase pre-

cession [2, 4, 6, 9]. It makes several distinctive predictions about theta oscillations

and phase precession that could be tested with existing technology. Cognitively, the

function of this mechanism is to generate a timeline 𝐩(𝛿, 𝜏) of future predictions

where the timing of predicted stimuli is reflected in the phase of firing. Neurons cod-

ing for distant events should start firing when the predicting stimulus is presented and

they should gradually increase their firing as the predicted stimulus comes closer in

time [17].

Irrespective of the neural implementation, this computational mechanism for

time-translating the memory state constructs a Weber-Fechner timeline on which

future events can be represented. The use of a two-layer network allows future states

of memory to be constructed on the 𝐓 layer without destroying the current state

of memory on the 𝐭 layer. Moreover, because the 𝐭 layer holds the Laplace trans-

form of the past (memory), time-translation can be accomplished in parallel across

all nodes without having to sequentially visit intermediate states. Consequently the

physical time taken for the translation is decoupled from the magnitude of transla-

tion, providing a huge computational advantage. A neuromorphic chip implementing

this mechanism could be very useful for AI agents foraging and processing natural

world information on the fly.
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Here we have assumed an equivalence between the temporal memory and one-

dimensional spatial memory because Eq. 1 can be extended to the spatial domain

by modulating the decay rates s with the velocity of motion [5]. Two-dimensional

place cells that phase precess are observed when a rat manuevers through an open

field [16]. Equation 3 readily generalizes to two dimensions, with the understanding

that the translation is itself two-dimensional. In two dimensions, this method for

translation also allows for the exploration of multiple distinct paths in parallel.

Acknowledgments Supported by NSF PHY 1444389 and the Initiative for the Physics and Math-

ematics of Neural Systems.

Appendix

This appendix provides an explicit recipe for computing 𝐋−1
k

for the distribution of sn
derived in the text and k = 2. A more general derivation can be found in [14]. When

sn = so(1 + c)−n the connection strengths in the 𝐋−1
k

operator takes a special form–

for every n, the local connectivity from the (2k + 1) 𝐭-nodes to the n-th 𝐓-node has

an identical form multiplied by sn. For example, with k = 2, the connection strengths

to the n-th 𝐓 node from the 𝐭 nodes in the local neighborhood are given by

𝐭n+2 → sn
(c + 1)5

c2(c + 2)2

𝐭n+1 → sn
−(c + 1)2

c

𝐭n → sn
c4 + 3c3 + c2 − 4c − 2

c2(c + 2)2

𝐭n−1 → sn
1

c2 + c

𝐭n−2 → sn
1

c2(c + 1)(c + 2)2

The factor sn can be treated as a post-synaptic weight and the rest (which only depend

on c) can be treated as pre-synaptic weight which are constant along the dorsoventral

axis.
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Assessment of Vaccination Strategies
Using Fuzzy Multi-criteria Decision
Making

Daphne Lopez and M. Gunasekaran

Abstract Alternative selection of vaccination strategy has become a challenging
task for the public health, and it is considered as a complex decision making
problem. Decision makers often use linguistic variables to rate the alternatives. The
objective of this research is to use fuzzy logic based VIKOR method for evaluating
H1N1 Influenza vaccination strategies. The experimental design of the proposed
decision making model is illustrated with a case study in Vellore, Tamil Nadu,
India. The alternative of a vaccination strategy considered in this study includes the
combination of “people”, “spatial” and “temporal”.

Keywords Multi criteria decision making ⋅ Fuzzy VIKOR ⋅ Vaccination
strategy ⋅ H1N1 influenza

1 Introduction

Decision making process plays a vital role in selecting and organizing the health
care resources efficiently that improves human health. Recently, health care systems
face more challenges towards resources and expenditures. Thus, professionals from
health care organization are trying to provide high-quality health care delivery using
the limited resources. This creates awareness on using decision making process in
health care organization [1]. Multi criteria decision making is one of the popular
decision making processes used in many organizations. It is defined as a set of
processes that aid decision-making, where decisions are selected based on multiple
criteria. There are a number of decision making methods available to choose the

D. Lopez (✉) ⋅ M. Gunasekaran
School of Information Technology and Engineering, VIT University,
Vellore, Tamil Nadu, India
e-mail: daphnelopez@vit.ac.in

M. Gunasekaran
e-mail: gunavit@gmail.com

© Springer International Publishing Switzerland 2015
V. Ravi et al. (eds.), Proceedings of the Fifth International Conference
on Fuzzy and Neuro Computing (FANCCO - 2015), Advances in Intelligent
Systems and Computing 415, DOI 10.1007/978-3-319-27212-2_16

195



“most preferred alternative”. Fuzzy VIKOR-based MCDM method is used in this
paper to select the best vaccination strategy to protect people from the H1N1
influenza epidemic. The paper is organized in the following way: Sect. 3 explains
the Fuzzy VIKOR based MCDM method in detail, a case study in detail is analyzed
in Sect. 4 and results are discussed in Sect. 5.

2 Related Work

The field of decision making is the complete study of how decisions are really made
and how they can be made better or more effectively. Many of the researchers are
trying to make an efficient decision making model to prevent and control the
spreading of epidemics [2, 3, 4]. There are a number of decision making approaches
already available such as Analytic Hierarchy Process (AHP), Grey System Theory
(GST), Analytic Network Process (ANP) and so on. Analytic Hierarchy Process
(AHP) is the familiar type of multi criteria decision making method that was
initially identified by Thomas L. Saaty. AHP is used to make decisions in contractor
prequalification [5]. ANP and AHP models predict the decision in same way but the
difference is that AHP makes decisions into a hierarchy with an end whereas the
ANP structures it as a network [6]. Many of the organizations used linear pro-
gramming based Data Envelopment Analysis (DEA) approach to monitor the
performance. For example, it is used to measure the bridge maintenance perfor-
mance in some countries [7]. Some decision making approaches like Technique for
Order of Preference by Similarity to Ideal Solution (TOPSIS) create the decisions
depending upon the geometric distance between the events [8]. Differential equa-
tions are used to evaluate decisions in Grey System Theory (GST) [9]. Decision
making researchers have been merging the above techniques and have produced
hybrid technique [10]. In addition to that, VIKOR (VIsekriterijumska optimizacija
iKOmpromisno Resenje) first developed by Opricovic to solve a distinct decision
problem with contradictory criteria. VIKOR method concentrates on selecting,
ranking the best solution from multiple alternatives and also identifies the com-
promise solution for decision makers to reach an absolute decision [11]. VIKOR
method is most often used in MCDM problem, as it finds the ranking index based
on the exact measure of ‘‘closeness’’ to the ideal solution, identified compromise
solution gives a more group utility for the ‘‘majority’’ and a less individual regret
for the ‘‘opponent’’ [12].

Though number of decision making methods has been identified in the past
decades, more techniques and tools are required to deal with uncertainty especially
in medicine and biology. Identifying the best decision involves more levels of
imprecision and uncertainty, that has most often happened in epidemiological
studies [13]. For example, depending upon the immunization level a single disease
may have different impact on different people. In addition to that, a particular
symptom may be indicative of different diseases, and the occurrence of numerous
diseases in a single patient may disturb the predictable symptom. In the study of
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vaccination strategy design, the following criteria should be considered, population
for the immunization programme, the proportion of susceptible to be vaccinated,
the spatio temporal parameters of the epidemics, history and social habits of the
people, and the nature of the strategy. Thus, epidemiological studies have high
impact of imprecision and uncertainty in the measures in analysis. Fuzzy
VIKOR-based MCDM method is used in this paper to assess the best vaccination
strategy to prevent and control the H1N1 influenza epidemic.

3 Fuzzy VIKOR-Based MCDM Method

Combining fuzzy logic with VIKOR MCDM method has been developed to solve
uncertainty in decision making process. It provides two main solution such as best
solution and compromise solution. Those solutions can be used to resolve a fuzzy
MCDM problem [14]. Fuzzy VIKOR-based MCDM algorithm has a sequence of
steps as described below:

Step 1 Define the objectives of the decision making and identify the problem
scope

Step 2 Identify p alternative methods called A = {A1, A2, …, AP}
Step 3 Identify q selection criteria called C = {C1, C2, …, Cq}
Step 4 Identify the number of decision makers to select an alternative, let there

be set of r decision makers DM = {DM1, DM1, …, DMr}
Step 5 Identify the appropriate linguistic variables, let a triangular fuzzy number

t ̃as (t1, t2, t3) and its membership function μt ̃ xð Þ can be defined as [15]:

μt ̃ xð Þ=

0, x< t1,
x− t1
t2− t1 , t1≤ x≤ t2,
t3− x
t3− t2 , t2≤ x≤ t3,

0, x> t3,

8>>>><
>>>>:

ð1Þ

Step 6 Get the fuzzy alternatives with respect to each criteria and fuzzy criteria
weights by detailed questionnaire answered by all decision makers.

Step 7 Construct a fuzzy decision matrix based on aggregated fuzzy weights of
each criteria and aggregated ratings fuzzy alternatives, let a set of fuzzy
ratings of alternatives Ai i=1, 2, . . . , pð Þ with respect to criteria
Cj j=1, 2, . . . , qð Þ, called X = {xij, i = 1, 2, …, p, j = 1, 2, …, q}
Calculate the aggregated decision maker’s fuzzy assessments of alter-

natives x ̃ kij = x ̃ kij1, x ̃ kij2, x ̃ kij3
� �

and aggregated fuzzy weights of criteria

w̃k
ij = x ̃ kij1, x ̃ kij2, x ̃ kij3
� �

as defined as follows [16]:

x ̃ij = ∑
q

l=1
ϑ1xĩjl ð2Þ
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w̃j = ∑
q

l=1
ϑ1w̃jl ð3Þ

Where ϑ1 ∊ [0, 1] denotes assigned weights to the 1th decision maker,
and ∑l=1

q ϑl = 1.
Let the matrix for vaccination alternative selection problem be defined
as:

D ̃=

x1̃1
x2̃1

x1̃2
x2̃2

⋯ x1̃q
x2̃q

⋮ ⋮ . . . ⋮
xp̃1 xp̃2 ⋯ xp̃q

2
664

3
775, w̃= w̃1, w̃2, . . . , w̃q

� �T ð4Þ

Step 8 Identify the fuzzy best f
*̃
j and fuzzy worst f

−̃
j values of all criteria.

i=1, 2, . . . , p, j=1, 2, . . . , q

f
*̃
j =

maxi xĩj, for benifit criteria
mini xĩj, for cost criteria

� �
ð5Þ

f
−̃
j =

mini xĩj, for benifit criteria
maxi xĩj, for cost criteria

� �
ð6Þ

Step 9 Calculate the normalized fuzzy distance dĩj, i=1, 2, . . . , p, j=1,ð
2, . . . , qÞ

dīj =
d f

*̃
j , xĩj

� �
d f

*̃
j , f

−̃
j

� � ð7Þ

The Euclidean distance between two triangular fuzzy numbers
Ai = A1,A2,A3ð Þand Bi = B1,B2,B3ð Þ as defined by [14]:

D Ai,Bið Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
6

a1 − b1ð Þ2 + 4 a2 − b2ð Þ2 + a3 − b3ð Þ2
h ir

ð8Þ

Step 10 Graded mean integration based deffuzzifying the fuzzy weight can be
defined as [17]:

w̄j =
w̄j +4× w̄j + w̄j

6
, j=1, 2, . . . , q ð9Þ

Step 11 Calculate the group utility values Si and individual regret values Ri,
i = 1, 2, …, p, by the following equation:
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Si = ∑
n

j=1

w̄j.dīj
∑n

j=1 w̄j
ð10Þ

Ri = max
j

w̄j.dīj
∑n

j=1 w̄j

 !
ð11Þ

Step 12 Calculate the compromise measure Qi, i = 1, 2, …, p, by the following
equation:

Qi =ϑ
Si − S*

S− − S*
+ 1− ϑð Þ Ri −R*

R− −R* ð12Þ

where S* =miniSi, S
− = maxiSi, R* =miniRi, R

− = maxiRi, ϑ = weight
for maximum group utility value and (1–ϑ) = weight for individual
regret value. In this study the threshold value of ϑ = 0.5

Step 13 Rank the alternatives by sorting Si, Ri and Qi (i = 1, 2, …, p) by
increasing order.

Step 14 The alternative (A(1)) is the best ranked by Qi (minimum), if below
statistics are satisfied:
C1. Acceptable advantage:

Q A 2ð Þ
� �

−Q A 1ð Þ
� �

≥
1

p− 1
ð13Þ

where (A(2)) is the alternative with second position in the ranking list by
Qi

C2. Acceptable stability: The alternative (A(1)) should be the best ranked
by Si or/and Ri.
If these two conditions are not satisfied go to next step.

Step 15 Propose a compromise solutions:

All the alternatives A(i)(i = 1, 2, …, p) are the compromise solutions, if C1 is not
satisfied, then explore the maximum value of N according to the equation:

Q A Nð Þ
� �

−Q A 1ð Þ
� �

<
1

p− 1
ð14Þ

• Alternatives (A(1)) and (A(2)) are the compromise solutions, if the condition C2 is
not satisfied.
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4 Case Study: Assessment of Vaccination Alternative
Selection Process

H1N1 was reported first in Mexico 2009 and then it spread worldwide [18]. A flu
vaccine is used to protect and control the people from influenza epidemics. It takes
about 14 days after vaccination to produce antibodies that provide protection from
H1N1. Two types of vaccines have been developed by Center for Disease Control
and prevention (CDC), “flu shot” and “nasal spray flu vaccine”. A 2009 H1N1 “flu
shot” is an inactivated vaccine that contains killed virus. This type of vaccination is
injected using a needle, most often it is given in the arm. The 2009 H1N1 “flu shot”
vaccination is given for people who in the age group of 6 months and older, healthy
people, pregnant women and people with chronic diseases. The 2009 H1N1 nasal
spray flu vaccine contains live and weakened viruses that give protection against the
flu. LAIV vaccine is approved for healthy people and the individuals with the age
between 2 and 49 years and pregnant women [19].

All above priorities come under one of the special characteristics of people,
spatial and temporal. Health care organization while selecting the best vaccination
alternative to protect the people from H1N1 influenza should consider the above
three characteristics (people, spatial and temporal). Hence, multiple alternatives are
presented and comparison is done to select one best alternative (Fig. 1). However,
in sensible situations, majority of the selection criteria are indefinable and it is not
easy to show preference with precise numerical value and to create evaluations
which exactly express the feeling for decision makers. As a result, the decision
makers frequently apply linguistic terms to express their judgments and to evaluate
the alternatives for diverse subjective criteria and the weights of the criteria.

Step 1–4 Components of VIKOR-based MCDM as shown in Tables 1, 2, 3.
Step 5 Linguistic variables defined based on the Eq. (1) and shown in Table 4.
Step 6 Fuzzy ratings of alternatives and weights with respect to criteria is

shown in Tables 5 and 6 respectively.
Step 7 Aggregated fuzzy ratings of alternatives and weights with respect to

criteria are calculated based on the Eqs. (2) and (3) respectively, the
results as shown in Table 7.

Fig. 1 Hierarchical structure of the problem
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Table 1 Alternatives

Notation Alternatives Description

A1 People Age < 9 & Age > 65, population affected with Asthma,
Diabetes, Heart disease, Liver disorders, Blood disorders,
Endocrine disorders, Kidney disorders and pregnant women,
people who are morbidly obese, people who live with or care
for children younger than 6 months of age [20]

A2 Spatial Cities where the hygienic level is very low, schools, college,
hospitals and high mobility places [20]

A3 Temporal Time when vaccination has to be given (H1N1 vaccination
has to be given 4 weeks once, before October is the best time
to vaccinate against H1N1, second dose should be given
within 21 days after the first dose [21]

A4 People & Spatial People working in health care departments, people who are
living in the city where the hygienic level is very low [20]

A5 People &
Temporal

People who are less than 9 years old should be vaccinated
within 1 month after the first dose [21].

A6 Spatial &
Temporal

H1N1 is positively correlations with rainfall and wind speed,
and negatively correlated with temperature and humidity
[18].

A7 People, Spatial &
Temporal

Months of October/November, people who are living in the
city where the hygienic level is very low.

Table 2 Criteria

Notation Criteria Description

C1 Unskilled
personnel
(Labourers)

People involving in vaccination distribution

C2 Transport Ambulance and other vehicles
C3 Communication

cost
Getting survey from the patient about his/her social habits,
health condition, last vaccination details and announcing
vaccination venue & schedule

C4 Operating cost Cost for the infrastructure, medical equipment, staff salary,
and other resources

C5 Temperature &
Humidity

Considering climatic conditions and seasonal attributes

C6 Treatment
effectiveness

Percentage of recovery/prevented from the disease after
vaccination

C7 Skilled personnel Doctors, nurses and medical assistant
C8 Public acceptance Public satisfaction rate
C9 Administrative

efficiency
Percentage of people vaccinated

C10 Vaccination failure
rate

Percentage of vaccinated infected people
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Step 8 Determination of fuzzy best f
*̃
j (j = 1, 2, …, q) and fuzzy worst

f ȷ̃ ̄ j=1, 2, . . . , qð Þ values of all criteria are identified based on the
Eqs. (5) and (6) respectively, the results are as follows:

f
*̃
1 = 0, 0.6, 2.2ð Þ, f *̃2 = 1.2, 2.6, 4.6ð Þ, f *̃3 = 0, 0.4, 1.8ð Þ, f *̃4 = 0, 0.2, 1.4ð Þ,
f
*̃
5 = 8.2, 9.6, 10ð Þ, f *̃6 = 8.2, 9.6, 10ð Þ, f *̃7 = 0.6, 1, 3.4ð Þ, f *̃8 = 5.8, 7.8, 9.4ð Þ, f *̃9 = 7.8, 9.2, 9.8ð Þ,

f
*̃
10 = 0.6, 1.2, 2.6ð Þ, f −̃1 = 7, 9, 10ð Þ, f −̃2 = 6.6, 8.6, 9.8ð Þ, f −̃3 = 6.6, 8.2, 9.2ð Þ, f −̃4 = 7, 9, 10ð Þ,
f
−̃
5 = 2.2, 3.8, 5.6ð Þ, f −̃6 = 2.6, 4.2, 6.6ð Þ, f −̃7 = 7.4, 9.2, 10ð Þ, f −̃8 = 2.2, 4.2, 6.2ð Þ,
f
−̃
9 = 0.8, 2.6, 4.6ð Þ, f −̃10 = 5.6, 7.2, 8.4ð Þ

Table 3 Decision Makers

DMn Decision makers

DM1 Public Health Officer
DM2 Doctor
DM3 Paramedical Force
DM4 PRO Leading Office
DM5 Public Survey

Table 4 Linguistic variables for rating the Alternatives and Criteria Weights

Alternatives Criteria Weights
Linguistic variable Fuzzy numbers Linguistic variable Fuzzy numbers

Very Low (VL) (0,0,1) Very Low (VL) (0,0,0.25)
Low (L) (0,1,3) Low (L) (0,0.25,0.5)
Medium Low (ML) (1,3,5) Medium (M) (0.25,0.5,0.75)
Medium (M) (3,5,7) High (H) (0.5,0.75,1)
Medium High (MH) (5,7,9) Very High (VH) (0.75,1,1)
High (H) (7,9,10)
Very High (VH) (9,10,10)

Table 5 Fuzzy rating of criteria weights

Decision makers Criteria
C1 C2 C3 C4 C5 C6 C7 C8 C9 C10

DM1 H L M H H VH H H H VH
DM2 M L M M M H H M H VH
DM3 L M M M M VH H H VH VH
DM4 M L L H M H H H H VH
DM5 M L L M H VH H VH VH VH

202 D. Lopez and M. Gunasekaran



Table 6 Fuzzy rating of alternatives with respect to criteria

Decision
makers

Alternatives Criteria

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10

DM1 A1 L H VH ML L MH VH VH MH L
A2 VL L ML VL H ML ML M M H
A3 VL MH VL H VH M L MH ML MH
A4 ML H VH MH MH MH H H H ML
A5 L ML ML VL VH H MH MH VH VL
A6 L MH VL VL VH H VL H H MH
A7 H MH M H MH VH M VH VH M

DM2 A1 MH H H VH M MH H M H H
A2 L MH M L H ML ML L MH L

A3 L MH L H M ML M M ML ML
A4 H MH M M ML M M ML H M
A5 MH M H VL MH H MH H MH M
A6 M M L L VH H L MH H M
A7 H M MH H M VH M VH H ML

DM3 A1 ML H MH VH ML ML H ML VH H
A2 L M ML VL H M M ML M MH
A3 L M VL H H M L M ML M
A4 M H MH ML M MH H H MH H
A5 VL M ML L H H MH M H L
A6 L M L H H L MH MH H M
A7 H M ML H M VH M H H M

DM4 A1 L H MH M L M H H M VL
A2 VL L ML VL H M M MH M H
A3 L MH L H VH M L MH L M
A4 M MH H M H H MH H H M
A5 ML ML M L H MH H MH VH VL
A6 L MH L L H MH VL H H MH
A7 H M MH H M H M H H M

DM5 A1 L MH H ML H M H VH H ML
A2 L ML VL VL M MH M ML ML VH
A3 VL M MH H VH M VL MH ML M
A4 M H VH MH M ML MH H VL ML
A5 ML L L L VH H MH H VH VL
A6 L MH VL L VH H L MH H M
A7 H M MH H MH H M H H ML
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Step 9 Normalized fuzzy distance dĩj i=1, 2, . . . , p; j=1, 2, . . . , qð Þ are calcu-
lated based on the Eq. (7) and the results are depicted in Table 8.

Step 10 Graded mean integration based defuzzification, the fuzzy weights are
calculated based on the Eq. (9), shown in the last column of Table 8.

Step 11 Group utility values Si (i = 1, 2, …, p) and individual regret values Ri

(i = 1, 2, …, p) are calculated based on Eqs. (10) and (11) respectively,
the calculated values are shown in the first two rows of Table 9.

Step 12 Compromise measure Qi (i = 1, 2, …, p) values are calculated based on
Eq. (12) is given in the last row of Table 9.

Step 13 The ranking of seven above mentioned alternatives by sorting Si, Ri and
Qi (i = 1, 2, …, p) in increasing order is given in Table 10.

Step 14 As we see in Table 10, vaccination alternative A5 is apparently the best
strategy in accordance with the value of Qi(i = 1, 2, …, p). Also, the
conditions C1 and C2 are satisfied:

Table 8 Fuzzy distance for all alternatives and crisp values of fuzzy weights

Cn Alternatives Weights
A1 A2 A3 A4 A5 A6 A7

C1 0.2432 0 0 0.5729 0.3897 0.1487 1 0.5
C2 1 0 0.6071 0.9361 0.2266 0.6071 0.4690 0.3
C3 0.9946 0.3075 0 1 0.4873 0.0306 0.6992 0.4
C4 0.9087 0 1 0.7996 0.0543 0.2647 1 0.6
C5 1 0.2290 0.1369 0.6606 0.8831 0 0.6569 0.6
C6 0.7930 0.9464 0.6443 0.6443 0.1712 0.4918 0 0.875
C7 1 0.3783 0.7799 0.7799 0.7840 0.0870 0.4801 0.75
C8 0.3906 1 0.0466 0.0466 0.1398 0 0.4849 0.7416
C9 0.1862 0.6974 0.3633 0.3633 0 0.0579 0.0282 0.8083
C10 0.5301 1 0.6328 0.6328 0 0.8439 0.5520 0.9583

Table 9 S, R and Q values for all alternatives

Criteria Alternatives
A1 A2 A3 A4 A5 A6 A7

S 0.6668 0.5565 0.5556 0.6010 0.2849 0.2722 0.4876
R 0.1147 0.1462 0.1339 0.0928 0.0900 0.1237 0.0918
Q 0.7197 0.8602 0.7217 0.4415 0.0160 0.2998 0.2889

Table 10 The ranking of the
seven alternatives by S, R and
Q in increasing order

Criteria Alternatives
A1 A2 A3 A4 A5 A6 A7

S 7 5 4 6 2 1 3
R 4 7 6 3 1 5 2
Q 5 7 6 4 1 3 2
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C1:Q A 2ð Þ
� �

−Q A 1ð Þ
� �

≥
1

p− 1

Where, Alternative (A(1)) is best ranked by the compromise measure Qi (mini-
mum)(i = 1, 2, …, p), which is Q5

Alternative (A(2)) is the second position in the ranking list by compromise
measure Qi (minimum) (i = 1, 2, …, p), which is Q7

0.2889− 0.016≥
1

7− 1

0.2727 ≥ 0.1666, hence the condition C1 is satisfied.
C2: R5 <R7 <R4 <R1 <R6 <R3 <R2 <R5, hence the condition C2 is satisfied.

Thus, people & temporal based strategy A5 is the most suitable vaccination method
for protecting people from H1N1 influenza epidemic (Table 11).

5 Result and Conclusion

Choosing the best vaccination strategy has been a significant problem worldwide
due to mismanagement of public health organization and lack of vaccination
awareness among people and supporting staff. Selecting the suitable vaccination
strategy for protecting people from H1N1 influenza epidemic is a complicated
MCDM problem, for it requires consideration of multiple alternative solutions and
several tangible and intangible criteria. During the vaccination alternative selection
process, it is often difficult to provide exact and crisp values for the selection
parameters and make evaluations due to uncertainty of information and the vague-
ness of human recognition. In this paper, fuzzy VIKOR is presented to process both
tangible and intangible criteria. The applicability of the proposed approach has been
illustrated using a case study of vaccination alternative selection problem to prevent
and control from H1N1 in Vellore, Tamil Nadu, and India. The ranking order of all
the vaccination alternative methods is depicted in Table 9 on the basis of cost benefit,
climate, medical providers and their related sub-criteria. According to the final score,

Table 11 Ranking of
alternatives

Rank Notation Alternatives

1 A5 People & Temporal
2 A7 People & Spatial & Temporal
3 A6 Spatial & Temporal
4 A4 People & Spatial
5 A1 People
6 A3 Temporal
7 A2 Spatial
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the fifth alternative, people & temporal based strategy is the most suitable vacci-
nation method for protecting people from H1N1 influenza epidemic.
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Ranking and Dimensionality Reduction
Using Biclustering

V. Hema Madhuri and T. Sobha Rani

Abstract Organizing and searching the data tries to detect groups where objects

exhibit similar properties. As the dimensionality d increases, the space in which data

is represented increases rapidly therefore the available data becomes sparse. When

d is high, all objects appear to be sparse and dissimilar in many ways. Here, a study

is made to reduce the number of dimensions using biclustering method to rank the

features/dimensions. Classification rate is used as validation criteria for the selection

of appropriate dimensions. Ranking algorithms such as Relief F, Symmetrical uncer-

tainty and Information gain are compared with the proposed ranking using biclus-

tering. It is found that for large data sets with large number of dimensions, ranking

using biclustering achieves classification rates with less number of features than the

other ranking algorithms.

Keywords Biclustering ⋅ Dimensionality reduction ⋅ Ranking algorithms

1 Introduction

Dimensionality reduction deals with the reduction of features and is an important

issue in datamining and pattern recognition fields. In order to eliminate the confusion

that may result from considering irrelevant and redundant features, dimensionality

reduction is attempted.

1.1 Dimensionality Reduction

Dimensionality reduction can be considered as a method which can be used in bring-

ing down the number of dimensions/attributes/features of data to a lower number of
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dimensions/attributes/features. The resulting set of features may retain more useful

information since redundant and irrelevant dimensions are eliminated without much

loss to the information [5]. Features are said to be redundant if their values are cor-

related [12] and they are said to be irrelevant if they do not contribute to the under-

stand the data. Dimensionality reduction can be attempted differently depending on

the way data is treated.

∙ Feature Selection: Feature selection selects a subset of features for the construc-

tion of the model. These subset of features may help better in understanding, eas-

ier to interpret and takes less time to train the model and avoids over-fitting. This

process may involve removal of redundant and irrelevant features. Feature elimi-

nation could be done using certain measures. The measures chosen for selection

of features should be computable quickly and also retain the usefulness. Some of

the measures that can be used to decide the relevance of a feature are the popular

measures like Information Gain, Mutual Information [12] and Pearson product-

moment correlation coefficient [8, 10]. For each of the class or feature combina-

tions, scores of significance test is done [9, 12].

∙ Feature Extraction: Feature extraction is the other way of reducing the number of

features by considering combinations of two or more features. A transformation

function is applied to data to project the existing data on to a new feature space

with lower dimensions. Most popularly used methods are Principal Component

Analysis (PCA) and Nonlinear dimensionality reduction, partial least squares and

Isomap.

Curse of dimensionality [3] phenomena [3] arises when analysing and organizing

data in high-dimensional spaces which does not not occur in low-dimensional set-

tings. When the dimensionality increases, the volume of the space increases so fast

that the available data becomes sparse. Performance of a classifier degrades above a

certain maximum number of features.

2 Literature Survey

Some of the most frequently used approaches in dimensionality reduction are:

2.1 Principal Component Analysis

In PCA, x new features are forming linear combinations of n orthogonal attributes

where x < n. In order to do PCA, first covariance matrix of the features is calculated.

Then the eigen vectors and eigen values of the covariance matrix are computed.

Eigen vector with highest eigen value is taken as the first principal component of the

data set. New feature vectors are formed by calculating other components. PCA can
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be used for large data sets. But the drawback of PCA is that it is not applicable to

non-linear data sets.

2.2 Linear Discriminant Analysis

Unlike PCA, LDA separates classes of objects by finding linear combination of fea-

tures. By taking linear combination, it results in dimensionality reduction. It mini-

mizes intra variance and maximizes inter variance. This guarantees maximum sep-

arability. Similar to PCA, LDA looks for linear combinations of variables in data.

2.3 Existing Heuristics for Dimensionality Reduction

PCA and LDA are dependent on matrix manipulations which may become slow when

large dimensions are involved. Some of the heuristics methods used for dimension-

ality reduction are listed here.

1. Dimensionality reduction using Laplacian eigenmaps: It is a computationally

efficient approach to nonlinear dimensionality reduction that has locality-

preserving properties and a natural connection to clustering [2].

2. Using local Fisher discriminant analysis: LFDA combines the ideas of FDA

(Fisher discriminant analysis) and LPP(locality-preserving projection) [26].

LFDA has an analytic form of the embedding transformation and the solution

can be easily computed by solving a generalized eigenvalue problem.

3. Using rough and fuzzy-rough based approaches: [16] This approach looks at the

problem of selecting input features that are most useful in predicting an outcome

while retaining the underlying semantics of the data. Several rough and fuzzy

based methods are used for feature selection and a rough set based feature group-

ing is provided.

4. Using Fast correlation-based filter selection: This method [28] uses a fast filter

method to identify the relevant features and redundancy among relevant features

without using pairwise correlation. Here, predefined threshold is used to specify

the number of features that will be considered.

3 Measures Used for Validation

In order to validate the reduction in dimensions, classification can be used as one

verification method. If the same or more accurate classification rates are achieved

using the subset of features selected using a dimensionality reduction method, it is

one way of validation.
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Table 1 Confusion matrix

Predicted as positives Predicted as negatives

Actual positives (P) True positives (TP) False negatives (FN)

Actual negatives (N) False positives (FP) True negatives (TN)

The measures used for dimensionality reduction in the experiment are based on

confusion matrix obtained in a classification task. The two-class confusion matrix

shown in the Table 1 illustrates the outcomes that are possible. If the entire data is

used to build the model, estimating the accuracy of the classifier becomes difficult

since it leads to overoptimistic predictions of accuracy of the model. Therefore, often

the available data is randomized and divided into train, validation and test data sets

to determine the accuracy of the model.

1. Accuracy: Accuracy is the ability of the classifier to determine the class of a

randomly selected object.

Accuracy = (TP + TN)
(P + N)

2. G-mean: This measure is based on recall of both the positive and negative classes.

G-mean value is very low when there is a high bias in the classifier towards one

particular class. This means g-mean is zero when none of the positive objects are

identified.

gmean =
√
specificity × sensitivity

3. AUC: Area Under the Curve is useful in evaluating the better model. The value of

AUC is 1 if the model is perfect or it is near to 0.5 if it performs random guessing.

AUC = (1 + TPR − FPR)
2

4 Proposed Approach

Since there is no way one can identify the desired set of features that are the best in

describing a data set, most of the dimensionality reduction methods depend on the

ranking of the features. To which particular value of the rank one needs to consider

the features is dependent on the measure that one needs to optimize. It means that the

best one could achieve with the least number of features. In the proposed approach,

biclustering is used to rank the features, and then a greedy method is proposed to

obtain the best set of features for the classification task.
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4.1 Biclustering

A data set may consists of rows and columns which correspond to objects and

attributes or the samples/instances and features respectively. It is of interest to find

homogeneous groups such as market segments, meaningful patterns of text or co reg-

ulated genes in case of market analysis, textmining and DNA analysis respectively.

There may be different set of interests. For example, if a product like a bike is to be

sold, there may be a group of customers who will be interested in economy, cost and

service cost and some other group may be interested in sportiness and horse power.

Groups can be formed by only a subset of attributes or objects in a data set.

Standard clustering algorithms do not consider a subset of features in clustering the

objects. A solution was proposed by Hartigan [14] for this problem which was later

came to be known as biclustering [1]. Biclustering also known as two-mode clus-

tering [21], co-clustering [11] is simultaneous clustering of objects and attributes of

data a set. Biclustering attempts to find submatrices, which are a subset of objects and

attributes where the objects exhibit highly correlated activities for every attribute. In

recent times biclustering concept is being used in gene expression data analysis [6].

There are several ways of doing a biclustering.

4.1.1 Types of Biclusters

A bicluster is formed by a subset of objects and attributes of the data matrix. These

objects and attributes follow a consistent pattern [19] in the biclusters.

∙ Biclusters with constant values
A biclustering algorithm tries to find sub-matrices consisting of similar values in

rows and columns. Evaluating the data using variance can be helpful for noisy

data.

∙ Biclusters with constant values on rows or columns
A bicluster having constant value on each row but different rows may have different

values. Normalization technique can be used for preprocessing.

∙ Biclusters with coherent values
In these biclusters, with respect to columns the rows change in a synchronized way

and vice versa.

∙ Biclusters with coherent evolutions
In applications like gene expression matrix rather than looking for exact values,

it is more interesting to observe up or down regulated changes across genes or

conditions.
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4.2 Proposed Dimensionality Reduction Method Using
Biclustering

1. Data is divided into train, validation and test data sets.

2. The model is trained on the train data set.

3. Using biclustering algorithm, ranking of the features is done. Fewer number of

times the feature is selected in biclusters higher is the rank of that feature. For

each (feature in the decreasing order of rank) Repeat steps 4,5 and 6

4. Accuracy, gmean and AUC are calculated for the training data.

5. Same measures are calculated for the validation data set by the model trained on

the training set.

6. Feature is added the subset of features already considered.

7. For each of the measures, the feature having highest value for the validation set

is determined.

8. Thus selected set of features are used to evaluate the test data set. Consensus of

average is taken from the five folds and the features are ranked. This is explained

in greater depth in Sect. 5.

5 Experiments and Results

5.1 Data Sets

Data sets used in the current paper are listed in the Table 2. Data sets chosen for this

experimentation are two-class problems and multi-class problems where one class

Table 2 Data sets used

Data set Instances Features Positive class Negative class

Pima 768 8 268-Diabetic 500-Non diabetic

Wisconsin 699 9 241-Malignant 458-Benign

Spambase 4601 57 1813-Spam 2188-Non spam

Ozone 2563 73 128-Ozone day 2335-Normal day

Musk2 6598 166 1017-Musk 5581-Non musk

Arrythmia 279 452 207-Arrythmia 245-Non

arrythmia
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is treated as positive and all the other classes are treated as negative. Arrythmia is a

multi-class problem in which Normal is treated as positive and all other classes are

put under Non-Arrythmia.

5.2 Selection of Biclustering Algorithm

A few biclustering algorithms are available in literature. Bimax [23], Plaid model

[18], Iterative signature algorithm [4] and Cheng and Church [6] algorithms are more

often used. Cheng and Church method is used for experimentation in this work.

According to them biclustering follow an additive model which searches bicluster

with constant values. Two parameters, delta and alpha values, are needed to be deter-

mined in Cheng and Church biclustering algorithm.

Cheng and Church use greedy iterative search to minimize the mean square

residue (MSR). The resulting biclusters are as large as possible such that the H score

is below a threshold I.

H(I, J) = 1
‖I‖‖J‖

∑
i∈I,j∈J

(aij − aiJ − aIj + aIJ)2

Here, aiJ is the mean of row i, aIj is the mean of column j and aIJ is the overall

mean. The algorithm searches for a subgroup where the H score is below a delta

value and above a alpha fraction of the overall score.

1. Delta Parameter: Delta value is used as threshold in the score function H. The

quality of the clusters selected, is determined by this delta value. Smaller value

of delta gives better clusters. If the delta value is very small it results in very small

biclusters which leads to loss of information. Hence, a suitable value has to be

determined for delta.

2. Alpha Parameter: The speed at which the algorithm clusters the data is deter-

mined by the alpha value. This value is used in the deletion phase of Cheng and

Church algorithm. Greater the alpha value, faster is the deletion.

α and δ Determination The process of determining delta and alpha values [24]

is described here.

1. Since α determines the speed at which algorithm clusters, experiments were con-

ducted to determine the possible values for α.

2. Keeping one of the α constant, the δ values are taken on x axis and sub matrix

size (the number of rows and columns of the bicluster selected) are taken on y
axis. Experimenting with various δ values on the Cheng and Church algorithm

the sub matrix size is determined. Figure 1.

3. x value where the slope changes is taken as δ.

4. Now this δ value is kept constant. α values are taken on x axis and time taken for

clustering is taken on y axis. Biclustering is done by varying the α values. Time

taken is plotted for each of the delta values as shown in Fig. 2.
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Table 3 Values of δ and α

Data set Delta value Alpha value

Wisconsin 0.6 1.2

Pima 0.6 1.2

Spambase 0.5 2

Ozone 5.2 4.6

Musk2 50 100

Arrythmia 0.37 0.7

5. x value where the slope changes is taken as α. If the slope remains almost the

same, some average value is taken as α.

6. The values chosen for δ and α are shown in Table 3.

5.3 Method

Naive Bayes and J48 classifiers are used for validation purpose. For each data set and

for each of the classifiers AUC, gmean and accuracy values are calculated. Exper-

imental results for Wisconsin data set using Naive Bayes classifier is as shown in

Fig. 3 and for Pima data set using Naive Bayes classifier is shown in Fig. 4. In order

to carry out the experiments, following packages and tools are used.

∙ R: A language and environment for statistical computing. R Foundation for Sta-

tistical Computing, Vienna, Austria. URL http://www.R-project.org [25].

∙ Package “biclust”: A toolbox for bicluster analysis in R. [17].

∙ Package: RWeka RWeka interfaces Weka’s functionality to R [15].

1. The data sets are taken from “UCI Machine learning repository”. The values of

data setare randomized and stored in .csv format.

2. The data setis partitioned into three sets namely train data set (40 %), validation

data set (10 %) and test data set (50 %).

3. The experiment is done as five folds.

4. For every fold, the biclustering is done on train data.

5. The result of biclustering algorithm is the set of biclusters. The results are

extracted using “biclust package”.

6. For every feature, the feature count (the number of times the feature is selected

in all the biclusters) is determined. The features selected using biclustering are

selected from first 50 biclusters the algorithm gives or lesser (if algorithm gives

lesser biclusters). If more number of biclusters are selected, it results in smaller

biclusters which do not give better information of features (Fig. 1).

http://www.R-project.org
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Fig. 1 Determination of α
and δ values

Fig. 2 Musk: Selection of α
and δ values

alpha

7. Lower the feature count, higher is the rank of the feature. Because if a feature

is selected in more biclusters, it is less unique, which do not contribute much to

dimensionality reduction.

8. The feature whose rank is higher, better contributes to dimensionality reduction.

Therefore, the features are arranged in the decreasing order of rank.

9. Thus the order in which the features are selected are listed in the column 1. An

illustration is given how the features appear for each fold. One of the fold results

of Wisconsin and Pima are shown in Figs. 3 and 4 respectively. Here, column 1
shows features in decreasing order of rank.

10. Each feature is considered in iteration to calculate the AUC, gmean and

Accuaracy for train data. The model is trained using train data. The same feature

set is used on validation data and all the measures are calculated. For example in

Fig. 3, the decreasing order of ranking is 4, 6, 8, 7, 1, 5, 9, 3, 2. Considering third
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Fig. 3 One fold of Wisconsin NB

Fig. 4 One fold of Pima NB

row, the feature set here is 4, 6, 8 and in 10 column the class variable. The model

is trained on features 4, 6, 8 using train data and validated on validation data for

each of the measures.

11. For each of the validation results column, the feature with highest value in each

column is selected. In Fig. 3, feature set till the feature 7 has highest value in

fourth column (AUC), sixth column (gmean) and eighth column (Accuracy).
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12. The features with equal and higher rank than this feature are chosen for all the

measures. In Fig. 3, in all the three columns the features 4, 6, 8, 7 are chosen.

13. Consensus of feature is taken for all the three measures. The feature is selected

if it is taken in more than two columns. Here in 3, 4, 6, 8, 7 are chosen.

14. So these features are the set of selected features.

15. Thus if a feature is selected in more that two folds it contributes to dimensionality

reduction.

16. These features are used to evaluate the test data set and the results are displayed.

17. This experiment is carried out on all the three data sets and the “Feature Selec-

tion” is made.

An illustration is given for Pima data setin Fig. 4. Similarly, the values are calcu-

lated for Pima and Musk2 data sets.

5.4 Classificaion Results Using Naive Bayes

Naive Bayes classifier is used for validation method for dimensionality reduction.

For Musk2 data set AUC, gmean and accuracy graphs for one fold are shown in

respectively. Number of features are taken on x axis and measure (AUC or gmean or

Accuracy) is taken on y axis. The graphs are plotted for train and validation data.

5.5 Classification Results Using J48

J48 classifier is used for validation method for dimensionality reduction. Here also

Musk2 data set AUC, gmean and Accuracy graphs for one fold are shown in respec-

tively. Number of features are taken on x axis and measure (AUC or gmean or Accu-

racy) is taken on y axis. The graphs are plotted for train and validation data. In the

case of Musk2 data set, feature set till the first occurrence of the maximum value of

the measures is used.

6 Discussion

6.1 Comparison of Features Selected Using Biclustering
and Other Ranking Algorithms

In order to compare the results of dimensionality reduction using biclustering algo-

rithm, three ranking algorithms are chosen. The ranking algorithms considered for

analysis are Relief F, Symmetrical Uncertainty and Gain Ratio.
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Table 4 Average number of features selected

Data Set Biclustering

NB

Biclustering

J48

Ranking (J48)

Symm Uncer

Ranking (J48)

Relief F

Ranking (J48)

Gain ratio

Wisconsin 3 4 4 3 2

Pima 2 6 6 7 6

Musk2 27 13 49 52 58

Fig. 5 One fold of Musk2

using bicluster ranking

Relief F [20]: This is a ranking algorithm which estimates how well an attribute

can distinguish between instances that are closer to each other. It is not dependent

on heuristics. It requires linear time with respect to the number of given features and

training instances.

Gain Ratio: Information gain ratio is a ratio of information gain to the intrinsic

information in decision tree learning. The bias towards multi-valued attributes is

reduced in this method.

Symmetrical Uncertainty [13]: Evaluates the worth of a set attributes by measur-

ing the symmetrical uncertainty with respect to another set of attributes. A ranking

can be obtained using symmetrical uncertainty. Symmetrical uncertainty takes care

of the information gain’s bias towards features with more values.

Comparison results are given in Table 4. Procedure followed for this experimen-

tation is as given in Sect. 5 from points 10 to 17. The only difference is, here ranking

is done using ranking algorithms. The classifier used is J48. Classification results

(gmean) are presented in Figs. 5, 6, 7, and 8 using ranking algorithms bicluster, sym-

metric uncertainty, gain ratio, Relief F respectively. It can be observed that classi-

fication rates increase almost gradually with the all three ranking algorithms gain

ratio, Relief F and symmetric uncertainty whereas bicluster achieves the maximum

at a faster rate with less number of features there after there are oscillations. Similar

behaviour is observed in all the folds (Table 5).
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Fig. 6 One fold of Musk2

using Symmetric

Uncertainty

Table 5 Average number of features selected for other data sets

Data set Biclustering NB Biclustering J48

Spambase 15 11

Ozone 28 8

Arrythmia 47 47

Table 6 Wisconsin—Test data set results

Biclustering

NB

Biclustering

J48

Ranking (J48)

Symm Uncer

Ranking (J48)

Relief F

Ranking (J48)

Gain ratio

AUC 0.93374 0.89352 0.92678 0.92034 0.90348

gmean 0.93334 0.8897 0.92562 0.91836 0.9009

Accuracy 93.818 91.14092 93.36528 93.3502 91.8386

Table 7 Pima—Test data set results

Biclustering

NB

Biclustering

J48

Ranking (J48)

Symm Uncer

Ranking (J48)

Relief F

Ranking (J48)

Gain ratio

AUC 0.7299 0.7019 0.70898 0.7059 0.70898

gmean 0.72786 0.69064 0.69034 0.68756 0.69034

Accuracy 75.25 73.38798 75.27184 74.91102 75.27184

Various comparisons are made on the basis of number of features selected Table 4,

the time taken for the process of feature selection Table 9 and also the test results of

different algorithms with respect to the given data sets. Table 4 shows the number

of features chosen for each of the data sets. Tables 6, 7 and 8 present the average

classification results for the test data set for the data sets Wisconsin, Pima and Musk2
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Table 8 Musk 2—Test data set results

Biclustering

NB

Biclustering

J48

Ranking (J48)

Symm Uncer

Ranking (J48)

Relief F

Ranking (J48)

Gain ratio

AUC 0.709 0.8974 0.91304 0.90008 0.90088

gmean 0.66742 0.8947 0.91072 0.89692 0.89756

Accuracy 83.74 94.46898 95.56092 94.88262 95.0159

Table 9 Total time taken for classification for all the folds including the ranking

Algorithm Classifier Wisconsin Pima Musk

BC–CC NB 11.43 s (3) 34.63 s (2) 39.71 min (27)

BC–CC J48 7.54 s (4) 24.33 s (6) 53.43 min (13)

Symm Unc J48 7.23 s (4) 14.58 s (6) 36.39 min (49)

Relief F J48 7.40 s (3) 14.75 s (7) 29.22 min (52)

Gain ratio J48 7.03 s (2) 2.01 min (6) 35.56 min (58)

Table 10 Ozone—Test data set results

Data Set Biclustering NB Biclustering J48

AUC 0.565425 0.57016

gmean 0.273625 0.4042

Accuracy 91.4065 0.81578

Table 11 Arrythmia—Test data set results

Data Set Biclustering NB Biclustering J48

AUC 0.73622 0.78202

gmean 0.72886 0.78088

Accuracy 75.20398 0.7806

respectively. For Spambase, Ozone and Arrythmia data sets only the biclustering

results are provided in Tables 12, 10 and 11 respectively.

Table 14 gives the results for feature selection using cooperative game theory

(CGFS-mRMR and CGFS-SU) [27] and also feature reduction using mRMR [22]

and Relief F methods for Musk2 data set. They have obtained slightly better accura-

cies than the proposed method but with higher number of features (Table 13).
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Table 12 Spambase—Test data set results

Data Set Biclustering NB Biclustering J48

AUC 0.82128 0.87826

gmean 0.81604 0.87804

Accuracy 0.82006 87.98672

Table 13 Total time taken for classification for all the folds including the ranking (in minutes)

Algorithm Classifier Email Spam Ozone Arrythmia

BC–CC NB 2.6 1.539 22.98

BC–CC J48 4.14 1.812 25.09

Table 14 Comparison of Musk2 with other methods

Classifier CGFS-mRMR mRMR CGFS-SU SU Relief F

SVM 95.56 (28) 95.21 (26) 95.92 (28) 96.01 (28) 94.92 (7)

NB 92.83 (24) 92.51 (19) 91.54 (10) 91.72 (21) 89 (7)

Table 15 Pima and Wisconsin results obtained with other methods

Data set EFS-RPS FS-SSGA FPS-SSGA FS-RST EIS-RFS

Pima 73.35 (4) 67.7 (3) 72.65 (8) 73.83 (8) 74.49 (8)

Wisconsin 95.85 (5) 95.14 (5) 96.13 (6) 95.86 (9) 96.86 (9)

Table 15 provides the results obtained by evolutionary feature selection on top of

the fuzzy rough set based prototype selection for Pima and Wisconsin data sets [7].

They both are providing accuracies.

Fig. 7 One fold of Musk2

using Gain ratio
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Fig. 8 One fold of Musk2

using Relief F

7 Conclusions

In this work, biclustering is used to rank the features and dimensionality reduction

is achieved by adding features in the ranking order. Cheng and Church biclustering

is used as the ranking algorithm. Experimentation is done on six data sets. From

Wisconsin data set results (Table 6), it can be inferred that Naive Bayes classifier

is giving performance measures similar to symmetrical Uncertainty and Relief F

algorithms. From Pima data set results (Table 7), it is evident that Naive Bayes is

giving better performance measures than the other ranking algorithms. From Musk2

data set results (Table 8), other algorithms are doing better than Bicluster. But the

number of features are less than the other methods. Ozone results are a classical case

of imbalanced data sets, where the results obtained for the majority/negative class

dominates the positives/minority class results. One way of handling this is to do data

balancing. Then the results would improve. Table 9 gives the time taken by Naive

Bayes and J48 and shows that they are closer for less number of features whereas

J48 is taking greater time to train in case of Musk2.

It is very important to note that training set is only 40 % of the entire data. With

less training data, we are able to select fewer number of relevant features. In some

of the algorithms entire data set is considered for selection of the features. From

Table 4, number of features selected by NB and J48 for Wisconsin data set are similar

to other ranking algorithms. For Pima data set NB is giving lesser number of features

while J48 is similar to other ranking algorithms. Whereas in Musk data set the time

taken is high for training but the number of features selected are less. If there is a

way to specify a threshold, like top x % features, that would reduce the training time

drastically.
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Effect of Fractional Order in Pole Motion

Sucheta Moharir and Narhari Patil

Abstract The frequency response methods are most powerful in conventional
control system. The impulse response characteristics are related to the location of
poles of F(s). In this paper, we discuss impulse response and frequency response of
{1/(s2 + as + b)q} for different fractional values of q where 0 < q < 1, q = 1,
1 < q < 2 in pole motion. The different characters of the impulse response and
frequency response are shown in numerical examples. The numbers of figures are
presented to explain the concepts.

Keywords Transfer function ⋅ Impulse response ⋅ Frequency response ⋅
MAT-LAB

1 Introduction

The transfer function G(s) is given by

G sð Þ= Lo
Li

ð1Þ

where L denotes the Laplace transform. The frequency response function and the
transfer function are interchangeable by the substitution s= jω [1].
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The frequency response function GðjωÞ is

G sð Þ= Fo

Fi
ð2Þ

where F denotes the Fourier transform.
TF has been used in many applications. One important application among them

is monitoring the mechanical integrity of transformer windings (during testing and
while in service). Mechanical deformation arises mainly due to short circuit forces,
unskilled handling and rough transportation. Information related to winding
deformation is embedded in the TF. Hence the first step should ensure accurate
diagnosis, a correct interpretation of TF [2]. TF can be used to describe a variety of
filter or to express solution of linear differential equation accurately [3]. The TF of
system is analyzed and response curves are simulated [4]. The location of poles and
zeros gives idea regarding response characteristics of a system. Transfer function is
mainly used in control system and signal processing.

2 System Stability

If poles are in LHP, the system is stable; if poles are in RHP, the system is unstable
and poles on imaginary axis then system is marginally stable or limitedly stable.

Fig. 1 Stable and unstable region according to pole position

228 S. Moharir and N. Patil



3 Impulse Response and Frequency Response Analysis

Impulse signals and their responses, Frequency response are commonly used in
control systems analysis and design. Both responses are a function of frequency and
apply only to the steady state sinusoidal response of the system [5]. One of the most
useful representations of a transfer function is a logarithmic plot which consists of
two graphs, one giving magnitude and the other phase angle both plotted against
frequency in logarithmic scale i.e. Bode plots [6, 7].

Theorem 1 For F sð Þ= 1
ðs2 + as+ bÞq we have

Case (i): When both of the poles lie in the open LHP, lim
t→∞

f1 tð Þ= 0 with q > 0;

Case (ii): When both the poles lie on the imaginary axis, f1 tð Þ has damped
oscillation with 0 < q < 1; has undamped oscillation with q = 1; and has
diverging oscillation with q > 1;
Case (iii): When both of the poles lie in the open RHP, lim

t→∞
f1 tð Þ=∞ with

q > 0 [8].

Consider second order transfer function with different fractional order then
movement of poles in LHP, on imaginary axis, in RHP and MAT-LAB based
evaluation of impulse responses and frequency esponses are given.

Numerical example 1: To observe the impulse response and frequency response
for Case (i), Case (ii), Case (iii) for the following values of a and b for q = 0.7, 1.0,
1.3 [9, 10].

Case (i): When a1 = 1, b1 = 1; Case (ii): When a2 = 2, b2 = 2; Case (iii): When
a3 = 3, b3 = 3 and the impulse response and frequency response of lim

t→∞
f1 tð Þ= 0 is

demonstrated in Figs. 2, 3, 4, 5, 6 and 7.
When poles moves away from origin in LHP then impulse response tends to zero

as time tends to infinity and peak time, rise time goes on decreasing. But in Case (i),
Case (ii), Case (iii) peak time decreases and rise time increases as q changes from
0.7,1, and 1.3. Frequency response for all values i.e. q = 0.7, 1, 1.3 are same. As
poles move away from origin, frequency responses of Case (i) for all values,
magnitude coincide with zero line and then decreasing with negative slopes and
phase angle coincide with zero line then decreases and again coincide at −180° line.
Case (ii) and Case (iii) magnitude coincide with different straight lines below zero
line and then decreases with same negative slope and phase angle coincide with
zero line then decreases with different slopes and again coincide at −180° line.

Numerical example 2: To observe the impulse response and frequency response for
Case (iv), Case (v), Case (vi) for the following values of a and b for q = 0.7, 1.0, 1.3.
Case (iv): When a4 = 0, b4 = 1; Case (v): When a5 = 0, b5 = 4; Case (vi): When
a6 = 0, b6 = 9 and the impulse response and frequency response of F sð Þ= 1

ðs2 + as+ bÞq
in Figs. 8, 9, 10, 11,12 and 13.
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Fig. 2 Impulse response of case(i)

Fig. 3 Frequency response of Case (i)
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Fig. 4 Impulse response of Case (ii)

Fig. 5 Frequency response of Case (ii)
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Fig. 6 Impulse response of Case (iii)

Fig. 7 Frequency response of Case (iii)
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Fig. 8 Impulse response of Case (iv)

Fig. 9 Frequency response of Case (iv)

Effect of Fractional Order in Pole Motion 233



Fig. 10 Impulse response of Case (v)

Fig. 11 Frequency response Case (v)
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Fig. 12 Impulse response of Case (vi)

Fig. 13 Frequency response of Case (vi)
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When poles moves away from origin on imaginary line (vertical direction) then
impulse response of all values oscillations goes on increasing and Frequency
response is same for Case (iv) for all values i.e. q = 0.7, 1, 1.3. Case (v) and Case
(vi) magnitude coincide with different straight lines below zero line, increases at
different frequency and then decreases with same negative slope and phase angle
coincide with −360° line then increases with different slopes and again coincide at
−180° line.

Numerical example 3: To observe the impulse response and frequency response
for Case (vii), Case (viii), Case (ix) for the following values of a and b for q = 0.7,
1.0, 1.3. Case (vii): When a7 = −1, b7 = 1; Case (viii): When a8 = −2, b8 = 2;
Case (ix): When a9 = −3, b9 = 3 and the impulse response and frequency response
of F sð Þ= 1

ðs2 + as+ bÞq is demonstrated in Figs. 14, 15, 16, 17, 18 and 19.

Fig. 14 Impulse response of Case (vii)
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Fig. 15 Frequency response of Case (vii)

Fig. 16 Impulse response of Case (viii)
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Fig. 17 Frequency response of Case (viii)

Fig. 18 Impulse response of Case (ix)
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When poles moves away from origin in RHP then impulse response tends to
infinity as time increases. As poles move away from origin, magnitude coincide
with zero line for Case (vii) and in Case (viii) and Case (ix), magnitude goes down
zero linechanges with different slopes and again coincide and phase angle coincide
with −360° line then increases and again coincide at −180° line.

4 Conclusion

When poles moves away from origin in LHP then impulse response tends to zero as
time tends to infinity and peak time, rise time goes on decreasing. But in Case (i),
Case (ii), Case (iii) peak time decreases and rise time increases as q changes from
0.7,1,1.3 Frequency response for all values i.e. q = 0.7, 1, 1.3 are same. As poles
move away from origin, frequency responses of Case (i) for all values, magnitude
coincide with zero line and then decreasing with negative slopes and phase angle
coincide with zero line then decreases and again coincide at −180° line. Case
(ii) and Case (iii) magnitude coincide with different straight lines below zero line
and then decreases with same negative slope and phase angle coincide with zero
line then decreases with different slopes and again coincide at −180° line. When
poles moves away from origin on imaginary line (vertical direction) then impulse

Fig. 19 Frequency response of Case (ix)
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response of all values oscillations goes on increasing and Frequency response is
same for Case (iv) for all values i.e. q = 0.7, 1, 1.3. Case (v) and Case (vi) mag-
nitude coincide with different straight lines below zero line, increases at different
frequency and then decreases with same negative slope and phase angle coincide
with −360° line then increases with different slopes and again coincide at −180°
line. When poles moves away from origin in RHP then impulse response tends to
infinity as time increases. As poles move away from origin, magnitude coincide
with zero line for Case (vii) and in Case (viii) and Case (ix) magnitude goes down
zero line changes with different slopes and again coincide and phase angle coincide
with −360° line then increases and again coincide at −180° line.
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Sewage Water Quality Index of Sewage
Treatment Plant Using Fuzzy MCDM
Approach

Purushottam S. Dange and Ravindra K. Lad

Abstract Sewage produced from the human activity leads to pollute an environ-
ment. A tremendous environmental degradation because of less focus on pollution
due to sewage. Therefore, it is required to revise pollution control strategies. This
problem is taken into consideration and a feasible method is proposed for ranking of
Sewage Treatment Plants (STPs) based on their environmental pollution potential.
The sensitivity analysis is also includes in this study to see variation in the pollution
potential of STPs. This analysis can be used for making policy of paying tax on the
basis of pollution potential to control the pollution. The framed method explained in
the paper using Fuzzy Multi Criteria Decision Making (FMCDM) for ranking the
STPs is one of the important methods in decision problems. The case study is also
incorporated which relates to three Sewage Treatment Plants located in Pimpri
Chinchwad Municipal Corporation, Pimpri, Pune, Maharashtra, India.

Keywords Sewage water quality index ⋅ Fuzzy multi criteria decision making ⋅
Linguistic variable and ranking of sewage treatment plant

1 Introduction

Ever increasing pollution levels are primarily responsible for impairing natural
environment. The permissible limits set by the pollution control authorities permit
to discharge treated sewage of Sewage Treatment Plant in the receiving water
bodies (e.g. rivers, streams and alike). The water flow is depleting in water bodies
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over a period of time and the ever increasing pollution load in the natural bodies are
the matters of serious concern. In the absence of adequate dilution, discharging
wastewater within the permissible limit also leads to degradation of natural envi-
ronment. For example, as considering BOD as a parameter, the Central Pollution
Control Board allows discharging sewage up to 20 mg/L. It means, if BOD5 at
20 °C is up to 19 mg/L there is no any legal offence, but if it is 21 mg/L then it
violates the norms. But, as receiving water bodies are already environmentally
degraded, so even if BOD5 at 20 °C is up to 19 or 5 mg/L there is a possibility of
degradation of environment up to a certain degree because of the environmental
quality of rivers or streams are already degraded, therefore, it is required to change
the concept of crisp (Permissible limit OR Not Permissible limit value) to fuzzy
values (Permissible limit AND Not Permissible limit value).

Limited work is reported on Sewage Water Quality Index (SWQI). Therefore,
there is a need to look into this aspect of the SWQI, as the same would be useful in
considering its impact on the receiving body at the time of final disposal.
So FMCDM method has been developed for ranking STPs, based on their water
pollution potential.

1.1 Fuzzy Multi-criteria Decision Making (FMCDM)
Studies

Many authors have developed different methodologies for ranking alternatives
using fuzzy logic during the last four decades. Jain [7, 8] developed a method to
rank alternatives on the basis of maximizing set. The membership level concept was
proposed by Bass and Kwakernaak [3]. But from the above two papers Baldwin and
Guild [2] were concluded that these two methods are suffered from some difficulties
for comparing the alternatives and having some disadvantages. The overall review
of ranking methods on the basis of fuzzy numbers has explained by Bortolan et al.
[4]. Raj et al. [1] were developed a methodology for ranking alternatives using a
concept of maximizing and minimizing set. Singh et al. [12] developed a
methodology for contractor selection using fuzzy logic. Lad et al. [11] developed
Combined Water and Air Pollution Potential Index for ranking of different types of
industries.

Zadeh [13] is a pioneer who developed the fuzzy set theory. It is generally
agreed that an important point in the evaluation of the modern concept of uncer-
tainty was the publication of a seminal paper by Lotfi A. Zadeh. In his paper, Zadeh
introduced a theory whose objects–fuzzy sets–are sets with boundaries that are not
precise. He introduced that the membership is not a matter of affirmation or denial
in fuzzy, but it is a matter of a certain degree. Hipel et al. [5] suggested that a
decision making problems are very complex, if multiple criteria, uncertainty, risk
and vagueness are involved in decision making issues.
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2 Methodology

FMCDM approach is developed for the determination of SWQI. This approach is
used for the determination of SWQI of existing STPs. For ranking of STPs, the
Fuzzy decision framework is as shown in Fig. 1.

Linguistic terms used for this study are: Very Important (VI), Important (I),
Average (A), Least Important (LI) and Very Least Important (VLI). Table 1 shows
the linguistic terms and fuzzy numbers used in this study. Figure 2 shows fuzzy sets
for the linguistic terms.

The first step is the identification for defining quality of treated wastewater of
Sewage Treatment Plant as per the consent of Central Pollution Control Board are:
pH, BOD, COD, SS, TDS, Temperature, Oil & grease, Phenolic Compounds, Total
residual chlorine, Chlorides, Sulphates and Ammonical Nitrogen. An importance
weightage for each of the sub criteria of water pollution is developed on the basis of
opinion of experts who are involved in the field of Environmental Engineering.
Table 2 shows experts’ opinion.

An expert has taken into account the exposure levels and the effects of each
parametric value on receiving body along with its effect on human health while
giving the weightage to each parameter for the determination of SWQI.

Defuzzification of Scores and Normalization

Fuzzy Aggregation of Scores

Define Type(s) of Fuzzy Nos. / Fuzzy Sets

Define Scale of Preference and Membership Function

Rating the Preference of Attribution on Decision Criteria (Fuzzy Value)

Fuzzificationand Crisp Scores of Data

Sewage Water Quality Index

Ranking of STPs

Evaluation of Pollution Criteria

Sludge Quality Index

Fig. 1 Fuzzy decision framework for STP ranking
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Using Eq. (1) the linguistic terms given by experts can be further simplified to
calculate the Average Fuzzy Number (AFN). The linguistic terms as assigned by
the experts for each sub criterion of treated sewage of Sewage Treatment Plant can
be converted to fuzzy numbers used in the Eq. (1) through Table 1 and Fig. 2.

Ak
ij = 1 p̸ð Þ × aki1 + aki2 +⋯+ akip

� �
for i=1, 2, . . . , n and j=1, 2, . . . , p ð1Þ

Table 1 Linguistic terms and
fuzzy numbers

Linguistic terms Fuzzy number

VI (Very Important) (0.777,0.888,1.000,1.000)
I (Important) (0.555,0.666,0.777,0.888)
A (Average) (0.333,0.444,0.555,0.666)
LI (Least Important) (0.111,0.222,0.333,0.444)
VLI (Very Least Important) (0.000,0.000,0.111,0.222)

Fig. 2 Fuzzy sets for the
linguistic terms

Table 2 Experts’ opinion

Sub criteria Experts’ opinion
Academicians Professionals
E1 E2 E3 E4 E5 E1 E2 E3 E4 E5

pH I A I I I VI I I I I
BOD, mg/L VI VI VI VI VI VI VI VI VI VI
COD, mg/L I I VI I VI VI I I I I
SS, mg/L I I I A A I A I A A
TDS, mg/L I I I I I I I I I I
Temperature, °C A I A A I A A A I A
Oil and grease, mg/L A A A A A A A A A A
Phenolic Compounds, mg/L LI LI LI LI A A LI LI A A
Total residual chlorine, mg/L A LI A LI A LI LI LI A LI
Chlorides, mg/L A A A A A A A A A A
Sulphates, mg/L LI A LI A LI LI LI A LI A
Ammonical Nitrogen, mg/L LI A A A A LI LI A A A
E Environmental expert
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where akij is the fuzzy number assigned to a sub criterion by expert for the criterion,
p is the number of experts and n is the number of fuzzy numbers.

The next step is defuzzification. The defuzzification means produces a crisp
value which represents the degree of satisfaction of the aggregated fuzzy number. In
this study, trapezoidal sets were developed to represent the experts’ opinion because
an importance of parameter was considered as a range value but not with specific
value. Let a fuzzy numbers of trapezoidal set be parameterized by x1, x2, x3 and x4
as shown in the Fig. 2, then ‘e’ for the sub criteria as defuzzified value (crisp score)
can be obtained by using Eq. (2)

e= x1 + x2 + x3 + x4ð Þ ̸4 ð2Þ

Zimmerman [14] and Kaufmann and Gupta [9] given in details about mem-
bership functions, different types of fuzzy numbers, aggregation and defuzzification
methods. Interested researchers may refer these papers.

The normalized weight for each sub criterion of water pollution can be calcu-
lated by dividing the crisp score of each sub criterion Cmkð Þ by the sum total of crisp
score of all sub criteria ∑Cmkð Þ where m is the criterion and k is the sub criterion.

After this the next is to convert the values of effluent wastewater to the fuzzy
numbers based on permissible limits set by pollution control board. For example, if
COD of a given sample is 95 mg/L, the membership function of that sample would
then be 0.38 (see Fig. 3) as the permissible limit of COD is 250 mg/L.

Figure 3 shows fuzzy set for the parameter Chemical Oxygen Demand (COD).
Similarly, fuzzy sets for other parameters of treated sewage can be developed.
These fuzzy sets form basic part of the fuzzy model which is based on permissible
limit of pollution parameter.

Fuzzy decision matrix for sub criterion (COD) C can be written as

XC =

μ1 μ2 μ3 . . . . . . .. μn
x1 x2 x3 . . . . . . .. xn
y1 y2 y3 . . . . . . .. yn
z1 z2 z3 . . . . . . .. zn

2
64

3
75

1
2
3

������

Fig. 3 Fuzzy Set for not acceptable (Pollution Parameter COD)
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where x1, x2, x3 … xn, y1, y2, y3 … yn and z1, z2, z3 … zn are fuzzy values of COD
for Sewage Treatment Plants STP1, STP2 and STP3 respectively.

The crisp scores of the sub criterion COD for each Sewage Treatment Plant
(STP) can be obtained by using following equations:

STP1 = x1 + x2 + x3 +⋯+ xnð Þ ̸n
STP2 = ðy1 + y2 + y3 +⋯+ ynÞ ̸n
STP3 = z1 + z2 + z3 +⋯+ znð Þ ̸n

Similarly crisp scores can be computed for the other sub criteria of treated
sewage. The total score (TSmi), for each STP, of treated sewage criteria can be
calculated separately using [6] Eq. (3).

TSmi = ∑ Xmk ⋅W Cmkð Þ½ � for k= 1, 2, . . . n ð3Þ

where,
TSmi total score of the STP i against the criterion m
Xmk crisp score of the STP data against sub criterion k of the criterion m and
W Cmkð Þ weight (importance value) of sub criterion k of the criterion m

3 Case Study

The available data of treated sewage from three STPs located in Pimpri Chinchwad
Municipal Corporation (PCMC), Pimpri, Pune, in the State of Maharashtra, India
were collected for this study. The data were collected for all three seasons. The
collected data is of 120 samples per season.

3.1 Evaluation of Sewage Water Quality Index (SWQI)
for Sewage Treatment Plants

For the determination of SWQI, Fuzzy Multi Criteria Decision Making approach
was used. The normalized weight for each sub criterion of treated sewage was
calculated as below: Experts’ opinions (linguistic terms) or perceptions for eight
sub criteria (parameters) of treated sewage have been taken, from five academicians
and five professionals, who are involved in the field of Environmental Engineering.
The selection of experts from different domain helped in understanding the sig-
nificance of individuals subjectively and studies its influence on the SWQI and
ranking of treatment plants. Table 2 shows the importance weights in terms of
linguistic term as assigned to each of sub criteria of treated sewage by experts
(academicians and professionals).
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The experts’ opinions (linguistic terms) or perceptions of each sub criterion were
converted to fuzzy numbers using Table 1 and Fig. 2 and then using Eqs. (1) and
(2), the Average Fuzzy Numbers (AFNs) and crisp score (defuzzified value)
respectively, for each sub criterion of treated sewage of Sewage Treatment Plants
were calculated.

As a sample calculation, the fuzzy decision matrix (F), the average fuzzy score
matrix (AF) and crisp score for sub criteria of treated sewage of Sewage Treatment
Plant are shown as below.

Fuzzy decision matrix (Academicians)

FC1 =

0.555, 0.666, 0.777, 0.888ð Þ 0.333, 0.444, 0.555, 0.666ð Þ 0.555, 0.666, 0.777, 0.888ð Þ 0.555, 0.666, 0.777, 0.888ð Þ 0.555, 0.666, 0.777, 0.888ð Þ
0.777, 0.888, 1.000, 1.000ð Þ 0.777, 0.888, 1.000, 1.000ð Þ 0.777, 0.888, 1.000, 1.000ð Þ 0.777, 0.888, 1.000, 1.000ð Þ 0.777, 0.888, 1.000, 1.000ð Þ
0.555, 0.666, 0.777, 0.888ð Þ 0.555, 0.666, 0.777, 0.888ð Þ 0.777, 0.888, 1.000, 1.000ð Þ 0.555, 0.666, 0.777, 0.888ð Þ 0.777, 0.888, 1.000, 1.000ð Þ
0.555, 0.666, 0.777, 0.888ð Þ 0.555, 0.666, 0.777, 0.888ð Þ 0.555, 0.666, 0.777, 0.888ð Þ 0.333, 0.444, 0.555, 0.666ð Þ 0.333, 0.444, 0.555, 0.666ð Þ
0.555, 0.666, 0.777, 0.888ð Þ 0.555, 0.666, 0.777, 0.888ð Þ 0.555, 0.666, 0.777, 0.888ð Þ 0.555, 0.666, 0.777, 0.888ð Þ 0.555, 0.666, 0.777, 0.888ð Þ
0.333, 0.444, 0.555, 0.666ð Þ 0.555, 0.666, 0.777, 0.888ð Þ 0.333, 0.444, 0.555, 0.666ð Þ 0.333, 0.444, 0.555, 0.666ð Þ 0.555, 0.666, 0.777, 0.888ð Þ
0.333, 0.444, 0.555, 0.666ð Þ 0.333, 0.444, 0.555, 0.666ð Þ 0.333, 0.444, 0.555, 0.666ð Þ 0.333, 0.444, 0.555, 0.666ð Þ 0.333, 0.444, 0.555, 0.666ð Þ
0.111, 0.222, 0.333, 0.444ð Þ 0.111, 0.222, 0.333, 0.444ð Þ 0.111, 0.222, 0.333, 0.444ð Þ 0.111, 0.222, 0.333, 0.444ð Þ 0.333, 0.444, 0.555, 0.666ð Þ
0.333, 0.444, 0.555, 0.666ð Þ 0.111, 0.222, 0.333, 0.444ð Þ 0.333, 0.444, 0.555, 0.666ð Þ 0.111, 0.222, 0.333, 0.444ð Þ 0.333, 0.444, 0.555, 0.666ð Þ
0.333, 0.444, 0.555, 0.666ð Þ 0.333, 0.444, 0.555, 0.666ð Þ 0.333, 0.444, 0.555, 0.666ð Þ 0.333, 0.444, 0.555, 0.666ð Þ 0.333, 0.444, 0.555, 0.666ð Þ
0.111, 0.222, 0.333, 0.444ð Þ 0.333, 0.444, 0.555, 0.666ð Þ 0.111, 0.222, 0.333, 0.444ð Þ 0.333, 0.444, 0.555, 0.666ð Þ 0.111, 0.222, 0.333, 0.444ð Þ
0.111, 0.222, 0.333, 0.444ð Þ 0.333, 0.444, 0.555, 0.666ð Þ 0.333, 0.444, 0.555, 0.666ð Þ 0.333, 0.444, 0.555, 0.666ð Þ 0.333, 0.444, 0.555, 0.666ð Þ

2
6666666666666666666666664

3
7777777777777777777777775

Average fuzzy score matrix (Academicians):

AFCS=

0.511, 0.622, 0.733, 0.844

0.777, 0.888, 1.000, 0.916

0.644, 0.755, 0.866, 0.933

0.466, 0.577, 0.688, 0.799

0.555, 0.666, 0.777, 0.888

0.422, 0.533, 0.644, 0.755

0.333, 0.444, 0.555, 0.666

0.155, 0.266, 0.377, 0.488

0.244, 0.355, 0.466, 0.577

0.333, 0.444, 0.555, 0.666

0.200, 0.311, 0.422, 0.533

0.289, 0.400, 0.511, 0.622

2
6666666666666666666666664

3
7777777777777777777777775

pH

BOD

COD

SS

TDS

Temperature

Oil&Grease

Phenolic Compounds

TotalResidual Chlorine

Chlorides

Sulphates

Ammonical Nitrogen

2
6666666666666666666666664

Sewage Water Quality Index of Sewage Treatment Plant … 247



Crisp scores:

Criteria,C1 pHð Þ= 0.511+ 0.622+ 0.733+ 0.844ð Þ
4

= 0.677

Criteria,C2 BODð Þ= 0.777+ 0.888+ 1.000+ 0.916ð Þ
4

= 0.916

Criteria,C3 CODð Þ= 0.644+ 0.755+ 0.866+ 0.933ð Þ
4

= 0.799

Criteria,C4 SSð Þ= 0.466+ 0.577+ 0.688+ 0.799ð Þ
4

= 0.633

Criteria,C5 TDSð Þ= 0.555+ 0.666+ 0.777+ 0.888ð Þ
4

= 0.722

Criteria,C6 Temperatureð Þ= 0.422+ 0.533+ 0.644+ 0.755ð Þ
4

= 0.588

Criteria,C7 Oil&Greaseð Þ= 0.333+ 0.444+ 0.555+ 0.666ð Þ
4

= 0.500

Criteria,C8 Phenolic Compoundsð Þ= 0.155+ 0.266+ 0.377+ 0.488ð Þ
4

= 0.322

Criteria,C9 Total Residual Chlorineð Þ= 0.244+ 0.355+ 0.466+ 0.577ð Þ
4

= 0.411

Criteria,C10 Chloridesð Þ= 0.333+ 0.444+ 0.555+ 0.666ð Þ
4

= 0.500

Criteria,C11 Sulphatesð Þ= 0.200+ 0.311+ 0.422+ 0.533ð Þ
4

= 0.366

Criteria,C12 Ammonical Nitrogenð Þ= 0.289+ 0.400+ 0.511+ 0.622ð Þ
4

= 0.455

Average Fuzzy Numbers (AFNs) and crisp score respectively, for each sub
criterion of treated sewage of Sewage Treatment Plant are as shown in Table 3.

Then, the normalized weight for each sub criterion of treated sewage was cal-
culated by dividing the score of each sub criterion Cmkð Þ by the sum total of all sub
criteria ∑Cmkð Þ for Sewage Treatment Plant. The weights for each sub criteria
depend upon the characteristics of wastewater discharges. The normalized weight
for each sub criterion of treated sewage of Sewage Treatment Plant is as shown in
Table 4.
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The parametric data of treated sewage were converted to the fuzzy numbers
based on the permissible limits of parameter (see Fig. 3). The next step was to
determine the total score. To obtain the total score the fuzzy crisp scores of data and
the normalized weight of sub criteria were operated by a matrix as shown below.

Table 3 Average fuzzy number (Academicians)

Sub criteria AFN1 AFN2 AFN3 AFN4 AVG(Ck)

Water pollution

pH 0.511 0.622 0.733 0.844 0.677
BOD, mg/L 0.777 0.888 1.000 1.000 0.916
COD, mg/L 0.644 0.755 0.866 0.933 0.799
SS, mg/L 0.466 0.577 0.688 0.799 0.633
TDS, mg/L 0.555 0.666 0.777 0.888 0.722
Temperature °C 0.422 0.533 0.644 0.755 0.588
Oil and grease, mg/L 0.333 0.444 0.555 0.666 0.500
Phenolic Compounds, mg/L 0.155 0.266 0.377 0.488 0.322
Total residual chlorine, mg/L 0.244 0.355 0.466 0.577 0.411
Chlorides, mg/L 0.333 0.444 0.555 0.666 0.500
Sulphates, mg/L 0.200 0.311 0.422 0.533 0.366
Ammonical Nitrogen, mg/L 0.289 0.400 0.511 0.622 0.455

∑Ck 6.888

Table 4 Normalized weight
(Academicians)

Sub criteria Weight

Water Pollution
pH 0.100
BOD, mg/L 0.135
COD, mg/L 0.118
SS, mg/L 0.093
TDS, mg/L 0.106
Temperature, °C 0.087
Oil and grease, mg/L 0.073
Phenolic Compounds, mg/L 0.047
Total residual chlorine, mg/L 0.060
Chlorides, mg/L 0.073
Sulphates, mg/L 0.054
Ammonical Nitrogen, mg/L 0.067
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Total Score Matrix for Sewage Treatment Plants (Academicians)

STP1 STP2 STP3 Wck

TSwater =

0.824 0.844 0.834

0.875 0.290 0.757

0.323 0.129 0.276

0.325 0.101 0.288

0.000 0.000 0.000

0.000 0.000 0.000

0.000 0.000 0.000

0.000 0.000 0.000

0.000 0.000 0.000

0.000 0.000 0.000

0.000 0.000 0.000

0.000 0.000 0.000

2
66666666666666666666666666664

3
77777777777777777777777777775

0.100

0.135

0.118

0.093

0.106

0.087

0.073

0.047

0.060

0.073

0.054

0.067

2
666666666666666666666666666664

3
777777777777777777777777777775

pH

BOD

COD

SS

TDS

Temperature

Oil&Grease

Phenolic Compounds

Total Residual Chlorine

Chlorides

Sulphates

Ammonical Nitrogen

2
666666666666666666666666666664

The total score (TS), for each Sewage Treatment Plant of treated sewage were
calculated separately using Eq. (3) [6].

As a sample calculation, the total score for sub criteria of treated sewage due to
Sewage Treatment Plant1 (Academicians) is as shown below.

TSSTP1 = 0.824 × 0.100+ 0.875 × 0.135+ 0.323 × 0.118+ 0.325 × 0.093ð Þ
TSSTP1 = 0.268

Total score as SWQI for sub criteria of treated sewage of all Sewage Treatment
Plants are as shown in Table 5.

Similarly, SWQI was calculated using perception of professionals and the same
is shown in Table 6.

Table 5 SWQI (Academicians)

STP
No.

SWQI for period of
June 14 to
Sept. 14

Rank Oct. 14 to
Jan. 15

Rank Feb. 15 to Mar. 15 and
April 14 to May 15

Rank

1 0.268 1 0.207 2 0.227 2
2 0.148 3 0.157 3 0.144 3
3 0.244 2 0.248 1 0.233 1
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4 Sensitivity Analysis

The SWQI was also developed by considering stringent discharge norms for BOD.
For this, the permissible limit for BOD was reduced to 10 mg/L from 20 mg/L.
Tables 7 and 8 show the SWQI with considering the stringent norms.

5 Discussions

From the normalized weightage method for the determination of SWQI, following
points were observed:

(i) The final ranking of STPs did not change with the linguistic opinion of the
experts (Academicians and Professionals). However, SWQI for STP margin-
ally changed. This was mainly due to the change in the normalized weightage
factors derived on the basis of the linguistic term assignment by the experts.

Table 6 SWQI (Professionals)

STP
No.

SWQI For Period of
June 14 to
Sept. 14

Rank Oct. 14 to
Jan. 15

Rank Feb. 15 to Mar. 15 and
April 14 to May 15

Rank

1 0.275 1 0.215 2 0.234 2
2 0.157 3 0.166 3 0.153 3
3 0.251 2 0.254 1 0.239 1

Table 7 Sensitivity Analysis SWQI (Academicians)

STP
No.

SWQI for period of
June 14 to
Sept. 14

Rank Oct. 14 to
Jan. 15

Rank Feb. 15 to Mar. 15 and April
14 to May 15

Rank

1 0.504 1 0.366 2 0.412 2
2 0.226 3 0.255 3 0.223 3
3 0.448 2 0.421 1 0.414 1

Table 8 Sensitivity Analysis SWQI (Professionals)

STP
No.

SWQI For Period of
June 14 to
Sept. 14

Rank Oct. 14 to
Jan. 15

Rank Feb. 15 to Mar. 15 and
April 14 to May 15

Rank

1 0.510 1 0.374 2 0.418 2
2 0.235 3 0.263 3 0.232 3
3 0.455 2 0.427 1 0.421 1
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(ii) The SWQI of STP1, STP2 and STP3 was obtained as 0.207 to 0.275, 0.144 to
0.157 and 0.233 to 0.254 respectively (See Tables 5 and 6).

(iii) STP1 ranked first out of three STPs and it showed higher pollution potential
while STP2 ranked number three with lowest pollution potential compared to
other STPs during rainy season (June 14 to Sept. 14).

(iv) STP3 ranked first out of three STPs and it showed higher pollution potential
while STP2 ranked number three with lowest pollution potential compared to
other STPs during rainy season (Oct. 14 to Jan. 15).

(v) STP3 ranked first out of three STPs and it showed higher pollution potential
while STP2 ranked number three with lowest pollution potential compared to
other STPs during rainy season (Feb. 15 to Mar. 15 and April 14 to May 15).

From the sensitivity analysis, it is observed that, the rank of the STP does not
change but the SWQI increases.

6 Conclusions

The SWQI model using Fuzzy Multiple Criteria Decision Making technique has
been developed in the present study to evaluate SWQI to rank the Sewage Treat-
ment Plants on the basis of their wastewater discharges. From the study and
analysis of the results of the present study following conclusions have been drawn:

(i) Application of fuzzy approach to the standards of Pollution Control is
found to be more appropriate compared to the current crisp approach.

(ii) The fuzzy approach, used in this study, quantifies the Pollution Potential
of Sewage Treatment Plants based on an integrated index, taking into
consideration the wastewater discharges.

(iii) When the comparison is made among the linguistic terms assignments
by Academicians and Professionals the index value changes marginally,
but the final ranking of the Sewage Treatment Plants does not change.

(iv) It is possible to rank different types of Sewage Treatment Plants based on
their pollution potential and it is possible to encourage concern author-
ities to bring pollution potential at minimum level, by controlling
pollution.

(v) From the sensitivity analysis study, it is concluded that the pollution
potential is increases however; it retains their present rankings. Because
of increase in the pollution level, it is suggested that the concept of
pollution tax can be linked with this study by decision makers to control
the pollution levels of developing countries.
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Fuzzy Formal Concept Analysis Approach
for Information Retrieval

Cherukuri Aswani Kumar, Subramanian Chandra Mouliswaran,
Pandey Amriteya and S.R. Arun

Abstract Recently Formal Concept Analysis (FCA), a mathematical framework
based on partial ordering relations has become popular for knowledge representa-
tion and reasoning. Further this framework is extended as Fuzzy FCA, Rough FCA,
etc. to deal with practical applications. There are investigations in the literature
applying FCA for Information Retrieval (IR) applications. The objective of this
paper is to apply Fuzzy FCA approach for IR. While adopting Fuzzy FCA, we
follow a fast algorithm to generate the fuzzy concepts rather than classical algo-
rithms that are based on residuated methods. Further we follow an approach that
retrieves the relevant documents even during absence of exact match of the
keywords.

Keywords FCA ⋅ Fuzzy FCA ⋅ Fuzzy context ⋅ Fuzzy concept ⋅ Fuzzy
concept lattice ⋅ Information retrieval

1 Introduction

At present, information retrieval (IR) systems play an important role in various
online search applications. Starting from traditional application such as digital
library search and web search to recent popular applications such as social search
and recommender system, IR systems have a great significance. The interest on IR
systems has evolved numerous IR models since 1960 such as Boolean models
[1, 2], vector space models [3–6], probabilistic model [7], graph theory model [8]
etc. The major challenge of these IR systems is to retrieve the relevant and precise
information or documents as per the user needs modeled through keyword search or
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query search [6]. The literature has shown the common practice of using the natural
language to input the search query and keyword, even though they are vague and
uncertain in nature [9]. The fuzzy based IR models are introduced to resolve the
issue of mismatch on using uncertain or fuzzy input with concrete or crisp system of
IR [10].

Ganter and Willie [11] have proposed Formal Concept Analysis (FCA), a
mathematical framework based on lattice theory and it is commonly used for data
analysis. This framework produces concept lattice to describe the conceptual
structure among the data. There are research interests in adopting FCA for IR
applications [12–14]. Priss [15] has introduced a practical IR system called FaIR.
Very recently Codocedo and Napoli [3] have provided a detailed review on FCA
for IR systems. This survey highlighted several lattice based IR models such as
BR-Explorer, CREDO, Fooca, JBrainDead, etc. Kollewe et al. [16] have described
that the documents can be related to formal objects, index terms can be related to
formal attributes and document-term matrix. This matrix can be transformed to
formal context which is the main input to FCA. From this context FCA derives the
formal concepts, attribute implications and an ordered hierarchical structure called
concept lattice [11, 17]. This same document-term matrix is considered as input to
the models such as Vector Space Model (VSM), Latent Semantic Indexing (LSI).
Aswani Kumar et al. [18] have compared the performance of VSM, LSI and FCA
models for IR application. In an interesting work, Muthukrishnan [19] has devel-
oped an IR system based on concept lattices. Exploiting the properties of concept
lattice structures, Muthukrishnan [19] was able to process complex queries.
However this work was concentrated on FCA with crisp settings. Very recently
Kumar et al. [20] have proposed a bi-directional associative memory model that
mimics the abilities such as learn, memorize and recall of human brain based on
FCA. For practical applications, FCA was extended into fuzzy settings under the
framework of Fuzzy FCA. For practical applications, FCA was extended into fuzzy
settings under the framework of Fuzzy FCA. Krajci [21] have introduced and
defined the one sided fuzzy concept lattices. Butka et al. [22] have devised a
proposal for one sided fuzzy formal context based on one sided fuzzy concept
lattices. Martin and Majidian [23] have developed an approach for fuzzy concept
generation that produces fewer concepts when compared to the existing approaches
that are based on residuated methods.

Based on these above observations, in this paper we extend the work of
Muthukrishanan [19] in fuzzy environment with the help of Fuzzy FCA algorithm
proposed by Martin and Majidian [23]. The rest of this paper is organized as
follows. Section 2 provides the brief background of FFCA and the Sect. 2.3 pro-
vides the related work on various IR models. We present the proposed FFCA
approach for IR in Sect. 3 and the illustration of experiments along with their results
in Sect. 4.

256 C. Aswani Kumar et al.



2 Background

2.1 Formal Concept Analysis

FCA is a framework which explores conceptual dependencies that exists in the
given formal context.

Definition 1 (Formal context) A formal context K has three set of elements and
those elements are defined as KC = (P, Q, R), Here, the set of objects are called as
P, the set of attributes are called as Q and the binary relation between the P and Q is
represented as R.

Definition 2 (Formal concept) Let the given context KC = (P, Q, R). Consider the
set of elements A ∈ P and the set of elements B ∈ Q. Then, consider another dual
sets A′ and B′ such that A′ represents the set of attributes applying to all the objects
belonging to B, B′ is the set of objects having all the attributes belonging to A
respectively. Therefore,

A0 = q∈QjpRq∀p∈Pf g andB0 = p∈PjpRq∀q∈Qf g

A formal concept is a concept extent and concept intent pair (A, B) such that
A ⊆ P, B ⊆ Q and it satisfies the conditions such as A′ = B and B′ = A. For more
details on FCA under crisp setting, interested readers can refer [24, 25].

2.2 Fuzzy Formal Concept Analysis

FFCA is a mathematical theory which combines fuzzy logic and FCA in order to
represent uncertain information in the formal context.

Definition 3 (Fuzzy Formal Context) The fuzzy formal context or fuzzy context
has three set of elements and those elements are defined as KF = (P, Q, RF = ɸ(P,
Q)). Here, the set of objects are called as P, the set of attributes are called as Q and
the fuzzy relation between the P and Q is defined as RF and it has the membership
value μ(p, q) in the range of zero to one i.e. [0,1]. The pair (p, q) ∈ RF with the
membership value μ(p, q) can be read as “the object p has the attribute q with the
membership value of μ(p, q).

Definition 4 (Fuzzy Formal Concept) Let the given fuzzy context KF = (P, Q,
RF = ɸ(P, Q)), with the confidence threshold T, the set of elements A such that
A ⊆ P and set of elements B such that B ⊆ Q. Consider another dual sets A′ and B′
such that A′= q∈Qjμðp, qÞ≥ T∀p∈Af gB′= p∈P jμðp, qÞ≥ T∀q∈Bf g.

A fuzzy formal concept is defined as a pair (ɸ(A), B) on the fuzzy context KF

with confidence threshold T, A′ = B and B′ = A. Here, A represents the fuzzy extent
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and B represent the fuzzy intent of the fuzzy concept and every object p belongs to
A has the membership value μ0. It is defined through the membership value μ(p, q)
between the object p and the attribute q in such a way that μ0 = min

q∈B
μðp, qÞ.

Definition 5 (Super Concept and Sub concept) Consider the fuzzy concept pairs (ɸ
(A1), B1) and (ɸ(A2), B2) of the fuzzy context KF = (P, Q, RF = ɸ(P, Q)), Here,(ɸ
(A1), B1) is the super concept of (ɸ(A2), B2), denoted as ((ɸ(A2), B2) ≥ (ɸ(A1),
B1)), if and only if ðϕA2Þ⊇ϕðA1Þ⇔ðB1⊇B2Þ. In the similar way, (ɸ(A1), B1) is the
sub concept of (ɸ(A2), B2).

For more details on these definitions readers can refer [26, 27]. As discussed by
Martin and Majidian [23], in this paper, we use with crisp set of objects and fuzzy set
of attributes and formalize the definition of concept forming operator by considering
the fuzzy formal concept as a pair <A, B> where A is a set of objects with crisp
values and B is a set of attributes with fuzzy values such that A↑ = B and B↓ = A where

A
↑
= b∈Bj∀a∈A: μR(a, bÞ≥ μA(aÞf and B↓ = a μ̸aðaÞjμaðaÞ= min

b∈B
μR a, bð Þð Þ

� �
.

2.3 Related Work

There are several IR models based on algebra. Dominich [5] has provided a detailed
analysis on models such VSM, LSI, etc. These models process the given document
collection or database as document—term matrix and apply algebraic techniques.
Applications of these models can be found in [28]. Interesting applications clus-
tering techniques for IR can be found in [6, 29, 30]. There are several investigations
reported in the literature using lattice theory for IR. Very recently Codocedo and
Napoli [3] have provided a detailed survey on these investigations. For browsing
and query retrieval, lattice based conceptual clustering has been used [31]. Carpi-
neto and Romano [32] discussed the natural language IR system. This system uses
the linguistically motivated indexing (LMI) to discover critical semantic aspects of
the documents. Concept lattices has been used in concept based retrieval systems
[33]. Carpineto and Romano [17] have introduced the Boolean query IR system
REFINER which construct and show the part of concept lattice for searched doc-
ument. Some of the lattice representation techniques [34] are used for query
refinement based on Boolean operators which are part of the query. Valverde and
Palaez-Moremov [35] differentiate FCA in IR with FCA for IR. Further, they have
also discussed the possibility of augmenting IR with ideas of FCA. Instead of
Boolean querying system, Godin et al. [36] have introduced the capability of
concept lattices and retrieval system. Alam and Napoli [37] have used the concept
lattice as a classification of SPARQL answers. Further, several FCA based IR
systems [3] such as CREDO, JBrianDead, FooCA, BR-Explorer, Camelis and
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CrechainDoare introduced using different factors such as explicit relevance feed-
back, pivoting and ranking of datasets etc. FCA is also extended to different models
such as fuzzy graph, interval valued fuzzy lattice, etc. [38, 39]. Recently, Kumar
et al. [20] have proposed formal concept analysis approach to perform some cog-
nitive functions such as learn, memorize and recall the information that is associ-
ated with the cue with the support of object-attribute relation. In his dissertation
work, Muthukrishnan [19] has developed concept lattice model for IR. The model
considers three different approaches for handling the query matching. However the
model considers term-document collection as formal context in crisp setting. But
the practical applications term-document matrices contain the entries indicating the
term strength in a particular document. So to handle such document collections, in
this paper we propose FFCA based approach for IR. The proposed approach utilizes
the fuzzy concept generation algorithm proposed by Martin and Majidian [23]. In
the following section, we illustrate our proposal.

3 Fuzzy FCA for IR

The proposed model considers the document collection as term-document matrix
where the entries of the matrix indicate the strength of the term in the document. We
do not discuss here the term—document matrix generation from the given docu-
ment collection and other pre-processing stages. The proposed model considers the
normalized term document matrix for the analysis. For adopting fuzzy FCA algo-
rithm, this model transforms this matrix as a formal fuzzy context where the key-
words are considered as fuzzy formal objects and documents as crisp attributes and
the entries are the fuzzy values which represent the fuzzy relational strength key-
words in the documents. Following steps illustrates this.

1. Identify the set of keywords (K), set of documents (D) and the relational
strength (R) of individual keyword on different documents. Here, the relational
strengths are the fuzzy values.

2. Derive the matrix (MKxD) of identified keywords (K) and documents (D) by
assigning the fuzzy relational strength value between documents and keywords.

3. Transform thematrix (MKxD) derived in step 2 as the fuzzy formal context FK,D=F
(K, D, IK,D) as the mappings the keywords with documents in fuzzy
keyword-document context.

4. Obtain the different fuzzy concepts from the fuzzy formal context (FK,D) derived
in step-3. Here, the fuzzy concepts are the pair fuzzy keywords and crisp
documents.

5. Construct the fuzzy concept lattice or keyword-document lattice from the fuzzy
formal concepts obtained in step 4. Here, the documents or formal attributes are
organized in various levels of the lattice depends upon how the various docu-
ments are associated with the different keywords or formal objects.
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In the above procedure, to generate the fuzzy concepts, we use the fuzzy concept
generation algorithm [23] as shown in Fig. 1. From the generated formal concepts,
we formalize the fuzzy concept lattice and the same lattice is queried using the
concept lattice query matching algorithm [19] depicted in Fig. 2.

3.1 Fuzzy Concept Generation Algorithm

This fuzzy concept generation algorithm is used to generate the list of fuzzy con-
cepts from the given input fuzzy context such as keyword-document context. Here,
we follow the Fuzzy FCA relation incident (I) as described below.

The relation (I) for forming fuzzy FCA could be defined as I: K × D → [0, 1]
instead of defining it in the classical crisp form such as I: K × D→ {0, 1}. Here, the
context generated F(K, D, IK,D) every value can range between [0, 1]. We define the

Function: FuzzyConceptsGeneration(<X, Y>, m, M)
Input : M = ordered set of documents 1… n

<X, Y> = a known keyword-document formal concept where X is a set 
of objects or keywords with fuzzy value and Y is an ordered subset of M
with crisp values.

m = an integer in the range of 1 to  n+1 such that m ∉ Y
Output : F = a set of fuzzy formal concepts
Local variables : O = fuzzy set of objects or keywords 
A = ordered subset of attributes or documents and
j = integer
P := empty list
IF (Y ≠ M) AND m ≤  n
THEN

FOR j = m to n DO
IF j ∉ Y THEN

O = X ∩{ j }↓
A := O↑
IF Y∪

⊕

Mj = D ∩ Yj THEN
F := FuzzyConceptsGeneration (<O, A>,   
j+1, M)
ENDIF

ENDIF
ENDFOR

ENDIF

RETURN <X,Y> P

Fig. 1 Fuzzy concept generation algorithm
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fuzzy concept of fuzzy formal context as a pair of K, D where K is the set of
keywords fuzzy strength value and D is the crisp set of documents such that,
K↑ = D and D↓ = K. Here,

K↑ = d∈Dj∀k∈K: μI k, dð Þ≥ μK kð Þf g ð1Þ

D↓ = k μ̸KðkÞjμKðkÞ=mind∈D μI k, dð Þð Þf g ð2Þ

The concept generation operators (↑ and ↓) described in Eqs. 1 and 2 are used to
find the fuzzy extent and crisp intent respectively. The algorithm to generate the
fuzzy concept pair such as fuzzy attributes and crisp objects is depicted in Fig. 1.
Here, keyword-document context is given as input and the set of fuzzy concepts
such as fuzzy keywords and crisp documents pair is received as the output.

These resultant fuzzy concepts are generated and formalized as the fuzzy lattice.
Further these fuzzy concepts are stored into a file with its corresponding formalized
fuzzy lattice for further processing on IR with the keyword query matching. The
algorithm for concept lattice keyword query matching algorithm is described in
Sect. 3.2.

Variables:
A: Set of input keywords
O: Set of objects or documents 
CF: Concept File which contains the concepts in extents or keyword sorted      
order.
C: The individual concept stored in the concept file (CF) as lattice.
R: Result of the concept. 
I: Stores the index of the resultant concept
Ralt : Resultant set which contains the alternate result concept

Function:
KeywordQueryProcess( )

1. Start
2. in= 0
3. while (not EOF(CF))

a.   C = next C from CF
b.   if (extent(C) ⊇ A)

i.    result = C
ii.   index = in

c.   if (A ⊇ extent(C))
i.   Ralt = C

d.   in = in + 1
4. Return result, Ralt and index
5. Stop

Fig. 2 Concept lattice query matching algorithm
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3.2 Concept Lattice Query Matching Algorithm

In this query matching algorithm, user submits the set of keywords in which their
interest exists as the query. Once, the user input the keywords, those keywords are
formalized as the extent for which the user in interested.

Based on this input extent, matching occurs with the various concepts in the
hierarchy of resultant fuzzy concept lattice and finds the corresponding intents or
document set as the output. Here, the subset rule of concept lattices is used to match
the input keyword extents with concepts in the lattice.

For example, if the user input the keywords (K1, K2) and the existing concepts
are ((K1), (D1, D2, D3, D4, D5)), ((K1, K2, K3), (D1, D2, D3, D5)) and ((K1, K2,
K3, K5), (D1, D2, D5)), then ((K1, K2, K3), (D1, D2, D3, D5)) is retrieved as (K1,
K2, K3) is the smallest superset. Similarly, if the user input the keywords (K1, K2,
K3, K4, K5) and the existing concepts are ((K1), (D1, D2, D3, D4, D5)), ((K1, K2,
K3), (D1, D2, D3, D5)) and ((K1, K2, K3, K5), (D1, D2, D5)), then ((K1, K2, K3,
K5), (D1, D2, D5)) is retrieved as (K1, K2, K3, K5) is the largest subset. The
intents of these resultant concepts are returned as the resultant document set as the
output of the submitted input query. The above process is depicted as the concept
lattice query matching algorithm in Fig. 2. By this algorithm, we can obtain the
matching fuzzy formal concepts as the result. From these resultant concepts, the
intents or the documents set is extracted and given as the result. Further, to get the
clarity in understanding of this approach, the flow diagram of the above described
concept lattice query matching process is shown in Fig. 3.

Fig. 3 Flow diagram of concept lattice query matching algorithm
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4 Experimental Results

To demonstrate our proposed approach, we consider a sample fuzzy
keyword-document relation with eight input keywords and four documents. Con-
sider the entries of this relational matrix are fuzzy values which represent the
relational strength of different keywords in various documents. In this table, the
rows represent the input keywords from a1 to a8 such as a1, a2, a3, a4, a5, a6, a7
and a8. The columns represent the four input documents such as p, q, r and s. The
entries in this table are the fuzzy values from zero to one. The same matrix is
formalized as the keyword-document fuzzy formal context as described in Table 1
by considering the keywords as the fuzzy objects and documents as the crisp
attributes and their relation as the fuzzy values ranging from zero to one.

Further, we derive the various fuzzy concepts from the fuzzy keyword-document
context described in Table 1using the fuzzy concept generation algorithm depicted
in Fig. 1.

Various iterative executional steps behind the fuzzy concept generation algorithm
are shown below.Here, the values for j, m, X andY in every iterative step is described.

The initial value of Y is empty and the value of X is all the attributes with
membership value 1.

X = [a1:1, a2:1, a3:1, a4:1, a5:1, a6:1, a7:1, a8:1]
Y = Ø

Step 1: initial call to the algorithm is made.
Initial call m = 1, X = [a1:1, a2:1, a3:1, a4:1, a5:1, a6:1, a7:1, a8:1] and Y = Ø

p q r s

a1 0 1 1 0

a2 0.2 0.6 1 0.2

a3 1 0 0 0

a4 0.3 0.6 0.7 0.3

a5 1 0 0 1

a6 0 1 0 0

a7 0.1 0.5 0.5 0.1

a8 0.5 0.3 0 0.5

j = 1, O = [a2: 0.2, a3: 1, a4: 0.3, a5: 1, a7: 0.1, a8: 0.5], A = [p]

Table 1 Sample fuzzy keyword-document context

p q r s

a1 0 1 1 0
a2 0.2 0.6 1 0.2
a3 1 0 0 0
a4 0.3 0.6 0.7 0.3
a5 1 0 0 1
a6 0 1 0 0
a7 0.1 0.5 0.5 0.1
a8 0.5 0.3 0 0.5
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Step 2: Recursive call takes place in this step.
m = 2, X = [a2: 0.2, a3: 1, a4: 0.3, a5: 1, a7: 0.1, a8: 0.5], Y = [p]

p q r s

a1 0 1 1 0
a2 0.2 0.6 1 0.2
a3 1 0 0 0
a4 0.3 0.6 0.7 0.3
a5 1 0 0 1
a6 0 1 0 0
a7 0.1 0.5 0.5 0.1
a8 0.5 0.3 0 0.5

j = 2, O = [a2: 0.2, a4: 0.3, a7: 0.1, a8: 0.3], A = [p, q, s]

Step 3: m = 2, X = [a2: 0.2, a3: 1, a5: 1, a4: 0.3, a7: 0.1, a8: 0.5], Y = [p]

p q r s

a1 0 1 1 0
a2 0.2 0.6 1 0.2
a3 1 0 0 0
a4 0.3 0.6 0.7 0.3
a5 1 0 0 1
a6 0 1 0 0
a7 0.1 0.5 0.5 0.1
a8 0.5 0.3 0 0.5

j = 3, O = [a2: 0.2, a4: 0.3, a7: 0.1], A = [p, q, r, s]

Step 4: m = 2, X = [a2: 0.2, a3: 1, a5: 1, a4: 0.3, a7: 0.1, a8: 0.5], Y = [p]

p q r s

a1 0 1 1 0
a2 0.2 0.6 1 0.2
a3 1 0 0 0
a4 0.3 0.6 0.7 0.3
a5 1 0 0 1
a6 0 1 0 0
a7 0.1 0.5 0.5 0.1
a8 0.5 0.3 0 0.5

j = 4, O = [a2: 0.2, a5: 1, a4: 0.3, a7: 0.1, a8: 0.5], A = [p, s]
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Step 5: m = 1, X = [a1:1, a2:1, a3:1, a4:1, a5:1, a6:1, a7:1, a8:1], Y = Ø

p q r s

a1 0 1 1 0
a2 0.2 0.6 1 0.2
a3 1 0 0 0
a4 0.3 0.6 0.7 0.3
a5 1 0 0 1
a6 0 1 0 0
a7 0.1 0.5 0.5 0.1
a8 0.5 0.3 0 0.5

j = 2, O = [a1: 1, a2: 0.6, a4: 0.6, a6: 1, a7: 0.5, a8: 0.3], A = [q]

Step 6: m = 3, X = [a1: 1, a2: 0.6, a4: 0.6, a6: 1, a7: 0.5, a8: 0.3], Y = [q]

p q r s

a1 0 1 1 0
a2 0.2 0.6 1 0.2
a3 1 0 0 0
a4 0.3 0.6 0.7 0.3
a5 1 0 0 1
a6 0 1 0 0
a7 0.1 0.5 0.5 0.1
a8 0.5 0.3 0 0.5

j = 3, O = [a1: 1, a2: 0.6, a4: 0.6, a7: 0.5], A = [q, r]

Step 7: y = 3, X = [a1: 1, a2: 0.6, a4: 0.6, a6: 1, a7: 0.5, a8: 0.3], Y = [q]

p q r s

a1 0 1 1 0
a2 0.2 0.6 1 0.2
a3 1 0 0 0
a4 0.3 0.6 0.7 0.3
a5 1 0 0 1
a6 0 1 0 0
a7 0.1 0.5 0.5 0.1
a8 0.5 0.3 0 0.5

j = 4, O = [a8: 0.3, a2: 0.2, a4: 0.3, a7: 0.1], A = [p, q, s]
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Step 8: y = 1, X = [a1:1, a2:1, a3:1, a4:1, a5:1, a6:1, a7:1, a8:1], Y = Ø

p q r s

a1 0 1 1 0
a2 0.2 0.6 1 0.2
a3 1 0 0 0
a4 0.3 0.6 0.7 0.3
a5 1 0 0 1
a6 0 1 0 0
a7 0.1 0.5 0.5 0.1
a8 0.5 0.3 0 0.5

j = 3, O = [a1: 1, a2: 1, a4: 0.7, a7: 0.5], A = [r]

Step 9: y = 4, X = [a1: 1, a2: 1, a4: 0.7, a7: 0.5], Y = [r]

p q r s

a1 0 1 1 0
a2 0.2 0.6 1 0.2
a3 1 0 0 0
a4 0.3 0.6 0.7 0.3
a5 1 0 0 1
a6 0 1 0 0
a7 0.1 0.5 0.5 0.1
a8 0.5 0.3 0 0.5

j = 4, O = [a2: 0.2, a4: 0.3, a7: 0.1], A = [p, q, r, s]

Step 10: Final step.
y = 1, X = [a1:1, a2:1, a3:1, a4:1, a5:1, a6:1, a7:1, a8:1], Y = Ø

p q r s

a1 0 1 1 0
a2 0.2 0.6 1 0.2
a3 1 0 0 0
a4 0.3 0.6 0.7 0.3
a5 1 0 0 1
a6 0 1 0 0
a7 0.1 0.5 0.5 0.1
a8 0.5 0.3 0 0.5

j = 4, O = [a2: 0.2, a4: 0.3, a5: 1, a7: 0.1, a8: 0.5], A = [p, s]

The generated fuzzy concepts are listed in Table 2. Here, the fuzzy concepts are
the pair of values with fuzzy set of keywords and crisp set of documents.
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From this Table-2, we can understand the fuzzy relation between the set of
keywords and set of documents. For example, the concept C3 represents the key-
words a2, a4 and a7 are related to all the documents p, q, r and s with the relation
strength of 0.2, 0.3 and 0.1 respectively. Similarly, the concept C7 represents the
keywords a1, a2, a4 and a7 are related to one document r with the relation strength
of 1, 1, 0.7 and 0.5 respectively. In this way, we can understand the fuzzy relation
strength of set of keywords and set of documents referred as fuzzy concepts of
keyword-document context. Totally, we have received eight different concepts.
This fuzzy formal analysis helps to classify the various fuzzy concepts and helps to
understand how the set of keywords are relevant with the set of documents along
with their relational strength value.

Next, we construct the fuzzy concept lattice or keyword-document lattice from
the fuzzy formal concepts listed in Table 3. The resultant fuzzy concept lattice is
shown in Fig. 4. In this lattice structure, the nodes are representing the fuzzy
concepts and these fuzzy concepts are representing the association of set of key-
words along with the set of documents with their role strength. The addition and
deletion of keywords and documents into this keyword-documents fuzzy formal
context or the updates into the relational strength values will bring the necessary
updates into the resultant fuzzy concept lattice.

In this lattice structure, we can visualize those fuzzy concepts containing all of
the eight keywords in the top level and the four documents in the bottom of the
concept. The fuzzy concepts, containing single, two and three documents are placed
at various levels depends upon the relevance of different set of keywords with
various set of documents. Based on the lattice structure generated in Fig. 4, we
query for our searched keywords using the algorithm depicted in Fig. 2. In Table 3,
we have listed the various sample the query calls along with their results. In
addition, this table shows the methodology followed column which describes how
the searched sets of keywords are matched with the fuzzy concept lattice to retrieve
the relevant document as result.

Table 2 Fuzzy concepts of the keyword-document context described in Table 1

S. No. Extents (Fuzzy valued keywords) Intents (Crisp valued documents)

C1 {a2: 0.2, a3: 1, a4: 0.3, a5: 1, a7: 0.1, a8: 0.5} {p}

C2 {a2: 0.2, a4: 0.3, a7: 0.1, a8: 0.3} {p, q, s}

C3 {a2: 0.2, a4: 0.3, a7: 0.1} {p, q, r, s}

C4 {a2: 0.2, a4: 0.3, a5: 1, a7: 0.1, a8: 0.5} {p, s}

C5 {a1: 1, a2: 0.6, a4: 0.6, a6: 1, a7: 0.5, a8: 0.3} {q}

C6 {a1: 1, a2: 0.6, a4: 0.6, a7: 0.5} {q, r}

C7 {a1: 1, a2: 1, a4: 0.7, a7: 0.5} {r}

C8 {a1: 1, a2: 1, a3: 1, a4: 1, a5: 1, a6: 1, a7: 1, a8: 1} Ø
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Table 3 List of sample query calls along with their results

Searched keywords Retrieved relevant document Methodology followed

{a1, a2} {q, s} Search for exact match

Exact match not found

Search for minimum superset

Match found

{a2, a4, a7} {p, q, r, s} Search for Exact match

Match found

{a1, a4} {q} Search for exact match

Exact match not found

Search for minimum superset

Match found

{a1, a2, a4} {q, r} Search for exact match

Exact match not found

Search for minimum superset

Match found

{a7, a8} {p, q, s} Search for exact match

Exact match not found

Search for minimum superset

Match found

{a1, a2, a3} {r} Search for exact match

Not found

Search for minimum superset

Minimum superset returns null

Search largest subset

Match found

{a1, a2, a4, a7} {q, r} Search for Exact match

Match found

{a1, a2, a3, a4, a5} {p} Search for exact match

Not found

Search for minimum superset

Minimum superset returns null

Search largest subset

Match found

{a1, a2, a3, a4, a5, a6, a7} {p} Exact Match found

Null result returned

Search for largest subset

Match found
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5 Conclusion

In this paper, we have presented the fuzzy formal concept analysis approach for
information retrieval. To demonstrate this approach, we have formalized the fuzzy
keyword-document context which contains the set of keywords as fuzzy objects and
the set of documents as crisp attributes. The entries of this fuzzy context are the
fuzzy values representing the relevance of keywords in different documents. The
proposed approach adopts a fast fuzzy concept generation algorithm for deriving
the concepts and query matching algorithm that exploit the properties of concept
lattice structure. Experimental results demonstrated the proposed approach on a toy
dataset.

Acknowledgments One of the Authors, Ch. A.K sincerely acknowledges the research grant un-
der cognitive science research initiative schemeSR/CSRI/118/2014 of DST, Govt. of India.

{(a1:1, a2:1,a3:1,a4:1,a5:1,
a6:1,a7:1,a8:1), Ø}

{(a2:0.2, a4:0.3, a7:0.1), 
(p, q, r, s)}

{(a1:1, a2:1,    
a4:0.7, a7:0.5), r}

{(a1:1, a2:0.2, a4:0.3, a5:1,     
a7:0.1, a8:0.5), p}

{(a1:1, a2:0.6, a4:0.6, a6:1,  
a7:0.5, a8:0.3), r}

{(a2:0.2, a4:0.3, a5:1, a7:0.1, 
a8:0.5), (p, s)}

{(a1:1, a2:0. 6, a4:0.6, 
a7:0.5), (q, r)}

{(a2:0.2, a4:0.3, a7:0.1, a8:0.3), 
(p, q, s)}

Fig. 4 Fuzzy concept lattice of keyword-document fuzzy concepts
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Privacy Preserving Collaborative Clustering
Using SOM for Horizontal Data Distribution

Latha Gadepaka and Bapi Raju Surampudi

Abstract In view of present advancements in computing, with the development of

distributed environment, many problems have to deal with distributed input data

where individual data privacy is the most important issue to be addressed, for the

concern of data owner by extending the privacy preserving notion to the original

learning algorithms. Privacy Preserving Data Mining has become an active research

area in addressing various privacy issues while bringing out solutions for them.

There has been lot of progress in developing secure algorithms and models, able

to preserve privacy using various data mining techniques like association, classifi-

cation and clustering, where as importance of privacy preserving techniques applied

for learning algorithms related to neural networks for mining problems are still in

infancy. Our work in this paper focused on preserving privacy of an individual,

using self organizing map (SOM) adopted for collaborative clustering of distributed

data between multiple parties. We present Privacy Preserving Collaborative Cluster-

ing method using SOM (PPCSOM) for Horizontal Data Distribution, which allows

multiple parties perform clustering in a collaborative approach using SOM neural

network, without revealing their data directly to each other, in order to preserve pri-

vacy of all parties. Our simulation results shows that implementation of PPCSOM

method achieves comparable accuracy and assured Privacy than the original non

privacy preserving SOM algorithm.
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1 Introduction

Most data mining techniques are specified to acquire knowledge from highly quan-

tified databases, while most of the information generated is already available for

access, and some times distributed among multiple environments under different

authority, which makes violating privacy at the time of obtaining data. This sit-

uation may lead to some misuse difficulties as there is always a threat of identi-

fying specific information about an individual, resulting in major loss of privacy

which is the serious issue to be addressed. For example U.S Department of defence

banned all data-mining tasks including research and development deeply concerning

growing problem of violating an individual’s privacy as per Data-Mining Morato-

rium Act [19]. Hence the importance of Privacy Preserving Data Mining has been

increased to enable these types of situations aiming for privacy protection while

extracting private details of an individual [3].

2 Privacy Preserving

Privacy preserving is an important task to solve serious privacy issues. Privacy Pre-

serving Data Mining (PPDM) applied through various data mining techniques pro-

vide many privacy preserving methods [1, 19]. Methods like Data Swapping, Data

Perturbation, Noise addition, oblivious transfer, data anonymity, and many other

methods follow different ways of private computations to produce final results with-

out effecting on privacy of an individual, while exchanging their own information

among multiple parties [11, 18]. These methods worked well in assuring privacy.

Our main motivation was to use a neural network to preserve privacy while data is

distributed among multiple parties to gain combined results same as secure multi

party computing [14].

Our work in this paper motivated from [8], where the number of parties clus-

ter their distributed data off line without greatly violating their privacy. They used

collaborative filtering [21] scheme applied in SOM neural network [6], and their

analysis shows that there is a possibility of collaborative predictions while main-

taining privacy of data owner where data is horizontally distributed between various

companies. We present a collaborative clustering method using self organizing map

(SOM), in Multi Party Distributed Computing environment [4], without any require-

ment of any party to reveal their own input data to the other directly [2].

3 Data Partitioning

In any distributed computing environment [9, 17], there is always necessity of data

partitioning where dataset is partitioned into some specified number of data parti-

tions using many kinds of partitioning methods available. A dataset can be divided
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Fig. 1 Horizontal and

vertical distribution of data

and distributed to a particular data mining model, in order to gain combined results in

small amount of communication time. There are good number of partitioning meth-

ods available like horizontal, vertical, and arbitrary partitioning [7] etc., among them

we discuss two basic ways of partitioning mostly used by many data mining appli-

cations.

If we define a dataset D=(E,I) where E is set of entities for whom information is

collected, and I is the set of features, that is collected. Pre assume that there are n
number of parties from P1, P2,. . .Pn. Given dataset D is partitioned into k number of

datasets from D1, D2,. . .Dk and each partition is denoted as D1 = (E1, I1). . . , Dn =
(En, In) respectively. Here we present both horizontal and vertical partitioning of any

dataset [2, 19].

∙ Horizontal Partitioning: It assumes parties from different locations extract same

set of features In for dissimilar set of entities En, that means a dataset is divided

into n partitions where each partition holds set of horizontal records (rows). For

example all banks gather similar information of customers, though the purposes

of account holders and the bank may be different.

∙ Vertical Partitioning: It assumes that parties from different locations collect dis-

similar set of feature In for the same set of entities En, which means a dataset is

divided into n where each partition holds set of vertical records (columns). For

example a hospital and an insurance company gather collect medical records of a

same person to be used for different purposes (Fig. 1).

4 Clustering Using Self Organizing Map (SOM)

Clustering is a predictive approach where a larger dataset brought into smaller lev-

els of groups with similarity in their features that are specified by the clustering

approach. Clustering using Self Organizing Map (SOM) is a self supervised learn-

ing method in neural networks domain through which input dataset clustered into

possible number of clusters based on the euclidean distance between the neurons of

various data tuples [10]. The output layer of SOM appears as a grid map most com-

monly in a 2-dimensional, rectangular or hexagonal structure map interconnected
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Fig. 2 Kohonens SOM

model

with neurons, hence it is known as a Self Organizing Feature Map. SOM is a feed

forward neural network introduced by Kohonen with ability of dimensionality reduc-

tion, consists one input layer and one output computation layer denoted as kohonen’s

layer, where all neurons are arranged in rows and columns that are fully connected

to input layer source nodes [12].

Interesting aspect of this unsupervised learning model is competitive learning

method, through which neurons participate in competition among themselves to be

activated at one instance of time and the activated neuron after competing is called

as the winning neuron, then the next level of learning is allowed only for the winning

neuron. This algorithm is referred as winner-takes-all learning algorithm for which

all neurons are forced to organize themselves (self organized) to involve in competi-

tion and get activated by winning the competition, and for these reasons the network

is called as Self Organized Map [6] (Fig. 2).

For a given network with a-b configuration, a single input vector is denoted as

[x1, x2,… , xa], output vector nodes denoted as [o1, o2 … , ob], and wo
ij denotes the

weight vector, connecting j to the output layer node i, where 1≤ j≤ a, 1 ≤ i≤ b.

Clustering performed in SOM in following phases:

1. Competition: Competition held among neurons and neuron with largest activa-

tion value is decided as the winner neuron. Suppose,

x input vector x =
[
x1, x2,… , xm

]
which is (m dimensional).

wj weight vector of neuron j connected to input.

j = 1, 2, 3. . . l (l-number of output neurons).

Declaring Winner Neuron: The neuron with the largest inner product wj ⋅ x or

neuron with minimum euclidean distance with respect to the input is declared as

winner using equation:

i(x) = argminj‖xm − wj‖ (1)

j = 1, 2, 3 . . . l.
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i is best-matching or winning neuron for input vector x.

2. Co-operation: Spatial location of topological neighbourhood of winner neuron is

determined using neighbourhood function hj,i(x) for input vector x which is given

as:

hj,i(x) = exp

(
−
d2j,i
2𝜎2

)
(2)

hj,i topological neighbourhood centred on winning neuron i.

dj,i lateral distance between winning neuron i excited neuron j.

hj,i(x) monotonically decreases with the lateral distance dj,i.

3. Weight Updation: Weights are updated for winning neuron and it’s neighbour

neurons using equation:

wj(n + 1) = wj(n) + 𝜂(n)hj,i(x)(n)
(
xd − wj

)
(3)

xd is the input pattern for d = 1, 2, 3… m

hj,i(x)(n) is the neighbourhood function.

wj(n) is a decay term to stop weights going to infinity, each update includes a small

degree of decay of previous weight value.

𝜂(n) is learning rate parameter, that should decrease gradually with time n. A

simple schedule of learning rate is:

𝜂 (n) = 𝜂0 exp
(
− n
𝜏2

)
for n = 0, 1, 2,…

the constant 𝜏2 determines the slope of the graph of 𝜂 (n) against n making 𝜏2
larger which makes the learning rate 𝜂 (n) decrease very slowly.

5 Privacy-Preserving Collaborative Clustering Using SOM
(PPCSOM)

In this privacy preserving collaborative clustering SOM (PPCSOM) method, the

dataset to be clustered is first horizontally partitioned and distributed between n num-

ber of parties to form C number of clusters, with which each data partition is owned
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and resides at each party, then all parties cluster their own data while collaborat-

ing with each other without directly revealing their private information. PPCSOM

method is explained in a stepwise process as follows:

1. First the dataset is horizontally partitioned between n parties, then parties(data

owners) decide c number of clusters, and determine the sequence of active parties

to be followed in complete clustering process.

2. The first active party(say p1) is represented as Initial Party(IP) which first assigns

wj vectors for all c clusters and declare required constant parameters.

3. Now IP(p1) select a random user among all users it holds, then start clustering

by deciding winner using Eq. 1, and updates weights using Eq. 3, then increases

step s by one.

4. p1 repeats step 2 and 3 unless all it’s users are allocated to a cluster, then sends

the final wj vectors and increased s value to next party(say p2), which is presently

declared as an active party in the sequence.

5. Now the present active party p2 repeats step 2 and 3 same as p1, until all users

held at p2 are allocated to a cluster, then it sends new s value and updated wj
vectors to the next party.

6. Each party do the same as previous parties does till all their users are allocated

to clusters, and an epoch is completed when all parties allocate their users to a

cluster, then last party updates wj vectors and send to the IP(p1).
7. Setps 3–6 are continued until no noticeable change in the future map, which

means all parties completed assigned their data to clusters.

6 Working Process of PPCSOM

Dataset in this method is horizontally partitioned and distributed between multiple

parties. For example if data set with say 1000 records is horizontally partitioned

between two parties say p1 and p2 each party consists of equal number of records

(500 at each party). Now we apply clustering on this data resided at each party,

using PPCSOM method [4, 8]. First the Initial party p1 chooses wj weight vectors

and update them n number of times and sends the updated wj vector to next active

party p2, this is done after assigning data at that party p1 to a cluster. Now party p2
do the same as party p1 did, then sends updated weight vector wj to next party say pn
and finally party pn do the same and sends updated weights to p1. This entire process

will be continued until each data attribute which has been horizontally partitioned is

assigned to any one of the clusters (Fig. 3).

Here all parties assign their own data to any cluster based on the winning neu-

ron decided by the minimum euclidean distance between neighbouring neurons of

SOM at kohonen layer [12] using Eq. 1, then weight vector wj is updated using Eq. 3.

All parties decide winning neurons and updates their weight vectors at their private

active state to assign their own data to the various clusters, and sends updated wj
vector to the next party, hence next party cannot learn the true values of an individ-
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Fig. 3 Process of privacy preserving collaborative clustering using SOM

ual user held by previous party. There will not be a serious problem though a next

party knows number of users held by a preceding party, because next active party

can’t get information like, specifically rated items by a specific user and the distance

values between users and wj vectors.

This is the main privacy preserving way which is also applicable for all parties

involved in this collaborative clustering process. Ultimately in PPCSOM method all

parties exchange only updated wj vectors from their own locations without colluding

with the previous or next parties in the sequence. Always an updated weight vector

wj consists changed weight values while sending to other party, hence parties can-

not learn private details of users held by any other previous party, hence PPCSOM

process assures preserving privacy while exchanging information without revealing

private information to any party to determine their clusters.

7 Results Analysis

Our experimental results are derived through built-in SOM tool in matlab, the results

shows how performance accuracy differs due to collaboration and privacy preser-

vation among multiple number of parties [11]. Experiments held using 4 different

datasets adopted from UCI Machine learning repository. We expected our method to

perform collaborative clustering among number of parties that are priorly specified

before starting the entire process of PPCSOM clustering. Priorly specified number

of parties from 1 to 5 as basic level then we increased number of parties to be collab-

orated to form clusters with their own data residing at their own locations. We also

pre specified how many number of clusters to be formed at the end of this process.

Each dataset is horizontally partitioned between specified number of collaborating
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Table 1 Description of datasets

Dataset No of instances No of attributes No of classes

Iris 150 4 3

Glass 214 10 7

Wine 278 13 3

Pima Indians 768 8 2

Table 2 Average time and error rate comparison of PPCSOM with SOM

Dataset SOM-Error SOM-AvgTime PPCSOM-Error PPCSOM-AvgTime

Iris 22.18 4.23 23.92 6.23

Glass 27.36 17.33 29.01 23.39

Wine 21.12 19.56 23.12 25.25

Pima Indians 29.36 67.23 33.56 89.23

parties, then PPCSOM method is applied to get combined results from every party

involved in clustering.

Datasets (Iris, Glass, Wine, and Pima Indians) used in our experiments from UCI-

ML repository, given in Table 1 with their description, Table 2 presents performance

ratings in the form of average time(in seconds) and error rate(in percentage) of our

PPCSOM and non privacy preserving SOM algorithm. When parties(data owners)

decide to collaborate with each other in forming clusters, they can achieve better

results with an assured privacy using this method. Average time taken to complete

the process for PPCSOM and non PPCSOM are almost similar, the similarity appears

for error rate also.

Individual process time has been increased when number of parties and partitions

are more at the time of producing collaborative clusters, but this increase rate is con-

siderable,as this difference is appeared as per size of dataset and number of records

held at each party. All the experiments shown good results in achieving considerable

accuracy which has been measured in the form of Average time taken to complete

the process. Privacy preserving collaborative clustering using SOM method is com-

pared with the existing non privacy preserving SOM algorithm, as our focus was

mainly on preserving privacy while parties collaborating with each other in forming

clusters using PPCSOM model, hence the parties can preserve privacy of their data

with better performance (Fig. 4).

7.1 Performance Analysis

We compare our approach with non privacy preserving SOM Algorithm, to evalu-

ate the clustering accuracy of PPCSOM while horizontally distributing data among
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Fig. 4 Error rate and

average time comparison

graph for both SOM and

PPCSOM

multiple parties distributed with various equal sized partitions among them. As our

method is aimed for privacy preserving in collaborative model, there is much possi-

bility of increase in communication and computational costs, that are inevitable as

all these performance measures conflict with each other [5]. To compare our results

with non privacy preserving algorithm we used the performance measures as average

time taken and error rate observed for each dataset for different number of parties

and partitions.

Experimental results emphasize that it is possible to achieve privacy while under-

taking collaborative computations among multiple parties using SOM clustering

that we refer as collaborative SOM clustering. Results are most similar when com-

pared with non privacy preserving SOM which doesn’t involve with collaborative

approach [8, 16]. We could come up with acceptable performance for off line com-

munication, later if applied online the results may show unexpected communica-

tion and computation costs still privacy is preserved. Hence we suggest to conduct

only off line computations at initial stage of verifying performance of the method

to achieve better accuracy online. Overall PPCSOM process shown acceptable com-

munication cost due to collaboration between multiple parties, when compared with

non privacy preserving SOM Algorithm.

7.2 Privacy Analysis

Privacy is defined by Lindell and Pinkas [14] in terms of distributed data mining, no

individual should learn any information about a user other than its output. Hence the

same is adopted for our method, where the parties can’t learn the exact values of their

private information belongs to any other party. To analyse privacy of our proposed

method, we identified some possible attacks on privacy may be caused by the parties

involved in this collaborative clustering process, which can be harmful to the confi-

dentiality of other parties. We came up with some solutions for such type of attacks

also shown how we assure better privacy compared with non privacy preserving. The

main target while implementing this work has been achieved promising better pri-

vacy in distributive collaborative clustering environment with less communication

cost, within acceptable error rate and average time.



282 L. Gadepaka and B.R. Surampudi

Our work of this paper preserves privacy of data owners. Parties involved are able

to cluster without exchanging private information, as they exchange only updated

weight vectors and s values in entire process. We assure that collaborative clustering

in SOM does not lead to any privacy and legal issues [13, 20]. Parties send their

own data to any cluster based on winning neuron decided by the minimum euclid-

ean distance between neighbouring neurons of SOM at kohonen layer. Weights are

updated at each party in their own locations. This is a direct approach where par-

ties doesn’t directly send their information to each other, the only information is

exchanged or revealed is the updated weight vector wj which can’t effect ones indi-

vidual information of any party. There is no data loss or privacy violation observed

due to distribution of data while clustering [15]. with this means PPCSOM method

is able to assure better privacy.

8 Conclusions

We mainly focused and addressed the privacy issue in distributed environment

through a neural network called SOM. Verified the performance and accuracy of

method we proposed in this paper. Presented Privacy preserving collaborative SOM

clustering method applied through SOM neural network while data is distributed

in number of horizontal partitions between multiple parties, where parties share

decided no of data partitions and collaboratively construct clusters. The overall goal

of our work is to securely construct clusters using SOM without violating privacy and

with an assured less communication overhead at the time of distributing and collab-

orating between parties. Our proposed method could acquire better accuracy with

an assured privacy with less communication overhead though most of the privacy

issues make accuracy losses. Hence we conclude that our PPCSOM method work-

ing well for horizontal partitioning of data among multiple parties to form clusters

with assured privacy and better performance.

9 Future Scope

The same work can be applied for vertical and arbitrary ways of data partition-

ing. Collaborations in PPCSOM can be enhanced for better online performance.

In Future we undertake investigations for vertical partitioning adopted for crypto-

graphic approaches to secretly share the information among huge number of parties

as the current use of information in general is rapidly growing. We have plan to build

a secure neural network learning model which can be applied for other data mining

techniques available. We may undertake work to modify the present recommender

system and come up with a new secured collaborative system.
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A Hybrid Approach to Classification
of Categorical Data Based on
Information-Theoretic Context Selection

Madhavi Alamuri, Bapi Raju Surampudi and Atul Negi

Abstract Clustering or classification of data described by categorical attributes is

a challenging task in data mining. This is because it is difficult to define a measure

between pairs of values of a categorical attributes. The difficulty arises due to lack

of ordering information between various pairs of categorical attributes. In this paper

we introduce a Hybrid Approach which combines set based context selection with

distance computation using KL divergence method. In the literature context based

approaches have been introduced recently. Current approaches look at categorical

attributes individually, however our approach proposes a novel scheme inspired from

information theory. We consider the interdependence redundancy measure to select

the significant attributes for context selection. The proposed approach gives encour-

aging results for low dimensional benchmark UCI datasets with k-nearest neighbor

classifier based on the proposed measure. On these datasets the proposed measure

performed well in comparison to other distance measures while using various clas-

sifiers such as SVM, Naive Bayes and C4.5.

Keywords Categorical data ⋅ Similarity ⋅ Context ⋅ Classification

1 Introduction

Similarity or distance between two objects plays a significant role in many data min-

ing and machine learning tasks like classification, clustering and outlier detection.

In general distance computation is a built-in step for these learning algorithms and

different distance measures can be conveniently used. However the effectiveness of
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the proposed distance measure/metric usually has significant influence on the tasks

like classification and clustering.

For numerical data sets, the distance computation is well understood and most

commonly used measures such as minkowski distance, mahalanobis distance can

be applied. However, measuring similarity or distance is not straight forward for

categorical data sets as there is no explicit ordering of categorical values and it is

very difficult to determine how much one symbol differs from another. By categorical

data we mean the values that are nominal e.g. color = {black, blue, green} or ordinal

e.g. size = {small, large, verylarge}.

In this paper we study the similarity/distance measures for categorical data objects

and propose a hybrid approach, based on Set based Context Selection (SBCS) and

distance computation on the context using KL divergence method. In our Hybrid

Approach (HA) context for each attribute refers to the subset of attributes which

gives some contextual interpretation over the attribute set.

The proposed approach can well quantify the distance in supervised learning envi-

ronment. In this paper we also focus on a data driven methods for selecting a good

context for a given attribute. We provide information theoretic approaches for con-

text selection of each and every attribute. The underlying assumption in our approach

is that if the similarity function has high value for the given context, then the objects

represented by the given context description are similar. Recently, increasing atten-

tion is being paid to find the grouping structure/classification of categorical data.

The rest of the paper is organized as follows: In Sect. 2 we discuss the state of the

art in categorical similarity/dissimilarity measures. In Sect. 3 we present the theo-

retical details of Hybrid Approach. In Sect. 4 we present the technical details and in

Sect. 5 we present the results of set of experiments on low dimensional UCI bench-

mark datasets.

2 Background

According to Michalski [16], the conventional measures of similarity are “Context-
free” i.e. the distance between any two data objects X and Y is a function of these

points only, and does not depend on the relationship of these points to other data

points.

Similarity(X,Y) = f (X,Y)

Context-free similarity measures may be inadequate in some clustering/classification

problems. Hence recent approaches for finding similarity measures include “Context-
sensitive” methods, where

Similarity(X,Y) = f (X,Y,Context)

Here the similarity between X and Y depends not only on X and Y, but also on the

relationship of X and Y to other data points, represented by Context.
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In a user driven approach context refers to the subset of attributes of interest and

is application dependent.

Pearson’s [17] Chi-square statistic was often used in the late 1800s to test the inde-

pendence between categorical variables in a contingency table. Sneath and Sokal

[19] were among the first to put all the similarity measures together. The conven-

tional methods of similarity measures used to binarize the attribute values where bit

1 indicates the presence and bit 0 indicates absence of a possible attribute value. After

obtaining binary vectors, binary similarity measures are used to apply on them. The

major drawback is transforming objects into a binary vector may leave many minute

insights in to the dataset. The most Commonly used similarity measures for categor-

ical data is overlap, where similar values are assigned a distance of 1, and dissimilar

values are assigned a distance of 0. The drawback with this measure is, it does not

distinguish the different values taken by an attribute.

In general the similarity measures for categorical data are categorized based on

how they utilize the context of the given attributes. There are several supervised and

unsupervised measures from the literature are existing to find the similarity between

categorical feature values.

∙ The supervised similarity measures do consider the class attribute information.

The supervised measures are further divided into learning, non-learning

approaches. The learning approaches can be IVDM [21], WVDM [21], Learned

Dissimilarity measure [22]. The non-learning approaches can be VDM [20],

MVDM [7].

∙ The unsupervised similarity measures do not consider the class attribute informa-

tion. These measures are further classified into Probabilistic, Information theo-

retic, and Frequency based approaches.

– Probabilistic approaches: Goodall [9], Smirnov [18], Anderberg [2].

– Information theoretic approaches: Lin [15], Lin1 [4], Burnaby [6].

– Frequency based approaches: OF [11], IOF [11].

Boriah et al. [4] classified the similarity measures based on the storage mechanism

of similarity values in the similarity matrix, parameters used to propose the measure

and based on the weight of the frequency of the attribute values.

Jierui Xie [22] proposed a learning algorithm, which learns a dissiimilarity mea-

sure by mapping each categorical value into random numbers. This learning algo-

rithm is guided by the classification error for effective classification of the data

points.

The taxonomy of various distance/similarity measures for categorical data is

explored in [1].

Apart from these categories of similarity measures, recent attention has been paid

to context-based approaches. Dino et al. [10] present a context based approach to

compute distance between pair of values of a categorical data. They proposed a dis-

tance learning framework for context selection and validated in a hierarchical clus-

tering algorithm.



288 M. Alamuri et al.

Zeinab et al. [12] proposed a novel approach for distance learning based on the

context information. This method is also used to compute dissimilarity between

probability distributions. Both these approaches use the context information for dis-

similarity computation.

We extend the current context based approaches by introducing a Hybrid

Approach which utilizes information-theoretic measures. The proposed approach is

explored in Sect. 3.

3 Proposed Hybrid Approach

In this section we present a Hybrid Approach for computing distance between any

pair of values of a categorical attribute. We also introduce “Set Based Context Selec-

tion Algorithm” (SBCS) for the effective selection of the context followed by calcu-

lating the distance by using KL divergence [13, 14] method. Our Hybrid Approach

is formulated based on the following two steps.

1. Set Based Context Selection: This method selects a subset of correlated features

based on a given attribute. i.e., selection of a meta attribute set of a given attribute

which is relevant in terms of information theoretic measure is calculated in this

step.

2. Distance Computation: Computation of the distance measure between pair of val-

ues of an attribute using the meta attributes set defined in the previous step. KL

divergence method is applied on the context to measure the difference between

the probability distributions.

The essential premise in formulating this algorithm is with an open minded, fair-

ness in the importance of the attributes, it excludes weightage or bias towards a cer-

tain set of attributes, unless it is explicitly defined in the context.

The notations used in this algorithm are as follows: Consider the set F = {A1,A2,

…Am} of m categorical attributes and let the set of instances set D = {X1,X2 …Xn}.

We denote by a lower case letter ai𝜖Ai, a specific value of an attribute Ai.

3.1 Set Based Context Selection

The selection of a good context is not trivial, when data are high dimensional. In the

SBCS, we use mutual information normalized with joint entropy to get the context

for each and every attribute.

The Set Based Context Selection Algorithm which we propose considers a score

for each feature independently of others. A useful and relevant set of features may

not only be individually relevant but also may not be redundant with respect to each

other. The selecting criterion of a context is based on the relevance index which

quantifies whether a particular feature can be included in a context set or not.
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In the following sub section we introduce some basic concepts of information

theoretic measures followed by how they are utilized to tackle the problem of context

selection.

3.2 Entropy and Mutual Information

The entropy of a random variable [8], is the fundamental unit of information which

quantifies the amount of uncertainty present in the distribution of the random vari-

able.

The entropy of a random variable Ai is defined as,

H(Ai) = −
∑
k𝜖Ai

p(aik)log2p(a
i
k) (1)

where p(aik) is the probability of value of ak of attribute Ai.

The entropy of a random variable can be conditioned on other variables. The

conditional entropy of Ai given Aj is,

H(Ai|Aj) = −
∑
k𝜖Aj

p(ajk)
∑
l𝜖Ai

p(ail|ajk)log2p(ail|ajk) (2)

where p(ail|ajk) is the probability that Ai = al after observing the value Aj = ak. This

can be interpreted as the amount of uncertainty present in Ai after observing the

variable Aj.

The amount of Information shared between Ai and Aj, which is also called as mutual

information is defined by,

I(Ai;Aj) = H(Ai) − H(Ai|Aj) (3)

This is the difference between two entropies which can be interpreted as the amount

of uncertainty in Ai which is removed by knowing Aj.

The mutual information between two attributes also measures the average reduction

in uncertainty with another attribute. A smaller value of mutual information indi-

cates lesser dependence and a larger value of mutual information indicates greater

dependence.

The main drawback of using this measure is that the mutual information value

increases with the number of distinct values that can be chosen by each attribute. To

overcome this problem Au et al. [3] proposed interdependence redundancy measure

where mutual information is normalized with joint entropy, which is defined as,

IDR(Ai,Aj) =
I(Ai;Aj)
H(Ai,Aj)

(4)
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where the joint entropy H(Ai,Aj) is calculated as,

H(Ai,Aj) = −
∑
k𝜖Ai

∑
l𝜖Aj

p(aik, a
j
l)log2p(a

i
k, a

j
l) (5)

According to [3] the interdependence measure evaluates the degree of dependency

between two attributes. Unlike mutual information, where the number of possi-

ble values which an attribute can take effect, the interdependency measure has no

effect on the number of distinct values taken by an attribute. Hence IDR measure

is considered as more ideal index to rank the attributes in terms of dependency.

IDR(Ai,Aj) = 1 means that the attributes Ai and Aj are dependent on each other while

IDR(Ai,Aj) = 0 indicates that the attributes are statistically independent. When the

value of IDR lies between 0 and 1 the attributes are partially independent. By using

this IDR measure, we can maintain a m × m matrix IDR to store the dependency

degree of pair of attributes.

For each and every attribute Ai we find all the attributes that have interdependency

with it and store them in a context set. In order to not to unnecessarily increase the

size of the context set we introduce a threshold t to include the significant attributes

in the context set.

context(Ai) =
{
Ak|IDR(Ai;Ak > t,Ai,Ak𝜖F)

}
(6)

It is being conjectured that for lower values of threshold t we may obtain higher

values of classification accuracy. However for larger values of the threshold the clas-

sification accuracy may drop.

The relationship between these quantities is explored in [5] and can be observed

from the Fig. 1.

Fig. 1 Relationship of

various information-theoretic

measures
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To get the context of a given attribute we make use of these information-theoretic

measures by adding/removing the relevant features in the context set.

3.3 Distance Computation

The distance between pair of values (xj, yj) of a categorical attribute Aj is formulated

using KL divergence method as,

dAj
(xj, yj) =

∑
Ai𝜖context(Aj)

∑
vi𝜖Ai

p(vi|xj)log
p(vi|xj)
p(vi|yj)

+ p(vi|yj)log
p(vi|yj)
p(vi|xj) (7)

The distance defined above depends on the meta attribute set associated to each

attribute, where meta attribute set is derived from the SBCS algorithm. The dissim-

ilarity between two probability distributions using KL divergence is symmetric, and

hence the distance between pair of values of an attribute is also symmetric.

Let X and Y be two instances of the dataset then the above calculated pairwise

distance between attribute values is embedded in the total distance as,

D(X,Y) =
m∑
j=1

dAj
(xj, yj) (8)

4 Hybrid Approach Implementation

In this section we introduce the algorithmic details for the implementation of

(i) Set Based Context Selection and (ii) Distance Computation of Hybrid Approach.

In Algorithm 1 we propose interdependence redundancy based context selection

for each attribute in the feature set. Initially the selected set S is empty and the uns-

elected set US is the set of all features from the feature set. At line 6 this algorithm

selects an attribute to be included in the context set based on the threshold t and

at line 8, it deselects the attribute from the unselected set US. When the context is

chosen for a given attribute Distance Computation function computes the distance

matrix between each pair of values of the attribute.

In Algorithm 2 distance measure is computed between pair of values of Ai𝜖F
using context set derived from the first step of the Hybrid Approach.

The total distance between two objects is then calculated by using Eq. 8 defined

in Sect. 3.3.
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Algorithm 1 Hybrid Algorithm

1: procedure HYBRID APPROACH(D,F)

2: selectedSet S = {};

3: unselectedSet US = {A1,A2...Am};

4: For each pair of attributes (Ai,Aj), (i, j)𝜖{1, 2, ...,F}) calculate IDR(Ai,Aj)
according to Eq. 4

5: for all Ai𝜖F do
6: a. Find the feature Ak from the US such that IDR(i, k) > t
7: b. insert(Ak,S)
8: c. remove(Ak,US)
9: d. contextSet(Ai) = S

10: end for
11: DistanceMatrixAi

= calculateDistance(Ai, contextSet(Ai));
12: return DistanceMatrixAi
13: end procedure

Algorithm 2 Distance Computation

1: procedure CALCULATEDISTANCE(Aj,Context(Aj))
2: for all xj, yj𝜖Aj do
3: if xj ≠ yj then
4:

dAj
(xj, yj) =

∑
Ai𝜖context(Aj)

∑
vi𝜖Ai

p(vi|xj)log
p(vi|xj)
p(vi|yj)

+ p(vi|yj)log
p(vi|yj)
p(vi|xj)

5: else
6: dAj

(xj, yj) = 0
7: end for
8: return dAj

9: end procedure

5 Experimental Results

To evaluate the proposed Hybrid Approach, we compare our approach with other

base-line similarity measures explored in Sect. 2 and with the other classifiers. We

present results on 5 benchmark categorical datasets, which are taken from the UCI

machine learning repository (Table 1).

5.1 Results Description

We compare our Hybrid Approach with the 5 similarity measures Overlap, Lin,

Gambaryan, OF, IOF described in Sect. 2. We evaluate the classification accuracy of

the nearest neighbor classifier (k = 7) with five fold cross validation. The last row of

the Tables 2 and 3 gives the average performance over all the datasets. In summary
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Table 1 Dataset description

Dataset Size Dimension Attributes and symbols No.of classes

Mushroom 8124 22 Various sizes from 2 to 12, e.g.

cap − surface =
{fibrous, grooves, scaly, smooth}

2

Tic-tac-toe 958 9 Each attribute takes on {x, o, b} 2

Balance scale 625 4 Each attribute takes on {1, 2, 3, 4, 5} 3

Car

evaluation

1728 6 Each attribute takes different values

e.g.

buying = {vhigh, high,med, low}

4

Hayes-Roth 160 5 Each attribute takes on different

values e.g. hobby = {1, 2, 3}
3

Table 2 Performance comparison with various similarity measures with knn (k = 7)

Dataset Overlap Lin Gambaryan OF IOF HA

Mushroom 100 98.75 53.00 98.9 99.95 97.23

Tic-tac-toe 82.35 97.30 80.45 72.49 95.13 92.34

Balance

Scale

72.31 72.21 72.32 73.59 72.34 85.12

car

Evaluation

88.34 93.10 83.20 92.43 87.13 90.46

Hayes-Roth 68.50 71.00 67.52 60.00 65.50 83.55
Average 82.3 86.472 71.298 79.482 84.01 89.74

Table 3 Performance comparison with various classifiers

Dataset SVM NB C4.5 HA

Mushroom 100 96.5 100 98

Tic-tac-toe 77 75.34 84.12 92
Balance scale 95.5 96.3 73 88.21

Car evaluation 88.2 92.1 96.51 95.35

Hayes-Roth 64 68.5 71 80
Average 84.94 85.748 84.926 90.712

the proposed Hybrid Approach achieves best rank in two datasets namely Balance

Scale and Hayes Roth and stands best on average classifier accuracy.

We also compare our Hybrid Approach with the algorithms implemented in

Weka 3.6.10 including SVM, C4.5 and Naive Bayes (NB). Our method uses the set

based context selection with KL divergence as a distance measure whereas the other
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methods use the Euclidean distance with simple matching between categorical objects.

As shown in Table 3, the Hybrid Approach performs better in Tic-Tac-Toe and

Hayes-Roth and stands best in average performance with 5 datasets.

6 Conclusions

In this paper we propose a hybrid approach to measure similarity between cate-

gorical attribute values. This algorithm uses Set Based Context Selection method

inspired from information-theoretic measures. We tested our approach on five bench-

mark datasets from UCI machine learning repository. The proposed approach gives

promising results for low-dimensional datasets.

The proposed approach gives superior results for datasets with dimensionality

approximately below 10. Computation of context selection is very expensive for high

dimensional datasets. This is a limitation of the proposed approach. We are exploring

generalization of dimensionality reduction techniques for categorical attributes so

that the proposed approach can be combined with these methods in future. We also

investigate the impact of the threshold parameter t on the proposed distance measure

for large datasets in future.
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Robust Stabilization of Uncertain T-S
Fuzzy Systems: An Integral Error
Dependent Sliding Surface Design
Approach

Nilanjan Mukherjee, T.K. Bhattacharya and Goshaidas Ray

Abstract In this paper, an unique control law for a class of systems having
bounded uncertainty, represented by T-S fuzzy models using sliding mode tech-
nique has been discussed. The proposed theory explores the possibility of incor-
porating an integral error while designing sliding surface that reduces the settling
time and the reaching time as well. Subsequently, the conditions necessary for
robustly stabilizing the closed-loop system has been derived by obtaining the
solution for a given linear matrix inequality(LMI). Finally, the simulation results for
an inverted cart-pendulum system subject to bounded external disturbances have
been presented to justify the usefulness and uniqueness of the approach.

Keywords Uncertain systems ⋅ Sliding mode controllers ⋅ Robust control ⋅
Linear matrix inequality ⋅ Integral error ⋅ Takagi-Sugeno (T-S) fuzzy model ⋅
Fuzzy stability

1 Introduction

Fuzzy logic and fuzzy models have been commonly used in the control of complex
non-linear plants and appears to be one of the most useful and effective control
scheme because of its simplicity. T-S fuzzy system finds its use in most of the real
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world plants. Linear models that are obtained after linearizing the non-linear plant
have been found to represent very closely to the original non-linear plant. There-
fore, one can control the nonlinear system by clustering all the linear models, for
achieving an effective control of the non-linear plant. Recently, sliding mode
control (SMC) have also gained tremendous momentum and its major advantages
are directed to strong robustness, good transient performance and fast response.
Infact, it is regarded as an effective control method for robustly stabilizing an
uncertain system and therefore, it’s use is found in a wide variety of practical
applications as in [1–3]. So, it would be quite desirable to develop a systematic
SMC approach for non-linear systems since most of the real world plants are
non-linear in nature. Therefore, it would be quite helpful if one can able to combine
these two concepts i.e. the SMC technique which is designed based T-S fuzzy
models will be effective in controlling the non-linear plants. For large intercon-
nected plants, the SMC is designed for each subsystems and then a sliding mode
controller is obtained by integrating each of the local sliding mode controllers using
fuzzy reasoning approach in [4] which is valid for the overall system. Recently,
there has been an improvement in the development of a new sliding mode control
technique in LMI framework for a non-linear system having a time delay where the
sliding surface is based on both the system states and the control input and sub-
sequently, the conditions needed to asymptotically stabilize the system was
established in [5]. Results presented therein have considered only the pendulum
dynamics to show the effectiveness of the method. However, this method suffers
from two distinct disadvantages having high settling time and the reaching time of
the system states. In this paper, the present authors proposed a design method to
reduce the settling time as well as the reaching time by introducing an integral error
term along with the system states and the control input while designing the sliding
surface. The present method has considered both the pendulum and the cart
dynamics while designing the proposed controller and obtaining the LMI which is
used to derive conditions necessary for the system to satisfy in order to achieve
stability.

This paper is arranged as follows: Part 2 considers the statement of the problem
and mathematical modeling. Part 3 deals with the control scheme considering the
integral error term while designing the sliding surface which is used to robustly
stabilize the non-linear system with time delay and having bounded uncertainty.
Part 4 presents the simulation results for the inverted cart pendulum system to
illustrate the usefulness of the discussed approach. Part 5 presents the conclusions.

Notations: The notations used here are quite simple. The notation “*” are used to
indicate symmetrical terms in a matrix, “T” is used to denote transpose of a vector
or a matrix. Inxn and 0mxn are used to indicate nxn identity matrix and mxn zero
matrix respectively. Finally, L2½0, T] are used to indicate the vector valued func-
tions, i.e., ω: 0 T½ � maps to ℜp ∈ L2½0, T].
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2 Problem Formulation

A non-linear plant with an incorporated time delay and represented T-S fuzzy
model has been considered to justify robust stability. A dynamic sliding mode
controller has been designed where the sliding surface depends on the system states,
control input and an additional integral error term in order to reduce the settling
time and reaching time. This, in turn, needs to solve a linear matrix inequality
constraint which is used to establish the conditions needed by the system to satisfy
to justify stability and also to obtain the design parameters of the sliding surface
matrices. The design technique have been applied to a inverted cart pendulum
system to present the usefulness and uniqueness of the given method.

2.1 System Modeling

A T-S fuzzy time delay model of an uncertain non-linear plant with r rules can be
described by the following:

Plant Rule: If x1ðtÞ isMl
1 and. . . . . . . . . . . . . xgðtÞ isM1

g Then

x
∙ðtÞ= ðAl +ΔAlÞxðtÞ+ ðEl +ΔElÞxðt− τÞ+ ðBl +ΔBlÞuðtÞ+ ðHl +ΔHlÞwðtÞ
yðtÞ=ClxðtÞ+ClduðtÞ+Dlxðt− τÞ, xðtÞ=φðtÞ, l∈L= f1, 2, 3 . . . . . .g t∈ ½− τ, 0�

ð1Þ

where, ℜl denotes the lth fuzzy inference rule, Ml
i are the fuzzy sets with Mem-

bership Functions μli, xðtÞ∈ℜn are the state vectors, uðtÞ∈ℜm are the input vector,
wðtÞ∈ℜp is the external disturbance, Al ∈ℜnxn,El ∈ℜnxn,Bl ∈ℜnxm and Hl ∈ℜnxp

are the constant system matrices, τ is the constant time delay.
The norm-bounded parameter uncertainties are given as ɛAl, ɛEl and ɛHl such that

ΔAl, ΔBlk k≤ εAl, ΔElk k≤ εEl,ΔHlΔHT
l ≤ ε2hIn.

Considering a delayed input signal u t− τð Þ in the output equation, the resultant
fuzzy system inferred from plant (1) can be written as follows:

x ̇ tð Þ= ∑
r

l=1
ωl θðtÞð Þ ½ Al +ΔAlð Þx tð Þ+ El + lð Þx t− τð Þ

+ Bl +ΔBlð Þu tð Þ+Hlw tð Þ�
y tð Þ=Cl xT tð Þ, uTðtÞ� �T

+Dl xTðt− τÞ, uTðt− τÞ� �T
ð2Þ

where,
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Cl = ∑
r

l=1
ωl θ tð Þð ÞCl, Dl = ∑

r

l=1
ωl θ tð Þð ÞDl, Cl = Cl,Cld½ �,

Dl = Dl, 0nXm½ �.

Hl = ∑
r

l=1
ωl θ tð Þð Þ Hl +ΔHlð Þ.

It is given that ωl θðtÞð Þ= ∏g
i=1 μ

l
i θ tð Þð Þ

∑
r

l=1
∏g

i= 1 μ
l
i θ tð Þð Þ

which is regarded as the normalized weight of each IF-THEN rules satisfying

ωl θ tð Þð Þ≥ 0 and ∑
r

l=1
ωl θ tð Þð Þ=1.

The aim of the designed controller described in this paper is to robustly stabilize the
non linear uncertain systems, and also to justify the reaching condition of the system
states in a given time and also to achieve the asymptotic stability even when external
disturbances are present. The results of this paper resolves two important issues
substantially as compared with the results in [5–11] i.e., (i) The proposed method
reduces the settling time as comparedwith the existing SMC. (ii) Designmethod of the
SMC law exhibits less reaching time even in presence of external disturbances with

pre-specified performance index γ, i.e.,
R∞
t0

y tð Þk k2dt< γ2
R∞
t0

w tð Þk k2dt to be satisfied
for all non-zerow(t), where, t0 = tr + τ and tr is the reaching time to the sliding surface.

3 Proposed Design of the Sliding Surface

For system defined in (1) or (2), a new sliding surface is has been considered which
is d- ependent on the system states x(t), control input u(t) and the integral of the
error e(t) as follows:

sðtÞ= SxxðtÞ+ SuuðtÞ+ Se

Z t

0

eðtÞ dt= Sx ̄ðtÞ+ Se

Z t

0

eðtÞdt=0 ð3Þ

where, Sx ∈ℜmxn, Su ∈ℜmxm, Se ∈ℜmxn, S= ½Sx, Su� and the new state vector
xðtÞ= x1ðtÞ, x2ðtÞ . . . . . . . . . xnðtÞ, u1ðtÞ, u2ðtÞ . . . . . . ..umðtÞ½ �T . Su is assumed be
non-singular.

At the sliding surface, the control strategy is described as: uðtÞ= − S− 1
u SxxðtÞ−

S− 1
u Se

Rt
0
eðtÞ dt and the corresponding derivative is obtained as follows:
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u ̇ðtÞ= − S− 1
u Sxx ̇ðtÞ− S− 1

u SeeðtÞ.

Putting the value of x ̇ðtÞ in the above equation we get,

u ̇ðtÞ= − ∑
r

l=1
ωl θðtÞð Þ½SuxðAlxðtÞ+Elx t− τð Þ+BluðtÞ− α+ ςðtÞð ÞS− 1

u

sign sðtÞð Þ�− SueeðtÞ ð4Þ

where,

ς tð Þ= ∑
r

l=1
ωl θðtÞð Þ Sxk k εAl xðtÞk k+ εEl xðt− τÞk k+ Hlk k+ ε2h

� �
ρ tð Þ� �

and Sux = S− 1
u Sx, Sue = S− 1

u Se, α is a positive constant and ρ(t) is the uniform upper
bound of w(t), i.e., ‖w(t)‖ ≤ ρ(t).

Since,

R1 = In, 0nxm½ �T , R2 = 0mxn, Im½ �T , Al = Al, Bl½ �
ΔAl = ΔAl, l½ �, El = El, 0nxm½ � , ΔEl = ΔEl, 0nxm½ �.

Therefore, overall system can be described in compact form as follows:

ẋ̄ðtÞ= ∑
r

l=1
ωl θðtÞð Þ ðR1 −R2SuxÞĀl +R1ΔAl̄½ �x̄ðtÞ+ R1 −R2Suxð ÞEl̄ +R1ΔEl̄½ �x̄ t− τð Þ�

+R1HlwðtÞ
�
−R2 α+ ςðt)ð ÞS− 1

u sign sðtÞð Þ−R2SueeðtÞ
yðtÞ=Clx ̄ðtÞ+Dlx ̄ t− τð Þ, x̄ðtÞ= ΦTðtÞ, 0� �T

. ð5Þ

Theorem 1 Considering the system described in (5), the system states will hit the
sliding surface in a given time, provided the derivative of the Lyapunov Function,

i.e., 2sTðt) s∙ðtÞ<0 where s(t) is the sliding surface.

Proof Considering a Lyapunov Function SðtÞ= sTðt)sðtÞ for t > 0, the derivative of
the sliding surface along the trajectories of the system (5) can be expressed as:

S
∙ ðt) = 2sTðt) s∙ðtÞ

=2sTðtÞ SxxðtÞ+ SuuðtÞ½ �+2sTðtÞSeeðtÞ
=2sTðtÞS x∙ ðtÞ+2sTðtÞSeeðtÞ
=2 ∑

r

l = 1
ωlðθÞsTðt)S ðR1 −R2SuxÞAl +R1ΔAl

� �
xðtÞ+ R1 −R2Suxð ÞEl +R1ΔEl

� ��

x t− τð Þ+R1HlwðtÞ−R2 α+ ςðtÞð ÞS− 1
u sign sðtÞð Þ−R2SueeðtÞg+2sTðtÞSeeðtÞ

ð6Þ
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Since,

S R1 −R2Suxð Þ=0, ςðtÞ= ∑
r

l=1
ωl θðtÞð Þ Sxk k½εAl xðtÞk k+ εEl xðt− τÞk k

+ Hlk k+ ε2h
� �

ρðtÞ�

S
∙ ðtÞ=2 ∑

r

l=1
ωlðθÞsTðtÞ Sx ΔAlxðtÞ+ΔElxðt− τÞ+HlwðtÞ

� �
− 2ςðtÞ sðtÞk k�

− 2α sðtÞk k− SeeðtÞg+2sTðtÞSeeðtÞ.
≤ − 2α sðtÞk k

= − 2α
ffiffiffiffiffiffiffiffiffi
SðtÞ.

p
ð7Þ

This implies that the system states hit the sliding surface within a given time. □

Remark The sliding surface matrix parameters Sx, Su and Se can be obtained easily
based on LMI framework and detailed design methodology and the conditions
which are needed by the system to satisfy so that it justifies the stabilizing property
of the designed controller has been established in the following sections.

3.1 Design and Stability Analysis of the T-S Fuzzy Model
Based Sliding Mode Control System

When the system trajectories reach the sliding surface, the augmented system
dynamics are represented as:

x
∙
tð Þ= ∑

r

l=1
ωlðθðtÞÞ R1 −R2Suxð ÞAl +R1ΔAl

� �
x tð Þ+ R1 −R2Suxð ÞEl +R1ΔEl

� ��

x t − τð Þ+R1Hlw tð Þ�−R2SueeðtÞ.
y tð Þ=Clx tð Þ+Dlx t− τð Þ, x tð Þ= ΦTðtÞ, 0� �T . ð8Þ

Theorem 2 Given a constant γ> 0, the sliding mode controller derived from (4) will
be able to stabilize asymptotically closed-loop system (8) if there exists two positive
definite matrices P, Q ∈R(m+n)x (m+n), two sets of matrices Wl1,Wl2 ∈ Rmx(m+n) and
positive constants δl, l∈L such that the following LMI is satisfied.
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Ξl * * * * *
PET̄

l R
T
1 +WT

l2R
T
2 −Q * * * *

−PSTueR
T
2 0 − δlI * * *

Cl̄P Dl̄P 0 − I * *
− εAlP 0 0 0 − δlI *
0 − εElP 0 0 0 − δlI

2
6666664

3
7777775
<0 ð9Þ

where,

Ξl =R1Al̄P+R2W1l +PAT̄
l R

T
1 +WT

1lR
T
2 +Q + ∈ lR1RT

1 +
2
γ2

R1 HlHT
l + ε2hIn

� �
RT
1

ð10Þ

Proof

Case 1:
Considering the case when w(t) = 0, let us consider a Lyapunov-Krasovskii
functional candidate, VðtÞ= xT̄ðtÞX x ̄ðtÞ+ R t

t− τ x
T̄ðφÞY x ̄ðφÞdφ for all t≥ tr + τ,

where, X =P− 1, Y =P− 1QP− 1 and tr is the hitting time of the system states.
Since, S=RT

2X, so RT
2X x ̄ðtÞ=0, .

Now, defining a new vector ξðtÞ= xT̄ðtÞ, xT̄ðt− τÞ, eTðtÞ½ �T one can rewrite
Thus, for the augmented system (8), the derivative V ̇ðtÞ is expressed as follows:

V ̇ðtÞ=2x ̄TðtÞX x ̄̇ðtÞ+ x ̄TðtÞYx ̄ðtÞ− x ̄T t− τð ÞYx ̄ t− τð Þ
=2 ∑

r

l=1
ωl θðtÞð Þ x ̄TðtÞX R1 Al̄ +ΔĀlð Þx ̄ðtÞ+R1 El̄ +ΔEl̄ð Þx ̄ t− τð Þ� �

− 2 ∑
r

l=1
ωl θðtÞð Þ x ̄TðtÞXR2 SuxĀlx ̄ðtÞ+ SuxE ̄lx ̄ðt− τÞ− SueeðtÞ

� �

− x ̄T t− τð ÞYx ̄ t− τð Þ+ x ̄TðtÞYx ̄ðtÞ
=2 ∑

r

l=1
ωl θðtÞð Þ x ̄TðtÞX R1 Al̄ +ΔĀlð Þx ̄ tð Þ+R1 El̄ +ΔEl̄ð Þx ̄ t− τð Þ� �

+ x ̄T tð ÞY x ̄ tð Þ− 2 ∑
r

l=1
ωl θðtÞð Þ x ̄T tð ÞXR2 K1lx ̄ðtÞ +K2lx ̄ t− τð Þ− SueeðtÞf g

− x ̄T t− τð ÞY x ̄ t− τð Þ
ð11Þ

where, K1l = SuxAl̄ and K2l = SuxEl̄ are the matrices to be determined.
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the perturbed terms in (11) associated with ΔAl, ΔEl as the inequality

2x ̄TðtÞXR1ðΔĀlx ̄ðtÞ+ΔEl̄x ̄ðt− τÞ≤ x ̄TðtÞðδlXR1RT
1X + δ− 1

l ε2Elx ̄
Tðt− τÞ

xðt− τÞ ð12Þ

Using (12), (11) can be rewritten in the form of matrix inequality as follows:

V ̇ðtÞ≤ ∑
r

l=1
ωl θ tð Þð ÞξTðtÞ

γl * *
R1El̄ +R2K2lð ÞTX δ− 1

l ε2ElI − Y 0
− STueR

T
2X 0 0

2
4

3
5ξðtÞ

where,

γl =X R1Āl +R2K1lð Þ+ R1Al̄ +R2K1lð ÞTX + δlXR1RT
1X

+ δ− 1
l ε2AlI +Y

ð13Þ

It may be noted that V ̇ðtÞ<0 if

γl * *
R1El̄ +R2K2lð ÞTX δ− 1

l ε2ElI − Y 0
− STueR

T
2X 0 0

2
4

3
5<0 ð14Þ

Equation (14) is not an LMI, in order to make LMI form the following seque- of
operations are performed. Multiplying diag(P,P,P) from both sides of (14), we get
the following LMI.

Λl * *
P R1El̄ +R2K2lð ÞT δ− 1

l ε2ElPP−Q 0
−PSTueR

T
2 0 0

2
4

3
5<0 ð15Þ

where,

Λl = R1Āl +R2K1lð ÞP+P R1Al̄ +R2K1lð ÞT + δlR1RT
1

+ δ− 1
l ε2AlPP+Q

Using Schur-Complement lemma in (15) and putting W1l = K1lP and W2l

K2lP, we have

Θl * * * *
PE ̄Tl RT

1 +WT
12R

T
2 −Q * * *

−PSTueR
T
2 0 − δlI * *

εAlP 0 0 − δlI *
0 εElP 0 0 − δlI

2
66664

3
77775<0 ð16Þ
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where, Θl =PĀT
l R

T
1 +R1Al̄P+WT

l1R
T
2 +R2Wl1 + δlR1RT

1 +Q .
If (16) holds then the system (8) with w(t) is asymptotically stable.

Case 2:
Now we consider wðtÞ≠ 0. Here the objective is to design a SMC in the presence
of external disturbances and also to ensure the performance inequalityR∞
tr

yðtÞk k2dt< γ2
R∞
tr

ωðtÞk k2dt for all non zero wðtÞ∈ L2½0.∞Þ under the initial
conditions xðθÞ=0 for θ∈ tr, tr + τ½ �. Considering an augmented vector
ϑðtÞ= ½xT̄ðtÞ, xT̄ðt− τÞ, eTðtÞ,wTðtÞ�T . Combining (13) with the performance
inequality constraint described above to regulate the effect of bounded external
disturbance at the system output, the resulting inequality is obtained.

V ̇ðtÞ+ yTðtÞyðtÞ− γ2wTðtÞwðtÞ≤ ∑
r

l=1
ωlðθðtÞÞϑTðtÞ

×

γl * * *

R1E ̄l +R2K2lð ÞTX δ− 1
l ε2ElI − Y * *

− STueR
T
2X 0 0 *

0 0 0 *

2
6664

3
7775ϑðtÞ+ϑTðtÞ

ð17Þ

C
T
l Cl * * *

D
T
l Cl D

T
l Dl * *

0 0 0 *
H

T
l R

T
1X 0 0 − γ2I

2
6664

3
7775ϑðtÞ

where, γl has been defined in (13).
Now, (17) can be expressed in the LMI form as follows:

γl * * *

R1El̄ +R2K2lð ÞTX δ− 1
l ε2ElI − Y * *

− STueR
T
2X 0 0 *

0 0 0 *

2
6664

3
7775

+

C
T
l Cl * * *

D
T
l Cl D

T
l Dl * *

0 0 0 *

H
T
l R

T
1X 0 0 − γ2I

2
66664

3
77775<0

ð18Þ
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Adopting the procedure as before such as multiplying (18) with diag(P,P,P,P)
with P = X −1 and then applying Schur-Complement lemma, we get,

Λl + 1
γ2 R1HlH

T
l R

T
1 * * *

P R1El +R2K2l
� �T

ε− 1
l ∈ 2

ElPP−Q * *
−PSTueR

T
2 0 0 *

ClP DlP 0 − I

2
6664

3
7775 <0 ð19Þ

where, Λl has been defined in (15).
Using Young’s Inequality, ZTU +UTZ ≤ ε1ZTZ + ε− 1

1 UTU, where, ɛ1 is a any

scalar and Z and U are vectors, one can rewrite R1HlH
T
l R

T
1 ≤ 2R1 HlH

T
l + ε2hIn

	 

RT
1

and putting the values of Cl, Dl and Hl in (19), the following LMI is obtained.

Λl + 2
γ2 R1ðHlHT

l + ε2hInÞRT
1 * * *

PðR1El +R2K2lÞT ε− 1
l ∈ 2

ElPP−Q * *
−PSTueR

T
2 0 0 *

ClP DlP 0 − I

2
664

3
775 <0 ð20Þ

Using Schur-Complement lemma, (20) can be used to derive LMI (9). □

Remarks The Convex Optimization problem to obtain the minimum H∞ perfor-
mance index can be stated as follows:

Minimize − 1
γ2 subject to the LMI (9) with the conditions P, Q, Wl1, Wl2 > 0

4 Simulation Results

Let us consider an inverted cart pendulum system which is an unstable nonlinear
physical system. Our task is to stabilize the inverted pendulum at the upward
position (within an angle range of ±4°) at a desired cart position by applying the
sliding mode control strategy that has been developed using an additional integral
error term in the sliding surface design in contrast to [5] where the results presented
have considered only the pendulum dynamics.

The dynamical equations of the cart pendulum system are described as follows:

x1
∙ ðtÞ= x2ðtÞ+wðtÞ, x2

∙ ðtÞ= f1ðxðtÞ, uðtÞÞ, x3
∙ ðtÞ= x4ðtÞ+wðtÞ

x4
∙ ðtÞ= f2ðxðtÞ, uðtÞÞ
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where, f1ðx, uÞ= g sin ðx1Þ− am l x22 sin ð2x1Þ 2̸− a cosðx1Þu

f2ðx, uÞ=
−mag sin x1 cos x1 + 4mla

3 x22 sin x1 +
4au
3

4
3 −ma cos2 x1

where, x1 = pendulum angle from the vertical (radian), x2 = pendulum angular
velocity (radians/sec) x3 = horizontal cart displacement (m), x4 = horizontal cart
velocity (m/sec), g = 9.8 m/s2 is the gravity constant, m = pendulum mass,
M = cart mass, 2l = length of the pendulum and w is the disturbance, a = 1/
(m + M) = 0.1

Here, M = 8 kg, m = 2 kg, 2l = 1 m has been taken.
By linearizing the plant model around the following operating points are con-

sidered ½+0.3, 0�
The discrepancy between the between the original nonlinear plant model and

linearized plant model is considered as the norm-bounded uncertainties. The plant
model obtained is as follows:

Plant Rule ℜl: If x1ðtÞ isMl
1 and x2ðtÞ isMl

2 and x3ðtÞ isMl
3 and x4ðtÞ is Ml

4
Then,

x
∙ðtÞ= ðAl +ΔAlÞxðtÞ+ ðBl +ΔBlÞuðtÞ+ ðHl +ΔHlÞwðtÞ
yðtÞ=Cl xðtÞ+Cld uðtÞ, l∈ L= f1, 2, 3, 4, 5, , , , , , 21g

The membership functions of the 4 states which are symmetric about the origin
are shown in Fig. 1a–d where M1 denotes Small, M2 denotes Zero and M3 denotes
Big in terms of linguistic variables.

Some of the system matrices corresponding to different operating points are
given as follows:

A1 =

0 1 0 0
17.29 0 0 0
0 0 1 0

− 1.729 0 0 0

2
664

3
775, A2 =

0 1 0 0
13.29 0 0 0
0 1 0 0

− 1.329 0 0 0

2
664

3
775

A5 =

0 1 0 0
12.45 0 0 0
0 1 0 0

− 1.245 0 0 0

2
664

3
775, A13 =

0 1 0 0
11.68 0 0 0
0 1 0 0

− 1.168 0 0 0

2
664

3
775

B1 = 0 − 0.17 0 0.17½ �T, B2 = 0 − 0.13 0 0.13½ �T, B5 = 0 − 0.10 0 0.10½ �T
B13 = 0 − 0.6 0 0.6½ �T, C1 =C2 =C5 =C13 = 0.5 1½ �, C1d =0.05,

C2d =0.05, C5d =0.01, C13d =0.0004, H1 =H2 =H5 =H13 = 1 0 1 0½ �T
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The designed a sliding mode controller will be able to stabilize the closed-loop
system with H∞ performance index γ > 0 as minimum as possible. The perfor-
mance index is defined as the ratio of the system output signal energy to the
disturbance signal energy. So, lower the performance index γ, system is less
sensitive to external disturbances. Here, εAl is taken as 0.03 and εEl is taken as
0.003. The simulation results have been carried out with initial states [x1, x2, x3,
x4] = [0.16, 0, 0.10, 0]T and the desired position of the cart is chosen as x3d = 0.2 m.
The sliding mode controller is found to achieve stability for the overall system with
α = 2.5.

Membership Function of x1(t) Membership Function of x2(t)

Membership Function of x3(t) Membership Function of x4(t)

(a) (b)

(c) (d)

Fig. 1 aMembership function of x1(t). b Membership function of x2(t). cMembership function of
x3(t). d Membership function of x4(t)

308 N. Mukherjee et al.



-1

-2

-3

-4

-0.1

-0.2

-0.1

-0.2

-0.3

-0.4

1.5

0.5

-1.5

-0.5

0

1

-1

0 1 2 3 4 5

Time (seconds)

x2 (pendulum velocity)

x1 (pendulum position)

S
ta

te
 T

ra
je

ct
o

ri
es

 
(a)

(b)

(c)

(d)

Fig. 2 aSystem state of the pendulumwithout integral error.bSystem state of the cartwithout integral
error. c System state of the pendulum with integral error. d System state of the cart with integral error
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Solving (9) using LMI tool-box, the corresponding sliding surface matrix S and
the relevant positive definite matrices P and Q are as follows:

S= − 0.9281 − 0.8334 0.6534 2.1437 0.0040½ �

P=

0.0546 − 0.0426 3.8224 0.4223 4.2810

− 0.0426 0.592 2.4804 0.1234 6.1526

3.8224 2.4804 3.2489 0.1568 1.5102

0.4223 0.1239 0.1568 2.1456 8.9608

4.2810 6.1526 15102 8.9608 1.6787

2
6666664

3
7777775

Q=

0.0302 − 0.0219 0.7699 0.6123 1.5671

− 0.0219 0.0316 − 0.2521 0.0212 − 3.4661

0.7699 − 0.2521 1.2349 0.1564 5.6923

0.6123 0.0212 0.1564 9.2568 8.4562

1.5671 − 3.4661 5.6923 8.4562 303.45

2
6666664

3
7777775

The state trajectories of the plant with and without the integral error term
introduced while designing the sliding surface are given in the Fig. 2a–d. The
corresp- nding control input response are shown in Fig. 3. The ratio of the system
output energy to the effect of the bounded disturbance energy, i.e., the performance
index γ is plotted in Fig. 5, where the disturbance is taken as e−0.02*sin(3.14*t). The
sliding surface are depicted in Fig. 4.

5 Discussion of Results

From the state trajectories, it is observed that the integral error approach reduces the
settling time to less than 7 s approximately while the settling time takes more than
25 s in case of non-integral error approach. From the sliding surface plot in Fig. 4,
one can see that the sliding surface has been reached to zero value much faster when

Fig. 3 Control input
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the integral error is included in the design procedure. Figure 5 indicates that the
integral error approach improves the performance index γ to 0.3064 in presence of
bounded disturbances which means that the method is able to achieve sufficient
robustness. In case, where the integral error is not included, the performance index γ
achieves a value of 0.786. Further, it may be noted that the settling time and the
reaching time have been reduced to significantly lower values by sacrificing the
control effort.

6 Conclusion

Here, a dynamic sliding mode controller has been designed in LMI framework by
introducing an integral error term while designing the sliding surface. The sliding
surface design parameters have been computed by means of a set of LMIs that has

Fig. 5 Performance index γ =
Rt
0
yT ðφÞyðφÞ dφ R̸t

0
wT ðφÞwðφÞ

Fig. 4 Sliding surface
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been obtained to derive the conditions necessary for achieving the stability of the
system. Moreover, the settling time of the system to reach the desired cart and
pendulum position have been also reduced considerably which is an essential
improvement over the existing control scheme. However, to reduce the control
effort, an anti wind-up control strategy will be considered along with the present
scheme for future work. Simulation results justify the usefulness and uniqueness of
the designed controller over the existing SMC controller scheme as presented in [5].

References

1. Zhang, J., Shi, P., Xia, Y.: Robust adaptive sliding-mode control for fuzzy systems with
mismatched uncertainties. IEEE Trans. Fuzzy Syst. 18(4), 700–711 (2010)

2. Feng, G.: A survey on analysis and design of model-based fuzzy control systems. IEEE Trans.
Fuzzy Syst. 14(5), 676–697 (2006)

3. Xi, Z., Feng, G., Hesketh, T.: Piecewise sliding-mode control for T-S fuzzy systems. IEEE
Trans. Fuzzy Syst. 19(4), 707–716 (2011)

4. Yu, X., Man, Z., Wu, B.: Design of fuzzy sliding-mode control systems. Fuzzy Sets Syst. 95
(3), 295–306 (1998)

5. Qing, Gao, Feng, G., Xi, Z., Wang, Y., Qiu, J.: Robust H-infinity Control of T-S fuzzy
time-delay systems via a new sliding-mode control scheme. IEEE Trans. Fuzzy Syst. 22(2),
459–465 (2014)

6. Choi, H.H.: Robust stabilization of uncertain fuzzy-time-delay systems using
sliding-mode-control approach. IEEE Trans. Fuzzy Syst. 18(5), 979–984 (2010)

7. Feng, G.: Analysis and Synthesis of Fuzzy Control Systems: A Model-Based Approach. CRC,
Boca Raton, FL, USA (2010)

8. Lin, C., Wang, Q., Lee, T.H.: Stabilization of uncertain fuzzy time- delay systems via variable
structure control approach. IEEE Trans. Fuzzy Syst. 13(6), 787–798 (2005)

9. Seuret, A., Edwards, C., Spurgeon, S.K., Fridman, K.E.: Static output feedback sliding mode
control design via an artificial stabilizing delay. IEEE Trans. Autom. Control 54(2), 256–265
(2009)

10. Zheng, F., Wang, Q., Lee, T.H.: Output tracking control of MIMO fuzzy nonlinear systems
using variable structure control approach. IEEE Trans. Fuzzy Syst. 10(6), 686–697 (2002)

11. Ho, D.W.C., Niu, Y.: Robust fuzzy design for nonlinear uncertain stochastic systems via
sliding-mode control. IEEE Trans. Fuzzy Syst. 15(3), 350–358 (2007)

312 N. Mukherjee et al.



Extreme Learning Machine for Eukaryotic
and Prokaryotic Promoter Prediction

Praveen Kumar Vesapogu and Bapi Raju Surampudi

Abstract Promoters are DNA sequences containing regulatory elements required

to guide and modulate the transcription initiation of the gene. Predicting promoter

sequences in genomic sequences is a significant task in genome annotation and

understanding transcriptional regulation. In the past decade many methods with

many feature extraction schemes have been proposed for the prediction of eukary-

otic and prokaryotic promoters. Still there is great need for more accurate and faster

methods. In this paper we employed extreme learning machine algorithm (ELM), for

promoter prediction in DNA sequences of H. sapiens, D. melanogaster, A. thaliana,

C. elegans and E. coli. We extracted dinucleotide and CpG island features, and

achieved accuracy above 90 % for all the five species. Performance is compared

with the feed forward back propagation algorithm (BP) and support vector machines

(SVM) and the results establish the viability of the presented approach.

Keywords Promoter ⋅ Dinucleotide ⋅ CpG-island ⋅ Extreme learning machine

1 Introduction

Predicting promoter regions in DNA sequences is an important problem in bioin-

formatics. Promoters are regions in genomic sequences having elements which reg-

ulate and control the transcription initiation process of a gene. Transcription is the

process by which the information in a strand of DNA is copied into a new molecule of

messenger RNA (mRNA). It is significant to use computational techniques for pro-

moter prediction to discover genes that are missed by gene predictiors and devising
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experiments [1]. Even though several promoter recognition methods have been pro-

posed, still there is a necessity for accurate and expeditious promoter prediction tech-

niques.

In the past decades many algorithms have been proposed for promoter predic-

tion. Rani and Bapi [29] used n-grams and neural networks for promoter recog-

nition. Burden et al. [9], Pederson et al. [26], Reese [34] used neural networks.

Gordan et al. [15], Anwar et al. [4] applied support vector machines (SVM). Ohler

et al. [23] and Ohler [25] used hidden Markov model (HMM). Lawrance and

Reilly [20] used Expectation Maximization (EM) algorithm. Ben-Gal et al. [7] pro-

posed Bayesian Network model for promoter recognition. Li and Lin [21], Akan

and Deloukas [2] used position weight matrix (PWM). Gordan et al. [15] extracted

signal features using matching function between sequences and used support vec-

tor machine for classification. Anuj et al. [3] extracted dinucleotide feature from

the sequences around binding sites and classified the sequences using feed forward

neural network. Rani and Bapi [29] extracted n-grams as features and fed to multi

layer feed forward neural network and applied to whole genome promoter prediction

in E. coli and D. melanogaster.
For promoter recognition problem, to extract the most discriminative features

from promoter and non-promoter sequences is an important problem [44].

Zeng et al. [44] extracted context, structure and signal features and proposed a hier-

archical classification system for entire human genome promoter recognition. Rani

et al. [33], Anuj et al. [3] used dinucleotide features. Ponger and Mouchiroud [28]

extracted CpG-island features for recognizing promoter regions in human and mouse

genome sequences. In the literature many authors have extracted different types of

features from promoter and non-pormoter DNA sequences, and used different clas-

sification models for promoter recognition problem. Performances of the existing

methods, still are not fulfilling expectations. In this paper we extracted 16 dinu-

cleotide and two CpG island signal features, total 18 features are fed to the Extreme

learning machine (ELM) algorithm. Dinucleotide features nor CpG island features

alone didn’t give satisfying results, we used combined features, and achieved accu-

racy above 90 % for all the species we mentioned.

2 Materials and Methods

2.1 Datasets and Performance Measures

Eukaryotic promoter sequences are taken from EPDnew [12, 13]. EPDnew is a

recently introduced collection of automatically compiled, promoter lists comple-

menting the old experimentally characterized eukaryotic POL II promoters EPD [27].

We used promoter sequences of length 251 [−200, +50] bp around Transcription

Start Sites (TSS) from EPDnew. For negative eukaryotic promoter dataset, we have
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taken randomly extracted exon and intron sequences of length 251 bp from Advances

in the EID [39].

We took both protein coding regions and protein non-coding sequences for neg-

ative dataset. Rani and Bapi [29, 33], Zang et al. [43, 44] and Lin et al. [22] have

used more than one dataset for negative promoter dataset. Rani et al. [29, 33] used

both coding regions and non-coding regions for negative dataset. Zang et al. [44]

have taken coding sequences, introns and untranslated region (’UTR) sequences for

negative dataset. Lin et al. [22] used coding sequences and introns for negative pro-

moter dataset. For negative promoter dataset considering sequences other than pro-

moter regions i.e., from both coding regions and intergenic regions seems biologi-

cally meaningful and realistic than individually.

For H. sapiens 23,300 promoter sequences from EPDnew [12], 23,125 cod-

ing sequences and 23,100 intron sequences are randomly extracted from Advances

in the EID [39]. For D. Melanogaster 15,000 promoter sequences, 14,990 coding

sequences and 14,900 introns are randomly extracted. We used 10,000 promoter

sequences, 9,990 coding sequences and 9,990 introns sequences for A. thaliana. For

C. elegans 7,000 promoter sequences, 6,980 coding sequences and 6,900 introns

sequences were used.

Prokaryotic promoter sequences and non-promoter sequences are taken from gor-

dan et al. [15]. For positive E. coli dataset 669 promoter sequences of length 80

[−60, +20] bp around Transcription Start Site (TSS). For negative E. coli dataset

660 sequences of coding and 660 sequences of non-coding of length 80 bp were

taken.

The performance of the algorithms is measured in terms of sensitivity, speci-

ficity and accuracy [10]. The formulae are: Sensitivity, Sn = TP/(TP+ FN), speci-

ficity, Sp = TN/(TN+FP), and accuracy Ac = (TP+TN)/(TP+TN+FP+FN), where

TP stands for the true positives, which is the number of promoter sequences that are

correctly identified as promoter. TN is the true negatives, i.e., the number of non-

promoter sequences that are correctly identified as non-promoters. FN is the false

negatives, i.e., the number of wrongly identified non-promoter sequences. FP rep-

resents the false positives, which is the number of incorrectly identified promoter

sequences. Sn is the percentage of promoter sequences that are correctly identified

as promoters. Sp is the percentage of non-promoter sequences that are correctly iden-

tified as non-promoters. The average of Sn and Sp is accuracy Ac.

2.2 Extreme Learning Machine (ELM)

Extreme learning machine (ELM) is a simple learning method for single layer feed-

forward network proposed by Huang et al. [18, 19]. We applied Extreme learning

machine algorithm in this paper for promoter prediction. Three step Extreme learn-

ing algorithm is given below.
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Algorithm 1 Extreme learning machine (ELM) Algorithm

Given a training set ℕ = {(xi, ti)|xi𝜖Rn
, ti𝜖Rm

, i = 1, ...,N}, activation function f (x), and the num-

ber of hidden nodes S.

1. Assign randomly input weight vector wi and hidden node bias b1, i = 1, ..., S.

2. Compute the hidden layer output matrix H.

3. Compute the output weight 𝛽 ∶ 𝛽 = H†T .

where xi is an n × 1 input vector and ti is anm × 1 target vector. sigmoidal activation function

f (x) = 1
1+e−x

. H†
is the Moore-Penrose generalized inverse of hidden layer output matrix H.

Target vector T = {t1, t2, ..., tN}T .

3 Feature Extraction

3.1 Dinucleotide Features

Dinucleotide features are extracted from genomic sequences by calculating the

occurance frequencies of dinucleotides [33]. For the DNA nucleotides A, T, G, C,

the set of 16 feasible pairs such as GG, GA, GC, GT, AA. etc. compose all the din-

ucleotides. let ri be 16-dimensional feature vector and is given as

ri =
fi

|L| − 1
, 1 ≤ i ≤ 16 (1)

In Eq. (1), fi indicate the occurance frequency of the i-th feature and |L| indicate the

length of DNA sequence, and ai denotes the proportional occurance frequency of

i-th feature. A 16-dimensional feature vector (ri, r2, ..., r16) is used to represent each

promoter and non-promoter sequence.

3.2 CpG-Island Features

The CpG-island is a DNA region which is rich in cytosine (C) and guanine (G)

nucleotide pairs and longer than 200 bp [43]. Like CGGGCG, CpG islands are n-

mers having abundant C and G nucleotides [44]. In this paper we extracted two CpG-

island features, one is the overall frequency of G and C nucleotides GCp and another

is the ratio of expected to observed CG dinucleotides [11, 28].

GCp = pe(G) + pe(C) (2)

CpGo
e
=

pe(CG)
pe(C)pe(G)

(3)
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where pe(CG), pe(C) and pe(G) are percentages of CG, C and G in a DNA sequence

respectively. Roughly 70% of annotated gene promoters are associated with a CpG-

island, indicating that this is the most common promoter feature in the vertebrate

genome [35].

4 Results and Analysis

In this section we have applied Extreme learning machine (ELM) [18, 19] for pro-

moter prediction using combined dinucleotide and CpG-island features and the per-

formance of the ELM is compared with the feedforward backpropagation algorithm

and support vector machine (SVM). For all the experiments in this paper we used 5-

fold cross-validation. All the experiments are done in MATLAB 7.10.0 environment

running in Intel core i5, 3.10 GHz processor with 8GB RAM. ELM code is provided

by Huang et al. [14]. For feedforward neural network we used the faster Levenberg-

Marquardt backpropagation algorithm. We used compiled MATLAB code of SVM

packages: LIBSVM [41]. Linear kernel function is used in SVM and sigmoidal func-

tion is used in ELM.

For all the experiments in this paper we used three datasets as mentioned in

Sect. 2.1. Table 1 shows the results of ELM with two and three datasets. In two,

datasets we used promoter sequences for positive dataset and for negative dataset we

used only one dataset i.e., protein coding sequences. The performance of ELM with

two datasets and threee datasets is almost equal, with two datasets the performance

is slightly better than threee datasets. When a classification model is used to predict

promoters in entire genome we feel, it is more bioligically realistic to train and test

classification model on more than one negative dataset.

The performance of BP, SVM and ELM are compared on four eukaryotic organ-

isms, H.sapiens, D.melanogaster, A.thaliana and C.elegans, and one prokaryotic

Table 1 Performance evaluation of Extreme learning machine (ELM) on two and three datasets

Species No. of datsets Sn Sp Ac

H. sapiens Three datasets 0.99 0.99 0.99

Two datasets 0.99 0.99 0.99

D. melanogaster Three datasets 0.93 0.94 0.93

Two datasets 0.93 0.91 0.92

A. thaliana Three datasets 0.95 0.93 0.95

Two datasets 0.99 0.99 0.99

C. elegans Three datasets 0.99 0.98 0.99

Two datasets 0.99 0.99 0.99

E. coli Three datasets 0.95 0.98 0.96

Two datasets 0.99 0.99 0.99
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organism E.coli. Table 2 shows the results of BP and ELM, the accuracy of BP algo-

rithm for E.coli and H.sapiens is slightly better than ELM. The accuracy of ELM

for D.melanogaster is slightly better than BP algorithm, for remaining organisms the

accuracies are same. We assigned 200 hidden nodes for ELM for all organisms except

E.coli, for E.coli we assigned 50 hidden nodes.We assigned 20 hidden nodes for BP

algorithm, for all the experiments. For D.melanogaster, BP algorithm took 195.39 s

for training and 0.31 s for testing, where as ELM algorithm took 2.41 s of training

time and 0.09 s of testing time. ELM algorithm is 81 times faster than BP algorithm

in training time for D.melanogaster. ELM algorithm is faster than BP algorithm for

all organisms in training and testing time. In Table 2 because of the out of mem-

ory problem when running BP algorithm on H.sapiens and D.melanogaster we used

only 10,000 sequences of each promoter, protein coding and non-coding sequences.

We can observe the differences in the results of ELM in Tables 2 and 3 , for these

two species. The accuracy of ELM for D.melanogaster is decreased, when dataset

size is increased and for H.sapiens accuracy is slightly increased, when dataset size

is increased. For these two species we can also see from Tables 2 and 3, the training

and testing time of ELM is relative to the size of the dataset.

Table 3 shows the results of SVM algorithm and ELM algorithm on five differ-

ent species. From the Table 3 we can see that the ELM algorithm performed better

than SVM in terms of accuracy, training and testing time. The accuracy of SVM

algorithm on H.sapiens is equal to ELM algorithm, for all remaining four organims

accuracy of ELM is better than SVM. For H.sapiens SVM took 38.11 s of training

time and 2.43 s, ELM took 5.72 s for training and 0.16 s for testing. ELM is 6 times

and 15 times faster than SVM in training and testing respectively. For all the species

ELM algorithm is faster than SVM algorithm in testing and training for promoter

prediction problem.

5 Conclusion

We applied Extreme learning machine (ELM) algorithm for promoter prediction

problem on eukaryotic and prokaryotic DNA sequences. Dinucleotide and CpG

island features are extracted from promoter and non-promoter sequences taken from

bench mark datasets. Sensitivity, specificity and accuracy of the ELM algorithm is

above 90 % for all the five species which we used in this paper. Performance of the

ELM algorithm is compared with the conventional feedforward backpropagation

algorithm and support vetor machines (SVM) algorithm. ELM performed equally

well when compared to BP algorithm in terms of accuracy. ELM algorithm per-

formed extremely better than BP algorithm in terms of training and testing time.

ELM is also superior than SVM algorithm in terms of accuracy, training time and

testing time for promoter recognition problem.
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A Hybrid Approach to the Maximum
Clique Problem in the Domain
of Information Management

Demidovskij Alexander, Babkin Eduard and Tatiana Babkina

Abstract In this paper we observe the opportunity to offer new methods of solving

NP-hard problems which frequently arise in the domain of information management,

including design of database structures and big data processing. In our research we

are focusing on the Maximum Clique Problem (MCP) and propose a new approach

to solving that problem. The approach combines the artificial neuro-network para-

digm and genetic programming. For boosting the convergence of the Hopfield Neural

Network (HNN) we propose the genetic algorithm as the selection mechanism for

terms of energy function. As a result, we demonstrate the proposed approach on

experimental graphs and formulate two hypotheses for further research.

Keywords Information management ⋅Maximum clique problem ⋅Hopfield neural

network ⋅ Genetic algorithm

1 Introduction

This paper is dedicated to the study of one of classical NP-hard problems, proposed

by Karp in 1972, which is the Maximum Clique Problem (MCP) [5, 6]. Special

emphasis should be laid on the variety of practical implications of the MCP to solv-

ing significant real-life problems in the domain of information management. In that

domain not only the problem of big data processing is actual, but also the problem of

engineering the structures and algorithms for comparison of large amounts of data.

In other words, the process of revealing common elements and general regularity in
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various objects of the environment becomes the serious task for modern researchers.

It is obvious that these computations are going to be more complex as data amount

is rocketing.

To begin with, we propose to consider the opportunity of application of the MCP

in issues connected with databases and, in particular, their design. There is no doubt

that any information obtained should be stored somewhere at least for reasons of

being available for further investigations. Due to the fact that amounts of informa-

tion are rocketing the problem of the proper design of the database appears to be

the crucial one in modern circumstances. On the other hand, besides the availabil-

ity, the other problem arises the problem of efficiency of the database structure e.g.

from the glance of convenient retrieving data or getting rid of extra dependencies and

duplication. These reasons make the problem of designing databases structure of the

great importance. Artifacts gained after experiments can vary in their content and

at the same time they can have very similar features. For instance, when analyzing

activities of sportsmen we know that all of them have the frequency of heart beat, fre-

quency of their breathing etc. However, for swimmers time would mean something

quite different from time of the runner. This brings to the idea of creating such rela-

tional databases that would recognize such similarities and differences of the given

data and store it according to these features.

In this field fundamental principles of MCP application were proposed by mul-

tiple researchers [2, 3, 13]. In particular, Beeri et al. [2] proposed the idea of using

maximum cliques to reveal common properties of the given data and this idea was

applied to the special class of database schemes, called acyclic. In their later research

Beeri et al. [3] developed some techniques of manipulating existing dependencies

and again, after casting the database scheme to the split-free normal form, it can be

referred to as the graph, where the clique denotes the combination of closely related

features to be joined for storing appropriate data. The amazing breakthrough is that

such a method can be already applied to relational (cyclic or acyclic) databases.

In order to emphasize the relevance of our research topic, in addition to the prob-

lems mentioned above we should draw attention to plenty of other tasks, which can

be easily interpreted in terms of the MCP, where entities denote vertices and edges

represent interactions between these entities. To be concise, such tasks are: finan-

cial analysis, diseases detection and classification, data mining, expert finding and

so on. This problem has various practical implications like template recognition,

computer vision, comparison of biological structures, producing of complex medica-

ments, revealing mutations in human genome etc.

From the very beginning, multiple attempts have been made to solve the MCP

problem by different methods. Some of them will be observed further in this paper as,

for instance, the modifications of the Branch-and-Bound algorithm [15, 18], which

uses special heuristics of graph colouring. The most important drawback of these

studies is the loss of universality because of focusing on several special types of

graphs even though these approaches over-perform more traditional and universal

solutions.

The general goal of our work is to elaborate the neuro-network approach to solving

the MCP in the arbitrary graph. After correct formulation of mathematical statement
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of the task neural networks are considered to be a universal tool, which has a great

potential from the point of application of parallel computing technologies. In present

time the neural network approach is often considered as the most efficient and win-

ning one both in case of speed and precision of results [11, 17, 19–21]. Despite

of that, a neural network is able to recognize even noisy data and provide correct

results. Moreover, it is essential to mention that neural networks are in most cases

resistant to failure. In particular, one of the most valuable features of the Hopfield

Neural Networks (HNN) [10] is a relatively simple parallelization, which reveals the

additional potential of the usage of the HNN.

In the current paper we propose the novel approach to solving the MCP. Lets

refer to this approach hereinafter to as the hybrid approach. It is based on two basic

milestones and combines the flexibility and ease of parallelization of the HNN and

the adoption ability of genetic algorithms. The proposed method provides the higher

speed of a neural network convergence and as a result it is expected to significantly

decrease time of solving the MCP on each instance of known graphs from the large

DIMACS
1

(Center for Discrete Mathematics and Theoretical Computer Science)

dataset. Therefore, our novel technique to solving the MCP should be considered as

the efficient and cost-effective tool.

This paper is organized as follows. In Sect. 2 the MCP is formulated and we

observe approaches which were already applied to maximum clique search, espe-

cially we focus on the structure of the HNN. Furthermore (in Sect. 3), we explain

the novel design of the HNN for this problem, which is based on the usage of the

genetic algorithm as the selection mechanism for coefficients of the energy function,

then we propose the general technique of solving the MCP on the sample graph,

and, finally, we describe the structure of the distributed framework which we use as

the experimental platform for validation of the proposed in this paper approach. In

Sect. 4 we demonstrate results of experiments on a low-dimensional graph from the

Second DIMACS dataset. The final analysis and conclusions are given in Sect. 5.

2 Background of the Study

First of all, several terms and definitions should be given for further formulating the

MCP.

Definition 1 (Graph) A graph G consists of the set of vertices V and the collection

(not only the set) of not ordered pairs of vertices, being referred to as edges. The

graph is denoted by G = (V, E).

Definition 2 (Complete graph) A complete graph Kn is the graph, which consists of

n vertices and for every pair of vertices exists the edge between them.

Definition 3 (Subgraph) A graph H = (W, F) is called a subgraph of G = (V, E) if

W is a subset of V, F is a subset of E.

1
http://dimacs.rutgers.edu/Challenges/.

http://dimacs.rutgers.edu/Challenges/
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Definition 4 (Clique) The clique in graph G is the complete subgraph of graph G.

Definition 5 (Adjacency matrix) An adjacency matrix of graph is the matrix Ann =
[aij], where the non diagonal element aij denotes the existence of the edge between

vertices i and j, the diagonal element aii denotes the existence of cycles in the vertice

i. The adjacency matrix of graph is symmetric: aij = aji for each i and j. The adja-

cency matrix in the simple graph is binary and every diagonal element is equal to 0.

For the complete graph Kn the diagonal element is equal to 1.

Definition 6 (Maximum clique) A maximum clique is the clique which size (the

number of vertices) is maximum.

Also let us introduce here some definitions required for basic understanding of

the proposed approach in the case of the genetic algorithm as the selection tool for

the coefficients of the terms of the energy function:

Definition 7 (Chromosome) Cromosome is the bit string which represents the indi-

vidual. It represents the genetic information.

Definition 8 (Individual) Individual is the entity, which stores the chromosome.

Definition 9 (Population) Population is number of individuals.

Definition 10 (Crossover) Crossover is the operation of creation of new individual

by mixing chromosomes of two individuals in the population.

Definition 11 (Mutation) Mutation is an operation of arbitrary changing the chro-

mosome of the single individual in the population.

Having defined these definitions it is now possible to represent the mathematical

formulation of the problem. The MCP is all about the search of the maximum clique

in the graph. Lets denote the size of the clique for graph G as w(G). Due to the fact

that we are looking for the maximum clique we have to maximize the number of

vertices in the clique. Mathematically it can be posed as follows (1):

max(
n∑
i=0

xi),

where xi + xj ≤ 1 ∀(i, j) ⊆ E
xi ⊆ {0, 1} i = 1, .., n

xi =

{
0, if vertice i is in clique

1, otherwise

(1)

Various attempts have been made to elaborate an efficient approach and apply it

to the MCP: enumeration algorithms, genetic algorithms, tabu-search, the branch-

and-bound algorithm etc. [5, 6, 18] In one of the recent studies ([15]) the MCP was
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applied to the analysis of large real-life networks for retrieving overlapping com-

munities. More importantly, not only was the community analysis approach pro-

posed, but also a rather competitive advanced Branch-and-Bound algorithm, where

the pruning routine was improved to make the algorithm be applicable to massive

graphs. The results were reported not only for standard DIMACS dataset, but also

for real-world graphs like those from the Stanford Large Network Dataset Collection.

Later, in this paper we will use these results as benchmark ones.

The special emphasis should be laid on the neuro-network paradigm due to the

opportunity of parallelization and learning (self-learning). As the MCP is the rather

complex problem it is especially crucial for the approach to be able to adapt to the

input data and produce qualitative results. First attempts to solve this problem using

neural networks are practically not comparable with modern studies due to the fact

that researches did not include experimental results in papers and reports. Thus, the

earliest approach, which already included results of experiments, was the research

of Lin and Lee [14], which used 0–1 formulation, as the basis for the heuristic that

they applied to the MCP. The second important contribution to the investigation of

this problem was made by Grossman [8], who proposed the discrete HNN with an

additional threshold parameter, which defined the degree of stability of the neural

network. For manipulation of that parameter it was proposed to use simulation

annealing. However, the reported results of experiments on DIMACS graph were

over-performed by more modern approaches.

The special attention should be paid to the approach, proposed by Jagota et al.

[11]. The new contemporary trend, proposed by these scientists, had immediate con-

sequences for the general direction of research. The idea is to decrease dynamics

stochastically as much as possible and combine it with mean field annealing imita-

tion. The core problem with this idea is lack of performance on small graphs when

comparing to simpler methods, but on high dimension graphs the algorithm out-

performed traditional approaches. More importantly, the subject inspired a lot of

substantive debate among professionals not only due to performance, but because

of non-optimal final solution as well. Jagota’ s research has called into question the

widespread trend to develop approaches to find the maximum clique, while it is even

more important to solve the generalized problem: finding the clique of a certain size.

The annealing imitation idea receives strong support as it provides an opportunity to

solve the general problem. Due to this fact the idea can be found in numerous publi-

cations dedicated to the hierarchical cluster division in pattern recognition operating

with the methods of the graph theory. Stochastic networks slightly overperform other

similar approaches in case of producing more precise results when applying simula-

tion annealing in the HNN for escaping from a local minimum. The similar approach

is used in Boltzmann machines [9]. However the process of modelling these networks

is the complex task even for low-dimensional problems.

Therefore, in the framework of current study we apply the deterministic HNN [10,

11, 19]. In 1982 Hopfield proved that such a network can be used for approximation

of optimization problems because the network converges to the state which denotes

the minimum of energy function if following conditions are satisfied: the weight
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matrix W should be symmetric (wij = wji) and the weight of self-connection of every

neuron should be equal to 0: wii = 0. The procedure of the neuron update can be

observed as the search of the minimum in the solution space of the energy function.

3 The Novel Design of the HNN Dynamics
for Solving the MCP

Due to the fact that the dynamics of the HNN is completely described by the energy

function, it is important to adopt the general energy function according to the specific

conditions of the MCP. The energy function consists of several summands which

are usually referred to as terms of the energy function. Traditionally, when being

applied to solving various problems, the HNN is working according to statically

chosen and once assigned coefficients of these terms. There is no doubt that these

coefficients define the dynamics of the HNN, which in other words means that they

have an impact on the speed of convergence of the neural network. That is why it is

important to choose their values according to each instance of problem to which the

HNN is applied in order to obtain best results. This brings to the lack of flexibility of

the proposed approaches and tools. In this paper we propose an innovative technique

of applying the genetic paradigm as the selection tool for coefficients of the energy

function. In other words we introduce a flexible mechanism of adopting the HNN

to every graph, in which we try to find the maximum clique. In the rest part of this

section we will examine the proposed genetic approach to solving the MCP.

To begin with, we have to formulate the energy function which fully describes the

dynamics of the HNN. The example of formulating the energy function can be found

in [19], however, we propose the novel energy function. To ensure that we are able

to solve the MCP with the HNN we need the energy function reflect the the MCP.

We have already formulated the MCP earlier (1) and we use it to build the respective

energy function (2):

− 1∕2 ∗ A ∗
N∑
i=1

N∑
j≠i

dijxixj + B ∗
N∑
i=1

xi, (2)

where the output of xj neuron i :

xj =
{
1, if neuron j is in maximum clique
0, otherwise (3)

dij =
{
1, if vertices i and j are connected with an edge
0, otherwize (4)
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A, B—constants. However, we should modify the energy function to the canoni-

cal energy function form of the HNN. For this reason we have modified the weight

assignment rule proposed in [20] as follows:

wij = dij(1 − 𝛿ij) (5)

hi = B (6)

𝛿ij =
{
1, if i is equal to j
0, otherwise (7)

Now the energy function has the canonical form: (3):

−1∕2 ∗ A ∗
N∑
i=1

N∑
j≠i

wijxixj +
N∑
i=1

hixi,

as for the activation function—we use the classical sigmoid function.

As we can can see in (3) it has two terms. So, we need to find optimal val-

ues of these two coefficients. In order to solve the problem of finding coefficients

it is exceedingly important to map it in terms of the genetic paradigm. Therefore,

we denote the set of coefficients as the chromosome of the size equals two. Next,

we should define the size of the population, the maximum number of generations

etc. Moreover, we should define if the crossover and mutation mechanism are used,

ranges of probabilities for entities to be involved in crossover or mutation. Finally,

the finishing condition should be defined as the number of generations, where the

minimum suitability remains stable. Having defined these parameters, we can pro-

ceed to the exact algorithm of finding optimal coefficients.

Firstly, we initialize the list of entities, according to the defined earlier rules and

generate the initial population. Secondly, we estimate the suitability of the initial

population and get that one with the highest estimation. After that we pass para-

meters obtained to the HNN, which cycles until it does not converge. If it does not

converge, then we define the suitability of the corresponding chromosome as the

worst one. After that, if there is no optimal solution in initial population, the proba-

bilities of entities to be involved in crossover and mutation are then estimated and,

according to these probabilities, we prepare and perform the crossover and muta-

tion algorithms. In particular, when applying crossover it is essential to make it only

for those entities, whose probabilities are from the corresponding range, discussed

earlier. Then, chromosomes, which passed this filtering, are translated to the Gray

code, grouped in pairs, each one split into two halves and, finally, they are joined

in such a way, that two halves of one chromosome can not organize the new entity.

After that, chromosomes are again translated back, checked for the uniqueness and

the suitability of every entity is estimated.

The second step is the mutation procedure. Here we use the random selection

mechanism for getting entities for mutation, then we apply the transformation of

chromosomes to the Gray code and randomly change bits of the chromosome code.
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Again, after finishing the procedure we check the uniqueness of the generated chro-

mosomes and calculate their suitability. Finally, all entities are combined, sorted by

their suitability and then the selection procedure is performed. As the stop condition

we observe the number of cycles of the genetic algorithm while which the minimum

suitability among all entities in population remains stable.

To provide deeper comprehension of this specific design of the HNN we introduce

the simple graph which is represented in Fig. 1. When speaking in terms of database

design, as we discussed it earlier in the Sect. 1, nodes can represent features that we

try to store in the database and the clique then represents that these features, which

respective nodes are in the clique, are close to each other and should be joined to

store appropriate data.

It is obvious that the maximum clique exists in this graph and it consists of vertices

{2, 3, 5}. As it was already mentioned above, while constructing the neural network

we map every edge in the neuron, where the weight between neurons denotes the

following: the weight of connection is stronger if and only if these two neurons will

be in the final solution. In terms of the HNN this means that the energy function

decreases when comparing with its current state.

Firstly, we compose the adjacency matrix of this graph (Table 1):

Fig. 1 A sample graph (the

maximum clique is {2,3,5})

Table 1 Adjacency matrix of the graph represented in Fig. 1

0 1 0 0 0 0

1 0 1 0 1 0

0 1 0 1 1 0

0 0 1 0 0 0

0 1 1 0 0 1

0 0 0 0 1 0
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Next, we make mapping from the 6-vertices graph to the HNN with one layer

(Fig. 2).

After the HNN converges we obtain the values at the axons of neurons, which cor-

respond to the output of the neural network. Then we apply the filter to this output

and get neurons which output value is extremely close to 1. Having mapped neurons

back to the graph structure, we get the resulting set of vertices which stands for the

maximum clique. For further investigation and study of the neuro-network approach

features in this paper we use the distributed framework described by Karpunina [1].

Besides the HNN the genetic algorithm was also implemented in this framework,

which we use in each iteration as the selection mechanism for terms of the energy

function. It was implemented in the C++ programming language in the Object-

Oriented paradigm. The general principle of the framework functioning is repre-

sented in Fig. 3:

In this distributed framework the MPI technology (Message Passing Interface)

[4] was used as the mechanism for mass parallelization, which enables us to make

computations easily distributed on several clusters, while not losing any computation

power and being very reliable. This framework, due to the flexible entity of the HNN,

can qualitatively solve the problem if it is formulated correctly. More importantly,

we can expect the boost up to 11 times [4] in computing the final solution when

comparing with the more traditional approach.

Fig. 2 General technique of solving the MCP on the example of small graph from Fig. 1
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Fig. 3 The structure of the

distributed framework

4 Experiments

In this section we introduce results of the preliminary analysis of the proposed

approach. The data consists of the general information about the analysed graph

and the values of the size of the clique and time spent when applying our innovative

technique.

These experiments we carried out on the Intel i5 vPro processor, 4GB CPU, host

OS—Windows OS.

Results obtained are demonstrated in Table 4, where:

|V|—number of vertices,

|E|—number of edges,

|W|—actual size of the clique,

|WHNN&GA|—size of the clique obtained by the proposed approach,

tHNN&GA—average time spent on obtaining the result using the proposed approach,

|WBnB[13]|—size of the clique obtained by the Branch-and-Bound algorithm [18]

tBnB[13]—average time spent on obtaining the result using the Branch-and-Bound

algorithm [18]

As we can see from the table we have used some graph instances from the

DIMACS benchmark dataset. It contains graphs of various density, size and struc-
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Table 2 Results obtained on the several graphs from the DIMACS dataset

Name |V| |E| |W| |WBnB[13]| tBnB[13] |WHNN&GA| tHNN&GA

C125.9 125 6963 34 34 no information 34 0.015

C250.9 250 27984 44 44 no information 44 0.02

C500.9 500 112332 57 57 no information 56 0.1

brock200_2 200 9876 13 13 0.016 13 0.05

brock200_4 200 13089 17 17 0.32 16 0.4

ture. Most of these graphs are divided into groups often referred to as families of

graphs, which represent real-life structures and systems. Although his dataset is not

the unique one and there are multiple sets of graphs, but historically DIMACS dataset

is used in most of papers and, therefore, we also reference to its graphs for bench-

marking our proposed solution (Table 2).

From the table we can see that the obtained results are optimal in most of cases,

which proves the validity of the proposed approach. However, there is a slight draw-

back in the size of the maximum clique obtained when comparing with the traditional

Branch-and-Bound algorithm [18]. This brings us to the conclusion that our algo-

rithm is rather precise because it produces near-optimal results. Therefore, the usage

of the rather computationally complicated state transition mechanism such as the

genetic algorithm is a rather efficient technique. Moreover, it is expected to provide

much better results on the graphs of the large density and dimension.

However, efficiency of the algorithm is determined not only by the precision of

results but also by the cost effectiveness, which means that the efficient approach is a

trade-off between the quality and speed of finding the solution. More importantly the

proposed approach should be compared to Branch-and-Bound approaches in terms of

costs and, in particular, in terms of computational time. To maintain the consistency

of the results reported we included information about computational time for one

of existing and well-known approaches observed before ([18]). As for the proposed

approach we should state that we have got quite similar results, which ensures that the

novel design of the dynamics of the HNN provides us with the competitive solution.

However, there is the drawback in the minor overhead which stays for the genetic

algorithm needs. In general, there is the opportunity of optimizing its primitives to

overcome this obstacle in time losses.

5 Conclusions and Directions for Further Research

To sum up, in the framework of this study the broad investigation of the MCP has

been conducted, which revealed the actuality of this problem for the modern methods

of information management (for example, design of complex data base structures).
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The special emphasis should be laid on the neuro-network approach and generic for-

mulations of the problem to allow solving this problem on the arbitrary graph. As

we have stated it at the beginning of this paper we refer to the novel proposed algo-

rithm as to the hybrid one. The nature of this algorithm combines two paradigms:

neural-networks and genetic algorithms, where each one serves the exact aim: basic

calculations were performed by the HNN and the selection mechanism of coefficients

of the energy function was implemented with the help of the genetic algorithm. The

former provides ease of implementation and parallelization while the second consid-

erably cuts the number of cycles of the HNN and improves the flexibility of solving

the MCP with the HNN.

In our particular research we offer a special selection mechanism for the coeffi-

cients of the energy function of the Hopfield Neural Network (HNN), which provides

the flexibility and universalism of the proposed solution. The novelty of our contri-

bution is the efficient combination of the genetic paradigm and the dynamics of the

HNN to solving the MCP. To prove the validity of the proposed approach we have

implemented it on the basis of the distributed neuro-network framework. Finally,

having used the software prototype we compared the quality of results with modi-

fications of another widely used approach - the Branch-and-Bound algorithm [15,

18]. Achieved results form a generic formal framework which may be specialized

for particular engineering problems of information management. Specification and

analysis of such particular cases are included to our research agenda.

Another valuable result of this paper is that we have identified key hypotheses

that can help to build a more powerful and competitive approach to the MCP. They

are the following:

1. the application of advanced heuristics can provide much better results. This

hypothesis is based on the fact that the HNN is very likely to locate the local

optimum instead of the global one, therefore the application of new heuristics

can produce better solutions;

2. the application of the distributed implementation of the proposed approach is

likely to provide significant speedups in solving the MCP;

Formulated above hypotheses can be considered as potential improvements to the

proposed approach and further experiments can prove its validity. These hypothe-

ses are expected to become crucial directions of the further research. In particular,

it would be logical to use the advanced distributed Tabu-Machine [1] that is also

implemented in the observed above framework. As we have seen in [15] massive

parallelization can considerably boost the algorithm and cut computation time.

Finally, we are convinced, that it is important to lay special emphasis on the appli-

cation of the MCP to the analysis of social networks. Due to the growing interest,

inherent complexity and noise in the analysis of social networks we consider that the

MCP approach can be efficiently applied to this task and it should be evaluated as

the considerably essential tool for such analysis.

More importantly, as millions of people are using Web as the collaboration and

work platform, it reveals great opportunities for collecting data about peoples prefer-

ences and interests. According to various parameters people can be divided into dif-
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ferent groups and subgroups, which are often referred to as user communities. Such a

division opens new perspectives for business because it enables precise targeting and

providing customer-oriented products and services. Such an attempt to reveal user

communities was proposed in [16]. The core idea proposed in this research is that it

is possible to build a weighted graph according to features specific for users. After

applying the threshold filter we get the unweighted graph, where all maximal cliques

are found. Not only shows it how people can be grouped, but also helps to obtain

some behavioral patterns. From the point of the social network analysis [12] such

revealed communities can describe the society analyzed in terms of speed of infor-

mation exchange, probability of appearance of conflicts and so on. For instance, all

these conclusions can be made on the basis of the level of overlapping of these com-

munities. One of considerable examples of analyzing real-life problems is [7], where

authors analyzed the social network Ipernity.com as the directed labeled graph.

For the problem of social networks analysis, we propose to imagine that the graph

we have analyzed (1) is the small network, for instance, it is the project group. As we

have already discussed, we can model such a network as the undirected graph and

try to find the maximum clique. Having obtained this clique we can easily detect the

core part of the project team, understand the way interactions are performed there

and, as a result, it can help the manager or the product owner to better organize the

work of this small community. This small and rather artificial example should be

considered as the example of application of the MCP to the real-world cases.
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An Integrated Network Behavior
and Policy Based Data Exfiltration
Detection Framework

R. Rajamenakshi and G. Padmavathi

Abstract There is a growing concern of exfiltration of sensitive data over the
network, with the attackers employing variety of new techniques over wired,
wireless networks, distributed platforms and handheld devices. This poses greater
challenge for researchers to devise effective detection and mitigation techniques to
thwart these attacks. This paper presents an integrated behavior and policy based
data-exfiltration detection framework for detecting data exfiltration in the network
environment. Firstly, we extend the existing taxonomy for data-exfiltration by
including distributed platforms and handheld devices. Secondly we propose an
integrated behavior and policy based data-exfiltration detection framework for
detecting data exfiltration in the network environment using multiple inputs per-
taining to hosts, network and known vulnerabilities. Finally, we present our anal-
ysis results that brings out the efficiency of our framework.

Keywords Data exfiltration detection framework ⋅ Behavior based model ⋅
Policy based model ⋅ Data leakage

1 Introduction

Recent day cyber-attacks are well-crafted and pose a challenge to both the research
and the user community. Incidents related to system exploitation and sensitive
information leakage are on the rise. It is possible to exfiltrate sensitive data by using
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a compromised host that a malicious role within the network. Wilson et al. [1]
presents that 20 % of data exfiltration attacks in 2010 are due to malicious insider
activities. Kwang [2] discusses briefly the short and long term impact of the cyber
threats. The network anomalies are results of (1) malicious activities such as port
scanning, DDoS, prefix hijacking etc. and (2) from misconfigurations such as link
failures, routing problems.

Most of the organizations take proactive measures to guard their network and
hosts by deploying security solutions that would prevent the network being com-
promised by attackers. Perimeter security solutions like IDS, IPS, firewalls and
UTMs are capable of handling the attacks that emanating from outside the network
and guard the network from the outside world. Host based security solutions such as
anti-virus and anti-malware solutions are designed to protect the hosts from virus
and malware and these solutions can only detect the known attacks. It is necessary
to note that without the knowledge of the internal network, policies, data storage
and access mechanisms, it is impossible to exfiltrate sensitive data. Modern day
attacks are capable of taking control of the network by installing root kits, botnets
without leaving any traces.

Most of these exfiltration (1) can emanate from a compromised host in a given
network or (2) can be done by an insider for many reasons. Key concerns of these
types are (1) Majority of the attacks goes unnoticed until it is detected by someone
at the time of audit. (2) It is difficult to measure the loss and the impact is huge.
(3) From the business perspective, this leads to long term impact and loss of
reputation and business. (4) With the increase in the number of Advanced Persistent
Threats (APTs) the entire network may be eventually be comprised to the attackers
and it may become susceptible to launch other attacks.

These types of attacks pose the following concerns: (1) Majority of the attacks
goes unnoticed until it is detected by someone at the time of audit. (2) It is difficult
to measure the loss and the impact is huge. (3) From the business perspective, this
leads to long term impact and loss of reputation and business. (4) With the increase
in the number of Advanced Persistent Threats (APT) the entire network may be
eventually be comprised to the attackers and it may become susceptible to launch
other attacks.

1.1 Data Exfiltration Taxonomy

Stolfo et al. [3] and Fung [4] presents a detailed survey of insider attacks, detection
techniques and future research direction towards detection and prevention of the
same. Annarita [5] derived the data exfiltration taxonomy that was broadly clas-
sified into network, physical and cognitive. Here the network based data exfiltration
includes covert channel and protocol exploits and the exploits using various tools
and applications. Given the current day situation, there are exploits in the cloud
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platforms, wireless and mobile communication networks, handheld devices. Fig-
ure 1 presents a data exfiltration taxonomy that includes distributed platforms and
handheld devices to the taxonomy. Here the network exploits includes both wired
and the wireless networks. Cognitive techniques includes shoulder surfing and other
social engineering techniques.

Table 1 presents data exfiltration exploits under different category. Examples of
common insider attacks are exploits, privilege escalation and DNS Poisoning etc.,
There are different protocol exploits through which covert channel exists. They are
broadly classified as storage and timing based channels. Attacker apply precursor
techniques such as rootkits, botnets, spyware, covert channels, phishing, pharming
etc., to stage data exfiltration attacks later.

Fig. 1 Data exfiltration taxonomy

Table 1 Data exfiltration exploits

Type Exploits Attacks

Network (includes both
wired and wireless
networks)

Protocol Different protocol based such as HTTP, TCP/IP.
FTP, SMTP, SSH, ICMP, VoIP, RTP are
exploited, DNS poisoning

Covert
channels

Timing and storage channels, side channels etc.

Tools and
applications

Malwares, spyware, rootkits, botnets, phishing
and pharming

Distributed platforms CPU load based, cache based and shared memory based exploits
Physical CD/DVD, USB and disks, digital media players

An Integrated Network Behavior and Policy … 339



Hence, we need a solution that detects data exfiltration in real time by moni-
toring the traffic, both network and the internal communications of the host. Though
there are techniques that are behavior based they are not specific enough to detect
data exfiltration.

This paper focuses on the data exfiltration happening through wired network as a
medium. This paper is organized as follows. Section 2 presents the related work,
challenges and gaps. Section 3 presents our proposed integrated data exfiltration
framework. Section 4 presents experiments, analysis and results and Sect. 5 pre-
sents the conclusion and future work.

2 Related Work

Kweang [2] presents a complete coverage of the emerging cyber-attacks using
malicious malwares, mobile malware signatures, smart devices, ATM and Point of
sales, Phishing attacks. Areej [6] discusses the threat posed by botnets in data
stealing and presented the statistics of the recent times. Garfinkel [7] discusses the
information leakage over PDF. Bertino [8] explains four distinct dimensions that
leads to data exfiltration in DBMS and this can be generalized. Cabuk et al. [9]
presents the design and implementation of covert timing channels. Covert channels
are between processes in the native network and between two virtual machines in a
virtualized environment. Hypervisors are used to isolate the virtual machines run-
ning on shared hardware. Covert channels exploit the isolation to exfiltrate data as it
is difficult to achieve perfect isolation. Ristenpart et al. [10] has demonstrated L2
cache channel in Amazon EC2. Percival [11, 12] demonstrated inter-process high
bandwidth covert channels using L1 and L2 caches. Lee [13] proved that cross VM
covert channels are due to the improper isolation in virtualization.

Over the years different frameworks, techniques have evolved that is capable of
detecting data exfiltration. Each of these methods cater to a specific type of attack.
Puneet [14] presents a detection framework that actively monitors the key param-
eters across the layers from hardware to the application. Shu [15] applies fuzzy
fingerprint detection approach to detect accidental data leaks due to human error
and application flaws. Won [16] presents a hybrid approach that combines signature
matching and session behavior mapping for identifying application traffic. Wilson
et al. [1] presents an access control approach for detecting the data exfiltration over
physical media by monitoring files and processes and recording file
access/transfer/modification by the host. Jung et al. [17] has architected a 3 level
document control system for monitoring information leakage by insiders in the
defense environment based on a document access control list (DACLs) mapping
between the role and the user. But this model is incapable of identifying exfiltration
happening by impersonating (masquerading) user access.

Liu et al. [18] presents SIDD framework that combines statistical and signal
processing techniques over network flow data for detecting data exfiltration over the
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network. Areef [6] presents analysis and detection of data exfiltration over malware
using a classifier algorithm base on entropy and Byte frequency distribution.
Ramachandran [19] presents a behavior based model for detecting data exfiltration.
Lavine [20] used honey pots to detect exploited systems in a network.

The main challenge in detecting data exfiltration attacks is the adversarial
behavior attempts are made to mask patterns to make them appear normal to avoid
detection. Network intrusion detection falls into two categories vise signature based
and anomaly based approaches. Signature based approaches caters well to the needs
of known attacks and they use pattern matching techniques to match from the
pre-stored signatures. Researchers try out good number of approaches based on
statistics, machine learning, and computational intelligence technique to detect
intrusions. Figure 2 presents an overall view of the anomaly based intrusion
detection approaches. These techniques have been applied on a variety of data such
a network flow, data payload etc. to detect the network intrusions.

Thottan et al. [21] presents a detailed coverage and analysis of network anomaly
based detection approaches. Hyunchul [22] classified the internet traffic based on
the host-behavior based and the flow-feature based that avoided payload inspection.
Elias [23] applies heuristics techniques for analyzing false positives alarms from
IDS alerts, threat reports, host logging scans, vulnerability reports and search
engine queries. Shahreza et al. [24] discusses an anomaly detection approach using
Self organizing maps and particle swarm optimization. Hosts are vulnerable to
threats application bugs, misconfigurations, missing patches, open ports, rootkits,

Fig. 2 Anomaly detection approaches
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malware etc. Vulnerable hosts poses threat to the entire network. Subramanian [25]
presents a threat aware network architecture that assigns a vulnerability threat score.
[26–28] applied classification and correlation techniques for identifying IRC bot-
nets. [29, 30] presents botnet detection using DNS traffic similarity. However, they
are not designed to detect data exfiltration happening from the host.

2.1 Challenges and Gaps

The data exfiltration attacks exploit the loopholes in the protocols and exhibit the
properties of the legitimate traffic that makes it difficult to distinguish between the
legitimate and illegitimate traffic. Since the data exfiltration attacks emanate from
hosts, it becomes necessary to monitor and profile the behavior of the host.

Present-day signature, policy and behavior based approaches are limited by their
capabilities to detect specific insider attack such as data exfiltration, APTs and Zero
day attacks. It is essential to devise a specific behavior based model for detecting
data-exfiltration over the network. There is a need for a comprehensive solution that
is capable of handling all types of attacks by understanding the network attacks as a
whole and address the problem.

3 Integrated Data Exfiltration Detection Framework

The proposed integrated data exfiltration detection framework combines the
strengths of both behavior based anomaly detection model and policy based
approaches to detect data exfiltration from the host as shown in Fig. 3. It consists of
three layers as (a) Data collection and preprocessing Layer, (b) Integrated data
exfiltration detection engine and (c) the presentation layer. Each of these layers
further consists of different components.

The data collection is the first step in data analysis. The data collection sensors
are deployed at every host. These profilers, profile the host at different levels and
collected data. Here the data is collected using the host, network and the vulner-
ability profilers. The captured data is then cleaned, preprocessed and then fed into
the integrated framework detection engine. The detection engine consists of a set of
models that can be applied on the data based on the requirement and preference.
The proposed framework comprises of policy based analyzer, network behavior
based model, vulnerability analyzer and the event correlator.

Different anomaly detection models are applied to the data. This framework is
made flexible so as to accommodate new models and comparison be made against
the existing models. Policy based analyzer checks and handles the violations
against the thresholds that are set based on the user’s behavior and the threat.
System policies and thresholds can be changed by the user at any time. The engine
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then performs the collective analysis by event correlating the anomalies from
individual components. The alerts are then generated. The same is stored for future
references and reporting. The users and system administrators can then view the
alerts and the threats using the dashboards. Each of these layers are discussed in
detail in the following sections.

3.1 Data Profilers

The data profilers are intended to capture the behavior of the hosts in whole from
multiple dimensions that represent the state of the system at given any moment of
time. The profilers profile the host at equal interval of time depending on the
requirement. The data profiler layer consists of the following components (a) Host
Profiler, (b) Network traffic Profiler and (c) Vulnerability profiler.

Host profiler captures the system resources utilization and system logs that
includes file system logs and the kernel logs. File system logs captures the unau-
thorized login and the file movements including external devices. Network profilers
capture the network statistics (SIP, DIP, SP, DP and Protocol) along with other

Fig. 3 Data exfiltration detection framework
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parameters such as incoming and outgoing bytes and packets, control packets etc.
Network traffic statistics and the system resource utilization are collected using
SNMP MIBs. Vulnerability profilers collect vulnerable applications, processes and
open ports running in the host. Table 2 presents the details of the data collected by
each of these profilers.

The host is profiled for the interval specified (say every 1 s) and the values are
aggregated by the preprocessor for further processing. The main intent is to capture
every change in the host in terms of its behavior and the state of the system in terms
of storage and memory. The preprocessed data is then fed into the detection engine
for further processing.

3.2 Integrated Data Exfiltration Detection Engine

This engine is the heart of this system. It comprises of the following components
(1) Network anomaly Analyzer (2) Policy based Analyzer, (3) Vulnerability ana-
lyzer, and (4) an Event correlator. This engine analyses the anomalies from indi-
vidual component at a given time and decides whether any exfiltration has actually
happened. It is important to note that all of these components here are based on the
behavior of the host under study.

From the past research, it is clear that data leakage attacks emanate from hosts. It
is necessary to understand the normal behavior of the host. Behavior based anomaly
detection models compares the current behavior of the host with the normal
behavior and alerts the deviations if any in behavior. Behavior based anomaly
detection is divided into two phases viz., the training or the learning phase and the
actual detection phase. Initially the data is collected and trained for a specific time
period. It is assumed that the training data actually captured reflect user’s behavior.
During the detection phase, the detection engine compares the current behavior
with the normal behavior and generated alerts. Figure 4 presents the representation
of the same.

Table 2 Data profilers and feature extraction

Profiler Features profiled

Host profiler System resources (CPU, memory and disk utilization)
System logs (file systems, kernel logs)
File and disk utilization statistics, device monitoring and tracing, user logs

Network traffic
profiler

Incoming and outgoing packet bytes
Control packets associated with teh host IP and MAC

Vulnerability
profiler

Threats and vulnerabilities of the host, severity of the threats and the
details of the open ports et as obtained using vulnerability scanners
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3.3 Network Anomaly Analyzer

Data Exfiltration takes place to and from hosts in the network. Considerable amount
of system parameters are utilized when the data exfiltration is actually happening.
Network anomaly combines the system and the network parameters to analyze if
there is any anomaly. System and the Network parameters are captured using
SNMP MIBs. The normal behavior of the host is obtained during the training phase.
During the detection phase, the values obtained in training and the detection phases
are compared for any deviation and to assert the anomalies. Different models can be
applied at this point depending on the choice of the user. Here we tried two different
algorithms namely the kernel density estimation technique and nearest neighbor-
hood model.

The kernel density model was constructed as follows with the assumption that
there are m hosts in a given network N. Let H = {h1,h2,h3….hm} be the set of hosts
with the learning period L and the profile period P. Let X = {x1,x2…xn} be the set
of feature parameters that are profiled corresponding to the list (CPU utilization,
memory utilization, source address, destination address, source port, destination
port, incoming bytes, incoming packets, outgoing bytes and outgoing packets) of
values.

Let Xt = {xt1,xt2,xt3,…xtn) be the set of values profiles at any time t for any host
hi ∀ i = 1 to m. For any given Xt Kernel density estimation for each of the
parameter in Xt values are computed using the Eqs. (2) and (5). We compute the

Fig. 4 Behavior based
anomaly detection
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kernel density estimators at some time interval I (say every 2–3 min). The values
are then stored along with the given time interval

f ðxÞ= 1
n
∑
n

i=1
wðx− xi, hÞ ð1Þ

where w(t, h) as defined by Gaussian Weighing function in Eq. (5)

wðt, hÞ= 1ffiffiffiffiffi
2π

p
.h
e− t2 2̸h2 ð2Þ

In the detection phase, we again apply the same process as in the learning phase
to compute the KDE values of all the hosts for the identified parameters for the
interval I. Now the KDE values obtained in learning (A) and detection phase
(B) compared using Karl Pearson’s Correlation coefficient (r) for every parameter in
X using the formula in Eq. 3.

r=
∑n

i=1ðXi −X ̄ÞðYi −Y ̄Þ
n− 1ð Þσxσy ð3Þ

In the similar fashion, alternate models can be used in place of kernel density
estimation and evaluated. In case of a new model, there is a need to generate a new
set of normal behavior model if so required. We also devised nearest neighborhood
model that compares the computed averages of xi’s in a moving window of time.

The outcomes from the model from both the training and the detection phase are
compared using Karl Pearson’s Correlation coefficient. As per the established
theory, correlation coefficient shall lie between −1 and 1. Since all the values that
are obtained are positive the range is between 0 and 1. If the values are closer to 1
then it implies that they establish a stronger relationship between the variables. If
the value of r is close to 0 then it exhibits a weak relation or no correlation at all.
This indicates that there is a disagreement between the learning and the current
value, hence an anomaly. Here we define that if correlation value between KDEs of
any parameter lie in the range 0.5 and 1, then it is an acceptable behavior. If the
values fall in the range of 0–0.5 then this implies anomaly.

This way, we compute the correlation co-efficient for all the parameters. If we
identify anomalies with respect to say one system based parameter like CPU uti-
lization then we see if there exists anomalies identified based on other network
parameters such as outgoing packets. Indeed if we find such cases then it signifies
data-exfiltration. As mentioned earlier data-exfiltration anomalies are specific
events on anomalous events which can be detected by considering both system and
network parameters together.

If the result exhibits a weak correlation between the learnt and current phase for
a given parameter, we term them as anomaly, otherwise the traffic is normal.
Further, to confirm data exfiltration anomaly, we look into other parameters for
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similar deviations during the same interval. For example, if we detect anomalies in
CPU utilization, then we see if the correlation of outgoing traffic KDE values is also
anomalous during same time period. If that is true then we conclude that these
anomalies reveal the data-exfiltration attack.

We categorize the anomalies based on the parameters taken into consideration
for correlation. We group the anomalies as (i) infiltration, when the incoming traffic
parameters are correlated with the system utilization (ii) exfiltration, when we
correlate the outgoing traffic with the system utilization.

3.4 Policy Based Analyzer

Policy based analyzer computes the threshold values for file transfers, disk uti-
lization, number of unsuccessful logins, using external devices etc. These values are
set based on the threat scores of the host. Higher the risk of the host, lower
threshold limits are set. The system and the kernel logs are analyzed for computing
the unsuccessful logins, file transfer details along with the details of the files. This
also captures the applications and the process that are run at a specific time. It also
alerts the increase or decrease in disk utilization beyond the threshold values.
Table 3 presents the sample policies on which the thresholds are set. These policies
can be set either for individual hosts or for a group of hosts.

3.5 Vulnerability Analyzer

Vulnerability analyzer analyses the threats and the vulnerabilities present in the
hosts. The threats vary between highly secured systems to the highly vulnerable
systems. The threat scores can be assigned to the threats based on the nature of the

Table 3 Sample policies and descriptions

Policies Description

DISK_SPACE_INCR_PERCENT Alerts if the % disk space utilization increases beyond
this value in proportion to the actual disk size

FAILED_LOGIN_ATTEMPT Alerts if wrong password entered for this much times in a
day

DISK_SPACE_RED_PERCENT Alerts if the utilized disk space decreases more than this
value of total disk size (in %)

SYS_REBOOT_COUNT Alerts if the system rebooted more than this much times
in a day

FAILURE_REMOTE_LOGIN Alerts if the wrong password entered for this much times
for accessing system remotely

KERNEL_VERSION Alerts kernel version older than this version
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threat. There are tools that perform vulnerability scans over the network and gen-
erate vulnerability reports for each scans. The values are then used for comparison.
Comparison of each scan can be computed to evaluate the change in the threat state
of the host.

3.6 Event Correlator

The event correlator correlates the anomalous events from one or more components.
Depending on the threat score of the host, it correlates the anomalies and classify
the same as anomalous or not. If either of the anomaly detection has an anomaly at
the same time then it generates an alert classifies that as an anomaly. Table 4 shows
sample classification for few combinations.

4 Experiments and Analysis

The data from a real time network consisting of 10 machines were collected and
analyzed. Vulnerability scans were done on a daily basis that presents the vulner-
ability and threat score of the hosts. The hosts were trained for a period of a 7 days
and further averaged to get the normal profile of the host. It is assumed these hosts
were free from attacks during the training period. At the end of the training phase,
respective behavior are stored. This profile include system and the network
parameters. Based on the vulnerability and the threat score that were obtained, the
policies were decided (Table 5).

For a highly secure host, change in the threshold values were set at 10 % which
would allow change up to 10 % for file transfer and disk utilization. For a medium
and highly vulnerable hosts, the threshold values were set at 7 and 4 % respectively.
The data exfiltration attacks such as DNS attacks, DOS attacks, SYN flooding and
Port scanning were performed. The results of the network analyzer for kernel
density estimation and the nearest neighborhood techniques were compared
(Table 6).

Table 4 Event correlation classification chart

Policy based analyzer Network analyzer Vulnerability threat score Class

Yes Yes High Yes
Yes No High Yes
Yes No Low Yes
No Yes Low No
No No No No
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5 Conclusion

To conclude, our integrated framework for detecting data exfiltration based on host
behavior, captures the behavior of the host with respect to the system and the
network utilization. Also it captures every activity of the user with respective to file
systems, captures the activities of the host with external devices. Based on our
experiments, it was able to capture the file transfer happening from the host at
relative medium and big files. Also we were able to capture the DDoS, port
scanning attacks etc. accurately. However, we have to refine our model that is
capable of detecting slow scan attacks and covert channels. Further we would like
to extend this model to capture the covert channel attacks.
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Web Usages Mining in Automatic
Detection of Learning Style
in Personalized e-Learning System

Soni Sweta and Kanhaiya Lal

Abstract The e-learning system generates huge amount of data which contain
hidden and valuable information and they are required to be explored for useful
knowledge for decision making. Learner’s activity related data and all behavioral
vis-a-vis navigational data are stored in the log files. Extracting knowledgeable
information from these data by using Web Usage Mining technique is a very
challenging and difficult task. Basically, there are three steps of Web Usage Mining
i.e. preprocessing, pattern discovery and pattern analysis. This paper proposes a
Dynamic Dependency Adaptive Model (DDAM) based on Bayesian Network. This
model mines learner’s navigational accesses data and finds learner’s behavioral
patterns which individualize each learner and provide personalized learning path to
them according to their learning styles in the learning process. Result shows that
learners effectively and efficiently access relevant information according to their
learning style which is useful in enhancing their learning process. This model is
learner centric but it also discovers patterns for decision making process for aca-
demicians and people at top management.

Keywords Adaptive learning ⋅ Web usages mining ⋅ Bayesian network ⋅
Learning process ⋅ Personalized learning

1 Introduction

The term ‘‘learning styles’’ refers to the concept that individual differs in context of
how they process information [1] and students’ preferred ways to learn [2]. There
are many learning style models described in literature [3–6], which show that every
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individual prefers to learn in different learning style. According to above theories,
Adaptive e-learning system can also strengthen above concept so that incorporating
student learning style definitely enhances the learning process of learner. System
that incorporate learning style can provide suggestion to students as well as
instructor to optimize students’ learning path. This automatic detection system also
overcome the drawbacks of the traditional detection method in e-learning system
which is mainly based on questionnaire. In this paper, authors describe how
learning process influenced by learning styles and which parameters affect to
evaluate personalized learning path according to individual learning style because
preferred mode of input varies from individual to individual. Rest of the paper is
divided into four sections. Second section describes background and all related
work done so far in this domain. Third section explains the concept of proposed
model. Fourth section is an experimental section which gives the results and related
discussion. Last section concludes the whole work and gives the future aspects.

2 Background and Related Works

2.1 Background

Adaptive personalized e-learning is able to support different learning paths and
contents according to learner’s preferences so that it suits and fits into every
individual learner’s diverse needs and backgrounds [7, 8]. Many literature surveys
showed that many work in domain of e-commerce have been done, but not much
work done in e-learning domain. As advancement in technology and development
of new tools, the concept of e-learning is highly demanded in view of how to know
our students preferences and enhancing their learning processes. It is a challenging
task in recent era. In traditional e-learning system, only few experts’ opinions were
responsible to provide learning paths and content in adaptive learning system so it
was teacher centric. But here we have tried to provide learner centric adaptive
system which enable to support learners with more self-control and efficient
learning in the given e-learning environment. In context of adaptive e-learning
system, Web Usages Mining is the application area of data mining techniques
through which it discovers patterns from web data, targeted towards various
applications of e-learning system. Figure 1 given below shows the different
application of Web Usages Mining.

Web Usages Mining consists of mainly three components, preprocessing, and
pattern discovery and pattern evaluation. This is show in flowchart given in Fig. 2.

There are many data mining techniques used in different processes of Web
Usages Mining for example statistical analysis, association rule, clustering, clas-
sifications, sequential patterns and dependency model are used in pattern discovery.
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Fig. 1 Web usage mining application areas

Fig. 2 Web usages mining process
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2.2 Related Works

LS-AEHS is an adaptive e-learning system which incorporates learning style and
show the effect of learning achievements of learners after adapting matching
learning materials according to their learning style [9]. Increasing the effectiveness
and efficiency of learning courses and learners’ satisfaction by adapting to prior
knowledge is an important approach [10, 11].

The Web Watcher [12], Site Helper [13], Krishnapuram [14], and clustering
work by Mobasher et al. [15] and Yan et al. [16], all they have focused on providing
Web Site personalization based on web usage mining. Yan et al. [16] used web
server log data. They found and analyzed clusters of users having similar access
patterns. Web Usage Mining [17, 18] is tool in the Internet community where data
form online web is converted into meaningful knowledgeable utilities. There are
many data mining techniques have been used to represent student models, such as
rules [19], fuzzy logic [20], and case-based reasoning [21].

3 Proposed Approach for Detecting Learning Style

In the following subsections, about learning style, features of the patterns of nav-
igational access behavioral data relevant to learning style and implementation
details are presented.

3.1 Learning Style

Learning Style (LS) of a learner is a way how a learner collects, processes and
organizes information [22]. This paper is based on Felder-Silverman learning style
model. According to FSLSM, each learner has a preferred mode of learning style
measured in four dimensions (active/reflective, sensing/intuitive, visual/verbal,
sequential/global) [1, 5, 23]. The concept for providing adaptivity based on learning
styles aims to enable LMSs to automatically generate personalized learning path
according to the learner’s learning style.

3.2 Relevant Features of Behavior Pattern

There are many parameters or variables values generated by user navigational
pattern stored in log file on server. We only analyses those variables which directly
or indirectly relevant and correlated with corresponding learning style of FSLS.
These variable are described in Table 1.
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The threshold values for all given parameters are set according to the literature
[24, 25] and by using some statistical functions. Prefix used before the variables
name i.e. t, and freq, are used for time and frequency.

3.3 Implementation

Implementation of this approach basically uses multiple resources because not only
one resource has all features, which gives the best result. Moodle is one of the best
open source software for providing to create powerful, flexible and engaging online
courses and experiences in learning management system [26, 27]. The data gathered
by Moodle LMS may require less amount of work in data pre-processing than data
collected by other systems because it stored all the relevant and authenticate web
usages data in database as well as in log file. Weka [28, 29] is open source software
that provides a collection of machine learning and data mining algorithms.
Now DDAM model is formed based on Bayesian Network with the help of WEKA
tool. Weka supports ARFF file format which gives the additional benefit for using
Moodle platform.

A Bayesian Network (BN) is based on Bays theorem which gives the formula of
calculating conditional probability and is composed of two components: qualitative
for defining structure and quantitative part for quantify the network [30]. This
Bayesian network gives the conditional probabilities of all dependent variables
which represent the strength of the dependencies among nodes represented by
variables used to find the corresponding learning characteristics for a particular
learning style. Moodle does not have any visualization tool. Therefore, in this paper
Gismo tool [31] used for visualization. Weka, Moodle and Gismos all three have
many common features like they support ARFF file format, may be implemented in
Java and they can work on same dataset. So, these are the main reasons of using
WEKA, Moodle and Gismo tools in combination.

Table 1 Relevant variables for each corresponding learning style dimension of FSLSM

Processing
dimension
(active/reflective)

Input dimension
(verbal/visual)

Organization dimension
(global/sequential)

Perception
dimension
(sensory/intuitive)

freq_Lo time_Lo t_overview t_abstract
time_Lo ques_graphic freq_overview t_illustration
type_Lo ques_text ques_detail h_abstract
attamp_example chat_part ques_overview h_concrete
t_example t_chat ques_interpret t_lab
quiz_results n_revision ques_develop h_lab
chat_part navigation_skip
t_chat navigation_overview
freq_assign t_navigation_overview_
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3.4 Dynamic Dependency Adaptive Model (DDAM)

Generally learners were not very attentive and responsive about to fill ILS ques-
tionnaire due to many reasons. They may be influenced by others which can lead to
wrong information about their learning style [32]. Our proposed approach based on
[33, 34] is that the users’ preferences can change due to many reasons. Factors that
affects are the type and quality of the learning objects of the course.. Therefore, the
dynamic user modeling based on students’ behaviors in a course level or in a
session level is strongly recommended.

Here, we only consider four dimensions of FSLS and eliminate organizational
dimension because it is proved that induction is the natural human learning style.
Experiments have also proved that most engineering students are inductive learners
[1]. According to this, we collect all the relevant variables described above in
Table 1 from LMS and set its threshold values in form of marginal probability
distributions according to literature [24, 25]. By calculating the conditional prob-
abilities of nodes which represent variables corresponding to the characteristics of
particular learning style in reference to FSLS learning dimensions, Bayesian net-
work is formed which shows the relationship among random variables. Arch pro-
vides the strength of relation among variables. Similarly based on this conditional
probability distribution of parameters, we form all Bayesian Networks of all the
four dimensions using relevant parameters which is shows in Fig. 3. For example
for deciding input dimension, we set typ_Lo, t_t_Lo, no_visit_Lo and its threshold
value as deciding factor. For example threshold values for chat, data access pattern
and exam are given in Tables 2, 3, and 4.

Fig. 3 Bayesian network
model for learning style

Table 2 Chat probability
threshold value

Chat Probability

Participation 0.05
Listen 0.03
Not participation 0.00
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4 Experiment and Result

Using our GyanDarshan e-learning Tutorial made-up on Moodle platform, it is
shown in Figs. 4 and 5, 40 participants logging data who are registered in a course
C++, used for experiment purpose. Now with the help of WEKA software applied
with DDAM classifier which analyses the patterns and automatically detects
learning.styles. The relevant variables are based on many activities data associated
with topics of a course and of a particular session shown in Table 1. This also gives
the learner’s navigational access and behavioral data. Gismo provides visualization

Table 3 Data access
probability threshold value

Data access pattern Probability

Sequential 1.0
Global 0.03

Table 4 Exam result
probability threshold value

Exam Probability

High 0.07
Medium 0.03
Low 0.0

Fig. 4 Dashboard admin VIEW
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tool for generating graphical representations that explores various learning aspects
of students. It also shows the performance graph neatly.

Pre test and post test results show that if personalized learning path according to
learners learning style is provided, they perform well in terms of their grade, time
taken to acquire knowledge, understand learning process high precision value and
get full satisfaction (Figs. 6, 7, and 8).

Fig. 5 Course content topic wise with various activities

Fig. 6 CPT values of all learning dimension
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5 Conclusion and Future Works

This paper presents an approach to develop Dynamic Dependency Adaptive Model
(DDAM) to integrate learning styles into Adaptive e-learning system to assess the
effect of adapting educational system individualized to the student’s learning style
and learning path. It evaluates its effectiveness in the learning process. This system
is a learner centric instead of teacher centric which could increase the students’
autonomy. We are working on to obtain complete learner’s information’s and
applying in descriptive data mining algorithms to obtain other hidden information
of users so that students will get a personalized environment in near future. This
model is based on the Felder Silverman learning theories but in future we will also
explore other learning theories which may give other hidden and similar results
which increases and strengthens of our research work and future prospects.
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