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Abstract. Smart grid is one of the most important area for big data
applications, while the cloud-based platform is believed to be the
deserved paradigm to conduct smart grid big data processing. Hence,
elastic resource reconfiguration is a critical issue for smart grid big data
application, since the widespread of data sources make the workload
changing frequently. In this paper, we focus on the problem of context-
aware QoS assurance for electric power application via elastic cloud
resource reconfiguration, especially using the VM migration method. We
present a framework of dynamical resource reconfiguration that charac-
terize the major components needed for the QoS assurance during elastic
resource reconfiguration. We take VM migration as the special concern,
and discuss the major issues during VM migration procedure, and pro-
pose a VM migration mechanism for QoS assurance for application.
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1 Introduction

Smart grid, which includes various computing technology, communication tech-
nology, and auto-control technology, is the future of electricity power industry
[3,5]. Also, smart grid is one of the most important potential area for big data
applications, since the widespread of electric power data and deployment of
advanced sensing devices. It is believed that big data technology will be a pow-
erful driving force for smart grid, and the cloud system becomes the deserved
platform to conduct data analysis for smart grid big data [1,11].

Because of the decentrality of electric power facilities, the geo-distributed
cloud data centers are necessary to deploy electrical applications, which is more
than electric power data processing. Other electrical applications include collec-
tion information system, wide-area measurement system, all kinds of manage-
ment system [13], scheduling system [7], and so on. In the virtualization-based
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cloud system, physical machine (PM) is partitioned into multiple logically iso-
lation virtual machines (VMs), and VM is the basic unit for resource allocation
and resource sharing, and a set of VMs cooperate to conduct the application
tasks. Hence, all kinds of electrical applications (or services) are deployed on
VMs. Figure 1 shows the architecture of service provision with cloud infrastruc-
ture. The cloud data center provides computational resource and storage for
the VMs, and the resources are eventually utilized by applications for service
provision. Users can access the service from anywhere as long as the Internet is
accessible.

Fig. 1. The Architecture of service provision

For each application or service, there should be an SLA (Service Level Agree-
ment) between cloud platform and application, which points out the QoS (Qual-
ity of Service) demands for each VM or service. Therefore, to guarantee the
QoS of application, sufficient cloud resources should be allocated to the relevant
VMs. However, application is evolving all the time and its resource requirement
is changing caused by the variation of user demands (workload). The VM that
host the application should adaptively update the occupied resource to synchro-
nize the workload. Hence, it is necessary for the cloud data center to carry out
dynamical resource reconfiguration for the VMs to ensure QoS.

It is an important but complex issue to reschedule the resources dynamically
in cloud data centers. VM migration is an effective approach to achieve quickly
resource reconfiguration for VMs. At the same time, resource reconfiguration
may cause some negative impacts, some VMs benefit from the resource reconfig-
uration while some suffers. For example, VM migration will lead to service dis-
ruption for application that hosted on the VM to be migrated, it will also lead to
longer service response time. Therefore, an efficient VM resource reconfiguration
strategy is necessary to achieve efficient resource utilization while guaranteeing
the QoS for applications.
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In this paper, we investigate the problem of adaptive cloud resource recon-
figuration for QoS assurance for electrical application, especially for smart grid
big data processing. We take into account various context of VM and cloud
data center, and present a framework of resource reconfiguration. We take VM
migration as the main approach, and propose a VM migration mechanism to
determine how the migration procedure runs.

2 Background and Scenario

Given cloud data center with homogeneous PMs, we use slot to represent basic
resource unit [9], which contains CPU, memory, disk, etc. For each VM, it
occupies one or more slots. For all of the VMs, if their resource requirements
are satisfied fully, then the current resource configuration is known as stable.
Otherwise, there must exist resource conflict on some PM, resource conflict
means that the sum of the resource requirements of the VMs that placed on
the same PM exceeds the capacity of PM.

Stable resource configuration is the ideal state for cloud resource utilization.
However, the application host on VM is evolving, and its resource requirements
changes over time. Resource conflict may occur when more resources are required
from the VMs, since the limitation of resource capacity of each PM. Hence,
effectively dynamical resource reconfiguration should be conducted to eliminate
the resource conflict and achieve a new stable resource configuration.

It should be aware that the resource reconfiguration is a costly process, e.g.
service disruption, longer service response time, more energy consumption, net-
work delay, etc. Therefore, the resource reconfiguration should be carried out
as less as possible. However, improper resource reconfiguration will lead to new
stable resource configuration for very short duration, and another resource recon-
figuration must be carried out. So, a good resource reconfiguration should pro-
duce a longish duration of stable resource configuration. It is a complicated
problem to execute resource reconfiguration due to the complexity of various
resource demands from VMs. We present a framework to exhibit the global view
of resource reconfiguration, as shown in Fig. 2. We interpret the components of
the framework as follows:

– Context. Context indicates the feature of the VMs (application) and the
cloud data center. Cloud data center architecture is one of the context infor-
mation, which will be used to determine the communication cost between
any two PMs in the data center. SLA and QoS are important information for
dynamical resource reconfiguration, which will be taken into account when we
decide which VM should be selected to reconfigure, since some VMs will be
suffer during the resource reconfiguration. QoS indicates the priority of the
VMs to enjoy more benefit.

– Current Resource Configuration. Current resource configuration refers
to the current resource requirements of the VMs, and it is also the input of
resource prediction model. The current resource configuration will be treated
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Fig. 2. The framework of dynamic resource reconfiguration

as historical data after resource reconfiguration, and also be used as input of
resource prediction model.

– Resource Prediction Model. Resource prediction model predicts that the
resource requirement for each VM. The predicted resource requirement will be
used to guide how the resource reconfiguration executes. Historical resource
requirements is one of the inputs of the model, it is very useful when the
applications have periodic workloads, for example, periodic task processing
for big data sets. Many prediction models have been proposed for various
applications in cloud environment [2,6].

– Resource Reconfiguration Scheduler. It is the core component of the
framework for elastic resource reconfiguration. Resource reconfiguration sched-
uler conduct the adaptive resource reconfiguration procedure according to the
reconfiguration principles. There could be various methods to achieve elastic
resource reconfiguration. VM resource resizing is the simplest way to imple-
ment resource reconfiguration. However, the resource capacity of each PM is
limited. It will be infeasible when the sum of the required resources of the VMs
placed on the same PM are greater than the capacity of PM, which means
the resource conflict occurs. Hence, resource sharing or VM migration will be
adopted to mitigate the resource conflict. Resource sharing [8,10] means that
some VMs share the same resource slots, which is an effective method when
the VMs have different resource utilization mode. Resource sharing cannot
eliminate the resource conflict, especially when the VMs that placed on the
same PM increase their resource requirements at the same period. VM migra-
tion an efficient method to eliminate the resource conflict of the VMs that
placed on the same PM. But, VM migration is costly, since the migration is
bandwidth-intensive and time-consuming. Data center architecture reconfig-
uration is another method to cope with the resource conflict, especially for
eliminating the network bottleneck. However, data center architecture recon-
figuration is really time-consuming, since it must be operated humanly, and it
is a fallible procedure. Generally, VM migration is the most suitable method
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to conduct resource reconfiguration. We will take VM migration as the major
method to conduct resource reconfiguration in this paper.

3 Virtual Machine Migration

To simplify the description of the VM migration, we introduce a formal definition
of VM migration as follow.

Definition 1 [(VM migration M(Vk, Pi, Pj))]. We define a VM migration M
(Vk, Pi, Pj) as that the VM Vk is migrated from PM Pi to PM Pj, and it can be
simplified as M(k, i, j).

VM migration is one of the most important method to conduct cloud resource
reconfiguration, which can achieve all kinds of goals. To gain better understand
about the VM migration, we give an example in Fig. 3. In this figure, there
are 3 homogeneous PMs and 6 VMs with different resource requirements. We
can achieve various goals via different migrations. For example, VM migration
M(1, 1, 2) is an effective way to realize VM consolidation, which can increase the
resource utilization and decrease the number of running PMs. This is because
PM 1 will be idle via migration M(1, 1, 2), and can be turned off or be switched
into sleep mode. This is also an efficient way to achieve energy conservation for
cloud data center. If the performance of VM is the major concern, load balancing
is the straightforward target since the VMs hosted on the same PM will affect
each other, and cannot realize fully performance isolation [4]. VM migration
M(4, 3, 1) can achieve load balancing in this example.

Fig. 3. An example of VM migration

Resource conflict is another reason that drives VM migration, which is also
the major concern in this paper. For example, when VM 5 needs more resources,
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while PM 3 has no more available resources to be allocated. Hence, VM migration
M(5, 3, 2) is a feasible way to eliminate the resource conflict. However, it may
be not the best choice to migrate VM 5 to PM 2, since if VM 2 or VM 3 need
more resource, and another migration M(2, 2, 1) or M(3, 2, 1) is necessary to
eliminate the resource conflict on PM 2. Here, we define the VM migration
wave to characterize the phenomenon that one VM migration is caused by
another VM migration between very short time duration. The new VM migration
may be driven by resource conflict, VM consolidation, or load balancing. In
this example, the continuous VM migration M(5, 3, 2) and M(2, 2, 1) is the VM
migration wave. We will give more discussion about the case when VM 5 needs
more resources.

– Though VM 4 maintains its resource requirement, the migration of VM 4
(e.g. M(4, 3, 1)) may be a better choice when VM 4 has little concern on the
service disruption time, and has less size, while VM 5 has a strict demand on
the service disruption constraint.

– The migration of VM 5 may be better before the resource conflict occurs,
since the service disruption will be more serious during the resource conflict
period. However, if the VM 6 finish its task and be removed from the PM
when VM 5 requires more resources, it would be better to conduct the VM
migration later than the resource conflict.

VM migration is a cost-consuming and time-consuming procedure, and it
will cause service disruption of the application. Hence, the ideal VM migration
should lead to a steady resource configuration state for longish time duration,
but not for very short time. Therefore, we should avoid the VM migration wave
during the resource reconfiguration procedure. From the example, we know that
there are two important issues should be addressed:

– Occasion. The basic issue is to determine when the VM migration should
be conducted. In this paper, we pay special emphasis on the target of guar-
anteeing the QoS of application. We just consider the reason that resource
conflict, which will result in QoS deterioration, drives VM migration. Intu-
itively, we should conduct VM migration when the resource conflict occurs.
However, it may lead to longer duration of QoS decline for application, since
the VM migration is a time-consuming process. There may be still problem if
we conduct VM migration before or after resource conflict, because the VM
migration wave may be appear. So, we should take more consideration based
on the resource requirements form the resource prediction model. The goal is
to mitigate the resource conflict.

– Object Selection. This issue means that we should determine the VM to be
migrated and the new destination PM. It contains two factors here, VM and
PM, and this two factors cannot be considered independently. Intuitively, the
VM that requires more resource should be selected and migrated. However, if
the VM has larger size, it will cause longer service disruption, especially when
the VM has more strict demands on QoS. Hence, it is necessary to take into
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account to the QoS demands for the VMs when some VM need to be migrated.
At the same time, the PM selection is also has significant impact on the VM
migration, since inappropriate VM migration will lead to VM migration wave,
which should be avoided. So, the context and current resource configuration
should be taken into account when conduct the VM and PM selection.

4 VM Migration Mechanism

Here, we present a VM migration mechanism for QoS assurance resource recon-
figuration. As mentioned above, there are two issues should be addressed when
we adopt VM migration, the occasion and the participants. To clarify the descrip-
tion, we make the following settings:

– Time is divided into time-slots. The resource reconfiguration occurs at the
beginning of each time-slot. It is easy to understand that the resource reconfig-
uration should not be operated continuous, since the resource reconfiguration
is costly.

– The resource requirement of next time-slot for each VM can be given by the
prediction model. For a practical resource prediction model, it is more like to
predict the resource requirements of the next time-slot with high probability.

– Context of the VMs and the current resource configuration are given. For each
VM, there exists SLA between the cloud provider and cloud user, hence, the
context of the VMs is easy to know for the cloud data center. At the same
time, it is easy to deploy resource monitors to collect the resource usage for
each PM. So, the current resource configuration is easy to achieve.

– The architecture of cloud data center is known, which can define the commu-
nication cost and delay of VM migration between any two PMs.

– The VM migration cost is defined as proportional to the size of VM, i.e. the
resource slots that the VM occupies. It is a widely used assumption in most
related works, since the content in the memory is the major object to be
migrated [12].

To define the resource configuration and the cost of VM migration quantita-
tively, we introduce some notations to represent resource requirements and QoS
demands for VM. For VM Vk (or just VM k), its resource requirement of the
current time-slot is Θk, and Ωk indicates the actually resources that be allocated
to VM k, i.e., VM k occupies Ωk slots. Let Λk represent the resource requirement
of VM k at the next time-slot given by the resource prediction model. For each
PM, let C represent the capacity of PMs, i.e. every PM contains C slots.

We aim to propose a feasible VM migration mechanism to optimize the QoS
assurance for the application. To characterize the cost of resource conflict and
VM migration, we introduce penalty functions for them.

– For the VM migration M(k, i, j), its penalty function is defined as:

g(k, i, j) = Θk · wij · rk, (1)
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where wij is the communication cost from PM i to PM j, it can be the
number of switches of the network link from PM i to PM j under the given
data center architecture [9]. rk means the cost of service disruption of VM
k, which indicates the priority determined by the QoS requirement of VM k.
Less rk is more likely to be migrated.

– For the resource conflict appears on PM i, its penalty function is defined as:

f(i) =
n∑

k=1

(1 − Ωk

Θk
) · rk · Xik. (2)

where n is the number of VMs, and Xik is an indicator function:

Xik =
{

1, VM Vk is hosted on PM Pi;
0, otherwise. (3)

We should be aware that the resource conflict will continue in the next time-
slots, unless some VMs reduce their resource requirements and the resource
conflict is eliminated.

Based on the above penalty functions, it is easy to make decision to main-
tain the the resource configuration or conduct resource reconfiguration via VM
migration. If some VM will be migrated, we should decide where the VM be
migrated to. To select the proper destination PM, we define a PM state Qi to
indicate the probability that resource conflict will appear on PM i at the next
time-slot.

Qi =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

0, if
n∑

k=1

Xik · (Λk − Θk) < C −
n∑

k=1

Xik · Θk;

1, if
n∑

k=1

Xik · (Λk − Θk) > C −
n∑

k=1

Xik · Θk;
n∑

k=1
Xik·(Λk−Θk)

C−
n∑

k=1
Xik·Θk

, otherwise.

(4)

Hence, we should select the PM with lowest resource conflict probability as the
destination PM.

According to the above discussion, we can propose two basic principles for
the resource reconfiguration:

– Prevention First. The resource reconfiguration (VM migration) should be con-
ducted before the resource conflict, which is an efficient way to avoid VM
migration wave. We can reduce the global penalty by pay less migration cost.

– Less Penalty. We should select the one with less penalty from the resource
conflict and VM migration. It is easy to implement by comparing the two
penalty functions.

Hence, we take the QoS demands as the major concern during resource recon-
figuration. We present the basic procedure of the VM migration as follows:
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– Locate the resource conflict. According to the current resource configura-
tion and resource prediction model, it is easy to discover the PMs where
the resource conflict will appear at the next time-slot.

– Choose less penalty. For the PM that will contain resource conflict, it is easy
to make a decision to conduct VM migration or not according to penalty
functions, Eqs. 1 and 2.

– Host selection. When some VM will be migrated, the most suitable destination
PM is the one that will not trigger new VM migration, i.e. avoid the VM
migration wave. It can be decided by the Eq. 4.

5 Conclusion

In this paper, we address the problem of context-aware QoS assurance for appli-
cation via elastic cloud resource reconfiguration, especially using the VM migra-
tion method. We present a framework of dynamical resource reconfiguration that
characterize the major components needed for the QoS assurance during elas-
tic resource reconfiguration. We take VM migration as the special concern, and
discuss the major issues during VM migration procedure, and propose a VM
migration mechanism for QoS assurance for application.
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