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Preface

The Second International Conference on Research in Security Standardisation was
hosted by the Internet Initiative of Japan, in Tokyo, Japan, during December 15–16,
2015. This event was the second in what is planned to become a series of conferences
focusing on the theory, technology, and applications of security standards.

SSR 2015 built on the successful SSR 2014 conference, held at Royal Holloway,
University of London, UK, in December 2014. The proceedings of SSR 2014, con-
taining 14 papers, were published in volume 8893 of the Lecture Notes in Computer
Science.

The conference program consisted of two invited talks, 13 contributed papers, and a
panel session. We would like to express our special thanks to the distinguished keynote
speakers, Kenny Paterson and Pindar Wong, who gave very enlightening talks. Special
thanks are due also to the panel organizer, Randall Easter, and the panel members.

Out of 18 submissions from 10 countries, 13 papers were selected, presented at the
conference, and are included in these proceedings. The accepted papers cover a range
of topics in the field of security standardisation research, including Bitcoin and pay-
ment, protocol and API, analysis of cryptographic algorithms, privacy, and trust and
formal analysis.

The success of this event depended critically on the hard work of many people,
whose help we gratefully acknowledge. First, we heartily thank the Program Com-
mittee and the additional reviewers, listed on the following pages, for their careful and
thorough reviews. Each paper was reviewed by at least three people, and most by four.
A significant amount time was spent discussing the papers. Thanks must also go to the
hard-working shepherds for their guidance and helpful advice on improving a number
of papers. We also thank the general co-chairs for their excellent organization of the
conference.

We sincerely thank the authors of all submitted papers. We further thank the authors
of accepted papers for revising papers according to the various reviewer suggestions
and for returning the source files in good time. The revised versions were not checked
by the Program Committee, and thus authors bear final responsibility for their contents.

Thanks are due to the staff at Springer for their help with producing the proceedings.
We must further thank the developers and maintainers of the EasyChair software,
which greatly helped simplify the submission and review process.

December 2015 Liqun Chen
Shin’ichiro Matsuo
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Authenticated Key Exchange over Bitcoin

Patrick McCorry(B), Siamak F. Shahandashti, Dylan Clarke, and Feng Hao

School of Computing Science, Newcastle University, Newcastle upon Tyne, UK
{patrick.mccorry,siamak.shahandashti,dylan.clarke,

feng.hao}@ncl.ac.uk

Abstract. Bitcoin is designed to protect user anonymity (or pseudo-
nymity) in a financial transaction, and has been increasingly adopted
by major e-commerce websites such as Dell, PayPal and Expedia. While
the anonymity of Bitcoin transactions has been extensively studied, little
attention has been paid to the security of post-transaction correspon-
dence. In a commercial application, the merchant and the user often
need to engage in follow-up correspondence after a Bitcoin transaction
is completed, e.g., to acknowledge the receipt of payment, to confirm
the billing address, to arrange the product delivery, to discuss refund
and so on. Currently, such follow-up correspondence is typically done
in plaintext via email with no guarantee on confidentiality. Obviously,
leakage of sensitive data from the correspondence (e.g., billing address)
can trivially compromise the anonymity of Bitcoin users. In this paper,
we initiate the first study on how to realise end-to-end secure commu-
nication between Bitcoin users in a post-transaction scenario without
requiring any trusted third party or additional authentication creden-
tials. This is an important new area that has not been covered by any
IEEE or ISO/IEC security standard, as none of the existing PKI-based
or password-based AKE schemes are suitable for the purpose. Instead,
our idea is to leverage the Bitcoin’s append-only ledger as an additional
layer of authentication between previously confirmed transactions. This
naturally leads to a new category of AKE protocols that bootstrap trust
entirely from the block chain. We call this new category “Bitcoin-based
AKE” and present two concrete protocols: one is non-interactive with no
forward secrecy, while the other is interactive with additional guarantee
of forward secrecy. Finally, we present proof-of-concept prototypes for
both protocols with experimental results to demonstrate their practical
feasibility.

Keywords: Authenticated key exchange · Bitcoin · Diffie-Hellman ·
YAK

1 Introduction

Bitcoin [22] is an online currency whose value is not endorsed by any central
reserve, but is based on the perception of its users [15]. In recent years it
has surged in value, reaching a peak of $1147 per bitcoin in December 2013.
c© Springer International Publishing Switzerland 2015
L. Chen and S. Matsuo (Eds.): SSR 2015, LNCS 9497, pp. 3–20, 2015.
DOI: 10.1007/978-3-319-27152-1 1
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The currency is supported by a decentralised network of users whose collec-
tive computational power provides a guarantee of integrity for an append-only
ledger. Any attempt to change the ledger’s history (a history-revision attack [4])
would require an adversary with at least, in theory 51 % of the networks com-
putational resources to be successful1. Several central banks have evaluated the
value of digital currencies and their potential impact on society [15,25,29].

Bitcoin is increasingly being accepted by many e-commerce websites as a
form of payment. For example, Dell, one of the largest computer retailers in
the world, now allows customers to use Bitcoin to pay for online purchases on
the Dell website [9]. Recently, PayPal [5] and Expedia [24] have also endorsed
support for using Bitcoin. Similarly, many community-driven organisations allow
anonymous donations using Bitcoin. Examples include the TOR project [27],
Mozilla Foundation [21] and the Calyx Institute [18],

While Bitcoin is designed to support anonymity (or pseudonymity) in a trans-
action, little attention has been paid to the anonymity in the post-payment sce-
nario. As with any on-line payment system, the payer and the payee may need
to engage in follow-up correspondence after the payment has been made, e.g., to
acknowledge the receipt, to confirm billing information, to amend discrepancies
in the order if there are any and to agree on the product delivery or pick-up.
Such correspondence can involve privacy-sensitive information, which, if leaked
to a third party, may trivially reveal the identity of the user involved in the ear-
lier transaction (e.g., information about product delivery may contain the home
address).

Currently, the primary mechanism to support follow-up correspondence after
a Bitcoin transaction is through email. The Dell website requires shoppers to
provide their email address when making a Bitcoin payment to facilitate post-
payment correspondence. The Calyx Institute, a non-profit research organization
dedicated to providing “privacy by design for everyone”, also recommends using
e-mails for follow-up correspondence after a donation is made in Bitcoin. On its
website, the instruction is given as the following [18]:

“Note that if you make a donation by Bitcoin, we have no way to connect
the donation with your email address. If you would like us to confirm
receipt of the donation (and send a thank you email!), you’ll need to
send an email with the details of the transaction. Otherwise, you have
our thanks for your support in advance”.

However, emails are merely a communication medium and have no built-in
guarantees of security. First of all, there is no guarantee that the sender of the
email must be the same person who made the Bitcoin payment. The details of
the transaction cannot serve as a means of authentication, since they are publicly
available on the Bitcoin network. Furthermore, today’s emails are usually not
encrypted. The content of an email can be easily read by third parties (e.g., ISPs)
during the transit over the Internet. The leakage of privacy-sensitive information

1 An adversary may not require 51 % of computational power in reality [3,4,10].
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in email can seriously threaten the anonymity of the user who has made an
“anonymous” payment in Bitcoin previously.

So far the importance of protecting post-payment communication has been
largely neglected in both the Bitcoin and the security research communities.
To the best of our knowledge, no solution is available to address this practical
problem in the real world. This is a gap in the field, which we aim to bridge in
our work.

One trivial solution is to apply existing Authenticated Key Exchange (AKE)
protocols to establish a secure end-to-end (E2E) communication channel between
Bitcoin users. Two general approaches for realising secure E2E communication in
cryptography include using 1) PKI-based AKE (e.g., HMQV), and 2) Password-
based AKE (e.g., EKE and SPEKE). The former approach would require Bit-
coin users to be part of a global PKI system, with each user holding a public
key certificate. This is not realistic in current Bitcoin applications. The second
approach requires Bitcoin users to have a pre-shared secret password. However,
securely distributing pairwise shared passwords over the internet is not an easy
task. Furthermore, passwords are a weak form of authentication and they may
be easily guessed or stolen (e.g. by shoulder-surfing). A solution that can pro-
vide a stronger form of authentication without involving any passwords will be
desirable.

Following the decentralised and anonymity-driven nature of the Bitcoin net-
work [17], we propose new AKE protocols to support secure post-payment com-
munication between Bitcoin users, without requiring any PKI or pre-shared pass-
words. Our solutions leverage the transaction-specific secrets in the confirmed
Bitcoin payments published on the public blockchain to bootstrap trust in estab-
lishing an end-to-end secure communication channel. Given each party’s transac-
tion history and our AKE protocols, both parties are guaranteed to be speaking
to the other party who was involved in the transactions, without revealing their
real identities.

Contributions. Our contributions in this paper are summarised below.

– We propose two authenticated key exchange protocols – one interactive and
the other non-interactive – using transaction-specific secrets and without the
support of a trusted third party to establish end-to-end secure communica-
tion. These are new types of AKE protocols, since they bootstrap trust from
Bitcoin’s public ledger instead of a PKI or shared passwords.

– We provide proof-of-concept implementations for both protocols in the Bitcoin
Core client with performance measurements. Our experiments suggest that
these protocols are feasible for practical use in real-world Bitcoin applications.

Organization. The rest of the paper is organised as follows. Section 2 explains
the background of Bitcoin and the ECDSA signature that is used for authenticat-
ing Bitcoin transactions. Section 3 proposes two protocols to allow post-payment
secure communication between users based on their transaction history. One
protocol is non-interactive with no forward secrecy, while the other is interac-
tive with the additional guarantee of forward secrecy. Security proofs for both
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Fig. 1. Transactions stored on the Blockchain based on [19]

protocols are provided in Sect. 4. Section 5 describes the proof-of-concept imple-
mentations for both protocols and reports the performance measurements.
Finally, Sect. 6 concludes the paper.

2 Background

In this section, we will provide brief background information about the Bitcoin
protocol, the transaction signature and the underlying Elliptic Curve Digital Sig-
nature Algorithm (ECDSA). This information will be needed for understanding
the two protocols presented in this paper.

2.1 Bitcoin

Bitcoin is a digital currency that allows a network of nodes to access a public
ledger and to agree upon append-only changes periodically. We will outline the
three main mechanisms in the Bitcoin protocol which include Bitcoin addresses,
transactions and the Blockchain. Together, they allow users to identify each
other pseudonymously, transfer bitcoins and record the transaction in the pub-
lic ledger.

Each user is responsible for generating their Bitcoin address, which is simply
the hash of an ECDSA public key. The corresponding private key is required to
spend bitcoins. This approach for user identification is considered appropriate
as the probability that two users generate the same public key is negligible due
to the high number of possible ECDSA public keys.

A common belief in the community is that Bitcoin offers pseudonymity that
can help disguise their real-world identity due to the random nature of ECDSA
public keys. This belief is bolstered as users are recommended to create a new
Bitcoin address per transaction to increase the difficulty of tracking their transac-
tions. However, it should be noted that Bitcoin was not designed with anonymity
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Algorithm 1. ECDSA Signature Generation algorithm [11]
Input: Domain parameters D = (q, P, n,Curve), private key d, message m.
Output: Signature (r, s).

1: Select k ∈R [1, n − 1].
2: Compute kP = (x1, y1) where x1 ∈R [0, q − 1]
3: Compute r = x1 mod n. If r = 0, then go to Step 1.
4: Compute e = H(m).
5: Compute s = k−1(e + dr) mod n. If s = 0, then go to Step 1.
6: Return (r, s).

in mind [23] and studies have shown with limited success that it is possible to
link Bitcoin addresses to real-world identities [3,23,26].

Transactions are created by users to send bitcoins. All transactions are sent
to the network and its correctness is verified by other peers before it is accepted
into the public ledger. Each transaction has a list of ‘inputs’ and ‘outputs’. The
output states the new owner’s bitcoin address and the quantity to be transferred.
The input will contain a signature to authorise the payment and a reference to a
previous transaction whereby the user received the bitcoins. Figure 1 highlights
how transactions are linked, which allows peers to perform the verification, by
comparing the received transaction with their local copy of the ledger.

A special ‘miner’ will collect the most recent set of transactions from the
network to form a ‘block’. This block is appended to the longest chain of blocks
(Blockchain) approximately every ten minutes by solving a computationally diffi-
cult problem (proof of work) in return for a subsidy of bitcoins. This append-only
ledger has become a relatively secure time stamp server [7], since reversing trans-
actions that are committed on the Blockchain is considered infeasible. Figure 1
demonstrates how transactions are stored aperiodically on the Blockchain.

2.2 Transaction Signature

Figure 1 presented earlier demonstrates that the signature is stored in the input
of a transaction. This signature must be from the Bitcoin address mentioned in
the previous transaction’s output. Briefly, it is important to highlight that the
user will create the transaction, specify the inputs and outputs, hash this trans-
action and then sign it using their private key. This prevents an adversary from
modifying the contents of a transaction or claiming ownership of the bitcoins
before it is accepted into the Blockchain.

Bitcoin incorporates the OpenSSL suite to execute the ECDSA algorithm.
The NIST-P256 curve is used and all domain parameters over the finite field
including group order n, generator P and modulus q can be found in [6]. An out-
line of the signature generation algorithm is presented in Algorithm1 to highlight
the usage of k as this will be required for the authenticated key exchange pro-
tocols. The verification algorithm follows what is defined in [13]. The notations
and symbols used in our paper are summarised in Table 1.
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3 Key Exchange Protocols

Key exchange protocols allow two or more participants to derive a shared cryp-
tographic key, often used for authenticated encryption. In this section we will
present two authenticated key exchange protocols: Diffie-Hellman-over-Bitcoin
and YAK-over-Bitcoin. These protocols will take advantage of a random nonce
k from an ECDSA signature. Our aim is to achieve transaction-level authenti-
cation by taking advantage of a secret that only exists due to the creation of a
transaction that is stored on the Blockchain.

Both of these protocols will use k as a transaction-specific private key and
Q = kP as a transaction-specific public key. Diffie-Hellman-over-Bitcoin will be
a non-interactive protocol without forward secrecy and YAK-over-Bitcoin will
be an interactive protocol with forward secrecy. All domain parameters D for
both protocols are the same as the ECDSA algorithm.

Table 1. Summary of notations and symbols

ZKP{w} Zero knowledge proof of knowledge of w
(V, z) Schnorr zero knowledge proof values

KDF (.) Key derivation function
Uncompress(x, sign) Uncompresses public key using x co-ordinate and sign ∈ {+, −}

(x, y) Represents a point on the elliptic curve
P Generator for the elliptic curve

(r, s) Signature pair that is stored in a transaction
A, B Alice and Bob’s bitcoin addresses: H(dP )
dA, dB Alice and Bob’s private key for their Bitcoin address
kA, kB Alice and Bob’s transaction-specific private key
̂kA, ̂kB Alice and Bob’s estimated transaction-specific private key
QA, QB Alice and Bob’s transaction-specific public key
̂QA, ̂QB Alice and Bob’s estimated transaction-specific public key
wA, wB Alice and Bob’s ephemeral private keys used for YAK

κAB Shared key for Alice and Bob

3.1 Setting the Stage

We will have two actors, Alice and Bob. A single transaction TA is used by
Alice to send her payment (anonymously or not) to Bob. For our protocols, we
will assume that Bob has created a second transaction Tb using his ECDSA
private key, so the Blockchain contains both Alice and Bob’s ECDSA signature.
This is a realistic assumption as Bob naturally needs to spend the money or
re-organise his bitcoins to protect against theft. In one possible implementation,
upon receiving Alice’s payment, Bob can send back to Alice a tiny portion of
the received amount as acknowledgement, so his ECDSA signature is published
on the blockchain (the signature serves to prove that Bob knows the ECDSA
private key). This is just one way to ensure that the Blockchain contains both
actors’ signatures, and there may be many other methods to achieve the same.
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Blockchain contains (rA, sA) and (rB, sB) from TA and TB

Alice (A, dA (boB) B, dB)
1. kA = (H(TA) + dArA)s−1

A kB = (H(TB) + dBrB)s−1
B

2. QB = Uncompress(rB, +) QA = Uncompress(rA, +)

3. kAQB = (xAB, ±yAB) kBQA = (xAB, ±yAB)
κ = KDF(xAB) κ = KDF(xAB)

Fig. 2. The Diffie-Hellman-over-Bitcoin Protocol

The owner of a transaction will be required to derive the transaction-specific
private key (random nonce) k from their signature before taking part in the
key exchange protocols. For both protocols, we assume the transactions TA, TB

between Alice and Bob have been sent to the network and accepted to the
Blockchain with a depth of at least six blocks, which is considered the standard
depth to rule-out the possibility of a double-spend attack [14].

In both protocols, each user will need to extract their partner’s signature (r, s)
and attempt to derive their partner’s transaction-specific public key Q = (x, y).
Algorithm 1 demonstrates that the r value from the signature is equal to the x
co-ordinate modulo n (note that there is a subtle difference in the data range,
since r ∈ Zn and x ∈ Zq, but this has an almost negligible effect on the working
of the protocols as we will explain in detail in Sect. 5.2). However, the y co-
ordinate of Q is not stored in the transaction, and it can be either of the two
values (above/below the x axis).

We define the uncompression function as Uncompress(x, sign) by using the x
co-ordinate from their partner’s signature and the y co-ordinate’s sign ∈ {+,−}.
Using point uncompression and assuming one of the two possible signs for the
y co-ordinate, Alice or Bob will be able to derive a value ̂Q which we call the
estimated transaction-specific public key for their partner. This ̂Q could be either
Q = (x, y) or its additive inverse −Q = (x,−y). This ̂Q will correspond to the
estimated transaction-specific private key ̂k, which could be either k or −k.

3.2 Authentication

Our definition of authentication will refer to data origin authentication and
we will use the Blockchain as a trusted platform for storing digital signatures.
Knowledge of the private key d for a bitcoin address or the random nonce k in a
signature will prove the identities of pseudonymous parties. We will define two
concepts for authentication using Bitcoin:

1. Bitcoin address authentication. Knowledge of the discrete log d for a
Bitcoin address.

2. Transaction authentication. Knowledge of the discrete log k from a single
digital signature in a transaction.

Bitcoin address authentication is well-known in the community and has been
used for other protocols. However, transaction authentication is a special case
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Blockchain contains (rA, sA) and (rB, sB) from TA and TB

Alice (A, dA (boB) B, dB)
1. kA = (H(TA) + dArA)s−1

A kB = (H(TB) + dBrB)s−1
B

2. QA = (rA, yA) = kAP QB = (rB, yB) = kBP

3. QA = Uncompress(rA, +) QB = Uncompress(rB, +)

If QA = QA then kA = kA If QB = QB then kB = kB

else kA = −kA else kB = −kB

4. QB = Uncompress(rB, +) QA = Uncompress(rA, +)
5. wA ∈R [1, n − 1], WA, ZKP{wA} wB ∈R [1, n − 1],

WA = wA WP B = wBP

WB, ZKP{wB}
6. Verify ZKP{wB} Verify ZKP{wA}
7. (xAB, yAB (=) xAB, yAB) =

(kA + wA)(QB + WB) (kB + wB)(QA + WA)
κ = KDF(xAB) κ = KDF(xAB)

−−−−−−−−−−−→

←−−−−−−−−−−−

Fig. 3. YAK-over-Bitcoin Protocol

that our protocols will exploit. Although k and d are equivalent in proving own-
ership of a Bitcoin address or transaction, k is randomly generated for every
ECDSA signature and is unique for each new transaction.

We will show that Alice and Bob can authenticate each other based on the
knowledge of the k. This relies on participants trusting the integrity of the
Blockchain as the cornerstone for authentication. For an adversary to mount
a man-in-the-middle attack in this scene, he would need to perform a history-
revision attack to modify the ECDSA signatures stored in the Blockchain.

3.3 Diffie-Hellman-over-Bitcoin Protocol

Based on the concept of transaction authentication, the first protocol that
we present is ‘Diffie-Hellman-over-Bitcoin’. The protocol is non-interactive; the
shared secret is generated using the signatures from two transactions and
no additional information from the participants is required. However, forward
secrecy is not provided, as we will illustrate in the security analysis.

Figure 2 presents an outline of the protocol. Initially, each user will derive the
random nonce k from their own signatures and fetch their partner’s transaction
from the Blockchain. Each user will gain an estimation of their partner’s public
key ̂Q before using their own transaction-specific private key k to derive the
shared secret (xAB,±yAB). Regardless of whether ̂QA = ±QA (or ̂QB = ±QB),
the x co-ordinate of kB ̂QA will be the same as that of kA ̂QB. Following the
Elliptic Curve Diffie Hellman (ECDH) [20] approach, the xAB co-ordinate will
be used to derive the key KDF (xAB) = κ.
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Algorithm 2. Schnorr Zero Knowledge Proof Generation Algorithm
Input: Domain parameters D = (q, P, n,Curve), signer identity ID, secret value w
and public value W .
Output: (V, z)

1: Select v ∈R [1, n − 1], Compute V = vP
2: Compute h = H(D,W, V, ID)
3: Compute z = v − wh mod n
4: Return (V, z)

3.4 YAK-over-Bitcoin Protocol

The second protocol we present is ‘YAK-over-Bitcoin’. This is based on adapt-
ing a PKI-based YAK key exchange protocol [12] to the Bitcoin application
by removing the dependence on a PKI and instead relying on the integrity of
the Blockchain. We chose YAK instead of others (e.g., station-to-station, MQV,
HMQV, etc.), as YAK is the only PKI-based AKE protocol that requires each
sender to demonstrate the proof of knowledge of both the static and ephemeral
private keys. This requirement is important for the security proofs of our system
as we will detail in Sect. 4. As well, we will show in the security analysis that
the protocol allows the participants to have full forward secrecy.

An outline of our protocol is presented in Fig. 3. Initially, each user will follow
the same steps as seen in the previous ‘Diffie-Hellman-over-Bitcoin’ protocol to
derive their secret k and their partner’s estimated public key ̂Q. However, a
subtle difference requires each user to compare their real public key Q with the
estimation of their own key ̂Q to determine if they are equal. If these public keys
are different, then the user will use the additive inverse of k as their estimated
transaction-specific private key and we will denote this choice between the two
keys as ̂k. This subtle change will allow both parties to derive the same shared
secret (xAB, yAB) which would be expected in an interactive protocol without
exchanging their real y co-ordinates.

Each user generates an ephemeral private key w and computes the corre-
sponding public key W = wP . As required in the original YAK paper [12],
each user must also construct a zero knowledge proof to prove possession of
the ephemeral private key w. These zero knowledge proofs can be sent over an
insecure communication channel to their partners. Here, we will use the same
Schnorr signature as in [12] to realise the ZKP. Details of the Schnorr ZKP are
summarised in Algorithms 2 and 3. The definition of the Schnorr ZKP includes
a unique signer identity ID, which prevents an attacker replaying the ZKP back
to the signer herself [12]. In our case, we can simply use the unique r value from
the user’s ECDSA signature (r, s) in the associated Bitcoin transaction T as the
user’s identity.

Once the ZKPs have been verified, each user will derive (xAB, yAB) using their
secret w,̂k, public value W and their partners’ estimated transaction-specific
public key ̂Q. It should be easy to verify that although the shared secret has four
different combinations (±̂kA +wA)(±̂kB +wB)P , the secret key derived between
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Alice and Bob will always be identical (due to each participant predicting the
estimated public key ̂Q that their partner will choose).

4 Security Analysis

Our protocols are based on reusing the signature-specific random value k
in ECDSA as the transaction-specific secret on which the authenticated key
exchange protocol is based. Hence, the security of both the ECDSA signature
and the key exchange protocols needs to be analysed to make sure the reusing
of k is sound in terms of security.

Algorithm 3. Schnorr Zero Knowledge Proof Verification Algorithm
Input: Domain parameters D = (q, P, n,Curve), signer identity ID, public value W ,
Schnorr zero knowledge proof values (V, z)
Output: Valid or invalid

1: Perform public key validation for W [13]
2: Compute partners h = H(D,W, V, ID)

3: Return V
?
= zP + hW mod n

For the AKE protocols, following the security analysis of YAK [12], we con-
sider three security requirements, informally defined in the following:

– Private key security: The adversary is unable to gain any extra2 informa-
tion about the private key of an honest party by eavesdropping her communi-
cation with other parties, changing messages sent to her, or even participating
in an AKE protocol with her.

– Full forward secrecy: The adversary is unable to determine the shared
secret of an eavesdropped AKE session in the past between a pair of honest
parties, even if their private keys are leaked subsequently.

– Session key security: The adversary is unable to determine the shared
secret between two honest parties by eavesdropping their communication or
changing their messages.

Note that in our security arguments we consider the security of shared secrets
(xAB in Figs. 2 and 3), as opposed to that of the subsequently calculated shared
session keys (κ in the same figures). We henceforth denote the shared secret by
K, i.e., κ = KDF(K). We require the shared secret to be hard to determine
for the adversary in the full forward secrecy and session key security require-
ments. A good key derivation function (KDF) derives from such a shared secret
a session key which is indistinguishable from random. Our security proofs can be
easily adapted to prove indistinguishability based on the decisional rather than
computational Diffie-Hellman assumption.
2 By “extra” information, we mean information other than what is derivable from the

honest party’s already available public key.
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For ECDSA signature, we require that it remains unforgeable against chosen-
message attacks despite the randomness k being reused in subsequent AKE
protocols. Although ECDSA has withstood major cryptanalysis, the security
of ECDSA has only been proven under non-standard assumptions or assuming
modifications (see [28] for a survey of these results). In our analysis, we consider
extra information available to an attacker as a result of k being reused in AKE
protocols, and show that it does not degrade the security of ECDSA.

We assume ECDSA to be a (non-interactive honest-verifier) zero-knowledge
proof of knowledge of the private key d. This is a reasonable assumption in the
random oracle model which follows the work of Malone-Lee and Smart [16]3. In
practice, people accept bitcoin transactions only when the ECDSA signatures are
verified successfully4. Verifying the ECDSA signature is tantamount to verifying
the knowledge of the ECDSA private key d that should only be held by the
legitimate bitcoin user.

We also note that given an ECDSA message-signature pair, m, (r, s), knowl-
edge of the private key d is equivalent to knowledge of the randomness k since
given either the other can be calculated from sk = H(m) + dr mod n.

4.1 Security of Diffie-Hellman-over-Bitcoin

This protocol is an Elliptic Curve Diffie-Hellman key exchange and the public
values are bound to two transactions in the Blockchain. Private key security con-
siders a malicious active adversary “Mallory”, and session key security considers
an eavesdropper adversary “Eve”. The protocol does not provide full forward
secrecy. We will provide a sketch of the proof of security for each property in
the following. In each proof, we follow the same approach as in [12] to assume
an extreme adversary, who has all the powers except those that would allow the
attacker to trivially break any key exchange protocol.

Theorem 1 (Private Key Security). Diffie-Hellman-over-Bitcoin provides
private key security under the assumption that ECDSA signature is a zero knowl-
edge proof of knowledge of the ECDSA secret key.

3 Note that the results apply to a slightly modified version of ECDSA in which
e = H(r|m) where | denotes concatenation. Although the Bitcoin Core implementa-
tion is based on the original ECDSA standard, the above modification is included
in more recent standards of ECDSA such as ISO/IEC 14888 [1]. Furthermore, as
another option for signing, the Bitcoin community is considering including Schnorr
signature [2], which is proven to be a zero-knowledge proof of knowledge of the
private key.

4 A bug in the Bitcoin implementation for the SIGHASH SINGLE flag allows the
message that is signed to authorise the transaction to be 1 instead of the hash of the
transaction [8]. This bug is not likely to be fixed in the near-future as it is consensus-
critical code. To address this bug, we assume that an implementation of our protocol
properly checks that the message signed is a hash of a valid transaction as published
on the Blockchain rather than 1.
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TA TM· · · · · ·· · ·

Alice

kA

Mallory

kMK K

Bob

kB

Blockchain

i. private key security ii. session key security

TA TB· · · · · ·· · ·

Alice

kA K K

Blockchain

Fig. 4. Security of Diffie-Hellman-over-Bitcoin. Light grey denotes what the adversary
(Mallory in (i), Eve in (ii)) knows. Dark grey denotes what the adversary (Mallory)
chooses.

Proof (sketch). The goal of an adversary Mallory is to be able to gain some extra
information on Alice’s transaction-specific private key kA through the following
attack. Mallory is given the public parameters of the system and access to the
Blockchain which includes Alice’s transaction TA, then she provides a transaction
TM which is included in the Blockchain, then she carries out a Diffie-Hellman-
over-Bitcoin protocol with Alice (which is non-interactive), and eventually is
able to calculate the shared secret K. The attack is depicted in Fig. 4(i). Alice’s
ECDSA signature in TA is assumed to be zero knowledge and hence does not
reveal any information about her private key. Furthermore, since Mallory’s trans-
action TM includes an ECDSA signature by her, and ECDSA signature is a proof
of knowledge of Mallory’s ECDSA secret key dM, Mallory must know dM, and
hence kM. Hence, Mallory does not gain any extra knowledge from calculating
K, since knowledge of kM and Alice’s public key enables her to simulate K on
her own. ��

Theorem 2 (Session Key Security). Diffie-Hellman-over-Bitcoin provides
session key security based on the computational Diffie-Hellman assumption under
the assumption that ECDSA signature is a zero knowledge proof of knowledge of
the ECDSA secret key.

Proof (sketch). Assume there is a successful adversary Eve that is able to cal-
culate the shared secret K for a key exchange between two honest parties Alice
and Bob, without knowing either Alice or Bob’s transaction-specific secret keys,
kA or kB. The attack is depicted in Fig. 4(ii). Note that since the protocol is
non-interactive, the adversary is reduced to a passive adversary. A successful
attack would contradict the computational Diffie-Hellman (CDH) assumption
since given an instance of the CDH problem (P, αP, βP ), one is able to leverage
Eve and solve the CDH problem by setting up Alice and Bob’s transaction-
specific secrets as kA = α and kB = β, which results in K = αβP . A successful
Eve implies that CDH can be solved efficiently. ��
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wAP,ZKP{wA}
wMP,ZKP{wM}

TA TM· · · · · ·· · ·

Alice
wAkA

Mallory
wMkM

wAP,ZKP{wA}
wBP,ZKP{wB}

TA TB· · · · · ·· · ·

wAP,ZKP{wA}
wMP,ZKP{wM}

TA TB· · · · · ·· · ·

Mallory
wM

Bob

kB

K K

Alice
wAkA K

Bob
wBkB K

niahckcolBniahckcolB

Blockchain

Alice
wAkA K

i. private key security ii. full forward secrecy

iii. session key security

Fig. 5. Security of YAK-over-Bitcoin. Light grey denotes what the adversary (Mallory
in (i) and (iii), Eve in (ii)) knows. Dark grey denotes what the adversary (Mallory)
chooses.

4.2 Security of YAK-over-Bitcoin

This protocol is an Elliptic Curve YAK key exchange and the public values are
bound to two transactions in the Blockchain. Private key security and session
key security consider a malicious active adversary “Mallory”, and full forward
secrecy considers an eavesdropper adversary “Eve”. Similar as before, we assume
an extreme adversary who has all the powers except those that would trivially
allow the attacker to break any key exchange protocol. Under this assumption,
we provide a sketch of the proof of security for each property in the following.

Theorem 3 (Private Key Security). YAK-over-Bitcoin provides private key
security under the assumption that ECDSA signature is a zero knowledge proof
of knowledge of the ECDSA secret key.

Proof (sketch). The goal of an adversary Mallory is to be able to gain some extra
information on Alice’s transaction-specific private key kA through the following
attack. Mallory is given the public parameters of the system and access to the
Blockchain which includes Alice’s transaction TA, then she provides a transaction
TM which is included in the Blockchain, then she carries out a YAK-over-Bitcoin
protocol with Alice, in which Alice sends the message (wAP,ZKP{wA}) and
Mallory sends the message (wMP,ZKP{wM}). Alice’s ephemeral secret wA is
also assumed to be leaked to Mallory. The attack is depicted in Fig. 5(i). Alice’s
ECDSA signature in TA is assumed to be zero knowledge and hence does not
reveal any information about her private key. Furthermore, since the ECDSA
signature in Mallory’s transaction and her message in the protocol are proofs
of knowledge of dM (equivalently kM) and wM, respectively, Mallory must know
both kM and wM. Note that she receives (wAP,ZKP{wA}) and wA and hence
will be able to calculate K = (kM + wM)(kAP + wAP ). Hence, Mallory does not
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gain any extra knowledge from the values she receives, since wA is independent
of kA and knowledge of wA, kM, and wM enables Mallory to simulate all the
values she receives. ��
Theorem 4 (Full Forward Secrecy). YAK-over-Bitcoin provides full forward
secrecy based on the computational Diffie-Hellman assumption.

Proof (sketch). Assume there is a successful adversary Eve that is able to calcu-
late the shared secret K for a previous key exchange between two honest parties
Alice and Bob through the following attack. Both Alice and Bob’s transaction-
specific secret keys kA and kB are assumed to be leaked to Eve. Eve is also
assumed to have access to all the protocol messages exchanged between Alice
and Bob, as well as the Blockchain of course. The attack is depicted in Fig. 5(ii).
Given an instance of the CDH problem (P, αP, βP ) one is able to leverage Eve
and solve the problem as follows. The protocol is set up with the ephemeral secret
values wA = α and wB = β and all other parameters as per the protocol descrip-
tion. When Eve calculates K, the value S = K − kAkBP − kA(βP ) − kB(αP )
is calculated and returned as the solution to the CDH problem. Note that since
K = (kA + wA)(kB + wB)P , we have S = αβP . A successful Eve implies that
CDH can be solved efficiently. ��
Theorem 5 (Session Key Security). YAK-over-Bitcoin provides session
key security based on the computational Diffie-Hellman assumption under the
assumption that ECDSA signature is a zero knowledge proof of knowledge of the
ECDSA secret key.

Proof (sketch). Assume there is a successful adversary Mallory that is able to
calculate the shared secret K for a key exchange between two honest parties
Alice and Bob through the following attack by impersonating Bob to Alice.
Alice believes she is interacting with Bob, whereas in reality she is interact-
ing with an impersonator Mallory who replaces Bob’s message in the protocol
with her own (wMP,ZKP{wM}). Alice’s transaction-specific secret key kA is
assumed to be leaked to Mallory as well. However, Mallory does not know Bob’s
transaction-specific secret key kB. The attack is depicted in Fig. 5(iii). Given
an instance of the CDH problem (P, αP, βP ) one is able to leverage Mallory
and solve the problem as follows. The protocol is set up with Alice’s ephemeral
secret wA = α and Bob’s transaction-specific secret kB = β and all other para-
meters as per the protocol description. When Mallory calculates K, the value
S = K − kAwBP − wA(βP ) − wB(αP ) is calculated and returned as the solu-
tion to the CDH problem. Note that since K = (kA + wA)(kB + wB)P , we have
S = αβP . A successful Mallory implies that CDH can be solved efficiently. ��

4.3 Security of ECDSA Signatures

Diffie-Hellman-over-Bitcoin is a non-interactive protocol and the protocol par-
ticipants do not send any messages to each other that would potentially have an
impact on the security of ECDSA signatures.
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In ‘YAK-over-Bitcoin’, the messages that the protocol participants send each
other include information about their ephemeral keys wA and wB only, which are
chosen independently of all the secret values related to the ECDSA signatures in
TA and TB. As shown in Theorem 1 in Sect. 4.2, the protocol does not reveal any
information about the static private key (i.e., k), and hence not any information
about the ECDSA private key (i.e., d) since the two values are linearly related.
One can compute d from k, or vice versa. The key element in the proof of Theo-
rem 3 is that each party is required to demonstrate knowledge of both the static
and ephemeral keys. This also explains our choice of the YAK protocol, as YAK
is the only PKI-based AKE protocol that has the requirement that each party
must demonstrate the proof of knowledge for both the static and ephemeral keys
(the former is realized by the Proof of Possession at the Certificate Authority
registration while the later is achieved by Schnorr Non-interactive ZKP).

Table 2. Time performance for Alice executing Diffie-Hellman-over-Bitcoin and
YAK-over-Bitcoin

emiTnoitpircseDpetS
Diffie-Hellman-over-Bitcoin

1-2 Compute kA and ̂QB 0.08 ms
3 Compute shared secret KAB and key κAB 0.51 ms

Total: 0.59 ms

YAK-over-Bitcoin

1-4 Compute kA, QA, ̂QA and ̂QB 0.53 ms
5 Compute wA, WA and ZKP{wA} 0.90 ms
6 Verify Bob’s ZKP{wB} 0.69 ms
7 Compute shared secret KAB and key κAB 0.43 ms

Total: 2.55 ms

5 Implementation

Our implementation is a modification of the Bitcoin Core client and is considered
a proof of concept. We have included three new remote procedure commands
(RPC) that will allow the client to perform a non-interactive Diffie-Hellman
key exchange, generate a zero knowledge proof to be shared with their partner
and verify a partner’s zero knowledge proof before revealing the shared secret.
Our modified implementation was executed using the -txindex parameter which
allows us to query the Blockchain and retrieve the raw transaction data.

Two transactions were created using a non-modified implementation on the
10th December, 2013 to allow us to test our key exchange on the real network.
All tests were carried out a MacBook Pro mid-2012 running OS X 10.9.1 with
2.3GHz Intel Core i7 and 4 cores and 16 GB DDR3 RAM. Each protocol is
executed 100 times from Alice’s perspective and the average times are reported.
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5.1 Time Analysis

Preliminary steps for both protocols involve fetching the transactions from the
Blockchain 0.04 ms and retrieving the signatures (r, s) stored in the transaction
0.08 ms. Overall, these steps on average require 0.12 ms.

This ‘Diffie-Hellman-over-Bitcoin’ protocol is non-interactive as participants
are not required to exchange information before deriving the shared secret.
Table 2 demonstrates an average time of 0.08 ms to derive Alice’s transaction-
specific private key kA and Bob’s estimated public key ̂QB and 0.051 ms to com-
pute the shared key κAB. Overall, on average the protocol executes in 0.59 ms
which is reasonable for real-life use.

The ‘YAK-over-Bitcoin’ protocol is interactive as it requires each party to
send an ephemeral public key together with a non-interactive Schnorr ZKP to
prove the knowledge of the ephemeral private key. Table 2 shows that comput-
ing and verifying zero knowledge proofs is the most time-consuming operation.
However, a total execution time of 2.55 ms is still reasonable for practical appli-
cations.

5.2 Note About Domain Parameters

Our investigation highlighted that q > n as seen in [6] which could obscure the
relationship between k and r as the x co-ordinate can wrap around n. However,
the probability that this may occur can be calculated as (q − n)/q ≈ 4 × 10−39

and is unlikely to occur in practice. However, in the rare chance that this does
happen then it is easily resolved by r′ = r + n. This does not require any
modification to the underlying signature code as it is simply an addition of the
publicly available r with the modulus n. Once resolved, both parties can continue
with the protocol. For reference, q and n are defined below:

q=FFFFFFFF FFFFFFFF FFFFFFFF FFFFFFFF FFFFFFFF FFFFFFFF FFFFFFFE FFFFFC2F
n=FFFFFFFF FFFFFFFF FFFFFFFF FFFFFFFE BAAEDCE6 AF48A03B BFD25E8C D0364141

6 Conclusion

In this paper, we have demonstrated transaction authentication by using the
digital signatures stored in Bitcoin transactions to bootstrap key exchange. We
proposed two protocols to allow for interactive and non-interactive key exchange,
the latter offering an additional property of forward-secrecy. We encourage the
community to try our proof-of-concept implementation and to take advantage
of this new form of authentication to enable end-to-end secure communication
between Bitcoin users.
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Abstract. Mobile NFC payment is an emerging industry, estimated to
reach $670 billion by 2015. The Mafia attack presents a realistic threat to
payment systems including mobile NFC payment. In this attack, a user
consciously initiates an NFC payment against a legitimate-looking NFC
reader (controlled by the Mafia), not knowing that the reader actually
relays the data to a remote legitimate NFC reader to pay for something
more expensive. In this paper, we present “Tap-Tap and Pay” (TTP), to
effectively prevent the Mafia attack in mobile NFC payment. In TTP, a
user initiates an NFC payment by physically tapping her mobile phone
against the reader twice in succession. The physical tapping causes tran-
sient vibrations at both devices, which can be measured by the embedded
accelerometers. Our experiments indicate that the two measurements are
closely correlated if they are from the same tapping, and are different
if obtained from different tapping events. By comparing the similarity
between the two measurements, we can effectively tell apart the Mafia
fraud from a legitimate NFC transaction. To evaluate the practical fea-
sibility of this solution, we present a prototype of the TTP system based
on a pair of NFC-enabled mobile phones and also conduct a user study.
The results suggest that our solution is reliable, fast, easy-to-use and has
good potential for practical deployment.

Keywords: Near Field Communication · Mobile NFC payment · Mafia
attack · MITM attack · Mobile sensor · Accelerometer · Security ·
Usability

1 Introduction

NFC Payment: Near Field Communication (NFC) payment is an upcoming
technology that uses Radio Frequency Identification (RFID) to perform contact-
less payments. An RFID system has two parts: the RFID tag (card) that can be
attached to any physical object to be identified; and the RFID reader that can
interrogate a tag within physical proximity, via radio frequency communication.
An NFC-enabled payment card has an embedded RFID tag. To make an NFC
payment, the user just needs to hold the card in front of an NFC reader for
a short while and wait for confirmation. NFC payments are usually limited to
rather small-value purchases1.
1 For instance, the contactless limit increased from £20 to £30 in 2015 in the UK.
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Fig. 1. The Mafia attack: a malicious reader colludes with a malicious card and fools
the honest card to pay for something more expensive to a legitimate reader

A mobile phone can also be used as an NFC payment card. HSBC Hong
Kong Mobile Payment2, Google Wallet3, Apple Pay4, and Android Pay5 are
examples of NFC payment mobile apps. Using a mobile phone for NFC payment
is considered convenient since people can save all of their cards in their phones. It
is estimated that mobile payments using NFC will total 670 billion US dollars by
2015 [9]. To support this trend, new generations of smart phones have commonly
been equipped with NFC sensors. In this paper, we focus on mobile payment
using NFC. Hence unless stated otherwise, by “NFC card”, we refer to an NFC-
enabled mobile phone functioning as a payment card. By “NFC reader”, we refer
to a payment terminal that communicates with the card via NFC. A legitimate
NFC reader is one that is authorised by the banking network and is connected
to the back-end banking network for payment processing.

It is known that NFC payment is vulnerable to different types of Man-In-The-
Middle (MITM) attacks [21], also known in the literature as relay, or wormhole
attacks [19]. In a simple form of a relay attack known as ghost-and-leech attack
[22], the attacker places an NFC reader so as to secretly interrogate the user’s
NFC card without the user’s awareness, and relays the card response to a remote
NFC reader to obtain a payment from the victim’s account. Such an attack is
demonstrated in [20,21].

Relay attacks can be countered in a number of ways. A simple solution is
to put the NFC card within an NFC protective shield such as Id Stronghold6.
Equivalently, one can add an activation button so that the NFC function on
the phone is only turned on with an explicit user action. More advanced coun-
termeasures are proposed in the literature, including Secret Handshakes [18],
UWave [32], Still and Silent [37], and Tap-Wave-Rub [30]. However, none of
these solutions can prevent a more severe type of attack as we explain below.

Mafia Attack: Another type of the MITM attack is called the Mafia attack,
which is also known as Mafia fraud [19] or the reader-and-ghost attack [22,38].
In this more severe attack, the user consciously initiates an NFC payment with a
legitimate-looking reader controlled by the Mafia; but the reader actually relays
the card response to a remote legitimate NFC reader – via a malicious card – to
2 www.hsbc.com.hk.
3 http://wallet.google.com.
4 www.apple.com/iphone-6/apple-pay.
5 www.android.com/intl/en us/pay.
6 www.idstronghold.com.

www.hsbc.com.hk
http://wallet.google.com
www.apple.com/iphone-6/apple-pay
www.android.com/intl/en_us/pay
www.idstronghold.com
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pay for something more expensive. Figure 1 shows an example of such an attack.
This attack has been shown to be feasible in [19].

Unlike simple relay attacks, the Mafia attack cannot be prevented by using a
protective shield or an activation button since the user consciously initiates the
payment. For the same reason, various user-movement-based unlocking mecha-
nisms [18,30,32,37] cannot stop the attack either. We will explain the current
countermeasures to this attack by first reviewing the NFC payment standards
and specifications.

NFC Payment Standards and Specifications: EMV is the primary protocol
standard for smart card payments in Europe. The EMV standards are managed
by EMVCo7, a consortium of multinational companies such as Visa, Master-
card, and American Express. These standards use smart-cards including contact
and contactless cards and are based on ISO/IEC 7816 [4] and ISO/IEC 14443.
Mobile NFC payment technologies, such as Android Host-based Card Emulation
(HCE)8, are also based on ISO/IEC 14443, which is an international standard
in four parts, defining the technology-specific requirements for proximity cards
used for identification [2,3,7,8].

The extensive EMV specifications—presented in 10 books: A [10], B [11],
C1–C7 (e.g. [12,13]), and D [14]—provide the details of EMV-compliant pay-
ment system design. Furthermore, EMVCo provides a book on security and key
management [1] as a part of EMV 4.3 specifications as well as additional security
guidelines for acquirers [5] and issuers [6] of EMV payment cards.

The risk of MITM attacks in payment systems has been generally neglected
in the above standards and specifications (except in a recent 2015 EMV Contact-
less payment specifications Book C-2 [12], as we will explain). As explained by
Drimer et al. in [19], such attacks are commonly perceived to be too expensive
to work. However, in the same paper, Drimer et al. show this is a misperception
by demonstrating practical MITM attacks in a set of live experiments against
the UK’s EMV system. Given the practicality of deploying such attacks [19] and
the projected rapid growth in the size of the contactless payment industry [9],
we believe that it is important for the payment industry to seriously consider
the security concerns posed by such attacks and the countermeasures that are
needed.

Distance Bounding Protocols: Distance bounding protocols have been con-
sidered a potential solution to this problem. In the latest MasterCard EMV
specifications (Book C-2 [12] released in March 2015), a distance bounding pro-
tocol (called the Relay Resistance Protocol in the specifications) is defined. This
protocol starts with the reader sending the card a random challenge and the card
replying with a digitally signed response. The reader verifies the digital signa-
ture and also checks the response time is within a specified range. This protocol
requires an additional private key and a public key certificate installed on the
card. Furthermore, the card needs to perform expensive public key operations,
7 www.emvco.com.
8 http://developer.android.com/guide/topics/connectivity/nfc/hce.html.

www.emvco.com
http://developer.android.com/guide/topics/connectivity/nfc/hce.html
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which may incur a notable processing delay. To minimize the processing delay
on the card, most distance bounding protocols defined in the literature [16,19]
resort to using only symmetric key operations, such as hash and symmetric-
cipher encryptions. However, applying those solutions to NFC payment would
require the card and the reader to have a pre-shared symmetric key. In the
current practice, the card only has a pre-shared key with the issuing bank. By
contrast, our solution does not require any additional cryptographic keys. In fact,
it is orthogonal to distance bounding protocols and can be used in conjuction
with any one of them.

Other Countermeasures: Other countermeasures to the MITM attack have
been actively explored by a number of researchers. One straightforward solution
is to require user vigilance at the time of making the NFC payment. However,
it has been generally agreed that user vigilance alone is not sufficient [22,33,38].
It is desirable to design a countermeasure that can effectively prevent Mafia
attacks without having to rely on user vigilance. Current solutions generally
involve using ambient sensors to measure the characteristics of the surrounding
environment, such as light [22], sound [22], location via GPS [33] and a combina-
tion of temperature, humidity, precision gas, and altitude [38]. The underlying
assumption is that the malicious and legitimate readers will be in two differ-
ent locations with distinct ambient environments. However, the validity of this
assumption may be challenged in some situations where the two readers are in
similar environments (e.g., nearby stalls in the same mall).

Overview of our Idea: Our idea is based on the following observation: as a
result of the physical tapping between a pair of devices (a card and a reader
quipped with accelerometers), the tapping creates transient vibrations, which
can be measured using embedded accelerometer sensors. By comparing the sim-
ilarity of the two measurements, we are able to determine if the two devices
were involved in the same tapping event. This effectively distinguishes the Mafia
attack from a normal NFC transaction.

In contrast to the mentioned solutions, we do not assume that the attacker’s
reader is in an environment different from that of the legitimate reader. Thus
our threat model considers a more severe attack.

Contributions: Our main contributions are summarised below:

1. We propose “Tap-Tap and Pay” (TTP) as a new countermeasure to prevent
Mafia attacks. Our solution is the first that works even if the malicious and
legitimate readers are in similar environments.

2. We present a proof-of-concept implementation of TTP by using a pair of NFC-
enabled smartphones. Experiments confirm that vibrations induced from the
same tapping event are closely correlated between the card and the reader,
while they are not if originating from different tapping events.

3. We conduct user studies to evaluate the usability of our TTP prototype.
Based on the feedback, users generally find the suggested solution fast and
easy to use.
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Fig. 2. Overview of the proposed solution: Tap-Tap and Pay

2 Our Solution: Tap-Tap and Pay (TTP)

2.1 Threat Model

We assume a user consciously initiates an NFC payment against a legitimate-
looking NFC reader without realizing that it is a malicious one controlled by the
Mafia. The difference between the malicious reader and the legitimate reader
is that the former is not connected to the back-end banking network while the
latter is. We assume the Mafia does not want to directly connect to the banking
network, as that will run the risk of being caught by the bank. The malicious
reader relays the victim’s card to a remote legitimate reader to pay for something
more expensive, through the help of an accomplice who holds a legitimate-looking
NFC card (see Fig. 1). From the perspective of the legitimate merchant, there is
nothing suspicious – a customer uses a mobile phone to make an NFC payment.
The amount of the payment may be near the upper end of the limit, but that is
perfectly acceptable (see [19] for a demonstration of successful Mafia attacks on
the UK’s EMV payment system using contact chip-and-PIN cards; the attacks
on the contactless payment work in the same way).

Furthermore, we assume the attacker is able to put the NFC reader in an
ambient environment that is very similar to the legitimate reader. In one sce-
nario, the attacker may set up a mobile temporary stall near a shopping mall.
He may pretend to sell cheap items such as coffee, tea or confectionery, and show
the buyer a small amount on the reader’s screen. While accepting the buyer’s
NFC payment, the attacker relays it to one of his accomplices in nearby shops
to buy something more expensive. The attacker and his accomplices can avoid
detection by constantly changing the location. Once they make enough profit in
a day, they will disappear and repeat the same attack at a different place. Under
the above threat model, previous ambient-sensor-based solutions may fail com-
pletely. However, despite the assumption of a stronger attacker, we will present
a solution that can effectively prevent Mafia attacks under the same condition.
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The practical feasibility of such Mafia attacks [19], compounded by the fact
that they are undetectable by banks in the backend, can prove problematic.
This can have serious implications on the liability if the security of the system
only depends on user vigilance. In practice, if any dispute arises regarding the
discrepancy of the amount charged for an NFC payment, users will be to blame
by default since they are required to be “vigilant”. We believe this is not fair to
users. Our solution addresses this problem by providing banks more evidence so
they can tell apart a legitimate NFC payment from a Mafia fraud. This is done
at the minimum inconvenience to users, as we explain in the next section.

2.2 Overview of the Solution

An overview of our solution is shown in Fig. 2. First, the user physically taps the
mobile phone against the reader twice to make an NFC payment. The tapping
causes transient vibrations at both devices, which are measured by the embedded
accelerometer sensors. The user then holds the card close to the reader. At this
point, the reader detects the presence of an NFC card within physical proximity
and starts a standard challenge-and-response process for the NFC payment. At a
high level, this involves the reader sending a challenge to the card, and the card
replying with a response authenticated by a pre-shared key via MAC with the
issuing bank. Our solution does not alter this existing data flow; but within the
card response, we propose to add an additional item acc card to the items being
sent by the card. This new item represents the measurement of the vibration
by the card accelerometer. When the reader forwards the card’s response to
the issuing bank through a secure back-end network, it appends acc reader ,
which is the measurement of the vibration by the reader accelerometer. The
bank compares the two measurements and approves the transaction only if it
finds the two sufficiently similar. Recall that in Fig. 1, the user’s NFC card
and the legitimate NFC reader are honest devices and can perform trustworthy
measurements.

TTP suggests two taps because we found it to be the minimum number
of taps needed to obtain both sufficiently correlated measurements of the same
tapping, and at the same time sufficiently uncorrelated measurements of different
tappings. Of course with more than two taps, more features can be extracted,
but at the expense of user convenience. Hence, we chose double-tap as the default
setting for our solution.

2.3 Sensor Data Preprocessing

To enable data collection, we developed two Android apps: Card app and Reader
app and installed them on two NFC-enabled smartphones, two Nexus 5 devices9,
which are equipped with a range of different sensors.
9 Prototyping of our TTP protocol requires the facility of bidirectional NFC using

Host-based Card Emulation (HCE). At the time of experiments, Nexus 5 was the
only device allowing that facility.
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Fig. 3. Final sequences obtained from Eq. 1 (top), and their derivatives from Eq. 2
(bottom) of a sample of double tapping

Accelerometer Data: We use the embedded accelerometer sensor on the
mobile phone to capture vibration changes during physical tapping. The
accelerometer sensor returns acceleration data in three dimensions, obtained
by measuring forces (including the force of gravity) applied to the sensor along
the local x, y and z axes. The coordinate system is defined with reference to
the phone screen in its portrait orientation; x is horizontal in the plane of the
screen from left of the screen towards right, y vertical from the bottom of the
screen towards up, and z perpendicular to the plane of the screen from inside
the screen towards outside. We consider the sequence representing the length
of the three-dimensional vector obtained through accelerometer measurements
calculated from Eq. 1 where the components represent the i-th measurement in
the three dimensions (accxi, accyi, acczi):

acci =
√

acc2xi + acc2yi + acc2zi (1)

Figure 3 (top) shows the above vector length sequences acci for a typical
double-tapping as measured on a card and a reader. From now on, we refer to
this vector length sequence acci simply as accelerometer measurement.

Derivatives: As shown in Fig. 3 (top), the accelerometer measurement made by
the card is more vibrant than that by the reader, since the card is moving in the
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hand of the user. They are also different in scale, depending on the start status
of accelerometers. In order to smooth out irrelevant movements specially on the
card side, we apply the following equation (based on [26]) to approximate the
first derivatives of the sequences. The results are displayed in Fig. 3 (bottom).

Di =
(acci − acci−1) + ((acci+1 − acci−1)/2)

2
(2)

Sequence Alignment: After obtaining the derivatives, we align the two
sequences by identifying the peaks. This can be simply achieved by searching for
the extreme values (max or min) with a minimum gap between them. The two
sequences are then aligned based on the first peak (with a few linear shifts to get
the best matching by trial-and-error). Based on our evaluation of the collected
data, we found that this simple alignment algorithm is accurate and fast.

After the alignment of the two sequences, we cut a segment of each sequence,
starting from 0.2 s before the first peak until 0.2 s after the second peak. This
covers the whole significant variation of the accelerometer data. Our analysis
shows that with this setting, the whole recording time is in the range of 0.6
and 1.5 s.

2.4 Similarity Comparison

Suggested sensor data comparison methods include correlation coefficients,
covariance, cross covariance (e.g. [15]) and cross correlation (e.g. [18,22]) in the
time domain, and coherence (e.g. [36]) in the frequency domain. We found the
correlation coefficients in the time domain and the coherence in the frequency
domain to be the two most effective ones on our collected data. Here we use
them along with the energy of the series as well as the distance between the two
peaks as the inputs of our suggest TTP decision maker.

Correlation Coefficient (Time Domain): The correlation coefficient is com-
monly used to compare the similarity of the shapes of two signals. The intuition
is that if the two measurements originate from the same double-tap, their signal
shapes, especially their tap shapes, would be highly correlated, and otherwise
they would not be correlated. Given two sequences X and Y and Cov(X,Y )
denoting covariance between X and Y, the correlation coefficient is computed as
below, where Cov(X,X) = σ2

X and Cov(Y, Y ) = σ2
Y :

RXY =
Cov(X,Y )

√

Cov(X,X) · Cov(Y, Y )
(3)

Coherence (Frequency Domain): To obtain a similarity measure in the
frequency domain, we apply the coherence method which indicates the level of
matching of features in the frequency domain between two time series. Given
two sequences X and Y , we compute the magnitude squared coherence based on
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the following equation, where PXX(f) and PY Y (f) are power spectral densities
of X and Y , and PXY (f) the cross power spectral density between X and Y :

CXY (f) =
|PXY (f)|2

PXX(f) · PY Y (f)
(4)

We define the similarity rate between the two signals based on magnitude squared
coherence as the sum of the squares of the magnitudes of coherence values at all
frequencies as follows:

FXY =
∑

f

CXY (f) (5)

Energy Difference: Our analysis shows that different users tap devices with
different strengths; some taps are very gentle, some are of medium strength, and
some are very strong. We found that the total energy levels of the card and reader
sequences of the same tap are strongly correlated, while they are distinctive if
obtained from different taps. Hence, we use the following measure to capture the
distance of two signals X and Y in term of the total signal energy levels:

DXY =

∣

∣

∣

∣

∣

∑

t

X(t)2 −
∑

t

Y (t)2
∣

∣

∣

∣

∣

(6)

Peak Gap Difference: Last but not least, the distance between the two peaks
in each measured sequence is an important factor in deciding if two measure-
ments come from the same double tapping or not. We define GXY in Eq. 7 where
GapX is the distance between the two extremums of sequence X and GapY is
the distance defined similarly for sequence Y :

GXY = |GapX − GapY | (7)

TTP Decision Engine: Our TTP decision engine has two steps. First, we
have an initial check according to the peak gap defined in Eq. 7 and then we use
a combined method to include the other three similarity measures. We suggest
a simple linear fusion method by using the weighted sum of the three measures:
correlation coefficient, coherence, and the energy similarity. Therefore, the ulti-
mate decision is made based on comparing the peak gap against a threshold
and if successful comparing the weighted sum of the combined method against
another threshold. Hence according to the output of the decision engine, the
bank decides to authorize or decline the transaction.

We use a simple linear normalisation that maps the three values to the inter-
val [0, 1]. Let us denote these normalised versions by R̄XY , F̄XY , and D̄XY ,
respectively. Since unlike the other two measures, D̄XY decreases with similar-
ity, we define ĒXY as below. Note that ĒXY is also a normalised value belonging
to the interval [0, 1].

ĒXY = 1 − D̄XY (8)
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Fig. 4. Data collection environment (left), Card app (centre), and Reader app (right)

Given R̄XY , F̄XY and ĒXY , TXY calculates the total similarity rate of two
signals X and Y as below, where a, b and c are the weights of each method:

TXY = a · R̄XY + b · F̄XY + c · ĒXY (9)

The weight parameters are determined through experiments based on the col-
lected user data by testing all possible weights up to two decimal places for a, b,
and c – under the condition that the sum of them is equal to 1 – and observing
the equal error rate. The values which gave us the best error rate have been fixed
as a = 0.45, b = 0.21, and c = 0.33.

3 System Evaluation

3.1 Experiment Setup and Data Collection

We implemented a proof-of-concept prototype for the TTP system by develop-
ing two Android apps (card and reader). When the user taps the reader, the
two apps independently record the accelerometer data. Once the NFC card is
detected by the reader in close proximity, the two devices start a two way NFC
communication and simulate an NFC payment.

In order to evaluate the system performance based on real user data, we
recruited 23 volunteers (university students and staff, 10 males and 13 females)
to participate in the data collection, each performing five double tapping actions.
We made a short self-explanatory training video to demonstrate how to do the
double-tap and showed it to the users before the experiment. Users generally
found the video guide useful in helping them quickly grasp the instruction of
“Tap-Tap and Pay”.

We fixed the reader phone to the table using double-sided tape, as shown in
Fig. 4(left). The front of the phone faced downwards and the back was labelled



Tap-Tap and Pay (TTP): Preventing the Mafia Attack in NFC Payment 31

Table 1. Equal error rates for different suggested methods

Method Equal error rate

Correlation coefficients 19.15 %

Coherence 27.91 %

Total energy 23.48 %

Peak gap 14.09 %

TTP decision algorithm 9.99%

“Reader”. We used MyMobiler10 to operate the reader through a USB connec-
tion. The GUIs of the reader and card apps are shown in Fig. 4, right and centre,
respectively. After launching the card app, the user just double tapped the phone
to the reader and kept it close to complete an NFC payment. Once she was noti-
fied of a successful completion, she could repeat the experiment. The recorded
sensor data were saved into a file for further analysis in Matlab.

3.2 Results

We use the False Negative Rate (FNR) and the False Positive Rate (FPR) to
evaluate the performance. The FNR is the rate that two measurements from the
same tap event are determined as not matching. The FPR is the rate that two
measurements from two different tap events are determined as matching. FNR
and FPR vary according to a threshold. The Equal Error Rate (EER) is the rate
where the FNR and the FPR curves intersect. The EER is commonly used as
a measure to evaluate the overall performance of a system. We computed the
EERs based on the similarity comparison methods as described in Sect. 2.4. The
results for EER are presented in Table 1. Overall, the Equal Error Rate of our
prototype system is 9.99 % using the combined method (Table 1). Therefore with
this setting, we have FNR= FPR= 9.99 %. Hence, a legitimate NFC transaction
may be falsely rejected with a probability of 9.99 %. Then the user would need
to try again. On average, it takes 1/(1 − 0.099) = 1.1 attempts for a legitimate
user to complete an NFC payment transaction. On the other hand, if the Mafia
attack takes place during the NFC payment, the transaction is more likely to be
denied by the bank due to inconsistent data measurements. The Mafia may trick
the user to try again, but it would require on average 1/0.099 = 10 attempts
to get a fraudulent transaction to come through. However, consecutively failed
verifications for a single NFC transaction will likely trigger an alert at the back-
end banking network, prompting an investigation. Furthermore, when the user
gets repeated denials from the NFC payment (say three times), she might not
try further and may choose to query her bank instead. All this can significantly
increase the chance of having the Mafia attack exposed.
10 www.mymobiler.com.

www.mymobiler.com
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3.3 Online and Offline Modes

So far, the description of our TTP solution assumes that the NFC transaction is
online i.e., the reader is connected to the banking network, so that the backend
system is able to evaluate the received measurements and authorize the payment
in real-time. The same assumption is made in other researchers’ solutions [22,
33,38] (which we will detail in Sect. 5).

However in practice, an NFC transaction may be performed offline. Accord-
ing to the EMV specifications, an EMV transaction flow includes several steps
including offline data authentication and online transaction authorisation.
Depending on the result of the negotiation between the card and the reader,
the card may decide to go with offline authorisation. This decision is based on
different factors including the transaction value, the type, and the card’s record
of recent offline transactions. Our solution will be less effective in the offline
mode, however, we believe it still provides important added value in preserving
critical evidence when a dispute regarding Mafia attacks occurs and a retrospec-
tive fraud investigation is needed.

4 Usability Study

4.1 Experiment Setup and Data Collection

We performed a second experiment to evaluate usability aspects of the system.
We asked 22 different users (partially overlapped the previous user set, university
students and staff, 15 males and 7 females) to perform two NFC payments; first
by using the contactless method, and second by using TTP. We developed two
Android apps (card and reader) to simulate the two tasks. Before the experiment,
we presented users a study description, including a short introduction of mobile
contactless payment using NFC, followed by a general description of mobile
payment using TTP. In the first task, the user was asked to hold the phone near
the reader and wait for the confirmation message. In the second task, the user
was asked to double-tap the reader, keep the phone near the reader and wait for
the confirmation. Figure 5 shows the GUIs of the two tasks in this experiment.

4.2 Findings

After completing the two tasks, the users were asked to fill in a questionnaire and
rate the level of convenience, speed, and feeling of the security of each payment
method in a Likert scale from level 5 to 1 (corresponding to “strongly agree”,
“agree”, “neutral”, “disagree”, and “strongly disagree”). They were also asked
to write free comments about their experience in this experiment. Figure 6 shows
the average user rating of using the contactless payment and the TTP method.

As shown in Fig. 6, users generally found contactless payment more conve-
nient than TTP. Including a physical action makes it less convenient for some
users. As one user commented: “... the fact that I need to keep the device close
to the reader after tapping made the experience less convenient”.
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Fig. 5. User study Card app; Task 1: Contactless payment (left), Task 2: TTP (right)

However, in contrast to convenience, many users considered TTP faster than
the contactless method, since they were able to precisely sense the start of the
action by tapping, while it took them some time to find the proper distance
in contactless payment. The uncertainty about when contactless payment would
start made some people feel that the process took longer than how long it actually
took. As one user commented: “Even [though] I had to tap twice, but the process
felt faster comparing to the first one. I feel after tapping I automatically bring
the phone close enough to the reader, but in first task, my phone was not close
for a while and it took longer”.

Moreover, users felt TTP is more secure than contactless payment. By per-
forming a physical tapping action, users felt in control of the transaction and
would worry less about accidental payments. As one of the users commented:
“As before [i.e. task 1] payment is very easy. I like the action of tapping the
reader as this made me feel more in control of when the transaction took place.
I felt this method [TTP] was more secure due to the action of tapping to start
the transaction. This meant I know when the transaction took place”. A similar
view was expressed by another user in the comment: “The payment [in task 1]
is very easy, but I don’t know when the connection between wallet and reader is
made; range or time, so I would keep my payment device away from the reader
to be sure until I want to pay.”

5 Comparison with Previous Works

Table 2 briefly compares TTP with previous ambience sensing based solutions.
In terms of security, TTP is the first solution able to prevent the Mafia attack
even when both readers share the same ambient environment. Ambience sensing
solutions are inherently incapable of detecting the attack in this condition.
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Fig. 6. User study: average user rating of contactless payment and TTP

We now review the error rates reported in the previous works based on mea-
suring the ambient environment. Halevi et al. [22] (sensors: audio and light)
report false positive and false negative rates of 0 % for audio sensor, and around
5 % for light sensor for distinguishing different business types (such as library,
concert hall, restaurant, etc.). Ma et al. [33] (sensor: GPS) report a 0 % false
negative rate under the assumption that the attacker is located 20 meters or
farther, 67.5 % when the distance is more that 5 meters, and 100 % when the
distance is less than one meter. False positive rates are not reported in their
work. Shrestha et al. [38] (sensors: multiple sensors) report false negative rates
approximately in the range of 10 %–25 % and false positive rates approximately
in the range of 15 %–30 % for individual sensors. By combining the sensor read-
ings, they achieve a false negative rate of about 3 % and a false positive rate of
about 6 %.

The equal error rate of 9.99 % in our result is comparable to those reported
in the previous works. However, when the two readers are in nearby locations
and share the same or similar ambient environments, the reported error rates
in [22,33,38] are no longer meaningful and all previous ambient-sensor based
solutions may fail completely. By contrast, our TTP solution works regardless
of whether or not the two readers share similar ambient environments.

In terms of usability, our protocol needs a sensor recording of only 0.6 to
1.5 s which is sufficiently fast for contactless payment. Schemes based on audio
and light sensors [22] achieve similar timings. However, the GPS-based proto-
col [33] requires 10 s of sensor recording which makes the system not suitable
for contactless payment. Our scheme is based on accelerometer which is read-
ily available on most mobile devices, as are microphones (audio), light sensors,
and GPS. However, meteorological sensors [38] are only available on specialised
devices which is a barrier in adopting such protocols in practice.
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Table 2. Comparing TTP with ambient sensors based solutions

Sensor/ Solution Prevents attacker at
same environment

Recording
duration
(sec)

Embedded
mobile
sensors

Based on
ambience
or device

Audio [22] ✗ 1 ✓ Ambience

Light [22] ✗ 2 ✓ Ambience

GPS [33] ✗ 10 ✓ Ambience

Temperature (T) [38] ✗ instant ✗ Ambience

Precision Gas (G) [38] ✗ instant ✗ Ambience

Humidity (H) [38] ✗ instant ✗ Ambience

Altitude (A) [38] ✗ instant ✗ Ambience

THGA [38] ✗ instant ✗ Ambience

Accelerometer (TTP) ✓ 0.6–1.5 ✓ Device

In summary, our solution presents a new approach in tackling the Mafia
attack with promising initial results in terms of security, efficiency and usability.
Being orthogonal ways to solve the same problem, TTP and ambient-sensor-
based solutions could potentially be combined to achieve even better results. We
leave this as a subject for further investigation in future.

6 Further Related Works

In this section, we present some other related works that either use Tap gesture,
or accelerometer sensor data for other security purposes, and explain how TTP
differs from them.

Bump. Using the tap gesture to establish device to device communication has
been suggested before. Bump11 is probably the most well-known example in this
category. Two users bumps their mobile phones together to exchange contacts,
photos and files. Each phone sends a set of data to a remote server, including
the device’s location (via GPS), the IP address, the timestamp of bumping and
the accelerometer measurement. The server matches the devices based on the
received data and transfers the data between the two matched devices. Bump
and TTP are clearly distinct as they solve different problems and they assume
different threat models. Our threat model assumes a malicious reader, whereas in
the Bump model, the two devices bumped to each other are assumed to be both
legitimate. Consequently, our main goal is to protect against MITM adversaries
whereas Bump’s main goal is to identify devices being bumped together. In fact,
it has been shown that Bump is vulnerable to MITM attacks [39] due to timing
issues. It is worth mentioning that privacy concerns that arise from environment
sensing also apply to Bump since at least the locations and IP addresses of all
11 www.bu.mp.

www.bu.mp
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users in the system are communicated with the Bump server each time the app
is used. Since January 2014, Bump has been discontinued with all apps removed
from App Store and Google Play [31].

Tap Identification Proposals. Performing a tap gesture in order to synchro-
nise multiple devices has been proposed in Synchronous Gestures [24]. Tap iden-
tification using mobile accelerometer is another problem which could also be
applied for security purposes. For example Tap-Wave-Rub [30] suggests a sys-
tem for malware prevention for smarphones. Although similar sensors are used
in these proposals, they are in general orthogonal to our solution since they are
designed to solve an identification problem for legitimate devices, whereas our
solution is designed to resist Mafia attacks in an environment where one of the
devices behaves maliciously. Consequently, these solutions can be used alongside
our proposal to provide a system in which tapping is used to both unlock the
device and secure the payment.

Shake to Pair. The idea of shaking two devices for device pairing has been
suggested by multiple works [15,27,28,34–36]. While both TTP and the men-
tioned works use accelerometer, the amount of entropy produced by shaking,
the eventual application, the threat model, and the problem solved by these
works are all different from ours. In these works, the user needs to shake the two
devices together for a while until both devices generate and agree on a shared
key, whereas in our work we do not aim to generate shared keys and we only
need the user to tap her device to the reader twice. Device pairing, and more
generally key exchange cannot prevent Mafia attacks due to the involvement of
the malicious reader. Device pairing and securing NFC payments are distinct
security problems. While the former has been explored by researchers for a long
time [17,25,29], the latter is less explored. However, with the impending global
deployment of NFC payments, we believe the security of NFC payments deserves
more attention by the security community.

7 Conclusion

In this paper, we have proposed a simple and effective solution, called “Tap-Tap
and Pay” (TTP), to prevent the Mafia attack in NFC payment by sing mobile
sensors. Our solution leverages the characteristics of vibration when an NFC
card is physically tapped on an NFC reader. We observed that the accelerometer
measurements produced by both devices were closely correlated within the same
tapping, while they were different if obtained from different tapping events. The
experimental results and the user feedback suggest the practical feasibility of the
proposed solution. As compared with previous ambient-sensor based solutions,
ours has the advantage that it works even when the attacker’s reader and the
legitimate reader are in nearby locations or share similar ambient environments.

The TTP solution can be easily integrated into existing EMV standards and
requires minimal infrastructural change to the EMV system. The structure of
the payment protocol remains the same; only an extra string of accelerome-
ter measurement is added in the transmitted message. In terms of hardware,
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deploying TTP requires the integration of accelerometer sensors in contactless
readers. This can be done progressively by equipping the next generation of the
readers with accelerometer sensors which are quite inexpensive (e.g., iPhone 4
accelerometers are estimated to cost 65 cents each [23]). Furthermore, TTP can
be rolled out gradually since the protocols remain backward compatible.

In future work, we plan to investigate how to further improve system perfor-
mance by e.g., combining different sensor measurements and using more precise
sensors on newer mobile phones. Moreover, it will also be interesting to explore
if it is feasible to apply TTP to other NFC-based payment solutions such as
NFC-enabled credit/debit cards, and Barclays bPay band12 to defend against
the Mafia attack by retrofitting accelerometers to such devices.
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ments. We also thank the anonymous reviewers of this paper. The second and the third
authors are supported by ERC Starting Grant No. 306994.
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eration data of shaking processes. In: Krumm, J., Abowd, G.D., Seneviratne, A.,
Strang, T. (eds.) UbiComp 2007. LNCS, vol. 4717, pp. 304–317. Springer, Heidel-
berg (2007)

16. Brands, S., Chaum, D.: Distance bounding protocols. In: Helleseth, T. (ed.) EURO-
CRYPT 1993. LNCS, vol. 765, pp. 344–359. Springer, Heidelberg (1994)

17. Chong, M.K., Gellersen, H.: How users associate wireless devices. In: Proceedingsof
the SIGCHI Conference on Human Factors in Computing Systems, CHI 2011, pp.
1909–1918. ACM, New York, (2011)

18. Czeskis, A., Koscher, K., Smith, J.R., Kohno, T.: RFIDs and secret hand-
shakes: defending against ghost-and-leech attacks and unauthorized reads with
contextawarecommunications. In: Proceedings of the 15th ACM conference on
Computerand communications security, pp. 479–490. ACM (2008)

19. Drimer, S., Murdoch, S.J.: Keep your enemies close: distance bounding against
smartcard relay attacks. In: Proceedings of 16th USENIX Security Symposium
on USENIX Security Symposium, SS 2007, pp. 7:1–7:16. USENIX Association,
Berkeley (2007)

20. Emms, M., van Moorsel, A.: Practical attack on contactless payment cards. In:
HCI2011 Workshop-Heath, Wealth and Identity Theft (2011)

21. Francis, L., Hancke, G.P., Mayes, K., Markantonakis, K.: Practical relay attack on
contactless transactions by using nfc mobile phones. In: IACR Cryptology ePrint
Archive, p. 618 (2011)

22. Halevi, T., Ma, D., Saxena, N., Xiang, T.: Secure proximity detection for nfc
devices based on ambient sensor data. In: Foresti, S., Yung, M., Martinelli, F.
(eds.) ESORICS 2012. LNCS, vol. 7459, pp. 379–396. Springer, Heidelberg (2012)

23. Hesseldahl, A.: Apple iPhone 4 parts cost about $188. Bloomberg Busi-
ness, June 2010. http://www.bloomberg.com/bw/technology/content/jun2010/
tc20100627 763714.htm

24. Hinckley, K.: Synchronous gestures for multiple persons and computers. In: Pro-
ceedings of the 16th Annual ACM Symposium on User Interface Software and
Technology, UIST 2003, pp. 149–158. ACM, New York (2003)

25. Ion, I., Langheinrich, M., Kumaraguru, P., Čapkun, S.: Influence of user perception,
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Abstract. In the paper we propose new authenticated key exchange
(AKE) protocols from a combination of identity-based signature (IBS)
and a password-based authentication. The proposed protocols allows for
a client to execute a convenient authentication by using only a human-
memorable password and a server’s identity. The use of an IBS gives
security enhancements against threats from password leakage. A server
authentication method is based on an IBS, which is independent of a
password shared with a client. Even if a password is revealed on the side
of a client protected poorly, server impersonation can be prevented effec-
tively. In addition, our protocols have resilience to server compromise by
using ‘password verification data’, not a true password at the server. An
adversary cannot use the data revealed from server compromise directly
to impersonate a client without additional off-line dictionary attacks. We
emphasize that most of existing password-based AKE protocols are vul-
nerable to subsequent attacks after password leakage.

Our first hybrid AKE protocol is constructed using concrete parame-
ters from discrete logarithm based groups. It is designed to give resilience
to server compromise. Our second protocol is a simplified version of the
first protocol where the computation cost of a client is cheap. Gener-
alizing the basic protocols, we present a modular method to convert
Diffie-Hellman key exchange into an AKE protocol based on a password
and an IBS. Finally, we give performance analysis for our protocols and
comparison among known hybrid AKE protocols and ours. As shown
later in the paper, our protocols provide better performance. Our exper-
imental results show that the proposed protocols run in at most 20 ms.
They can be widely applied for information security applications.
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1 Introduction

Explosive growth of computing environment is opening the era of big data. Appli-
cation domains of the pervasive computing are connected densely, and entities
with smart devices exchange information frequently in the advanced network.
Massive amounts of data can be collected from various sources and processed
for user-centric services. Furthermore, automated analysis and deep learning
technologies are actively developed to extract highly valuable knowledge from
a huge amount of data. In the upcoming future, a user will be able to enjoy
unprecedented convenience timely from the advanced information service.

These services will be available when not only feasibility but also security
properties are well provided. For secure data transmission between entities,
key exchange is one of the most crucial and fundamental protocols. That is,
to access valuable data resources on a server (or a service provider), a client
should establish a temporal digital key with the server securely. The shared
key builds a secure channel between a client and a server, which provides secu-
rity properties including data integrity and confidentiality. Diffie-Hellman (DH)
key exchange (KE) [19] is a well-known popular protocol for key establishment
between two entities.

In general, a network used to establish a shared key is public and insecure,
where an adversary may control exchanged messages in an adaptive way. An
adversary is able to perform impersonation attacks to a user by intercepting
and/or modifying messages. Thus, authentication of legal participants is neces-
sary for secure key exchange. An authenticated key exchange (AKE) protocol
has been widely studied and developed for a long time, to achieve key establish-
ment and authentication of participants over a public network. AKE is mainly
constructed by combining the DH KE and an authentication method, for which
entities’ computing capability and users’ convenience should be considered. In a
client-server model, a client is a typically human who has a device(s) with lim-
ited computing resources, while a server is a powerful machine which can store
high-entropy secret numbers.

In a client-server model, a password is a commonly used authentication fac-
tor, because a client can generate and memorize it easily. In practice, most of IT
services use ID/password as a log-in method. To construct a secure password-
based AKE (PAKE) lots of research have been performed [7,32,40]. As a pass-
word used for authentication is low-entropy, PAKE is vulnerable to dictionary
attacks which systematically check all possible passwords from a password space
of small size until the correct one is found. Dictionary attacks can be mounted
in two types, i.e., on-line and off-line. An on-line dictionary attack is mounted
by using guessed passwords. It is easy to prevent it just by limiting the number
of on-line password trials. An off-line dictionary attack is performed without
interaction with a server, when some information to confirm a true password is
obtained. Thus, to resist an off-line dictionary attack, a PAKE protocol makes
sure not to reveal any information related to a password. when sending a message
including the password.
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For this reason, Encrypted Key Exchange (EKE) was introduced in [7], where
at least one party encrypts a key value using a password and sends it to a second
party who decrypts it to negotiate a shared key with the first party. Since then,
EKE has been modified and extended in various ways. Some PAKE protocols
have been developed as international standards by IEEE [31], IETF, ISO/IEC
JTC 1/SC 27 [32], and ITU-T [33]. Most PAKE protocols including EKE are
constructed in a shared-password authentication model where a client and a
server identifies each other by using a shared password (or variant of a pass-
word). Intrinsically, the model is vulnerable to threats from password exposure,
in the sense that a password stolen from one party can be used to impersonate the
other party. There are various possibilities to leak a password, for example, by
malware, hacking, shoulder surfing attacks or from lost/stolen portable devices.1

Since a client’s device may be insufficiently protected, password exposure could
be more realistic. When a password of a client is revealed, it is inevitable that
an adversary impersonate the client. But, if a server can be impersonated to
the client, it will bring more dangerous and serious risks. For example, mali-
cious modification of critical information such as clients’ financial services or
healthcare will be possible.

As a solution to the above issue, a hybrid AKE has been introduced which is
constructed in conjunction of an asymmetric encryption scheme and password-
based authentication. The protocols by [23,25] make use of a public key encryp-
tion, and the protocol of [53] is based on an identity-based encryption (IBE).
The intuition to prevent server impersonation attacks is to use an independent
decryption key for a server. For password-based authentication, the protocols
take a simple approach to encrypt a password with a server’s public key. To
guarantee confidentiality on a password, they apply a highly secure encryption
to meet so-called CCA-security.2

Hybrid protocols based on IBE may be preferable in a client-server model
because a client is assumed to be a human who can merely memorize limited
information such as a password or server’s ID. However, CCA-secure IBE encryp-
tion entails relatively complex computation of parameters. It will impose expen-
sive computation or communication costs on a client side using a device with a
limited resource. In addition, the above-mentioned hybrid protocols do not con-
sider server compromise. A server manages a password file for a large number of
clients. The file contains secret values to be used to authenticate clients. If the
password file is revealed, it will cause disastrous results, because any client can
be immediately subject to impersonation.

1.1 Our Contributions

In the paper, we propose new efficient yet robust AKE protocols from a combina-
tion of a password-based authentication and an identity-based signature (IBS).
1 These are different from dictionary attacks to reveal a password.
2 The notion of CCA security means that a PKE scheme should reveal no meaningful

information about the original message from public ciphertexts to attackers who can
probe the decryption oracle with chosen ciphertexts.
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For distinction, they are called IBS-PAKE protocols. An IBS can be used by not
only a powerful server but also a client, while a client is enough to memorize a
password to invoke the protocol. The adoption of an IBS gives desired solutions
to party compromise issues as follows.

– Basically, a server executes an independent authentication based on an IBS.
Even if a password is revealed from a client, server impersonation is impossible
without access to the server’s IBS key. It will be reasonable for a server to
manage a sinlge key secretly, rather than the whole password file of large size.

– In an IBS scheme, a public key may be defined by an arbitrary public string
such as an e-mail address or a company/brand name. A client can authenticate
a server by verifying a server’s IBS with a server’s publicly known identity. For
himself or herself, the client executes password-based authentication. Thus he
or she can do a convenient authentication based on only a human-memorable
password and a server’s identity without holding a high entropy secret key.

– Finally, our protocol allows for a client to use an IBS by accessing an IBS
key stored at a server. More concretely, the client receives an encryption of
the IBS key from the server and decrypt it with his or her password. The
client should know the original password to obtain the correct signing key. It
involves a kind of a knowledge proof of a password. This idea can be applied to
achieve resilience to server compromise [24]. Assume that the knowledge proof
is required to a client for each login. An adversary cannot use the password file
stolen the server directly for impersonation attacks but additionally making
an off-line dictionary attack to extract clients’ real passwords.

In order to construct an IBS-PAKE protocol, we take a modular approach
first, that is, present two modular methods to yield IBS-PAKE protocols gener-
ically when a symmetric PAKE and an IBS are given. The first method is
designed to achieve resilience to server compromise. The underlying idea to
achieve resilience to server compromise is similar to that of [24] based on a nor-
mal signature scheme. However, there is a difference between the ideas because
a public verification key, i.e., a client’s identity is known to an adversary in our
protocol while hidden in [24]. Our second one is a simplified version of the first
method, to handle the situation that server compromise is not mainly considered
due to strong security at the side of a server. Compared to the first method, it
can run in a single round which consists of two passes independently sent from
a client and a server. In addition, the computation cost at the side of a client is
quite cheap.

In the modular methods, IBS schemes can be selected flexibly and indepen-
dently according to a design strategy. For example, we can pick an IBS scheme
with low signing (or verifying) cost for a client. Also, an IBS-PAKE protocol
can be constructed from more realistic hardness assumptions. As instances of
IBS-PAKE resulting from the modular methods, two protocols are presented by
using concrete discrete logarithm parameters. They are built on the IBS scheme
constructed from the Schnorr signature.

Finally, we give performance analysis for our protocols and comparison
among known AKE protocols using an identity-based cryptosystem and a
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password [53], and ours. As shown in the comparison table, our AKE protocols
provide better performance with a robust security property. We also present
experimental results to show that the proposed protocol runs in at most 20 ms.

1.2 Related Work

Since the introduction of Diffie-Hellman KE protocol [19], KE protocols have
been widely studied to achieve various authentication goals [10,11,37]. AKE
protocols have been developed largely according to two authentication types,
i.e., symmetric and asymmetric. Symmetric authentication type assumes that
participants share a secret key before running a protocol [10,11]. A password-
based KE (PAKE) protocol is a primary example of symmetric authentication
where a client and a server share a password as an authentication factor. The for-
mal treatment for PAKE was given in [8,10]. Refer to [40] for a survey of PAKE.
Some research proposes PAKE protocols with security under standard assump-
tions [3,35]. Recently, research on PAKE protocols [3] focuses on meeting highly
theoretical security requirement such as UC model [16]. Asymmetric authenti-
cation type assumes that a participant uses a secret key and its corresponding
public key. The secret key is kept secret by the participant while the public key
is set to be public and so anyone can access it. Since the secret key is a random
long bit string, a client needs a mean to store it. For example, we can consider
KE based on a standard public key digital signature [37] and identity-based KE
[17]. A hybrid authentication type combines symmetric and asymmetric types to
gain merits of the two types [25]. In contrast to the symmetric and asymmetric
types, hybrid authentication and KE have not been studied intensively.

1.3 Organization

The remainder of this paper is organized as follows. In Sect. 2, we briefly review
some preliminaries. In Sect. 3 we give a security model for an IBS-PAKE. In
Sect. 4 we present an IBS scheme based on Schnorr signature. In Sect. 5 we
present modular methods to yield IBS-PAKE protocols, and also concrete IBS-
PAKE protocols using discrete logarithm parameters and prove the security.
In Sect. 6 we give a performance analysis and comparison among known AKE
protocols. Finally, we conclude in Sect. 7.

2 Preliminaries

In this section, we review some background knowledge for our construction.
Let poly(λ) denote a polynomial in variable λ. We define that ν(λ) is a neg-

ligible function if ν(λ) < 1/poly(λ) for any poly(λ) and sufficiently large λ. We
denote by A

?= B the equality test between two group elements, A and B. We
denote by s

R← S the operation that picks an element s of set S uniformly at
random. We denote by ‘||’ the concatenation operation on strings.
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Computational Assumptions. For the security of our construction, compu-
tational assumptions such as discrete logarithm, decisional Diffie-Hellman, and
computational Diffie-Hellman assumptions, are needed. For more details, refer
to Appendix.

Symmetric Encryption. A symmetric encryption (SE) scheme consists of two
functions, E and D associated to key space KSE={0, 1}λ.

– Ek(m). It takes as input a key k ∈ KSE and a message m ∈ {0, 1}n and
outputs a ciphertext χ ∈ {0, 1}n.

– Dk(χ). It takes as input a key k and a ciphertext χ ∈ {0, 1}n, and then outputs
a message m ∈ {0, 1}n.

To define one-time indistinguishability for SE, we consider the following game:

Challenge : (m0,m1, η) ← A(1λ)
Response : k

R← KSE , b
R← {0, 1}, χ∗ ← Ek(mb)

Guess : b′ ← A(η, χ∗)

Assume that m0 and m1 has a same length. We define AdvIND-OTK
A,SE (t)= |Pr[b =

b′] − 1/2|, where A runs in time t, and AdvIND-OTK
SE (t) = maxA[AdvIND-OTK

A,SE (t)]
where the maximum is taken over all A. We say that SE is one-time secure if
AdvIND-OTK

SE (t) is negligible.

Identity-Based Signature. An IBS scheme consists of four algorithms for
setup, private key extraction, signing, and verifying [9,45]. These are denoted
by Setup, KeyExt, Sign, and Vrfy, respectively.

– Setup takes as input a security parameter λ, and outputs a master secret key,
msk and a set of public parameters, pp.

– KeyExt takes as input (pp,msk) and an identity ID ∈ {0, 1}�id for �id ∈ N, and
then outputs a private key, skID.

– Sign takes as input pp, an identity ID, a key skID, a message m ∈ {0, 1}∗,
and then outputs a signature, σ.

– Vrfy takes as input pp, ID, a signature σ, and a message m, then outputs 0
(meaning ‘invalid’) or 1 (meaning ‘valid’).

We say that an IBS scheme is correct if the following condition holds:
1 ← Vrfy(pp, ID, σ,m) for any pair of (m, ID) where (pp,msk) ← Setup(1κ),
skID ← KeyExt(pp,msk, ID), and σ ← Sign(pp, ID, skID,m).

Next we consider a game to define the existential unforgeability under chosen
message and identity attacks (CMIDA) for IBS = (Setup, KeyExt, Sign, Vrfy). The
game consists of Setup, Query, and Forge phases. Let EQ and SQ denote
an extraction query and a signing query, respectively. In the Query phase, F is
allowed to make extraction and signing queries to the key extraction and signing
oracles adaptively.
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Setup: (pp,msk) ← Setup(1κ)
Query : EQ(ID) ← F , skID ← KeyExt(pp,msk, ID)

SQ(ID′,m) ← F , σ ← Sign(pp, ID′, skID′ ,m)
Forge : (ID∗,m∗, σ∗) ← F

Let LEx and LSign denote a list of all extraction and signing queries that F
have made. We say that the forgery, (ID∗,m∗, σ∗) is valid if ID∗ /∈ LEx and
(ID∗,m∗) /∈ LSign, and Vrfy(pp, ID∗, σ∗,m∗)=1. The EUF-CMIDA-advantage
of adversary F , denoted by AdvEUF-CMIDA

IBS (F), is defined as the probability that
F outputs a valid forgery in the above experiment. That is, AdvEUF-CMIDA

F,IBS (t)=
Pr[ID∗ /∈ LEx∧Vrfy(pp,m∗, ID∗, σ∗) = 1], where F runs in time t. We also define
that AdvEUF-CMIDA

IBS (t) = maxF [AdvEUF-CMIDA
F,IBS (t)] where the maximum is taken

over all F . We say that IBS is existentially unforgeable if AdvEUF-CMIDA
IBS (t) is

negligible.

Various IBS schemes have been proposed from various mathematical para-
meters such as DL, composite numbers, and bilinear maps [9,45].

3 Security Model

We present a security model for a hybrid AKE protocol based on a password
and an IBS by modifying known security models for AKE such as [10,24,37]
and extending the model of [15,53]. Our model captures security by considering
resilience to server compromise.

Participants. Let Clients and Servers denote sets of clients and servers,
respectively. Let U be a set of all principals and defined by Clients ∪ Servers.
The number of principals is bounded by a polynomial in a security parameter.
We assume that each principal is labeled by a unique identity of a �id-bit string
for a positive integer �id. For example, IDC and IDS are used to denote client
C and server S, respectively.

In the model, we assume that there is a trusted third party, called KGA
(Key Generation Authority) who manages the key extraction algorithm, KeyExt
of an IBS scheme and keeps the master secret key, msk.3 Whenever a principal
requests, KGA issues a long-term secret signing key corresponding to the iden-
tity of the principal. A principal with ID obtains a long-term secret signing key
skID from KGA. We note that a client is enough to use only a human-memorable
password to execute the protocol. The password or its verifier is shared between
a client and a server. However, though the client holds no long-term secret key of
high-entropy, he or she can use the IBS key transmitted from the server during
a run of a protocol.

3 To prevent misuse of the master secret key, the authority of KGA can be distributed
into multiple authorities by using known threshold techniques [4,12].
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Initialization. In the initialization phase, Setup, Extract, and Registration
processes are executed. Setup generates global system parameters and keys
including the master secret key, msk of IBS. The global system parameters,
denoted by pp and identities, IDU are publicly known to a client and a server,
and also an adversary. Through Extract, a principal obtains a signing key corre-
sponding to an identity. An IBS generated by the signing key can be verified by
the identity. We assume that a principal is identified in a pre-defined way before
issuing a key.

Whenever a client of IDC wants to join as a valid user (of a service) to a
server of IDS , Registration is executed between them. Let DPW denote a pass-
word space, i.e., a dictionary of passwords. Assume that a password, pwC ∈ DPW

is generated by the client according to a pre-defined password creation policy.
After completing the registration, the server stores a password verifier, pvC which
is derived from pwC . For example, pvC can be computed from a hash function
or some deterministic function with input pwC . Let πS [C] = (IDC , pvC) and
PFS = {πS [C]}C∈Clients, which is called a password file, including all authen-
tication information registered for clients.

Protocol Execution. A principal is allowed to invoke the protocol (multiple
times) with a partner principal to establish a session key. It can be run in a
concurrent way. Multiple executions of a principal is modeled via instance. Let
s be a positive integer. The sth instance of a principal with IDU is represented
by Πs

U where U ∈ U = Clients ∪ Servers. The index, s sequentially increases
according to the number of executions of the principal [11,37].

Partnering. A session id of instance Πs
U is defined as the concatenation of all

transcripts sent and received between an instance of a client and an instance of a
server during the execution of the protocol. For U ∈ U , let sids

U denote a session
id for instance sids

U .
Partner identifier pids

U for instance Πs
U is defined by a set of the identities of

protocol participants who intend to establish a session key. We say that instance
Πs

U accepts when it computes a session key, sks
U . Let accs

U denote an boolean
variable to show whether a given instance has accepted or not. Assume that, if
an instance computes a session key, sks

U , it outputs (sids
U , sks

U ). For C ∈ Clients
and S ∈ Servers, we say that Πi

C and Πj
S are partnered if and only if (1)

pidi
C = pidj

S ; (2) sidi
C = sidj

S and (3) they have both accepted.

Adversarial model. An adversary A is a PPT algorithm that has complete
control over all the communications. Attacks that A can make are modeled via
the following queries.

– Extract(IDU ): By this query, A is given the long-term secret key of IDU where
U ∈ U = Clients ∪ Servers.

– Execute(IDC , IDS): A is given the complete transcripts of an honest execution
between C and S. It models passive attacks eavesdropping an execution of the
protocol.



Robust Authenticated Key Exchange Using Passwords and IBS 51

– Send(Πs
U ,m): A is given the response generated by Πs

U according to the pro-
tocol, when m is given to Πs

U . It models an active attack where the adversary
controls messages elaborately. By this query, a message m can be sent to
instance Πs

U .
– Reveal(Πs

U ): A is given the session key that instance Πs
U has generated. It

models a known key attack.
– Corrupt(IDU ): It models exposure of the long-term secret key held by IDU

where U ∈ U . A is given PFS = {πS [C]}C∈ Clients if U ∈ Servers, and
otherwise pwU .

– Test(Πs
U ): It is used to define the advantage of A. When A asks this query

to an instance Πs
U , a random bit b is chosen; if b = 1 then the session key is

returned. Otherwise, a random string is drawn from the space of session keys,
and returned. A is allowed to make a Test query once, at any time.

In the model we consider two types of adversaries according to their attack types.
The attack types are simulated by the queries issued by an adversary. A passive
adversary is allowed to issue Execute, Reveal, Corrupt, and Test queries, while an
active adversary is additionally allowed to issue Send and Extract queries. Even
though Execute query can be using Send queries repeatedly, we use Execute query
for more concrete analysis.

Freshness. An instance Πs
U is said fresh (or holds a fresh key ssk) if the

following conditions hold:

1. Reveal(Πs
U ) has not been asked for all U ∈ pids

U ,
2. Corrupt(IDU ′) has not been asked for U ′ ∈ pids

U .

An instance Πs
U is said semi-fresh (or holds a semi-fresh key ssk) if the

following conditions hold:

1. Reveal(Πs
U ) has not been asked for all U ∈ pids

U ,
2. Corrupt(IDU ) has not been asked, and
3. Corrupt(IDS) has not been asked for U ∈ Clients.

AKE Security. Let P be an IBS-PAKE protocol and A an adversary to attack
it. A is allowed to make oracle queries in an adaptive way and receives the
corresponding responses from oracles. At some point during the game a Test
query is asked to a fresh or semi-fresh oracle, and A may continue to make other
queries. Finally A outputs its guess b′ for the bit b used by the Test oracle, and
terminates. Let Succ denote an event that A correctly guesses the bit b. The
advantages of A must be measured in terms of the security parameter λ.

The IBS-PAKE-advantage, AdvIBS-PAKE
P (A) of A is defined as the probability

that A correctly guesses the bit in the above experiment. That is, AdvIBS-PAKE
A,P

(λ) = 2 · Pr[Succ] − 1, where A runs in time t. We also define that AdvIBS-PAKE
P

(λ) = maxA[AdvIBS-PAKE
A,P (λ)] where the maximum is taken over all A.
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Let |DPW | be the size of the password space. Let qs be the maximum number
of Send queries. We say a protocol P is a secure IBS-PAKE protocol if the fol-
lowing condition hold: For a negligible function ε(λ), AdvIBS-PAKE

P (λ) is bounded
by qS

|DPW | + ε(λ).

4 Our Identity-Based Signature Scheme

In this section, we present an IBS scheme that works with discrete logarithm
parameters. It will be used for our AKE as a building block in the next section.

– Setup. For a given security λ, it generates a cyclic group, G of prime order
q and a random generator, g of G. It picks θ ∈ Z

∗
q uniformly at random and

computes u = gθ. It also generates independent cryptographic hash functions,
H : {0, 1}∗ → {0, 1}�. It outputs the system public parameters pp = (G, q, g,
u, H) and the corresponding master secret key msk = θ.

– KeyExt(pp, msk, ID). It picks r ∈ Z
∗
q uniformly at random. It computes R =

gr, w = H(ID,R), and v = r + θw (mod q). It then returns skID = (R, v).
– Sign(pp, skID, ID,m). It takes as input pp, a message m ∈ {0, 1}∗, an identity

ID and a key skID = (R, v). It picks e ∈ Z
∗
q and compute E = ge, z =

H(m, ID,E) and d = e − vz (mod q). The signature on m is σ = (d, z,R).
– Vrfy(pp, ID, σ,m). It takes as inputs pp, a message m, ID and a signature

σ = (d, z,R). It computes E′ = gd · (R · uw)z and w = H(ID,R). Finally,
it checks if z = H(m, ID,E′) holds. If the equality holds, it outputs 1, and
otherwise, 0.

The above IBS scheme is correct because we have gd ·(Rz ·uwz) = ge−(r+θw)z ·
(grz · gθwz) = ge and so z = H(m, ID,E) = H(m, ID, gd · Rz · uwz) where
w = H(ID,R) and (R = gr, v = r + θw) is generated from KeyExt for ID.

The idea behind the above construction is to combine two Schnorr signatures
[46] sequentially. Similar constructions are known in the literature [22]. Using
the DL assumption in a group G, we can formally prove the security of the above
IBS scheme, that is, existential unforgeability against adaptive chosen message
and identity attacks in the random oracle model. A proof idea is actually similar
to that of [22] with a slight modification on the so-called Forking Lemma [42].
For more details, refer to the full version of this paper. Our IBS consists of one
group element and two hash outputs, while the IBS of [22] consists of two group
elements and one hash output. Since the size of a hash output is smaller than
that of an group element, our scheme gives a shorter IBS.

5 Our IBS-PAKE Protocols

In this section, we present IBS-PAKE protocols, i.e., AKE protocols using a
password and an IBS as authentication means. First we present two generic
methods to construct IBS-PAKE protocols. We then present two concrete IBS-
PAKE protocols using DL parameters.
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5.1 Generic Construction

Our generic methods are presented by using two-party PAKE and an IBS in
a modular way. The first generic method gives resilience to server compromise.
That is, even if a password file is revealed from a server compromised, an adver-
sary can only obtain password verification information, not a real password.
Thus, to impersonate a client, he or she must mount an offline dictionary attack
additionally. In the protocol, an IBS scheme is used for both of a client and a
server. A server uses an IBS to authenticate itself to a client. A client uses an
IBS to prove the possession of his or her own password.

Let PAKE denote a two-party PAKE protocol. For example, we can consider
EKE [7], PAK [8], SRP, SPEKE, and AMP [32].

Assume that an IBS scheme, IBS = (Setup, KeyExt, Sign, Vrfy) and a sym-
metric encryption scheme, SE = (E ,D) are given. A client or a server obtains a
signing key from KGA running KeyExt in the initialization phase. For distinction,
a set of public parameters of IBS is denoted by ppIBS.

The protocol consists of two phases, initialization and key establishment as
follows.

Initialization Phase. Three processes Setup, Extract, and Registration are exe-
cuted as follows. Let pwU ∈ DPW denote a password chosen by a user, U .

– Setup: For a given security parameter λ, it generates ppPAKE for the given
PAKE protocol. It also generates independent cryptographic hash functions,
Hi : {0, 1}∗ → {0, 1}�i for i = 1, 2, 3. It runs Setup of the IBS scheme to
generate (msk, ppIBS). It outputs the system public parameters, pp = (ppPAKE,
ppIBS, Hi=1,2,3, SE). The master secret key, msk is kept secret.

– Extract. For a given identity ID, KeyExt is run (by KGA) to output a private
key, skID. Assume that the private key is transmitted to the user ID via a
secure channel.

– Registration. A client, C generates a password, pwC according to a pre-defined
password creation policy. Let skIDC

be a signing key of C. Assume that
a secure channel is established between the client and a server, S. To reg-
ister a service, C sends (Register-Request, IDC , π1 = H1(pwC), ESK =
EH2(pwC)(skIDC

))) to the server via a secure channel.4

Key Establishment Phase. A client, C and a server, S execute a run of the
protocol to agree on a temporal key to be used for a session as follows. See Fig. 1.

1. PAKE-Client. The client C computes π1 = H1(pwC). Using π1 instead of
pwC , the client performs its part in PAKE with the following modification:
Whenever the client receives a pair of a message and a signature, (mS , σS)
from the server S, the client verifies the signature, σS on mS , that is, checks
if 1 = Vrfy(ppIBS, IDS , σS ,mS). If the signature is valid then C performs its
part of PAKE for mS . Finally, C obtains a common key K.

4 Note that a secure channel is needed because π1 = H1(pwC) or ESK =
EH2(pwC)(skIDC ) can be used to mount off-line dictionary attacks by an adversary.
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Client C Server S
pp = {ppPAKE, ppIBS, Hi=1,2,3, SE} pp = {ppPAKE, ppIBS, Hi=1,2,3, SE}

[IDC , pwC [] IDS , skIDS
]

πS [C] = (IDC , π1 = H1(pwC),

ESK = EH2(pwC )(skIDC
))

Using π1 = H1(pwC) instead of pwC , Modified perform its part in PAKE

perform its part in PAKE Execution with the following modification:

with the following modification: of PAKE For each mS to be sent to C in PAKE,

Whenever (mS , σS) is received, with H1(pwC)−−−−−−−−−−→ σS ← Sign(ppIBS, IDS , skIDS
, mS),

if 0 = Vrfy(ppIBS, IDS , σS , mS), abort. ←−−−−−−−−−−− and then send (mS , σS).

Otherwise, perform the client’s part

for given mS in PAKE.

Output K Output K

ek = H3(K), ESK||σS = Dek(CTS) IDS ,CTS←−−−−−−−−−−− ek = H3(K), CTS = Eek(ESK||σS)

MS = IDS ||TPAKE||ESK σS ← Sign(ppIBS, IDS , skIDS
, MS),

If 0 = Vrfy(ppIBS, IDS , σS , MS), abort. MS = IDS ||TPAKE||ESK

Otherwise, skIDC
= DH2(pwC )(ESK)

σC ← Sign(ppIBS, IDC , skIDC
, MC)

where MC = IDC ||TPAKE||CTS

CTC = Eek(σC) IDC ,CTC−−−−−−−−−−−→ σC = Dek(CTC)
MC = IDC ||TPAKE||CTS

If 0 = Vrfy(ppIBS, IDC , σC , MC), abort.

Otherwise,

pidC = IDC ||IDS pidS = IDC ||IDS

sidC = TPAKE||IDS ||CTS ||IDC ||CTC sidS = TPAKE||IDS ||CTS ||IDC ||CTC

ssk = H3(pidC ||sidC ||K) ssk = H3(pidS ||sidS ||K)

Fig. 1. Generic construction of an IBS-PAKE protocol.

2. PAKE-Server. The server S performs its part in PAKE with the following
modification: For each mS to be sent to C in PAKE, S generates σS ←
Sign(ppIBS, IDS , skIDS

,mS), and then sends (mS , σS). Finally, S obtains a
common key K.

3. Server. Let TPAKE denote a concatenation of all transcripts generated from
a run of PAKE. S generates σS ← Sign(ppIBS, IDS , skIDS

,MS) for MS =
IDS ||TPAKE||ESK. It computes ek = H3(K) and CTS = Eek(ESK||σS), and
then sends (IDS , CTS).

4. Client. Upon receiving [IDS , CTS ], the client C computes ek = H3(K)
and obtains ESK||σS = Dek(CTS). Then C checks if σS is valid, i.e.,
1 = Vrfy(ppIBS, IDS , σS ,MS) for MS = IDS ||TPAKE||ESK. If the validity does
not hold then the session is aborted. Otherwise, C computes π2 = H2(pwC)
and skIDC

= Dπ2(ESK). Using skIDC
, the client generates a signature,

σC ← Sign(ppIBS, IDC , skIDC
,MC) on MC = IDC ||TPAKE||CTS . Then the

client generates CTC = Eek(σC) and sends [IDC , CTC ] to S.
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Finally, the client computes a secret session key, ssk = H3(pidC ||sidC ||K)
where pidC = IDC ||IDS and sidC = TPAKE||IDS ||CTS ||IDC ||CTC .

5. Server. Upon receiving [IDC , CTC ], the server computes σC = Dek(CTC)
and checks if σC is valid, i.e., 1 = Vrfy(ppIBS, IDC , σC ,MC) for MC = IDC

||TPAKE||CTS . If it is not valid then the session is aborted. Otherwise, C com-
putes a secret session key ssk = H3(pidS ||sidS ||K) where pidS = IDC ||IDS

and sidS = TPAKE||IDS ||CTS ||IDC ||CTC .

In the above construction, different IBS schemes can be used for partici-
pants, to gain advantages. Assume that an IBS scheme has an efficient verifying
algorithm and another IBS scheme has an efficient signing algorithm. A client’s
performance can be significantly improved if a server and a client use the first
and the second IBS schemes, respectively.

The second generic method is a simplified version of the first method to omit
executing a knowledge proof that a client is aware of the original password. In
certain applications, a server can be managed systematically and sufficiently
protected from a well-organized security architecture. For the situation, we can
relax the security requirement on server compromise. An IBS-PAKE protocol
is constructed by eliminating the third flow of the first method. The resulting
protocol reduces the client’s computation significantly. See Fig. 3.

In the above generic methods, a server authenticates himself to a client using
two factors, i.e., a password of low entropy and an IBS of high entropy.

5.2 Instances

As instances resulting from the generic methods, we present two IBS-PAKE pro-
tocols using PAK [8] and the IBS scheme in Sect. 4. The instances are constructed
not exactly following the generic methods but with a modification where a server
use a single authentication factor, i.e., an IBS.5 The first protocol is, for short
called PWIBS-AKE. Each phase of PWIBS-AKE is given as follows.

Initialization Phase. Three processes Setup, Extract, and Registration are exe-
cuted as follows. Let pwC ∈ DPW denote a password chosen by a client, C.

– Setup(λ): For a given security parameter λ, it generates a cyclic group, G of
prime order q and two random generators, g and g1 of G. It generates θ ∈
Z

∗
q uniformly at random and computes u = gθ. It also generates independent

cryptographic hash functions, H : {0, 1}∗ → {0, 1}�, H1 : {0, 1}∗ → Z
∗
q ,

Hi : {0, 1}∗ → {0, 1}�i for i = 2, 3. It outputs public parameters pp = (G, g,
g1, u, H, Hi=1,2,3) and the corresponding master secret key msk = θ.

– Extract(msk=θ, ID). For a given identity ID, it picks r ∈ Z
∗
q uniformly at

random. It computes R = gr, w = H(ID,R), and v = r + θw (mod q). It
then returns skID = (R, v). Assume that the private key is transmitted via a
secure channel.

5 It is not difficult to fix the instances to follow the generic methods.
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– Registration(C,S). First, a client, C generates its password, pwC according
to a pre-defined password creation policy. Also, C obtains a signing key,
skIDC

= (vC , RC) from Extract. Assume that a secure channel is established
in advance between C and S. To register a service, C sends (Register-Req,
IDC , g

−H1(pwC)
1 , EH2(pwC)(vC), RC) to the server, S over the secure channel.

The server appends πS [C] = (IDC , g
−H1(pwC)
1 , EH2(pwC)(vC), RC) to PF .

Key Establishment Phase. A client, C and a server, S execute a run
of PWIBS-AKE to agree on a temporal session key. The concrete protocol is
described as follows (See Fig. 2).

1. C picks x ∈ Z
∗
q uniformly at random and computes W = gxg

H1(pwC)
1 ∈ G

using the password, pwC . Then, C sends [IDC ,W ] to S.
2. Upon receiving [IDC ,W ], S picks y ∈ Z

∗
q uniformly at random and computes

Y = gy ∈ G, and also X ′ = Wg
−H1(pwC)
1 and K ′ = (X ′)y. It finds πS [C]

corresponding to IDC , i.e., [IDC , g
−H1(pwC)
1 , ESK = EH2(pwC)(vC), RC ] from

a database. Using its signing key, skIDS
= (RS , vS), the server generates a

signature, σS = (dS , zS , RS) on MS = IDS ||W ||Y ||ESK, where ES = geS ,
zS = H(MS , IDS , ES) and dS = eS − vSzS (mod q) for random rS , eS ∈ Z

∗
q .

Also, using ek = H1(K ′) as an encryption key, S generates a ciphertext,
CTS = Eek(ESK||σS). Then S sends [IDS , Y , CTS ] to C.

3. Upon receiving [IDS , Y , CTS ], the client C computes K = Y x and ek =
H1(K), and ESK||σS = Dek(CTS). It checks if the signature, σS is valid,
i.e., the equality of zS = H(MS , IDS , gdS · (RzS

S · uwS ·zS )) holds for MS =
IDS ||W ||Y ||ESK and wS = H(IDS , RS). If the validity does not hold then
the session is aborted. Otherwise, the client computes π1 = H2(pwC) and
decrypts ESK to obtain vC = Dπ1(ESK). Using vC , the client generates
a signature share, σC = (dC , zC) where zC = H(MC , IDC , EC) and dC =
eC − vCzC (mod q) for random rC , eC ∈ Z

∗
q , MC = IDC ||W ||Y ||CTS . Let

σ′
C = (zC , dC). The client computes CTC = Eek(σ′

C). Finally, the client sends
[IDC , CTC ] to S.
Then the client computes a secret session key, ssk = H3(pid||sidC ||K) where
pidC=IDC ||IDS and sidC = IDC ||W ||Y ||CTS ||CTC .

4. Upon receiving [IDC , CTC ], the server decrypts CTC to obtain (zC , dC) =
σ′

C = Dek(CTC) and checks if the signature is valid, i.e., the equality of
zC = H(MC , IDC , gdC (RCuwC )zC ) holds. Here RC is the value stored at the
database, and MC = IDC ||W ||Y ||CTS and wC = H(IDC , RC). If the validity
does not hold then the session is aborted. Otherwise, the server computes a
secret session key, ssk = H3(pid||sidS ||K ′) where pidS=IDC ||IDS and sidS =
IDC ||W ||Y ||CTS ||CTC .

At Step 3, σ′
C = (zC , dC) is generated by the client. It does not consist of a

full IBS because RC is not given, and thus nobody can check its validity. Instead
of an encryption of σ′

C , we can send σ′
C to the server. However, since RC is

stored at the server, the server is able to verify it. Note that RC is a global value
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included in all signatures generated by a client. This modification will alleviate
the computation and communication cost on the client side.

A simplified IBS-PAKE protocol can be constructed from PWIBS-AKE by
omitting a knowledge proof for an original password. The resulting protocol can
run in two independent passes. For more details, refer to the appendix.

5.3 Security Proofs

In this section we prove the security of the proposed protocols in the model of
Sect. 3. We prove that our first protocol provides AKE security and resilience to
server compromise. That is, an adversary attacking the protocol cannot obtain
useful information about session keys of fresh and semi-fresh instances with
greater advantages than that of an on-line dictionary attack.

Theorem 1. Assume that the IBS scheme, DL-IBS is used for PWIBS-AKE.
Also, assume that the CDH assumption holds in G. The proposed AKE protocol,
PWIBS-AKE is AKE-secure in the random oracle model under the security model
of Sect. 3.

Proof. In the proof we consider a series of protocols, Pi (i = 0, 1, .., 7) which are
modified sequentially from the original protocol, P0 = PWIBS-AKE. For each
modification, we shall show that the advantage of an adversary increases with
a negligible fraction. In the final protocol, P7, the adversary will be able to get
only an advantage from an on-line-guessing attack.

Assume that an adversary A can make at most qex and qs queries to the
Execute and the Send oracles. In the original protocol, P0, we consider the random
oracle model where hash functions are considered random functions. For each
new hash query, a fresh random output is returned. To make consistent responses
to hash queries, lists LH and LHi=1,2,3 are maintained.

– Hash query. On a H(m)-query for H = H,Hi, returns h as follows. Let h = ρ

if (m, ρ) exists in LH, and otherwise, let h = ρ′ R← D where D is the domain
of H. LH is updated with (m, ρ′).

Next we describe Pi for i = 0, 1, ..., 7 concretely.

P0: It is the original protocol, PWIBS-AKE defined in Subsect. 5.2 under the ran-
dom oracle model.

P1: It is modified from P0 as follows. Let Rep denote the event that honest parties
do not generate W = gxg

H1(pwC)
1 or Y = gy twice. In P1, we assume that Rep

does not occur. Let q be the order of the group G. We have Pr[Rep] ≤ (qs+qex)
2

q

by using a similar analysis of [37]. It is negligible because q is assumed to be suf-
ficiently large. P0 and P1 are indistinguishable except the negligible probability.
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P2: It is modified from P1 as follows. In P2, we assume that the adversary cannot
generate a valid server’s signature without making a Corrupt query to a server. As
shown in Sect. 4, the given IBS scheme is existentially unforgeable. It is obvious
that by this assumption, P1 and P2 are indistinguishable except a negligible
probability from existential unforgeability, i.e., AdvEUF-CMIDA

A,DL-IBS . An adversary is
able to use only (IDS , Y, CTS) which has been generated by a server, in order
to make a Send query to a client instance.

In the protocol, a password-based authentication and an IBS works indepen-
dently. Even if a password is revealed on a client side, a server’s IBS key cannot
be compromised.

P3: It is modified from P2 as follows. When an H3 query is issued, P3 does not
check consistency against Execute queries, but returns a random output. The
response to an Execute query is a collection of transcripts generated from an hon-
est execution of the protocol. That is, it has the form, [(IDC ,W ), (ID, Y,CTS),
(IDC , CTC)], where CTS = Eek(ESK||σS), CTC = Eek(σ′

C) and ek = H3(gab).
The way that an adversary know the inconsistency can be used to solve a

CDH problem as follows. For a given CDH problem (A = ga, B = gb), we plug
in A and B for X and Y , respectively. We have ek = H3(gab). The adversary
would have made a H3 query with gab to distinguish the distribution of ek. We
can get gab for the solution to the CDH problem.

In other words, P2 and P3 are indistinguishable except the negligible proba-
bility to solve the CDH problem. Since a random output is used as an encryption
key, ek, the ciphertext Eek(·) looks random from a viewpoint of an adversary.
Also, in the above case, a session key is defined by a random value because it
is an output of H3. Hence, if Test query is asked to an instance which was ini-
tialized via an Execute query, AdvIBS-PAKE

A,PWIBS-AKE is upper bounded by a negligible
probability.

P4: It is modified from P3 as follows. We assume that P4 halts if a correct guess
for a password is made against a client instance or a server instance before a
Corrupt query. We can determine whether a password is correctly guessed or not,
by an H3 query using a correct input to compute ek and ssk. In this case, P3

and P4 are identical.
In the case of semi-freshness, the following assumption is added. If a cor-

rect password guess is made against a server instance before a Corrupt query to
a client instance, P4 halts. We can determine whether a password is correctly
guessed or not, by an Hi=1,2 query with the correct password and a Corrupt
query to a server. P4 is identical to P3 except that off-line dictionary attacks
occurs.

P5: It is modified from P4 as follows. We assume that the adversary cannot make
a password guess against client and server instances which are partnered. To
argue the impossibility, we show that the capability to make a password guess can
be used to solve a CDH problem. Let (IDC ,W ) be the first protocol transcript
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which is generated via a Send query to a client instance or directly given by the
adversary. Let W = gα. Then, to a Send query with (IDC ,W = gα) to a server
instance, the response, which is also the second transcript, (ID, Y,CTS) is gen-
erated as follows. Let (g,A = ga, B = gb) be a given CDH problem. We plug in A

for g1 and B for Y and returns a random value for ek. Define ek = H3(gαbg−γb
1 )

where γ = H2(pwC). Let CTS = Eek(ESK||σS). We have g−γy
1 = (gab)−γ . To

guess a password, the adversary must know gab which is the CDH solution.
Hence, a correct password guess from client and server instances which are part-
nered, is impossible under the CDH assumption.

P6: It is modified from P5 as follows. We assume that the adversary cannot gen-
erate a client’s valid signature share, (zC , dC) without making H2 query with
the correct password and a Corrupt query to a server. It is easy to see that the
adversary get no useful information about the secret key. Note that RC = grC

for rC ∈ Z
∗
q is used as a signature part but is stored by a server and so the adver-

sary cannot be aware of it. Thus, the probability that the adversary generates
(zC , dC) verified with RC is upper bounded by 1/q.

P7: It is modified from P6 as follows. We assume that a password guess can be
checked by a password oracle, that is, whether it is correct or not. Let cguess
denote an event that the adversary guesses a password correctly. P7 accepts a
Corrupt(U) query and returns PFS = {πS [C]}C∈Clients if U ∈ Servers, and
otherwise pwU . For freshness, there are at most qs queries before a Corrupt
query. Thus, we have Pr[cguess] ≤ qs

|DPW | . For semifreshness, qH1 + qH2 more
queries are considered before a Corrupt query to a client. Here, let qHi

denote the
maximum number of Hi queries. Since these occur if there has been a Corrupt
query to a server, we have Pr[cguess] ≤ qs+qH1+qH2

|DPW | .
Overall, the success probability of the adversary can be evaluated by expand-

ing with the event of cguess. That is, we have Pr[SuccP7 ] = Pr[cguess] +
Pr[SuccP7 |cguess] where cguess denotes the negation of cguess. As we shown
in a series of the protocol modification above, Pr[SuccP7 |cguess] can be upper
bounded by the negligible probability under the CDH assumption and existential
unforgeability of the given IBS scheme. Therefore we obtain the desired results.

Based on the security of a given PAKE and an IBS scheme, we can prove that
the first modular method (defined in Fig. 1) to yield an IBS-PAKE protocol is
AKE secure and resilient to server compromise. That is, an adversary attacking
the protocol cannot obtain useful information about session keys of fresh and
semi-fresh instances with greater advantages than that of an on-line dictionary
attack. The security proof for the modular method can be completed by following
the security proof of PAKE with consideration for unforgeability of the under-
lying IBS scheme. As in the PWIBS-AKE, a client’s signature, σC is encrypted
and so not revealed to an adversary in the modular method. An adversary gains
no meaningful advantage for a password guess from CTC = Eek(σC).
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Also, a similar proof idea can be applied with a slight modification, to prove
the AKE security of the simplified PWIBS-AKE and AKE protocols generated
from our second modular method (defined in Fig. 3), equivalently that an adver-
sary attacking the protocol cannot obtain useful information about session keys
of fresh instances with greater advantages than that of an on-line dictionary
attack. Actually, the proofs can be completed by simplifying the security proof
of Theorem 1, i.e., P4 because the protocols do not consider semi-fresh to capture
‘server compromise’.

6 Performance Analysis

In this section, we compare performance between our protocols and other known
AKE protocols using a combination of a password and an asymmetric techniques
[53]. We also give experimental results for our protocols.

6.1 Performance Comparison

The performance is analyzed in terms of communication and computation over-
head. Our protocols work with discrete logarithm parameters. Let G be a group
of prime order q. Let �q and �G denote the bit-length of the order of G and an
element of G, respectively. Let �H denote the bit-length of a hash output. Let
Expt denote simultaneous multi-exponentiation (or scalar multiplication) using t
group elements. In the communication analysis, we exclude identifiers commonly
required for every protocol.

In PWIBS-AKE, a client transmits IDC ,W in the first round, and IDC ,
CTC = Eek(σ′

C) in the third round where σ′
C = (zC , dC). Since W is an element

of G, and zC and dC are elements of Zq, a client transmits a (�G + 2�q)-bit
string. A client executes two Exp1, one Exp2, and one Exp3 and two decryption,
i.e., D of a symmetric encryption scheme. A server transmits IDS , Y, CTS =
Eek(ESK||σS) where σS = (zS , dS , RS) and ESK is a ciphertext of vC , i.e.,
ESK = EH1(pwC)(vC). Since vC is an elements of Zq, we can assume that the
bit length of CTS is 2�G + 3�q. Note that W and RS are elements of G, and zS

and dS are elements of Zq. Thus a server must transmit a (2�G + 3�q)-bit string.
Also, a server executes three Exp1, one Exp3 and one encryption, i.e., E of a
symmetric encryption scheme. When an elliptic curve group with �p = 192 and
�G = 192 is considered, a client’s transcript length is about 576 bits or 72 bytes.
In the simplified PWIBS-AKE, reduced computation and smaller transcripts are
required for a client and a server.

In Table 1, we summarizes comparison results among PAKE, IBE-PAKE, and
our IBS-PAKE protocols, PWIBS-AKE and the simplified PWIBS-AKE (denoted
by Sim-PWIBS in the table). For PAKE, we consider SPEKE [28,30], J-PAKE
[1,27], SRP6 [51], AMP [34], and SK [49] which are presented in ISO/IEC 11770-
4 [32] or IEEE P1363.2 [31]. For IBE-PAKE, we consider the protocols of [53] con-
structed from two different IBE schemes, i.e., the pairing-based Boneh-Franklin
(BF) IBE [4] and TDL-based IBE [43] with the CCA-security. In the table,
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Table 1. Comparison of AKE protocols

Protocol RSI RSC Round

(Pass)

Client Server

Comm. Comp. Comm. Comp.

PAKE

(ISO/IEC)

[32]

SPEKE X X 1(2) �G 2Exp1 �G 2Exp1

J-PAKE X X 2(4) 6�G+3�H 6Exp1+4Exp2 6�G + 3�H 6Exp1+4Exp2

SRP6 X O 2(4) 1�
G′′+1�H 2Exp1 1�

G′′ + 1�H 1Exp1+1Exp2

AMP X O 2(4) 1�G+1�H 2Exp1 1�G + 1�H 2Exp2

SK X O 2(4) 1�G+1�H 2Exp1 1�G + 1�H 1Exp1+1Exp2

IBE-PAKE

[53]

w/BF [4] O X 2(2) 2�G1+2�H 1P + 6Exp 2�G1 1P + 4Exp

w/TDL [43] O X 2(2) 2�
G′+2�H 6Exp 2�

G′ 5Exp

IBS-PAKE PWIBS-AKE O O 3(3) 1�G+2�q 2Exp1 + Exp2
+Exp3+2D + E

2�G + 3�q 3Exp1+Exp3
+D + E

Sim-PWIBS O X 1(2) 1�G Exp1+ Exp2+ Exp3 2�G + 2�q 3Exp1

let ‘RSI’ and ‘RSC’ denote ‘Robustness to Server Impersonation (when a pass-
word is revealed)’ and ‘Resilience to Server Compromise’, respectively. Also, let
‘Comm.’ and ‘Comp.’ denote the communication length and the computation
cost, respectively. Let G

′ and G
′′ be a TDL group defined with RSA parame-

ters and a multiplicative group of a finite field, respectively. Thus �G′ or �G′′

should be larger than at least 1024. ‘P’ denotes a pairing operation and let G1

be a bilinear group. It is known that a pairing operation is more expensive than
(or comparable to) an exponentiation or a scalar multiplication when a similar
security level is assumed [5,6,20]. Our protocols can be efficiently performed
without requiring any pairing operation. Similarly, our generic construction can
be efficiently performed.

6.2 Experimental Results

The test for our experimental results has been performed on an Intel Pentium
model CPU clocked at 2.40GHz. The algorithms were written in Python 2.7 and
based on Charm-Crypto [14] and PyCrypto [41] libraries.6 Each result is the
average of 1,000 tests.

For a mathematical group in the protocol, we use four elliptic curve groups,
‘prime192v1’, ‘sect193r1’, ‘secp224r1’, and ‘sect163k1’. ‘prime192v1’ represents
NIST/X9.62/SECG curve over a 192 bit prime field [48]. ‘sect193r1’ represents
SECG curve over a 193 bit binary field [47]. ‘secp224r1’ represents NIST/SECG
curve over a 224 bit prime field [48]. ‘sect163k1’ represents NIST/SECG/WTLS
curve over a 163 bit binary field [48]. As a symmetric encryption scheme we use
AES with the CBC mode. The bit sizes of a key used for AES are 128 and 256.

Table 2 shows the running time of PWIBS-AKE. According to the distinct
tasks by a communication round, the protocol can be divided into four sub-
modules, Client.s1, Server.s2, Client.s3, and Server.s4. Client.s1 represents the
6 Even though Charm is not optimised, our results are enough to show feasible and

efficient implementation of our protocols.
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Table 2. Experimental results of PWIBS-AKE (time:msec)

EC Group AES key(bit) Client.s1 Server.s2 Client.s3 Server.s4 Total

prime192v1 256 1.28 2.21 3.80 2.24 9.53

128 1.30 2.25 3.90 2.27 9.66

sect193r1 256 2.28 4.01 6.58 3.83 16.7

128 2.51 4.21 6.86 4.01 17.59

secp224r1 256 1.64 3.01 5.03 2.92 12.6

128 1.64 3.01 5.01 2.90 12.56

sect163k1 256 1.85 2.87 4.84 2.87 12.43

128 1.74 2.71 4.54 2.71 11.7

generation of W = gxg
H1(pwC)
1 by a client. Server.s2 represents the generation

of (Y = gy, σS = (zS , dS , RS)) and CTS = Eek(ESK||σS) by a server. Client.s3
represents the verification of σS , the computation of K = Y x, the generation
of σC = (zC , dC), and the computation of a session key by a client. Server.s4
represents the verification of σC = (zC , dC) and the computation of a session
key by a server.

Table 3 shows the running time of the simplified PWIBS-AKE. In the experi-
ment, the protocol is divided into four submodules, Client.s1, Server.s2, Client.s3,
and Server.s4. As a client does not generate a signature for the possession proof
of a password, Client.s3 of the simplified PWIBS-AKE is faster than that of
PWIBS-AKE.

In both of the tables, ‘Total’ represents the sum of running time of all sub-
modules. As shown in the tables, the protocols give different experimental results
according to elliptic curve groups used. The most time-consuming task occurs
in Client.s3. However, the total running time is only at most 0.02 s.

7 Conclusion

We have proposed efficient AKE protocols based on a password and an IBS.
A client is able to do an easy authentication using a human-memorable password
and an ID-based signature as authentication means. The use of an IBS gives two
security enhancements against party compromise, i.e., resistance to sever imper-
sonation attacks from client compromise and resilience to client impersonation
attacks from server compromise. The proposed protocols also give good per-
formance compared to known AKE protocols. They can be applied for various
applications.

A Bilinear Maps [21,39]

Let G1 and G2 be additive groups and GT a multiplicative group. Assume that
the groups have the same prime order, q. We say that e: G1 × G2 → GT is an
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admissible bilinear map (or a pairing) if the following properties are satisfied:
(1) Bilinearity: e(aP, bQ) = e(P,Q)ab for all P ∈ G1 and Q ∈ G2, and a, b ∈ Z

∗
q .

(2) Non-degeneracy: There exist P ∈ G1 and R ∈ G2 such that e(P,R) �= 1. (3)
Computability: There exists an efficient algorithm to compute e(P ′, Q′) for all
P ′ ∈ G1 and Q′ ∈ G2.

Bilinear maps can be classified in three types, i.e., Type I, II, III accord-
ing to the existence of morphisms between G1 and G2. Type I pairings, called
‘symmetric’, have G1 = G2. Type II pairings have an efficiently computable iso-
morphism from G1 to G2 or from G2 to G1 but none in the reverse direction.
Type III pairings have no efficiently computable isomorphism between G1 and
G2. Type II and III pairings are called ‘asymmetric’. For more details, refer to
[21,39].

B Computational Assumptions

Discrete Logarithm (DL) Assumption. Assume that a group G of order q
and a generator g of G are given. To define Discrete Logarithm (DL) problem,
we consider the following game:

Initialization: x
R← Zq, g1 = gx,

Output : r ← A(G, g, g1 = gx)

We define AdvDL
A,G(t)= Pr[r = x], where A runs in time t. We define that AdvDL

G (t)
= maxA[AdvDL

G (t)] where the maximum is taken over all A. We say that DL
assumption holds for G if AdvDL

G (t) is negligible.

Decisional Diffie-Hellman (DDH) Assumption. Assume that a group G

of order q and a generator g of G are given. To define Decisional Diffie-Hellman
(DDH) problem, we consider the following distinguishability game:

Initialization: x, y, r
R← Zq, e0 = xy, e1 = r,

b
R← {0, 1}, h = geb

Guess: b′ ← A(G, g, gx, gy, h)

We define AdvDDH
A,G (t)= |Pr[b = b′] − 1/2|, where A runs in time t. We define

that AdvDDH
G (t) = maxA[AdvDDH

G (t)] where the maximum is taken over all A.
We say that DDH assumption holds for G if AdvDDH

G (t) is negligible.

Computational Diffie-Hellman (CDH) Assumption. Assume that a
group G of order q and a generator g of G are given. To define Computational
Diffie-Hellman (CDH) problem, we consider the following game:

Initialization: x, y
R← Zq, g1 = gx, g2 = gy,

Output : gz ← A(G, g, gx, gy)

We define AdvCDH
A,G (t)= Pr[z = xy], where A runs in time t. We define that

AdvCDH
G (t) = maxA[AdvCDH

G (t)] where the maximum is taken over all A. We
say that CDH assumption holds for G if AdvCDH

G (t) is negligible.
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Table 3. Experimental results of our simplified PWIBS-AKE (time:msec)

EC Group Client.s1 Server.s2 Client.s3 Server.s4 Total

prime192v1 1.33 1.52 3.01 0.84 6.7

sect193r1 2.36 2.58 5.11 1.36 11.41

secp224r1 1.66 2.01 3.82 1.09 8.58

sect163k1 1.75 1.76 3.53 0.92 7.96

C Simplified IBS-PAKE Protocols

Initialization Phase. Three processes Setup, Extract, and Registration are exe-
cuted as follows.

– Setup and Extract are the same to those of PWIBS-AKE.
– Registration(C,S). First, a client, C generates his or her password, pwC accord-

ing to a pre-defined password creation policy. To register a service, C sends
(Register-Req, IDC , g

−H1(pwC)
1 ) to the server, S over a secure channel. The

server appends πS [C] = (IDC , g
−H1(pwC)
1 ) to PF .

Key Establishment Phase. A client, C and a server, S execute the protocol
to agree on a temporal key to be used for a session. The concrete protocol is
described as follows (See Fig. 4).

1. C picks x ∈ Z
∗
q uniformly at random and computes W = gxg

H1(pwC)
1 ∈ G

using the password, pwC . Then, C sends [IDC ,W ] to S.
2. S picks y ∈ Z

∗
q uniformly at random and computes Y = gy∈ G. Also, using

its signing key, skIDS
= (RS , vS), the server generates a signature, σS =

(dS , zS , RS) on MS = IDS ||Y , where ES = geS , z = H(m, IDS , ES) and
dS = eS − vSzS (mod q) for random rS , eS ∈ Z

∗
q . Then S sends [IDS ,Y ,σS ]

to C. From the receipt message [IDC ,W ], the server finds authentication
information corresponding to IDC , i.e., [IDC , g

−H1(pwC)
1 ] from a database.

It then computes X ′ = Wg
−H1(pwC)
1 and K ′ = (X ′)y. Finally, S computes

ssk = H3(pidS ||sidS ||K ′), where sidS = IDC ||W ||Y ||σS .
3. Upon receiving [IDS , Y , σS ], the client C checks if the signature, σS is valid,

i.e., the equality of zS = H(MS , IDS , gdS · (RS · uwS )zS ) holds. Here MS =
IDS ||Y and wS = H(IDS , RS). If the validity does not hold then the session
is aborted. Otherwise, the client computes K = Y x. Finally, S computes
ssk = H3(pidS ||sidS ||K ′), where sidS = IDC ||W ||Y ||σS .
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Client C Server S
pp = {G, g, g1, u, H, H1, H2, H3} pp = {G, g, g1, u, H, H1, H2, H3}

[IDC , pwC [] IDS , skIDS
= (vS , RS)]

πS [C] = (IDC , g
−H1(pwC )
1 ,

ESK = EH2(pwC )(vC), RC))

π1 = H1(pwC)

x
R← Z

∗
q , W = gxg

π1
1

IDC ,W−−−−−−−−−−−→ y
R← Z

∗
q , Y = gy

X′ = Wg
−H1(pwC )
1 , K′ = (X′)y

eS
R← Z

∗
q , ES = geS

zS = H(MS , IDS , ES)

dS = eS − vSzS (mod q)

where MS = IDS ||W ||Y ||ESK

σS = (zS , dS , RS)

K = Y x, ek = H3(K) IDS ,Y,CTS←−−−−−−−−− ek = H3(K
′), CTS = Eek(ESK||σS)

ESK||σS = Dek(CTS)

MS = IDS ||W ||Y ||ESK

hS = gdS (RSuwS )zS

If zS �= H(MS , IDS , hS), abort

Otherwise, proceed as follows

vC = DH2(pwC )(ESK)

eC
R← Z

∗
q , EC = geC

zC = H(MC , IDC , EC)

dC = eC − vCzC (mod q)

where MC = IDC ||W ||Y ||CTS

σ′
C = (zC , dC)

CTC = Eek(σ
′
C) IDC ,CTC−−−−−−−−→ σ′

C = Dek(CTC)

MC = IDC ||W ||Y ||CTS

hC = gdC (RCuwC )zC

If zC �= H(MC , IDC , hC), abort

Otherwise, proceed as follows

pidC = IDC ||IDS pidS = IDC ||IDS

sidC = IDC ||W ||Y ||CTS ||CTC sidS = IDC ||W ||Y ||CTS ||CTC

ssk = H3(pidC ||sidC ||K) ssk = H3(pidS ||sidS ||K′)

Fig. 2. PWIBS-AKE: AKE from a combination of PAK and a Schnorr-based IBS
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Client C Server S
pp = {G, g, ppIBS, Hi=1,2,3, SE} pp = {G, g, ppIBS, Hi=1,2,3, SE}

[IDC , pwC [] IDS , skIDS
]

πS [C] = (IDC , π1 = H1(pwC))

Using π1 = H1(pwC) instead of pwC , Modified perform its part in PAKE

perform its part in PAKE Execution with the following modification:

with the following modification: of PAKE For each mS to be sent to C,

Whenever (mS , σS) is received, withH1(pwC)−−−−−−−−−−→ σS ← Sign(ppIBS, IDS , skIDS
, mS),

if 0 = Vrfy(ppIBS, IDS , σS , mS), abort. ←−−−−−−−−−−− and then send (mS , σS).

Otherwise, perform the client’s part

for given mS in PAKE.

Output K Output K

pidC = IDC ||IDS , sidC = TPAKE pidS = IDC ||IDS , sidS = TPAKE

ssk = H3(pidC ||sidC ||K) ssk = H3(pidS ||sidS ||K)

Fig. 3. Generic construction of a simplified IBS-PAKE protocol

Client C Server S
pp = {G, g, g1, u, H, H1, H2} pp = {G, g, g1, u, H, H1, H2}

[IDC , pwC ] [IDS , skIDS
= (dS , zS , RS)]

πS [C] = (IDC , g
−H1(pwC )
1 )

x
R← Z

∗
q , W = gxg

H1(pwC )
1

IDC ,W−−−−−−−−−→ y
R← Z

∗
q , Y = gy

If 0 = Vrfy(pp, IDS , σS , IDS ||Y ), abort IDS ,Y,σS←−−−−−−−−−− σS ← Sign(pp, IDS , skIDS
, MS)

where MS = IDS ||Y
Otherwise, K = Y x X′ = Wg

−H1(pwC )
1 , K′ = (X′)y

pidC = IDC ||IDS pidS = IDC ||IDS

sidC = IDC ||W ||Y ||σS sidS = IDC ||W ||Y ||σS

ssk = H2(pidC ||sidC ||K) ssk = H2(pidS ||sidS ||K′)

Fig. 4. Simplified PWIBS-AKE
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Abstract. In Smart Grids various processes can be automated using
communication between the components of the grid. The standard IEC
61850 defines, among other requirements and parts of the system, differ-
ent communication protocols, that shall be used for different purposes.
Although the scope of IEC 61850 is the automation of substations, there
are also use cases beyond that can be addressed by IEC 61850. The
standard IEC 62351 sets the focus on security in Smart Grids and lists
various security requirements, that should be met, and further a series of
measures to accomplish the required level of security. However, there are
additional security requirements, such as non-repudiation and traceabil-
ity of transactions, which cannot be sufficed using only the mechanisms
provided by IEC 62351. In this paper a security solution will be presented
that meets these additional requirements. Basically, it uses certificates
for the proof of identity of the system participants and provides the two
non-repudiation services Non-repudiation of Origin and Non-repudiation
of Delivery using mechanisms described by the standard ISO 13888-3.
The focus is set on the MMS protocol that is used for end-to-end com-
munication between client and server. However, due to the flexibility of
the mechanisms used, the security solution can also be transferred to
different protocols. Finally, this paper describes a way to implement the
solution using XML signatures and X.509 certificates.

Keywords: Smart grid security · IEC 61850 · MMS protocol · ISO
9506 · IEC 62351 · Non-repudiation · ISO 13888-3

1 Introduction

In a Smart Grid several processes can be automated using communication between
the single components of the system. For this purpose, various communication
protocols are used, each for different applications. With the decentralized and
automated control of networks, there are new requirements for the safety and
security of the system. In this paper the focus will be set on the MMS protocol,
the use of which is intended by the standard IEC 61850 for the communica-
tion between client and server. Initially, this standard specified the automation
c© Springer International Publishing Switzerland 2015
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of substations. However, the protocols are very flexible and there are new use
cases that can also be addressed by the standard IEC 61850. This leads to new
security requirements for the data transfer within the communication network.
Among the Standard IEC 62351, which sets the focus on security aspects for
certain standards including IEC 61850, there are several documents that deal
with security in Smart grid security in general. One of these documents are the
“NISTIR 7628 guidelines for Smart Grid Cyber Security” which define addi-
tional security requirements that have to be met. One of these requirements is
non-repudiation of transactions, which cannot be achieved using the existing
security measures. This paper presents a security solution for the MMS protocol
using non-repudiation mechanisms defined by ISO 13888-3.

2 The State of the Art

This paper sets the focus on two key standards for Smart Grids: The standards
IEC 61850 [7] and IEC 62351 [10]. While IEC 61850 deals with the control of
the substations in electric power networks, the scope of IEC 62351 is security in
Smart Grids, but the main focus is set on security for communication protocols
specified in IEC 61850. In addition to the standard IEC 62351 there are several
other documents that deal with security aspects in Smart Grids, pointing out
additional security requirements like non-repudiation of transactions, that also
have to be met.

2.1 The standard IEC 61850

The standard IEC 61850 focuses on the automation of substations and intro-
duces rules for the modeling of the system, standardized data models, various
communication protocols for different requirements and applications, communi-
cation interfaces and a configuration language for the description of the system
components. The data transfer is performed via Ethernet using different proto-
cols for different purposes. For example, a TCP/IP based protocol is used for
the communication between clients and server.

Although the scope of IEC 61850 is the automation of substations, there
are new use cases that can be addressed by IEC 61850, like the integration
of Distributed Energy Resources (DER) into the electric power system or the
communication of Intelligent Electronic Devices within buildings. Due to its
flexibility, the standard IEC 61850 can also be used for wide area communication
beyond the substation. This flexibility is enabled with standardized data models
and services that can be mapped to various protocols. Currently, the standard
defines a mapping to the MMS protocol, but there are other mappings planned,
like a mapping to webservices [2]. With these new use cases beyond substations
there are new requirements to the communication structure, like scalability or
increased privacy and security. One of the well-known parts of 61850 is GOOSE
for the fast transmission of status information and events. For GOOSE events
already MAC mechanisms are specified by the standard IEC 62351-6 [13], which
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support data integrity and data authentication. However, in this paper we focus
on the MMS protocol.

The standard introduces so called logical nodes, which represent certain func-
tionalities. A logical node can represent, for example, switches in the grid, sen-
sors, communication interfaces or it can simply contain descriptions of devices.
Logical nodes can be summarized to logical devices which represent a real, phys-
ical device and its functionality.

The standard IEC 61850 also introduces the Abstract Communication Ser-
vice Interface (ACSI), which is defined in IEC 61850-7-2, and describes services
and functions, which can be used to interact with devices. For example, there are
functions to read or write values, to obtain information about the data model,
etc. The ACSI does not specify, how the functionality is implemented. There
are various communication protocols to which a mapping of the ACSI can be
implemented. For IEC 61850, a mapping to MMS (Manufacturing Message Spec-
ification) is defined in IEC 61850-8-1. A mapping of the ASCI to web services is
also planned, but not yet published [2].

The MMS protocol was originally developed by General Motors for the pur-
pose of communication in automated systems in the manufacturing scenario.
MMS is defined in ISO 9506. The MMS protocol is based on the OSI protocol
stack with ACSE and the Session Control Protocol ISO 8326 using TCP/IP
[18]. IEC 61850 and IEC 62351 distinguish between two categories of the pro-
tocol stack: The T-Profile is related to the transport system, whose services are
offered by the transport layer, and the A-Profile, which is related to the appli-
cation layer on top of presentation layer and session layer. MMS provides a set
of functions that allow the client to obtain the data model of the server, read or
modify individual values or even delete entries. In addition, MMS also provides
functionality to transfer files.

2.2 The Standard IEC 62351

The standard IEC 62351 is dedicated to the security aspects in smart grids.
There are existing security requirements discussed, which have to be met. These
are particularly data integrity, confidentiality, availability and non-repudiation.
Furthermore, the standard presents a number of measures, by which these objec-
tives are to be achieved. The recommended security measures vary according to
the treated protocol. For example, for time-critical systems there shall be no
time consuming encryption of the messages, instead the focus shall be put on
data integrity and authenticity.

The standard IEC 62351 introduces security measures for both the T-Profile
and the A-Profile: The measures for the T-Profile security cannot meet security
requirements such as end-to-end authentication at the application level, non-
repudiation, timeliness and traceability of transactions. These security mecha-
nisms should be implemented within the A-Profile. Today, the security measures
for the A-Profile support only the use of authenticated ACSE (Association
Control Service Element), a mechanism that can be used to setup or close an
association between two application entities. The following figure illustrates the
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communication between server and client and the messages that are sent during
the communication (Fig. 1).

Fig. 1. The MMS protocol and typical data packets that are sent during a communi-
cation.

The association setup includes an authentication using ACSE and the asso-
ciation will be closed with a conclude request sent by the client. To perform an
action such as changing or receiving a given value, the client sends a request to
the server, which processes the request and sends a response back to the client,
stating whether the request was processed successfully or not [9]. Further, the
server can send data without a corresponding request, like periodic status infor-
mation or reports that are sent when previously defined events occur [18].

2.3 The Weak Point of IEC 62351

Based on the specifications in IEC 62351, an authentication of the communi-
cation partners is only performed at the association establishment. However,
this does not provide authentication of origin of the data exchanged via this
association. During data transfer the security of the A Profile relies on the T
Profile. Consider the following setup: Two Instances, the Control Center and
the Substation Controller are permitted to issue commands on the same device.
Both of them establish a MMS association and communicate with the device
without gateways. In this scenario, the security is only based on TLS. Since
an authentication of the communication partners only takes place at the setup
of the association, services like nonrepudiation cannot be realized, because the
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data packets are not provided by digital signatures by the sender and no timing
information.

In a different scenario shown in Fig. 2, where the communication takes place
across several gateways, each using TLS connections, the mentioned problem
becomes more severe and TLS does not provide a sufficient level of security since
TLS only affects the data transmission between two transport layer entities, and
the data can be manipulated by intermediate stations/gateways.

Fig. 2. The communication takes place across several gateways using different TLS
connections. Note that the data could be manipulated between these connections. Both
authenticity and integrity cannot be ensured in this scenario.

From the viewpoint of the receiving transport layer entity, the origin of incom-
ing data packets cannot be determined (see [3]). With the expansion of the scope
of IEC 61850 to use cases beyond substations, the use of these topologies will
become necessarily. This is precisely the weak point, where the following security
solution treats with.

2.4 Additional Security Requirements

As a summary of the guidelines mentioned in the introduction and IEC 62351, five
important security requirements can be pointed out: Confidentiality, Integrity,
Availability, and Nonrepudiation of actions and Traceability of actions In Smart
Grids it is important that all transactions, that take place, and status messages
which are sent can be traced and assigned at a later time. For example in case of
a damage caused by a switching error or incorrect settings, it can be determined
when and especially by whom certain actions that led to the error or damage were
initialized (see [12,20]). As it was described before, the existing security measures
cannot provide authenticity for every single data packet, which is mandatory to
provide non-repudiation of transactions.

The NISTIR 7628 guidelines for Smart Grid security also classify nonre-
pudiation as an important goal for smart grid security: “Integrity, including
non-repudiation, is critical since energy and pricing data will have financial
impacts”[16]. The main precondition for traceability of actions is also non-
repudiation of actions that took place.

3 A Security Solution for the A-Profile

The security issues lead to the conclusion that the A-Profile has to be extended to
suffice additional security requirements like non-repudiation and also authenticity
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for every data packet as authenticity is a mandatory precondition for nonrepudi-
ation. There are several ways to achieve authenticity for every data packet, resp.
command. For example, a digital signature can be added to every single APDU
(Application Protocol Data Unit). However, the ASN.1 definition of the MMS
APDUs does not intend the use of signatures for all data packets. In this paper
the focus will be on a different approach to achieve authenticity for each APDU.
Instead of modifying the APDUs the proof of origin will be provided by so called
tokens that are associated with a particular message.

The security solution is based on the approach that is described by the stan-
dard IEC 13888-3. Two non-repudiation services are be provided: non-repudiation
of origin and non-repudiation of delivery. These services can be realized with two
different tokens that are introduced by IEC 13888-3: The NROT (Non-repudiation
of Origin Token) and the NRDT (Non-repudiation of Delivery Token). The NROT
is added to every message sent by both server and client as proof of the author-
ship of the message. The NRDT stating that a particular message was received is
added to every response that is sent by the server to the client. Figure 3 illustrates
the exchange of messages between client and server using the tokens described in
IEC 13888-3.

Fig. 3. MMS request and response with Non-repudiation Tokens

The standard ISO 13888-3 also describes various other communication sce-
narios, it is also possible that there is a trustworthy third party involved in the
communication. In this case, the tokens are generated by this instance. In the
communication scenarios MMS is used, this may sometimes be difficult, so this
security solution chooses the first approach in which the tokens are generated
by the participants of the communication. The tokens NRO and NRD are very
similar, the standard defines the following form for the tokens:

Token = text‖z‖S(K, z) with

z =Policy‖flag‖A‖B‖C‖Tg‖T‖Q‖Imp(m)

(‖ means concatenation).
The element “text” is optional, it can contain additional information about

the token. S(K,z) is a signature, the element z is signed with the private key K
of the instance that generates the token. The element z contains several elements
that can also be optional, depending on the type of the token. The whole list of



76 K.C. Ruland and J. Sassmannshausen

elements can be viewed in the standard IEC 13888-3 [14]. In this section only
the required and finally used elements shall be explained.

– Policy: An identifier of a non-repudiation policy under which the token was
generated.

– flag: A flag that indicates the type of the token (so it can be distinguished
between NROT and NRDT.)

– A: For a NRO token this field contains the name of the originator of the cor-
responding message and therefore also the creator of the token. For a NRDT,
this field is optional and contains the name of the originator of the corre-
sponding message for which the token was created.

– B: For a NRO token this field is optional and contains the name of the
addressee of the corresponding message. For a NRDT, this field contains the
name of the originator of the NRD token, and therefore the receiver of the
associated message for which the proof of receipt is delivered.

– C: This field is optional and contains the identifier of an authority, eg. a trust
party, that is involved. This security solution does not intend the participation
of a trust party

– Tg: The date and time the token was generated. This timestamp is provided
by the token generator.

– T: NRO token: The date and time the token was created according to the
originator of the token. NRD token: The date and time the associated message
for which the token is generated, was received.

– Q: This field is optional and can contain any additional information, like the
used hash algorithm or a distinguishing identifier of the related message m.

– Imp(m): The imprint of the message m. This can be the whole message itself
or only a hash value of the Message. This security solution will store only a
hash value of the message in the tokens. The standard IEC 13888-3 does not
specify a certain hash algorithm that should be used.

3.1 Difference Between NROT and NRDT

Whereas the NROT provides proof that A is the originator of the Message m,
the NRDT is generated by B and provides the proof that B received the message
m. The main difference between a NROT and a NRDT are the fields containing
the addressee and the originator. According to the standard IEC 13888-3 the
element containing the name of the tokens addressee is optional. However, for
NROT it is important to indicate the addressee, so an attacker cannot just copy
and forward the message and the associated request to different participants that
also communicate within the same system.

3.2 Generation of NROT and NRDT

Consider the following setup: Client A wants to issue a command on the server
B. Further, A wants to receive a proof that the server actually received the
command. First, A generates a MMS APDU containing the request and the
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Fig. 4. The NROT is generated for and appended to a MMS APDU

corresponding NRO token. After the element z is initialized, it is signed with
the private Key KA (Fig. 4).

Note that the element z that is shown contains more elements than only
the hash value. The list of elements can be viewed in the previous section. The
NROT provides proof that the message m was sent by A. After the server B
receives the message, it creates the NRDT and signs it with the private key KB.
The NRDT will later be transmitted together with the response message. The
following figure shows the procedure on the server side (Fig. 5):

Fig. 5. The server generates and stores the NRDT till sending the Response

The NROT generated by the client is related to the request, the NRDT
generated by the servers is related to the response. After receiving the response,
A is able to verify the NRDT, as the hash value of the message and NRO token
sent previously can be calculated and compared with the value contained by the
NRDT. A stores NROT and NRDT received from B, B stores NROT received
from A.

3.3 The Verification of the APDUs

Received data packets can be verified using the associated NROT. The receiver
first calculates the hash value of the message, using the hash algorithm specified
by the token. After that, the signature of the token will be verified using the
corresponding public key, rsp. certificate. The used certificate is specified by the
element of the token, which contains the distinguishing identifier of the instance
that issued the token. As the number of authorized clients and their identities
will be known in advance and limited, the certificate management should be
easier than in open PKI systems.
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3.4 Checking the NRDT

When receiving a response from the server, the client searches for the NRDT
that was sent by the server together with the response. Since the client may have
calculated and retained the hash value of the information that was sent before,
the verification of the NRDT is straightforward. NRDT will be logged to be able
to prove that the request was received by the application of the server.

3.5 NRD Tokens for the Server

Up to this point, the focus was set only on a single request to the server: The
client sends a request and receives a response together with a NRD token indicat-
ing that the server received the previous request. From this arises the realization
that not only the client, but also the server should get a NRD token signaling
that the last message sent was received by the communication partner. Whereas
this mechanism is easy to realize for a client (the NRD token can be sent along
with the response), it is more difficult to achieve for the server: When the server
has sent the response there is no reply from the client to which a NRD token
indicating the receipt of the servers message can be added. There may be sev-
eral ways to implement this functionality, the implementation of this security
solution stores the NRD token on the client side and sends it to the server along
with the next request to the server. This way, there are no additional messages
required and the protocol sequence of the MMS protocol does not need to be
changed.

3.6 The Application Security Sublayer

The extensions for the MMS protocol are integrated into the system in a way
that the functionalities of the server and the client do not need to be changed.
Both for client and server the security sublayer is transparent. In the MMS stack
this requirement can be met inserting an intermediate layer (Sub layer principle)
to the protocol stack which contains the functionality mentioned above. Figure 6
shows the principle of the sublayer.

3.7 Providing the APDUs with Tokens

The intermediate application security sublayer forwards outgoing packets to the
lower layers after generating a NROT for the message. For this purpose, a sig-
nature algorithm based on elliptic curve cryptography, like ECDSA can be used
for the signature used in the token. On the server side, the response will also
be provided by the NRD token that was generated when the associated request
was received. In general the field Q of the tokens will be used to store a distin-
guishing identifier of the associated message, so it can be determined more easily
for which message the token was generated, after the messages and tokens were
written to a log file.
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Fig. 6. MMS protocol stack with security sublayer and TLS

3.8 Access Control Lists

Since every participant of the communication has an identity provided by the
corresponding certificate every single data packet is provided with a digital signa-
ture, the implementation of access control lists is straightforward. The NISTIR
7628 Guidelines for Smart Grid Cyber Security propose the use of role-based
access control. A role is an accumulation of permissions and every instance can
hold one or more roles [16]. In addition to verifying the NROT for incoming
messages, server-side access control lists can be used to classify clients not only
in trustworthy/non trustworthy, but to realize further authorization levels. For
example, some clients can be granted full access, whereas other clients are only
permitted to read certain values. This measure also increases the security level,
because not all clients will need full access to the server to work properly.

3.9 Logging of Events

The system for logging of the messages is relatively simple: both the incoming
as well as the outgoing APDUs need to be written to a log file. Due to the
associated tokens that are also logged, the authorship of the data packet can
be traced back without ambiguity and, the moment the packet was sent can
be determined precisely since the NROT contains the timestamp (Note: the
difficulties of provision of true timestamps are not addressed by this paper). The
servers response should also be logged with the associated NROT and NRDT.
The implementation of the system has to ensure that the log files are stored in
a protected memory where the files are safe from unauthorized access or being
overwritten.
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4 An Implementation Using XML Signatures

For an exemplary implementation, XML is used to encode the tokens. The soft-
ware for the generation and verification of XML signatures already exists,is easy
to use and available online for free. In addition, tXML supports the integra-
tion of X.509 certificates into the signature block, which allows an exchange of
certificates between client and server, if this should be necessary.

4.1 How the Process Works

For every Message that is sent the sender generates a NRO token, for every mes-
sage that is received the recipient generates a NRD token. To generate a token,
the hash value of the whole MMS APDU as it is stored in the memory is calcu-
lated using an appropriate (cryptographic) hash algorithm. This implementation
uses SHA-256. In addition to the hash value additional information, namely the
names of both sender and addressee, the timestamp, the flag indicating the type
of the token and the name of the used security policy are embedded into a XML
document representing the token. To sign a NRO/NRD token, the respective
XML document is read by a XML parser creating a “Document Object Model”
to which the signature node will be appended. The verification of a token works
similar, the token is read by a XML parser and the signature node will be veri-
fied. Afterwards the hash value of the corresponding message is calculated and
compared with the hash value provided by the token. If both the tests succeed,
the NROT is valid and the authenticity of the message is ensured. Prior to fur-
ther processing the data packet will be logged together with the corresponding
tokens, ensuring that the proof of origin and receiving of the messages sent can
be provided at a later time.

4.2 The Modified Communication

Figure 7 shows the communication between client and server via the MMS pro-
tocol with the additional use of tokens.

The tokens are concatenated with the messages that are sent. (Concatena-
tions are indicated with ‖). As it can be seen, the client the NROT to every mes-
sage that is sent to the server. The server then processes the request and sends
the response together with the generated NRD token indicating the receipt of
the previous request. It also can be seen that the NRD tokens generated by the
client are sent with the next MMS message, resulting in a deferred receipt by
the server. However, the server gets a NRD token for all of its responses (except
the conclude response), since there will be always the conclude request at the
end of the association.

4.3 Example

The following example demonstrates how a data packet is provided with the
corresponding NRO token. Lets assume the client sends a message resp. request
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Fig. 7. The communication between client and server via MMS extended by tokens

APDU to the server. As the content of the message itself is not important for
this example, it is represented as [message]. The hash value of [message] that
is part of the token was generated using SHA-256 and is Base64 encoded so it
can be embedded into the XML document. Note that the token also contains
additional elements like <Authority> or <TimestampO> that were not mentioned
before. These elements are introduced and described in the standard IEC 13888-3
[14] and can be ignored for this implementation.

The listing above shows the final message as it will be logged and sent to the
server. Some parts marked with “ ” are omitted for reasons of clarity. It consists
of the APDU [message] with the appended NROT. Note that this data packet
does not contain a NRD token as it is a request to the server. Now, the server
answers to the request. First, it generates the NRDT indicating the receiving
of both the message and the NROT. The server generates the response message
with the corresponding NROT. The server appends the NROT to the message
and also appends the NRDT. Listing 1.2 only shows the NRD token that is sent
together with the response message.

Note that the element <Recipient> contains the servers distinguishing name
as it is the receiver of the last request message. The distinguished name of the
tokens addressee is stored in the element <Origin>, since the corresponding
message was received from this instance. The signature within the token was
generated using ECDSA with a 256 bit key using SHA256 as hash algorithm.
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[message]

<Token >

<Text>This is an example token </Text>

<Info>

<Policy >policy_1 </Policy >

<Flag>NROT</Flag>

<Origin >IssuerDistinguishedName </Origin >

<Recipient >AddresseeDistinguishedName </Recipient >

<Authority >null</Authority >

<TimestampTG >13073622260389 </TimestampTG >

<TimestampO >null</TimestampO >

<AdditionalInfo >SHA -256</AdditionalInfo >

<HashValue >dAZNDGZKqaHGBJdUuV8in+J86p ...</HashValue >

<Signature >

<SignedInfo >

<CanonicalizationMethod Algorithm="..."/>

<SignatureMethod Algorithm="..."/>

</SignedInfo >

<SignatureValue >lqGtoZoE8KyZ9UQm9huYNg4gGIhVF ...

</SignatureValue >

</Signature >

</Info>

</Token >

Listing 1.1. The NROT for a given message

[response message]

[NRO token for response message]

<Token >

<Text>This is a NRDT for the previous request </Text>

<Info>

<Policy >policy_1 </Policy >

<Flag>NRDT</Flag>

<Origin >SenderClientDistinguishedName </Origin >

<Recipient >ServerdistinguishedName </Recipient >

<Authority >null</Authority >

<TimestampTG >13073622265765 </TimestampTG >

<TimestampO >null</TimestampO >

<AdditionalInfo >SHA -256</AdditionalInfo >

<HashValue >xZ3gI5Uk8BXC4Y5k +qlau4nHib ...</HashValue >

<Signature >

<SignedInfo >

<CanonicalizationMethod Algorithm="..."/>

<SignatureMethod Algorithm="..."/>

</SignedInfo >

<SignatureValue >+8 GkcT0s29KQnSKQXPTgpTqmwkgRv ...

</SignatureValue >

</Signature >

</Info>

</Token >

Listing 1.2. The response with NROT and NRDT
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The NISTIR 7628 guidelines recommend using keys and curves with a secu-
rity level not less than 112 bits for the use until the year 2029 and not less than
128 bits beyond the year 2030 [16]. The guidelines also names certain curves and
hash algorithms that should be used.

4.4 Advantages of XML Signatures and Tokens

The XML data format and XML signatures are very flexible. It is possible to
change signing algorithms or signature lengths without changing the architec-
ture of the system. It is also possible to embed additional information and also
certificates that have to be used to verify the signature.

The use of tokens to realize security services like nonrepudiation of origin and
delivery is also very flexible, the main advantage is the independence of the data
format of the request and response messages since only the hash value of the
messages is needed to generate the tokens. Due to this flexibility the developed
security solution can easily transferred to different protocols using different data
formats. There are various communication protocols published or planned (also
see [2,6,9]).

4.5 Possible Disadvantages of XML Signatures

The main disadvantage of XML signatures is the fact that the XML-encoded
PDUs are significantly longer than PDUs encoded with different encoding rules,
for example the “Distinguished Encoding Rules” that are used in the MMS pro-
tocol. Also, a XML parser is mandatory which may cause problems on systems
with low resources. Since the tokens and the signatures do have a predefined
structure, it may be possible to implement a lightweight (dedicated) XML parser
for the tokens. However, tests of this implementation have shown that the main
problem seems to be the additional message length which causes a heavy net-
work utilization in some scenarios. There are possibilities to reduce the length
of XML encoded messages: ITU-T X.694 describes a way to map XML schema
definitions to ASN.1, which then enables different encoding rules, like the “Dis-
tinguished Encoding Rules” [15]. To evaluate the efficiency of this measure there
are additional tests required.

5 Conclusion

The new security requirements for the MMS can only be met when the existing
systems and protocols are upgraded. The solution in this paper shows a possi-
ble way to achieve end-toend authentication and non-repudiation for the MMS
protocol using mechanisms described by the standard ISO 13888-3 and XML sig-
natures. With the additional use of a logging system, all transaction that took
place can be traced and attributed at a later time. Due to the simple structure
reducing the required changes to a minimum, the security solution is very flexi-
ble and can also be used for different protocols. The exemplary implementation
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presented within this paper works fine in a simulated scenario but has to be
tested in reality to check whether it is practically feasible. For this purpose, we
are looking for a possibility to test the implementation in a realistic scenario.
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Antonio González-Burgueño1, Sonia Santiago2, Santiago Escobar3,
Catherine Meadows4(B), and José Meseguer2(B)
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Abstract. Cryptographic Application Programmer Interfaces (Crypto
APIs) are designed to allow a secure interoperation between applica-
tions and cryptographic devices such as smartcards and Hardware Secu-
rity Modules (HSMs). However, several Crypto APIs have been shown
to be subject to attacks in which sensitive information is disclosed to an
attacker, such as the RSA Laboratories Public Key Standards PKCS#11,
an API widely adopted in industry. Recently, there has been a growing
interest on applying automated crypto protocol analysis methods to for-
mally analyze APIs. However, the PKCS#11 has been proven difficult
to analyze using such methods since it involves non-monotonic muta-
ble global state. In this paper we specify and analyze the PKCS#11 in
Maude-NPA, a general purpose crypto protocol analysis tool.
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1 Introduction

Standards for cryptographic protocols have long been attractive candidates for
formal verification. Cryptographic protocols are tricky to design and subject
to non-intuitive attacks even when the underlying cryptosystems are secure.
Furthermore, when protocols that are known to be secure are implemented as
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standards, the modifications that are made during the standardization process
may introduce new security flaws. Thus a considerable amount of work has
been done in the application of formal methods to cryptographic protocol stan-
dards [1,7,27,29]. In this work the protocols are treated symbolically, with the
cryptosystems treated as black-box function symbols. A formal methods tool
attempts to show that there is no way an attacker, by interacting with the pro-
tocol and applying the cryptographic functions symbols in any order, can break
the security of the protocol. Such tools can be used both to search for attacks
and to prove security with respect to the symbolic model.

Such symbolic formal analyses can be of great benefit to standards develop-
ment in two ways. First of all, they offer means of verifying claims for security
made by the standard, so that people can use it with more confidence. Further-
more, they can be useful in improving the standard, by discovering vulnerabilities
in the protocols and attacks that can be mounted through exploiting the vul-
nerabilities. The explicit attacks discovered by the tools are particularly useful
in that they provide the protocol designers information that can be used to help
assess and repair the vulnerability.

For most analyses it has been the case that the same tool and general app-
roach has been used to both verify the security of a protocol and to find attacks.
Many of the tools employ methods that allow one to conclude that the protocol
is secure if the tool terminates without finding an attack, such as heuristics that
allow one to rule out redundant or useless paths (e.g. OFMC [3], Maude-NPA
[14], Tamarin [30]) or abstractions (e.g. ProVerif [4]). Thus, one can use the tool
first to find vulnerabilities, and then to verify security of the protocol once the
vulnerabilities have been fixed. In a number of cases this has facilitated collabo-
ration between standards developers and formal methods experts, e.g. as in [28].
This approach has worked particularly well for standards for key generation and
secure communication, and these are the types of protocols that are most widely
standardized, and the most well understood from the point of view of symbolic
formal analysis.

However, recently another type of application has begun to attract interest:
Cryptographic Application Programming Interfaces, or cryptographic APIs for
short. A cryptographic API is a set of instructions by which a developer of an
application may allow it to take advantage of the cryptographic functionality of a
secure module. These APIs allow an application to perform such functions as cre-
ating keys, using keys to encrypt and decrypt data, and exporting and importing
keys to and from other devices. Cryptographic APIs should also enforce security
policies. In particular, no application should be able to retrieve a key in the
clear.

Developers of cryptographic APIs have traditionally concentrated on provid-
ing functionality, not on guaranteeing security properties. This has resulted in
a number of attacks on cryptographic APIs in which researchers have shown
how many popular APIs can be led into an unsafe state (e.g. one in which a
key is revealed to an untrusted application) via a series of legal steps. Indeed,
much of the earliest work on formal analysis of cryptographic protocols focused
on cryptographic APIs, e.g. [21,25,26]. However, the analysis of cryptographic
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APIs, did not become an area of research on its own until the early 2000’s
in particular after the attack found by Bond [5] in 2001 on IBM’s CCA API.
Many more attacks on CCA and other systems, as well as new techniques for ver-
ifying the security of APIs, have followed; see for example the attacks described
in Chap. 18 of Ross Anderson’s Security Engineering [2].

One API that has attracted particularly wide attention is PKCS#11 [24].
This is a standard that provides both a set of commands that could be used by
a cryptographic API and mechanisms for setting and enforcing security policies.
These security policies are specified in terms of attributes on keys and other data
that declare which operations using these terms are legal or illegal. However,
no guidance is provided on what sort of restrictions should be put on setting
attributes on keys and other data so that undesirable states are avoided. Indeed,
if no restrictions at all are put on the way attributes are set, it is possible to
wind up with an application learning a key in the clear in just a very few steps,
as Clulow points out in [9].

Since PKCS#11 is a widely used standard, much attention has been focused
on correcting these deficiencies, in particular on developing means for formally
verifying that a policy rules out undesirable states. But because PKCS#11 is
intended to be applied to a wide variety of platforms, the problem is harder
than verifying the security of an API such as IBM’s CCA [20], which was only
intended to be used for applications running on certain IBM systems. For one
thing, the set of attributes forms a mutable global state which must be accounted
for. Secondly, any formal verification system must be capable of verifying not
just one or two policies specified by the developers of the API, as was the case
of CCA, but any of a large class of policies that could be specified by a user.

Because of the complexity of the problem, researchers have tended to narrow
their focus when applying cryptographic protocol analysis tools to PKCS#11.
Most use of tools for the analysis of PKCS#11 makes some restriction on the
policies analyzed, usually with an appeal to practicality or common use cases.
They may also develop tools specifically designed for PKCS#11 analysis, or at
the very least prove additional results specific to PKCS#11 that allow them to
limit the size of the search space. Finally, they may concentrate primarily on
either proving security or finding attacks, but not both.

In this paper we investigate the applicability of cryptographic protocol verifi-
cation tools, in particular the Maude-NRL Protocol Analyzer (Maude-NPA) [14],
to the analysis of cryptographic APIs such as PKCS#11, primarily concentrat-
ing on assessing its ability to find attacks. In order to perform the verification of
PKCS#11, we make use of the results in [18] which show that, for a large class of
reasonable policies, it is sufficient to assume that attributes never change; that is,
that policies are static. We then show how, assuming static policies, it is possible
to specify policies that put restrictions on what combination of attributes can be
set to true for a particular key using Maude-NPA never patterns, a feature that
allows the user to specify what events Maude-NPA should avoid in generating
an attack. Since most policies proposed to date for PKCS#11 are expressed in
this form, this leaves us in a good position to express both the API and policies
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in Maude-NPA. We then use Maude-NPA to reproduce the attacks found by
Delaune et al. in [12]. Finally, we discuss the performance of Maude-NPA and
compare it with other applications of cryptographic protocol analysis tools to
the analysis of PKCS#11, in particular the use of the AVISPA tool in [32] and
the use of Tamarin in [23].

The contributions of this paper are twofold. First, we advance investigation
of the verification of PKCS#11 by performing the analysis of this API in a
model more general than those in other works in the literature, namely a fully-
unbounded session model with no abstraction nor approximation of fresh values,
and making no other restrictions on policies other than that they are static.
Second, we provide a new example of applicability of Maude-NPA to the analysis
of cryptographic APIs. This paper extends the work presented in [19] on the
analysis of IBM CCA by showing that Maude-NPA does not only support the
specification of these APIs, but also the specification of policies restricting their
behavior.

The rest of the paper is organized as follows. In Sect. 2 we give a high-
level summary of Maude-NPA and its use of never patterns. In Sect. 3 we give
an overview of PKCS#11 along with previous attacks and formal analyses. In
Sect. 4 we describe how we specify the PKCS#11 API and policies in Maude-
NPA. In Sect. 5 we describe the experiments we conducted and explain the results
obtained. In Sect. 6 we discuss related work. Finally, in Sect. 7 we conclude the
paper and discuss future work.

2 Maude-NPA

In this section we give a high-level summary of Maude-NPA. For further infor-
mation, please see [14].

2.1 Preliminaries on Unification and Narrowing

We assume an order-sorted signature Σ = (S,≤, Σ) with a poset of sorts
(S,≤) and an S-sorted family X = {Xs}s∈S of disjoint variable sets with each
Xs countably infinite. TΣ(X )s is the set of terms of sort s, and TΣ,s is the set
of ground terms of sort s. We write TΣ(X ) and TΣ for the corresponding order-
sorted term algebras. For a term t, Var(t) denotes the set of variables in t.

Positions are represented by sequences of natural numbers denoting an access
path in the term when viewed as a tree. The top or root position is denoted by
the empty sequence ε. The subterm of t at position p is t|p and t[u]p is the term
t where t|p is replaced by u.

A substitution σ ∈ Subst(Σ,X ) is a sorted mapping from a finite subset of X
to TΣ(X ). Substitutions are written as σ = {X1 �→ t1, . . . , Xn �→ tn} where the
domain of σ is Dom(σ) = {X1, . . . , Xn} and the set of variables introduced by
terms t1, . . . , tn is written Ran(σ). The identity substitution is id. Substitutions
are homomorphically extended to TΣ(X ). The application of a substitution σ to
a term t is denoted by tσ.
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A Σ-equation is an unoriented pair t = t′, where t, t′ ∈ TΣ(X )s for some
sort s ∈ S. Σ and a set E of Σ-equations, The E-equivalence class of a term
t is denoted by [t]E and TΣ/E(X ) and TΣ/E denote the corresponding order-
sorted term algebras modulo E. An equational theory (Σ,E) is a pair with Σ
an order-sorted signature and E a set of Σ-equations.

An E-unifier for a Σ-equation t = t′ is a substitution σ such that tσ =E t′σ.
For Var(t) ∪ Var(t′) ⊆ W , a set of substitutions CSUW

E (t = t′) is said to be
a complete set of unifiers for the equality t = t′ modulo E away from W iff:
(i) each σ ∈ CSUW

E (t = t′) is an E-unifier of t = t′; (ii) for any E-unifier ρ
of t = t′ there is a σ ∈ CSUW

E (t = t′) such that σ|W �E ρ|W (i.e., there is a
substitution η such that (σ ◦ η)|W =E ρ|W ); and (iii) for all σ ∈ CSUW

E (t = t′),
Dom(σ) ⊆ (Var(t) ∪ Var(t′)) and Ran(σ) ∩ W = ∅.

A rewrite rule is an oriented pair l → r, where l �∈ X and l, r ∈ TΣ(X )s
for some sort s ∈ S. An (unconditional) order-sorted rewrite theory is a triple
(Σ,E,R) with Σ an order-sorted signature, E a set of Σ-equations, and R a
set of rewrite rules. The (R,E) rewriting relation →R,E on TΣ(X ) is defined as:
t →p,R,E t′ iff there exist p ∈ PosΣ(t), a rule l → r in R, and a substitution σ
such that t|p =E lσ and t′ = t[rσ]p.

Let t be a term and W be a set of variables such that Var(t) ⊆ W , the
R,E-narrowing relation on TΣ(X ) is defined as t �p,σ,R,E t′ if there is a non-
variable position p ∈ PosΣ(t), a rule l → r ∈ R properly renamed s.t. (Var(l) ∪
Var(r)) ∩ W = ∅, and a unifier σ ∈ CSUW ′

E (t|p = l) for W ′ = W ∪ Var(l), such
that t′ = (t[r]p)σ.

2.2 Maude-NPA Syntax and Semantics

Given a protocol P, states are modeled as elements of an initial algebra TΣP/EP ,
where ΣP is the signature defining the sorts and function symbols (for the
cryptographic functions and for all the state constructor symbols) and EP is
a set of equations specifying the algebraic properties of the cryptographic func-
tions and the state constructors. Therefore, a state is an EP -equivalence class
[t]E ∈ TΣP/EP with t a ground ΣP -term.

In Maude-NPA a state pattern for a protocol P is a term t of sort State (i.e.,
t ∈ TΣP/EP (X )State) which has the form {S1 & · · · &Sn & {IK}} where &is an
associative-commutative union operator with identity symbol ∅. Each element
in the set is either a strand Si or the intruder knowledge {IK} at that state.

The intruder knowledge {IK} belongs to the state and is represented as a
set of facts using the comma as an associative-commutative union operator with
identity element empty. There are two kinds of intruder facts: positive knowl-
edge facts (the intruder knows m, i.e., m∈I), and negative knowledge facts (the
intruder does not yet know m but will know it in a future state, i.e., m/∈I), where
m is a message expression.

A strand [16] specifies the sequence of messages sent and received by a
principal executing the protocol and is represented as a sequence of messages
[msg−

1 , msg+
2 , msg−

3 , . . . , msg−
k−1, msg+

k ] such that msg−
i (also written −msgi)
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represents an input message, msg+
i (also written +msgi) represents an output

message, and each msgi is a term of sort Msg (i.e., msgi ∈ TΣP/EP (X )Msg).
Strands are used to represent both the actions of honest principals (with a

strand specified for each protocol role) and the actions of an intruder (with a
strand for each action an intruder is able to perform on messages). In Maude-
NPA strands evolve over time; the symbol | is used to divide past and future.
That is, given a strand [ m1

±, . . . , mi
± | mi+1

±, . . . , mk
± ], messages m±

1 ,
. . . , m±

i are the past messages, and messages m±
i+1, . . . , m

±
k are the future mes-

sages (m±
i+1 is the immediate future message). A strand [msg±

1 , . . . , msg±
k ] is

shorthand for [nil | msg±
1 , . . . , msg±

k , nil]. An initial state is a state where the
bar is at the beginning for all strands in the state, and the intruder knowledge
has no fact of the form m∈I. A final state is a state where the bar is at the end
for all strands in the state and there is no intruder fact of the form m/∈I.

Since Fresh variables must be treated differently from other variables by
Maude-NPA, we make them explicit by writing :: r1, . . . , rk :: [m±

1 , . . . , m±
n ],

where each ri first appears in an output message m+
ji

and can later appear in
any input and output message of m±

ji+1, . . . , m
±
n . If there are no Fresh variables,

we write :: nil :: [m±
1 , . . . , m±

n ].

Example 1. Let us consider a subset of the PKCS#11 API. A symmetric key
generated by principal A is denoted by skey(A, r), where r is a unique Fresh
variable and A denotes who generated the key. The symmetric encryption of
a message M with a key skey(A, r) is denoted by senc(M, skey(A, r)). The
intruder’s ability to generate its own symmetric keys is specified in Maude-NPA
by the strand:

:: r :: [skey(i, r)+]

where i is a constant denoting the intruder’s name. Note that we have made
explicit that the fresh variable r is generated in this strand. In this protocol the
intruder is allowed to perform the symmetric encryption of a message M with
a key K, assuming that it has received both M and K. This ability is specified
by the following strand:

:: nil :: [M−, K−, (senc(M,K)+)]

where M is a variable of the sort for messages and K is a variable of the sort
for symmetric keys. Note that no fresh variables are generated in this strand.

Since the number of states TΣP/EP is in general infinite, rather than exploring
concrete protocol states [t]EP ∈ TΣP/EP Maude-NPA explores symbolic state
patterns [t(x1, . . . , xn)]EP ∈ TΣP/EP (X ) on the free (ΣP , EP)-algebra over a set
of variables X . In this way, a state pattern [t(x1, . . . , xn)]EP represents not a
single concrete state but a possibly infinite set of such states, namely all the
instances of the pattern [t(x1, . . . , xn)]EP where the variables x1, . . . , xn have
been instantiated by concrete ground terms.

The semantics of Maude-NPA is expressed in terms of rewrite rules that
describe how a protocol moves from one state to another via the intruder’s inter-
action with it. One uses Maude-NPA to find an attack by specifying an insecure
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state pattern called an attack pattern. Maude-NPA attempts to find a path from
an initial state to the attack pattern via backwards narrowing (narrowing using
the rewrite rules with the orientation reversed).

Example 2. Let us continue Example 1. In order to analyze whether the intruder
can learn an honest key we specify the following attack pattern below:

{SS & {skey(a, r)∈I, IK}}
where SS and IK are variables of the sort for sets of strands and for the intruder’s
knowledge, respectively. This attack pattern represents an insecure situation in
which the intruder has learnt the honest key skey(a, r). Note that a is a constant
of the sort for names, which is different to the intruder’s name i.

The backwards narrowing sequence from an initial state to an attack state
is called a backwards path from the attack state to the initial state. Maude-NPA
attempts to find paths until it can no longer form any backwards narrowing steps,
at which point it terminates. If at that point it has not found an initial state,
the attack pattern is judged unreachable. Note that Maude-NPA puts no bound
on the number of sessions, so reachability is undecidable in general. Note also
that Maude-NPA does not perform any data abstraction such as bound number
of nonces. However, the tool makes use of a number of sound and complete
state space reduction techniques that help to identify unreachable and redundant
states [15], and thus make termination more likely.

2.3 Never Patterns in Maude-NPA

It is often desirable to exclude certain patterns from transition paths leading to
an attack state. For example, one may want to determine whether or not authen-
tication properties have been violated, e.g., whether it is possible for a responder
strand to appear without the corresponding initiator strand. For this there is an
optional additional field in the attack state containing the never patterns. Each
never pattern is itself a state pattern. When we provide an attack pattern A and
some never patterns NP1, . . . , NPk to Maude-NPA, every time the tool pro-
duces a state S via backwards narrowing from A, it checks whether there is a
substitution θ such that NPiθ =EP S. If that is the case, the state is discarded1.
We will write an attack pattern A with the never patterns NP1, . . . , NPk as
A || never(NP1) . . . || never(NPk).

Although never patterns were introduced as a means for specifying authen-
tication properties, they can also be used to reduce the search space in a not
necessarily complete way (an attack could be missed). In this work we only found
it necessary to use such never patterns once in analysis (see Sect. 5).

Example 3. Let us continue Example 2. In order to exclude from the backwards
path from the attack pattern of Example 2 the case in which the intruder uses
1 Maude-NPA also checks whether NPiθ satisfies irreducibility constraints, as

described in [13].
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the key skey(a, r) to perform the symmetric encryption of any message M , we
extend the attack pattern above with a never pattern as shown below:

{SS & {skey(a, r)∈I, IK}
|| never({ :: nil :: [(M)−, (skey(a, r))−, (senc(M, skey(a, r)))+] & SS′ & {IK′}})

where SS′ and IK ′ are variables of the sort for sets of strands and for the
intruder’s knowledge, respectively.

3 PKCS#11

RSA Laboratories originally developed the Public Key Standards (PKCS) #11
in order to define a platform-independent API “Cryptoki”for the management of
cryptographic tokens. Recently (in 2012) the responsibility of the maintenance
of the standard was transitioned to the OASIS standards committee [31], but
the standard is still referred to as PKCS#11.

PKCS#11 is intended to protect sensitive cryptographic keys as follows [17].
Once a session is initiated, the application may access the objects stored in the
token, such as keys and certificates. However, access to the objects is controlled
in the API via handles (which can be thought of as pointers to, or names for, the
objects). These objects have attributes, e.g. boolean flags signalling properties of
the object, namely wrap, unwrap, encrypt, decrypt, sensitive and extract.
These flags can be either in positive form (l) or in negative form (¬l), denoting
that an attribute l is set or unset, respectively. Depending on whether these
attributes are set or unset, certain API commands may be enabled or disabled.

New handles can be created by calling a key generation command, or by
“unwrapping” an encrypted key packet. For example, if the encrypt function
is called with the handle for a particular key, that key must have its encrypt
attribute set. Also, a key may be exported outside the device if it is encrypted
by another key, but only if it has the attributes sensitive and extract set. It
is important to know that protection of the keys essentially relies on these two
attributes, sensitive and extract.

Table 1 provides an informal description of a subset of the PKCS#11 key
management commands. There are two kinds of commands. First, there are
commands that correspond to PKCS#11 actions: the ones for wrapping and
unwrapping keys, namely “Wrap” and “Unwrap”, respectively; and for symmet-
ric and asymmetric encryption and decryption, e.g. “SEncrypt” is the command
for symmetric encryption, whereas “ADecrypt” corresponds to the command for
asymmetric decryption. Note that there are several possibilities for the “Wrap”
and “Unwrap” commands, depending on whether they use symmetric or asym-
metric keys. Second, there are commands to modify attribute values, namely the
“Set” and “Unset” commands. For example, “Set-Wrap” sets to true the wrap
attribute of a key, whereas “Unset-Wrap” sets it to false.

The behavior of each command is described in Table 1 by rules of the form
T ;L new ñ→ T ′;L′. T is the set of messages that need to be received, whereas
T ′ denotes the set of messages that are sent as a result of the messages in T
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Table 1. Subset of PKCS#11 v2.01 key management commands

Name API Command Description

Wrap (sym-sym) h(n1, k1), h(n2, k2) ; wrap(n1), extract(n2) → senc(k2, k1)

Wrap (sym-asym) h(n1, priv(z)), h(n2, k2) ; wrap(n1), extract(n2) → aenc(k2, pub(z))

Unwrap (sym-sym) h(n1, k2), senc(k1, k2) ; unwrap(n1)
new r→ h(r, k1) ; extract(r), L

Unwrap (sym-asym) h(n1, priv(z)), aenc(k1, pub(z)) ; unwrap(n1)
new r−→ h(r, k1) ; extract(r), L

SEncrypt h(n, k), m ; encrypt(n) → senc(m, k)

SDecrypt h(n, k), senc(m, k) ; decrypt(n) → m

AEncrypt h(n, priv(z)), m ; encrypt(n) → aenc(m, pub(z))

ADecrypt h(n, priv(z)), aenc(m, pub(z)) ; decrypt(n) → m

Set-Wrap h(n, k) ; ¬wrap(n) → wrap(n)

Set-Encrypt h(n, k) ; ¬encrypt(n) → encrypt(n)

Unset-Wrap h(n, k) ; wrap(n) → ¬wrap(n)

Unset-Encrypt h(n, k) ; encrypt(n) → ¬encrypt(n)

L = ¬wrap(r), ¬unwrap(r), ¬encrypt(r), ¬decrypt(r), ¬sensitive(r)

being received. L and L′ are sets of attributes. More specifically, L denotes
the attributes that must be set in order to execute the command, whereas L′

denotes the value of the attributes after the command is executed. L′ can include
attributes in negative form and attributes related to freshly generated handles
not appearing in L. The expression new ñ represents the generation of fresh data
that will appear in T ′ and L′.

The set L′ is assumed to be satisfiable, i.e., it cannot contain two literals l
and ¬l. Any variable appearing in T ′ must appear in T , i.e. Var(T ′) ⊆ Var(T )
and any variable appearing in L′ also appears in L, i.e. Var(L′) ⊆ Var(L). The
only new variables that can appear in T ′ and L′ are those indicated in new ñ.

In Table 1 public and private keys are represented by terms of the form pub(A)
and priv(A), respectively. Handles for keys are specified as terms of the form
h(N,K), where N is a nonce uniquely identifying the handle and K is the key.
Symmetric and asymmetric encryption of a message M with a key K is denoted
by terms senc(M,K) and aenc(M,K) respectively. Finally the attributes are
specified as terms of the form l(N), where l is the attribute’s name, and N is a
nonce that refers to a unique handle h(N,K).

Example 4. Let us consider the rule corresponding to the “Wrap (sym-sym)”
command. This rule allows wrapping a symmetric key using another symmetric
key. If the attacker knows the handles h(n1, k1) and h(n2, k2), i.e., references to
symmetric keys k1 and k2, the handle h(n1, k1) has the attribute wrap set, and
the handle h(n2, k2) has the attribute extract set, then the attacker can learn
the symmetric encryption of k2 with k1, represented by the term senc(k2, k1).

In a cryptographic API threat model we assume that the application is mali-
cious and in league with the adversary. Thus, in particular applications should
not learn keys in the clear. In [9] Clulow presented a number of attacks in which
sensitive keys are compromised. One of the best-known attacks is the so-called
“key separation attack”. The name refers to the fact that the attributes of a key
can be set and unset in such a way as to give a key conflicting roles, allowing the
attacker to learn sensitive keys. Figure 1 shows an example of a key separation
attack presented in [9]. In this attack the attacker learns the value of a sensitive
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Initial knowledge: The intruder knows h(n1, k1) and h(n2, k2); n2 has
the attributes wrap and decrypt set, whereas n1 has the attributes
sensitive and extract set.

Trace:
Wrap: h(n2, k2), h(n1, k1) → senc(k1, k2)
SDecrypt: h(n2, k2), senc(k1, k2) → k1

Fig. 1. Decrypt/Wrap attack in PKCS#11 v2.01

Initial state: The intruder knows the handles h(n1, k1), h(n2, k2)
and the key k3; n1 has the attributes sensitive and extract set
whereas n2 has the attributes unwrap and encrypt set.

Trace:
SEncrypt: h(n2, k2), k3 → senc(k3, k2)

Unwrap: h(n2, k2), senc(k3, k2)
new n3→ h(n3, k3)

Set wrap: h(n3, k3) → wrap(n3)
Wrap: h(n3, k3), h(n1, k1) → senc(k1, k3)
Intruder: senc(k1, k3), k3 → k1

Fig. 2. Encrypt/Unwrap attack in PKCS#11 v2.01

key by wrapping it and then decrypting the resulting cyphertext with a key that
has the attributes for decryption (decrypt) and wrapping (wrap) set.

Clulow suggested that this attack could be avoided by restricting key
attribute changing operations so that a stored key could not have both the
decrypt and wrap attributes set. However, as described in [12], this restriction
does not prevent other key separation attacks not discovered by Clulow. For
example, as shown in Fig. 2, if the attacker imports its own key by first encrypt-
ing it under a key k2 whose handle has the attributes unwrap and encrypt set,
and then unwrapping it, then it can export a sensitive key k1 under k3 to discover
its value.

Again, in [12] the authors showed that restricting key attribute changing
operations to avoid the attacks shown in Figs. 1 and 2 is not enough to make the
API secure. The attacker can learn a sensitive key k1 performing the sequence
of commands shown in Fig. 3 if it knows a handle h(n2, k2) which has both the
wrap and unwrap attributes set.

Furthermore, when asymmetric encryption is considered, PKCS#11 is sub-
ject to the “Trojan Wrapped Key” attack, first discovered in [9], and found later
on in [12], too. In this attack the attacker has the ability to smuggle a key of his
own choice onto the token. If there is a key pair pub(s1), priv(s1) on the token
such that pub(s1) can be used for encrypting data and priv(s1) for unwrap-
ping keys then the attacker can first encrypt a known key k3 under pub(s1) and
then plant its trojan key by unwrapping k3 into a new handle. The attacker can
then use this Trojan key to export other keys from the device, which it can then
decrypt and recover. Figure 4 shows the exchange of messages of this attack.
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Initial state: The intruder knows the handles h(n1, k1) and h(n2, k2), and the
key k3; n1 has the attributes sensitive and extract set, n2 has the attribute
extract set. The intruder also knows the public key pub(s1) and its associated
handle h(n3, priv(s1)).

Trace:
Set wrap: h(n2, k2) → wrap(n2)
Wrap: h(n2, k2), h(n2, k2) → senc(k2, k2)
Set unwrap: h(n2, k2) → unwrap(n2)

Unwrap: h(n2, k2), senc(k2, k2)
new n4→ h(n4, k2)

Wrap: h(n2, k2), h(n1, k1) → senc(k1, k2)
Set decrypt: h(n4, k2) → decrypt(n4)
SDecrypt: h(n4, k2), senc(k1, k2) → k1

Fig. 3. Wrap/Unwrap attack in PKCS#11 v2.01

Initial state: The intruder knows the handles h(n1, k1), h(n2, k2) and the
key k3; n1 has the attributes sensitive and extract set, n2 has the attribute
extract set. The intruder also knows the public key pub(s1) and its
associated handle h(n3, priv(s1)).

Trace:
Intruder: k3, pub(s1) → aenc(k3, pub(s1))
Set unwrap: h(n3, priv(s1)) → unwrap(n3)

Unwrap: aenc(k3, pub(s1)), h(n3, priv(s1))
new n4→ h(n4, k3)

Set wrap: h(n4, k3) → wrap(n4)
Wrap: h(n4, k3), h(n1, k1) → senc(k1, k3)
Intruder: senc(k1, k3), k3 → k1

Fig. 4. Trojan Wrapped Key attack in PKCS#11 v2.01

Another experiment performed in [12] shows that more recent versions of
the API that include new mechanisms to improve security are still subject to
the same type of attacks. For example, version 2.20 of the PKCS#112 stan-
dard uses two more attributes: wrap with trusted and trusted. Whenever the
“Wrap” command is executed, it tests whether if the key to be wrapped has
wrap with trusted set then the wrapping key has trusted set. However, this
does not prevent the attack shown in Fig. 5, where the attacker first attacks the
trusted wrapping key, and then obtains the sensitive key k1.

4 Specification of PKCS#11 in Maude-NPA

In this section we explain how to specify and analyze the core key manage-
ment commands of PKCS#11 in Maude-NPA. First, in Sect. 4.1 we provide a

2 Attacks shown in Figs. 1-4 actually correspond to attacks of PKCS#11 version 2.01,
whereas the attack shown in Fig. 5 is an attack discovered for PKCS#11 version 2.20.
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Initial state: The intruder knows the handles h(n1, k1), h(n2, k2) and the key k3;
n1 has the attributes sensitive, extract and wrap with trusted set , whereas n2

has the attributes extract and trusted set. The intruder also knows the public key
pub(s1) and its associated handle h(n3, priv(s1));n3 has the attribute unwrap set.

Trace:
Intruder: k3, pub(s1) → aenc(k3, pub(s1))
Set unwrap: h(n3, priv(s1)) → unwrap(n3)

Unwrap: aenc(k3, pub(s1)), h(n3, priv(s1))
new n4→ h(n4, k3)

Set wrap: h(n4, k3) → wrap(n4)
Wrap: h(n4, k3), h(n2, k2) → senc(k2, k3)
Intruder: senc(k2, k3), k3 → k2
Set wrap: h(n2, k2) → wrap(n2)
Wrap: h(n2, k2), h(n1, k1) → senc(k1, k2)
Intruder: senc(k1, k2), k2 → k1

Fig. 5. Wrap with trusted key attack in PKCS#11 v2.20

high-level description of how we model PKCS#11 API version 2.20 in Maude-
NPA. Then, in Sect. 4.2 we show in detail the specification of the PKCS#11
commands in Maude-NPA’s syntax.

4.1 Formal Model of PKCS#11 in Maude-NPA

It is well-known that specifying and verifying API protocols in protocol analy-
sis tools is challenging. Although this is not the first time an API protocol is
analyzed in Maude-NPA (see [19]), there are specific features of PKCS#11 API
that make its specification and analysis in Maude-NPA a non-trivial task.

First, the number of keys and handles is infinite a priori, e.g., the “Unwrap”
command allows creating new handles for an existing key. The approach taken
in [12] bounds the number of keys and handles for each key that can be created.
For example, to find the attack shown in Fig. 1 the authors allow a maximum of
3 symmetric keys and 2 handles for each symmetric key (see [12] Sect. 5). In [18]
the authors assume a bound on the number of fresh values that are generated
in the course of an attack, and prove that it is sound and complete for the
static policies of the specific systems they consider. However, these bounds may
not apply to other systems. By contrast, in this paper we do not impose these
restrictions and perform the analyses in an unbounded session model, making
no abstractions of fresh data, e.g., an infinite number of keys an nonces can be
generated. There was one exception, the analysis where attack shown in Fig. 5,
where ultimately we had to restrict the number of keys the attacker generates
to prevent state space explosion. However, in this case the attacker could still
generate an unbounded number of fresh handles by executing the “Unwrap”
command. The work presented in [23] also considers an unbounded session model
using no abstraction, but its goal is different from ours (see Sect. 6 for further
details).
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Another feature of PKCS#11 is use of a global mutable state consisting of
attributes. We avoid this issue by taking advantage of previous work in this
area by Fröschle and Steel [18] to simplify the types of policies that need to
be analyzed. In [18] Fröschle and Steel define a construct they call an attribute
policy, and show that, for a large class of “reasonable” attribute policies called
complete policies, it is enough to prove security in the case of static policies,
in which the attributes of a key are never changed after it is created. In [18]
the attribute state is a function assigning attribute valuations (specifications
of which attributes are set and which are not) to keys. An attribute policy is
a finite directed graph whose nodes are the set of allowable states, and whose
edges are allowed transitions between states. A complete policy is one in which
the transition policy consists of a collection of disjoint, disconnected cliques,
and for each clique C, and each pair of states c0, c1 ∈ C, we have c0 ∪ c1 ∈ C.
This allows for certain natural behaviors for which Fröschle and Steel point out
that any well-designed policy should take into account. They then show that
each clique has a unique end point in which the attacker has the greatest power.
Thus any attacker behavior allowed by the policy in which each clique is replaced
by the end point is allowed by any node in the clique. Thus analysis of the end
point policy will tell us whether or not the original policy was safe. Moreover,
since the end point policy is static, it is enough to be able to analyze static
policies.

The main difference between the Fröschle-Steel paper and the model used
in the Maude-NPA analysis is in the definition of attribute state. The Maude-
NPA analysis has no such notion of attribute state. However, it does keep a
history that may include the setting and unsetting of attribute values, and these
can be mapped to allowable states. For example, if the attribute wrap was set
for a key, and it was not subsequently unset, we may conclude that that key
currently has its attribute wrap set. It is thus also possible to define policies for
PKCS#11 keys as they are represented in Maude-NPA by mapping the states
both before and after a transition T to attribute states, and then determining
whether the two states and the transition edge connecting them belong to the
policy. This in particular allows us to define both complete and static policies
in terms of Maude-NPA histories and thus apply the results of Fröschle-Steel to
analyze only static policies with the assurance that this analysis applies to the
associated complete policies as well.

The use of static policies means that we do not need to represent attribute val-
ues explicitly. Instead, we can express policies defined in terms of what attributes
can be set for a given key in terms of what combinations of actions enabled by
those attributes are allowed using specific keys, without compromising complete-
ness. Thus, instead of saying that the attributes decrypt(n) and wrap(n) cannot
both we set, we say that the attacker cannot perform both “decrypt” and “wrap”
actions using the same key. This allows us, as in [18], to dispense with global
state entirely.

Another issue is to what extent we can use Maude-NPA to search for attacks
assuming a certain policy is being enforced. Fortunately, this is easy for static
policies that require that certain pairs of conflicting attributes not be both set



Analysis of the PKCS#11 API Using the Maude-NPA Tool 99

for the same key. This policy is enforced if and only if there is no history in
which the functions associated with each of the two conflicting attributes are
executed on the same key. This allows us to specify policies using never patterns
as described in Sect. 2.3. For example, in order to enforce a policy requiring, say,
that no key can have the attributes wrap and decrypt set we specify a never
pattern describing a generic state in which both wrap and decrypt strands have
executed using the same key. Such a policy is shown in Example 6. Note that
the never pattern does not specify which strand completed first, just that each
should have executed at some time in the past.

4.2 Specification of PKCS#11 in Maude-NPA’s Syntax

In this section we describe the specification of the PKCS#11 v2.20 key man-
agement commands in Maude-NPA’s syntax. The API’s signature is specified
as follows. A nonce generated by principal A is denoted by n(A, r), where r is
a unique variable of sort Fresh and A denotes the principal that generated the
nonce. This representation makes it easier to specify and keep track of the origin
of nonces. E.g., one can use the notation to specify a state in which a principal
accepts a nonce as coming from A when it actually comes from some B �= A.
Handles are represented by terms of the form h(n(A, r),K), where K can be
either a symmetric or an asymmetric key. Symmetric keys are represented by
terms of the form skey(A, r′), where A denotes a name and r′ is a fresh variable.
Public and private keys, and symmetric and asymmetric encryption are specified
similarly as explained in Sect. 3.

Each command of the PKCS#11 API is specified in Maude-NPA as a
strand. Table 2 shows the specification of the commands of Table 1 representing
PKCS#11 actions in Maude-NPA’s syntax as an example. More specifically, for
each rule T ;L new ñ→ T ′;L′, messages in T are represented as received messages,
i.e., terms of the form −(M), whereas messages in T ′ are represented as sent
messages, i.e., terms of the form +(M). The generation of fresh data denoted
by new ñ is represented by variables r1, . . . , ri of sort Fresh made explicit at the
beginning of the strand.

Example 5. The “Unwrap (sym-sym)” command of Table 1, which generates a
new fresh data r, is specified in Maude-NPA as the following strand:

:: r :: [−(h(N2, K2)), −(senc(K1, K2)), +(h(n(A, r), K1))]

where N2 is a variable of the sort for nonces, K1 and K2 are variables of the sort
for symmetric keys, and r is a variable of sort Fresh used to create a new handle
for K1.

Additionally, in PKCS#11 the attacker can perform symmetric encryption
and decryption and create any number of symmetric keys. We assume it knows
any public key and can generate only its private key. The attacker can perform
asymmetric encryption with any public or private key it knows. As explained in
Sect. 2, we specify each one of these capabilities as a strand in Maude-NPA.
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Table 2. PKCS#11 key management commands in Maude-NPA

Command Specification in Maude-NPA

Wrap (sym/sym) :: nil :: [−(h(N1, K1)), −(h(N2, K2)), +(senc(K2, K1))]

Wrap (sym/asym) :: nil :: [−(h(N1, priv(A))), −(h(N2, K2)), +(aenc(K2, pub(A)))]

Unwrap (sym/sym) :: r :: [−(h(N2, K2)), −(senc(K1, K2)), +(h(n(A, r), K1))]

Unwrap (sym/asym) :: r :: [−(h(N1, priv(B))), −(aenc(K1, pub(B))), +(h(n(A, r), K1))]

SDecrypt :: nil :: [−(h(N, K)), −(senc(M, K)), +(M)]

SEncrypt :: nil :: [−(h(N, K)), −(M), +(senc(M, K))]

ADecrypt :: nil :: [−(h(N, priv(A))), −(aenc(M, pub(A))), +(M)]

AEncrypt :: nil :: [−(h(N, priv(A))), −(M), +(aenc(M, priv(A)))]

We specify constraints on conflicting attributes as follows. Since in our model
we do not explicitly represent attributes, we express these conditions in terms of
the commands enabled when the conflicting attributes are set by adding never
patterns (see Sect. 2.3) to the attack states we use to perform the analysis in
Maude-NPA. More specifically, these never patterns are specified in such a way
that they discard states where these commands are executed using the same
handle. Let us illustrate this idea with the example below.

Example 6. Let us consider the attack shown in Fig. 2 where wrap and decrypt
are considered as conflicting attributes, i.e., a given handle cannot have both the
wrap and decrypt attributes set. In order to search for this attack in Maude-
NPA one can specify the attack pattern shown below, which has a never pattern
that discards any state that has, at least, two strands using the same handle
(h(N,K)): one for wrapping, and the other one for decryption.

{SS & {skey(A, r1′)∈I, IK}
|| never({ :: nil ::[−(h(N, K)), −(h(N1, K1)), +(senc(K1, K))]&

:: nil ::[−(h(N, K)), −(senc(M, K)), +(M)]

SS′ & {IK′}})

Note that SS and SS′ are variables of the sort for sets of strands, IK and IK ′

are variables of the sort for the intruder knowledge, A is a variable of the sort
for names, and K1 and K are variables of the sort for keys, and M is a variable
of the sort for messages. The term skey(a, r1′) represents a sensitive key that
should not be revealed to the attacker.

5 Experiments

We have specified the PKCS#11 API and analyzed several configurations in
Maude-NPA following the methodology explained in Sect. 4. More specifically,
we have rediscovered the attacks shown in Figs. 1, 2, 3, 4, and 5 (see Sect. 3).

Note that, unlike the experiments performed in [12] and in [18], we have not
bounded the number of keys and handles that can be generated. The protocol
specifications to reproduce our experiments are available on-line at http://www.

dsic.upv.es/∼sescobar/Maude-NPA/pkcs.html.

http://www.dsic.upv.es/~sescobar/Maude-NPA/pkcs.html
http://www.dsic.upv.es/~sescobar/Maude-NPA/pkcs.html
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Table 3. Experimental Results

Attack Length dec / wrap enc/ unwrap wrap/ unwrap

Fig. 1 4 - - -
Fig. 2 7 � - -
Fig. 3 6 � � -
Fig. 4 7 � � �
Fig. 5 9 � � �

Table 3 gathers the results of our experiments. For each one of the attacks
explained in Sect. 3 we specify in the second column the length of the backwards
reachability analysis performed by Maude-NPA until each attack was found.
In the third, fourth, and fifth columns we show the different constraints on
conflicting attributes that have been considered in each experiment. For example,
the attack of Fig. 1 was found by Maude-NPA after 4 reachability steps, and
no restriction on conflicting attributes was considered. The attack shown in
Fig. 3 was found by Maude-NPA after 6 reachability steps and we considered
two restrictions, namely that decrypt and wrap, and encrypt and unwrap are
conflicting attributes.

In the experiments to find the attacks shown in Figs. 2 to 5 we used never
patterns to specify policies on conflicting attributes. Additionally, in the case of
the attack shown in Fig. 5 in order to control the size of the state search space
we added an attack preserving never pattern (see [19]) that forces Maude-NPA
to only search for states in which the attacker generated the minimal number of
keys.

we added a never pattern to discard states containing more than one instance
of the initial knowledge strand to reduce the state search space. Note that this
never pattern preserves the completeness of the analysis because this PKCS#11
configuration is subject to an attack. That is, if Maude-NPA finds the attack
when only one instance of the initial knowledge strand is allowed, it will still
find the same attack (or an equivalent one) if several instances are allowed.

6 Related Work

There is a vast amount of research on the formal analysis of cryptographic APIs,
so in this related work section we will concentrate on the work that is closest to
ours, namely the formal analysis of PKCS#11 and PKCS#11-like systems and
the use of cryptographic protocol analysis tools to analyze APIs.

Besides the work on formalizing and verifying PKCS#11 that we have already
discussed, there has been further work focused on building tools for analyzing
policies for PKCS#11 and PKCS#11-like systems. In [8] Centenaro et al. design
a typed-base system for reasoning about the security of PKCS#11 policies, and
use it to verify the security of new classes of PKCS#11 security policies they
propose. This work is even able to verify implementations of PKCS#11. In [10]
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Cortier and Steel develop a generic model for PKCS#11-like systems, and an
algorithm and tool for verifying policies in this model. Interestingly, they show
that a number of cryptographic protocols can also be modeled using their system,
and they demonstrate their tool on them as well, thus showing that the relation-
ship between cryptographic APIs and cryptographic protocols runs both ways.

The Tookan tool [6] can be used on PKCS#11 implementations. It reverse
engineers security tokens, builds a formal model similar to that of [12], whose
security can be checked by a model checker, and then runs any attack trace found
directly on the token to validate it. The methods used by Tookan were further
developed and commercialized in the commercial tool Cryptosense [11], which
includes a component Cryptosense Analyzer that analyzes PKCS#11 configura-
tions for insecurities and then tests attack traces on the system. Thus, analysis
of PKCS#11 and systems like it, although challenging, has proved achievable
enough to have potential commercial application.

An approach closer to ours is the work of Künnemann presented in [23], in
that it relies on a protocol analysis tool, Tamarin [30] with some features in
common with Maude-NPA (in particular, it performs backwards search over an
unbounded number of sessions using no abstraction). In this paper Künnemann
models PKCS#11 v2.20 in the Sapic calculus presented in [22], a variant of
the applied pi calculus augmented with operators for state manipulation. This
high-level protocol specification is then translated to a multiset rewrite system
that can be verified using Tamarin. Using this tool-chain the author provides a
configuration of the API and proves that it preserves the secrecy of sensitive keys.

However, the goal in [23] is different from ours. Instead of searching for
attacks, Künnemann uses Tamarin to prove security of a particular configu-
ration of PKCS#11 v2.20. This allows him to define a more restrictive model
that includes their secure configuration but rules out others, in particular many
of the configurations we analyzed with Maude-NPA. It also allows him to leave
out certain features, such as asymmetric encryption, which, given the restrictions
of his model does not give the intruder any more capabilities than symmetric
encryption, and so can be omitted as redundant.

For the case of applying cryptographic protocol analysis tools one of the
biggest issues facing the analysis of cryptographic APIs, is the problem of keeping
the search space of a manageable size. Solutions that work for key distribution
protocols, such as bounding the number of sessions, do not apply as well to
cryptographic APIs, where the number and kind of “sessions” executed is under
complete control of the adversary. The earliest work on formal analysis of APIs
[21,25,26] dealt with the problem by relying to an extent on user input. For
example, the analysis in [25] allowed users to tell the tool when they thought a
state was reachable, and the analysis in [26] relied on lemmas that were conceived
of and proved by the user, with machine assistance. More recently, the AVISPA
analysis of PKCS#11 reported by Tsalapati in [32] uses simplifications such as
a monotonic state and allowing only one handle per key.3 According to [12],

3 The thesis in which this work is contained is not publicly available, so we are relying
on the account given in [12].
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Steel and Carbone were able to enrich Tsalapati’s AVISPA model to include
non-monotonic state; however the number of sessions still needed to be bounded
for analysis to be tractable, and the bounds needed to be relatively small. The
Maude-NPA analysis of IBM’s CCA API described in [19] relies on the use of
never patterns, which can be used to tell Maude-NPA ignore classes of states
specified by the user.

In [23], termination of the analysis is achieved, not only by restricting the
kinds of configurations considered, but also by specifying model-specific heuris-
tics that allow a more efficient evaluation of the operations that manipulate
the protocol’s state. In order to reduce the state search space and speed up
the analysis the author defined a number of model-specific helping lemmas to
rule out some states describing impossible situations or actions that do not allow
the attacker to learn more knowledge in their model.

Another issue is the type of policies that need to be considered. In IBM CCA
policies are represented in terms of separation of duties, which are straight-
forward to model in a tool such as Maude-NPA. For PKCS#11 the problem is
apparently harder, since policies are expressed in terms of a global mutable state,
Our first attempt to analyze PKCS#11 included a faithful model of PKCS#11
state, and analysis with respect to this model proved to be intractable. Steel and
Carbone seemed to have encountered similar problems in their AVISPA analysis.

However, closer study reveals that there are natural restrictions on policies
one can enforce. Fröschle and Steel [18] in particular show that it is possible to
safely assume that policies are static, if one imposes some very natural restric-
tions on them. This means that one can specify policies in terms of which com-
binations of attributes are allowable. Künnemann also argues for static policies
in [23], on the grounds of practicality and safety: the ability to turn attributes
on and off is not needed, and can lead to security problems. The Tookan tool [6]
restricts itself to a combination of static, sticky-on (once an attribute is turned
on, it can’t be turned off), and sticky-off (once an attribute is turned off, it
can’t be turned back on) attributes, on the grounds that this is what is normally
seen in real implementations. These restrictions do much to make analyses more
tractable and to limit the complexity of state representation. Indeed, in our
Maude-NPA analysis we found we did not need to model state explicitly at all.

7 Conclusions

In this paper we have described the analysis of some PKCS#11 configurations
in Maude-NPA, a cryptographic protocol analyzer tool that operates in the
unbounded session model. This allowed us to perform the analysis of this API
in a fully-unbounded session model making no abstraction nor approximation of
fresh values, and with no assumptions about the policies other than that they
were static. This in particular allowed us to reproduce attacks on PKCS#11
configurations found by Delaune et al. in [12].

We consider our work as complementary to that of [23]. In [23] Künnemann
uses the protocol analysis tool Tamarin to prove security of a configuration in
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a restricted model. We use the protocol analysis tool Maude-NPA to reproduce
attacks in a less restrictive model. This provides evidence that these tools can
be of assistance in both proving security and in finding attacks, as they are for
key generation and secure communication protocols.

What remains to be seen is how generally applicable these tools are to
PKCS#11 and similar APIs. In particular, we note that our PKCS#11 analysis,
although it was successful at reproducing attacks, did not achieve termination, so
it is likely that Maude-NPA would not be helpful in proving security within the
rather general model we use without some further improvements. However, we
plan to keep on investigating this to determine to what degree performance can
be improved, for example via the use of state space reduction techniques specific
to these types of models. For example, it would be interesting to investigate the
model-specific lemmas in [23] to see if they could be used in Maude-NPA. We
also plan to investigate whether lemmas appropriate to other classes of models
could be formulated and proved.
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(eds.) CHES 2003. LNCS, vol. 2779, pp. 411–425. Springer, Heidelberg (2003)

10. Cortier, V., Steel, G.: A generic security API for symmetric key management on
cryptographic devices. In: Backes, M., Ning, P. (eds.) ESORICS 2009. LNCS, vol.
5789, pp. 605–620. Springer, Heidelberg (2009)

11. Cryptosense. Cryptosense Web Page. https://cryptosense.com/

http://dx.doi.org/10.1145/1266977.1266978
http://dblp.uni-trier.de/rec/bib/journals/tissec/AbadiBF07
http://dblp.uni-trier.de/rec/bib/journals/tissec/AbadiBF07
http://dblp.uni-trier.de/rec/bib/books/daglib/0020262
http://dblp.uni-trier.de/rec/bib/books/daglib/0020262
https://cryptosense.com/


Analysis of the PKCS#11 API Using the Maude-NPA Tool 105

12. Delaune, S., Kremer, S., Steel, G.: Formal analysis of pkcs#11. In: Proceedings of
the 21st IEEE Computer Security Foundations Symposium, CSF 2008, 23–25 June
2008, Pittsburgh, Pennsylvania, pp. 331–344. IEEE Computer Society (2008)

13. Erbatur, S., Escobar, S., Kapur, D., Liu, Z., Lynch, C., Meadows, C., Meseguer,
J., Narendran, P., Santiago, S., Sasse, R.: Effective symbolic protocol analysis via
equational irreducibility conditions. In: Foresti, S., Yung, M., Martinelli, F. (eds.)
ESORICS 2012. LNCS, vol. 7459, pp. 73–90. Springer, Heidelberg (2012)

14. Escobar, S., Meadows, C., Meseguer, J.: Maude-NPA: Cryptographic protocol
analysis modulo equational properties. In: Aldini, A., Barthe, J., Gorrieri, R. (eds.)
FOSAD 2007/2008/2009. LNCS, vol. 5705, pp. 1–50. Springer, Heidelberg (2009)

15. Escobar, S., Meadows, C., Meseguer, J., Santiago, S.: State space reduction in the
Maude-NRL Protocol Analyzer. Inf. Comput. 238, 157–186 (2014)

16. Thayer Fabrega, F.J., Herzog, J., Guttman, J.: Strand spaces: what makes a secu-
rity protocol correct? J. Comput. Secur. 7, 191–230 (1999)

17. Focardi, R., Luccio, F.L., Steel, G.: An introduction to security API analysis. In:
Aldini, A., Gorrieri, R. (eds.) FOSAD 2011. LNCS, vol. 6858, pp. 35–65. Springer,
Heidelberg (2011)
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Abstract. This paper analyzes the cost of breaking ECC under the
following assumptions: (1) ECC is using a standardized elliptic curve
that was actually chosen by an attacker; (2) the attacker is aware of a
vulnerability in some curves that are not publicly known to be vulnerable.
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1 Introduction

1.1 Elliptic-Curve Cryptography. Elliptic-curve cryptography (ECC) has
a reputation for high security and has become increasingly popular. For def-
initeness we consider the elliptic-curve Diffie–Hellman (ECDH) key-exchange
protocol, specifically “ephemeral ECDH”, which has a reputation of being the
best way to achieve forward secrecy. The literature models ephemeral ECDH as
the following protocol ECDHE,P , Diffie–Hellman key exchange using a point P
on an elliptic curve E:

1. Alice generates a private integer a and sends the ath multiple of P on E.
2. Bob generates a private integer b and sends bP .
3. Alice computes abP as the ath multiple of bP .
4. Bob computes abP as the bth multiple of aP .
5. Alice and Bob encrypt data using a secret key derived from abP .

There are various published attacks showing that this protocol is breakable for
many elliptic curves E, no matter how strong the encryption is. See Section 2 for
details. However, there are also many (E,P ) for which the public literature does
not indicate any security problems. Similar comments apply to, e.g., elliptic-
curve signatures.

This model begs the question of where the curve (E,P ) comes from. The
standard answer is that a central authority generates a curve for the public
(while advertising the resulting benefits for security and performance). This does
not mean that the public will accept arbitrary curves; our main objective in this
paper is to analyze the security consequences of various possibilities for what
the public will accept. The general picture is that Alice, Bob, and the central
authority Jerry are actually participating in the following three-party protocol
ECDHA, where A is a function determining the public acceptability of a standard
curve:

–1. Jerry generates a curve E, a point P , auxiliary data S with A(E,P, S) = 1.
(The “seeds” for the NIST curves are examples of S; see Section 4.)

0. Alice and Bob verify that A(E,P, S) = 1.
1. Alice generates a private integer a and sends aP .
2. Bob generates a private integer b and sends bP .
3. Alice computes abP as the ath multiple of bP .
4. Bob computes abP as the bth multiple of aP .
5. Alice and Bob encrypt data using a secret key derived from abP .

Our paper analyzes the consequences of Jerry cooperating with an eavesdropper
Eve to break the encryption used by Alice and Bob. The central question is how
Jerry can use his curve-selection flexibility to minimize the attack cost.
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Obviously the cost cA of breaking ECDHA depends on A, the same way that
the cost cE,P of breaking ECDHE,P depends on (E,P ). One might think that,
to evaluate cA, one simply has to check what the public literature says about
cE,P , and then minimize cE,P over all (E,P, S) with A(E,P, S) = 1. The reality
is more complicated, for three reasons:

1. There may be vulnerabilities not known to the public: curves E for which cE,P

is smaller than indicated by the best public attacks. Our starting assumption
is that Jerry and Eve are secretly aware of a vulnerability that applies to
a fraction ε of all curves that the public believes to be secure. The obvious
strategy for Jerry is to standardize a vulnerable curve.

2. Some choices of A limit the number of curves E for which there exists suitable
auxiliary data S. If 1/ε is much larger than this limit then Jerry cannot expect
any vulnerable (E,P, S) to have A(E,P, S) = 1. We show that, fortunately
for Jerry, this limit is much larger than the public thinks it is. See Sections 5
and 6.

3. Other choices of A do not limit the number of vulnerable E for which S exists
but nevertheless complicate Jerry’s task of finding a vulnerable (E,P, S) with
A(E,P, S) = 1. See Section 4 for analysis of the cost of this computation.

If Jerry succeeds in finding a vulnerable (E,P, S) with A(E,P, S) = 1, then Eve
simply exploits the vulnerability, obtaining access to the information that Alice
and Bob have encrypted for transmission.

Of course, this could require considerable computation for Eve, depending on
the details of the secret vulnerability. Our goal in this paper is not to evaluate
the cost of Eve’s computation, but rather to evaluate the impact of A and ε
upon the cost of Jerry’s computation.

For this evaluation it is adequate to use simplified models of secret vulner-
abilities. We specify various artificial curve criteria that have no connection to
vulnerabilities but that are satisfied by (E,P, S) with probability ε for various
sizes of ε. We then evaluate how difficult it is for Jerry to find (E,P, S) that
satisfy these criteria and that have A(E,P, S) = 1.

The possibilities that we analyze for A are models built from data regard-
ing what the public will accept. Consider, for example, the following data: the
public has accepted without complaint the constants sin(1), sin(2), . . . , sin(64) in
MD5, the constants

√
2,

√
3,

√
5,

√
10 in SHA-1, the constants 3

√
2, 3

√
3, 3

√
5, 3

√
7

in SHA-2, the constant (1 +
√

5)/2 in RC5, the constant e = exp(1) in Brain-
pool, the constant 1/π in ARIA, etc. All of these constants are listed in [48] as
examples of “nothing up my sleeve numbers”. Extrapolating from this data, we
confidently predict that the public would accept, e.g., the constant cos(1) used
in our example curve BADA55-VPR-224 in Section 5. Enumerating a complete
list of acceptable constants would require more systematic psychological exper-
iments, so we have chosen a conservative acceptability function A in Section 5
that allows just 17 constants and their reciprocals.

The reader might object to our specification of ECDHA as implicitly assum-
ing that the party sabotaging curve choices is the same as the party issuing
curve standards to be used by Alice and Bob. In reality, these two parties are
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different, and having the first party exercise sufficient control over the second
party is often a delicate exercise in finesse. See, for example, [29,20].

1.2 Organization. Section 2 reviews the curve attacks known to the public
and analyzes the probability that a curve resists these attacks; this probability
has an obvious impact on the cost of generating curves. Section 3, as a warm-up,
shows how to manipulate curve choices when A merely checks for these public
vulnerabilities.

Section 4 shows how to manipulate “verifiably random” curve choices
obtained by hashing seeds. Section 5 shows how to manipulate “verifiably pseudo-
random” curve choices obtained by hashing “nothing-up-my-sleeves numbers”.
Section 6 shows how to manipulate “minimal” curve choices. Section 7 shows how
to manipulate “the fastest curve”.

1.3 Research Contributions of this Paper. We appear to be the first
to formally introduce the three-party protocol ECDHA. The general idea of
Section 4 is not new, but our cost analysis is new. We are the first to implement
the attack, showing how little computer power is necessary to target highly
unusual curve properties. Our theoretical and experimental analysis of the per-
centage of secure curves (see Section 2) is also new.

The general idea of Sections 5 and 6 is new. We are the first to show that
curves using so-called “nothing-up-my-sleeves numbers” can very well be manip-
ulated to contain a secret vulnerability. We present concrete ways to gain many
bits of freedom and analyze how likely a new vulnerability needs to be in order to
hide in this framework. It is surprising that millions of curves can be generated
by plausible variations of the Brainpool [14] curve-generation procedure, and
that hundreds of thousands of curves can be generated by plausible variations
of the Microsoft [13] curve-generation procedure.

In followup work to Section 5, Aumasson has posted a “Generator of ‘nothing-
up-my-sleeve’ (NUMS) constants” that “generates close to 2 million constants,
and is easily tweaked to generate many more”. See [4].

2 Public Security Analyses

Standards evaluating or claiming the security of various elliptic curves include
[1,28,16,17,37,2,14,39,18,19,40,41,3,38]. These standards vary in many details,
and also demonstrate important variations in public acceptability criteria, an
issue explored in depth later in this paper.

Some public criteria have become so widely known that all of the above
standards agree upon them. Jerry’s curves need to satisfy these criteria. This
means not only that Jerry will be unable to use these public attacks as back
doors, but also that Jerry will have to bear these criteria in mind when searching
for a vulnerable curve. Perhaps the vulnerability known secretly to Jerry does
not occur in curves that satisfy the public criteria; on the other hand, perhaps
this vulnerability occurs more frequently in curves that satisfy the public criteria
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than in general curves. The chance ε of a curve being vulnerable is defined relative
to the curves that the public will accept.

This section has three goals:

– Review these standard criteria for “secure” curves, along with attacks known
to the public.

– Analyze the probability δ that a curve satisfies the standard security criteria.
This has a direct influence on Jerry’s curve-generation cost. Two particular
criteria, “small cofactor” and “small twist cofactor”, are satisfied by only a
small fraction of curves.

– Analyze the probability that a curve is actually feasible to break by various
public attacks. It turns out that there are many probabilities on different
scales, showing that one should also consider a range of probabilities ε for
Jerry’s secret vulnerability. Recall that ε is, by definition, the probability that
curves passing the public criteria are secretly vulnerable to Jerry’s attack.

Each curve that Jerry tries works with probability only δε. The number of curves
that Jerry can afford to try and is allowed to try depends on various optimiza-
tions and constraints analyzed later in this paper; combining this number with δε
immediately reveals Jerry’s overall success chance at creating a vulnerable curve
that passes the public criteria, avoiding alarms from the public researchers.

�
2.1 Warning: Math Begins Here. For simplicity we cover only prime fields
here. If Jerry’s secret vulnerability works only in binary fields then we would
expect Jerry to have a harder time convincing his targets to use vulnerable
curves, although of course he will try.

Let E be an elliptic curve defined over a large prime field Fp. One can always
write E in the form y2 = x3 + ax + b. Most curve standards choose a = −3 for
efficiency reasons. Practically all curves have low-degree isogenies to curves with
a = −3, so this choice does not affect security.

Write |E(Fp)| for the number of points on E defined over Fp, and write
|E(Fp)| as p+1− t. Hasse’s theorem (see, e.g., [45]) states that |E(Fp)| is in the
“Hasse interval” [p + 1 − 2

√
p, p + 1 + 2

√
p]; i.e., t is between −2

√
p and 2

√
p.

Define � as the largest prime factor of |E(Fp)|, and define the “cofactor” h
as |E(Fp)|/�. Let P be a point on E of order �.

2.2 Review of Public ECDLP Security Criteria. Elliptic curve cryptog-
raphy is based on the believed hardness of the elliptic-curve discrete-logarithm
problem (ECDLP), i.e., the belief that it is computationally infeasible to find a
scalar k satisfying Q = kP given a random multiple Q of P on E. The state-of-
the-art public algorithm for solving the ECDLP is Pollard’s rho method (with
negation), which on average requires approximately 0.886

√
� point additions.

Most publications require the value � to be large; for example, the SafeCurves
web page [9] requires that 0.886

√
� > 2100.

Some standards put upper limits on the cofactor h, but the limits vary. FIPS
186-2 [37, page 24] claims that “for efficiency reasons, it is desirable to take the
cofactor to be as small as possible”; the 2000 version of SEC 1 [16, page 17]
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required h ≤ 4; but the 2009 version of SEC 1 [18, pages 22 and 78] claims that
there are efficiency benefits to “some special curves with cofactor larger than
four” and thus requires merely h ≤ 2α/8 for security level 2α. We analyze a few
possibilities for h and later give examples with h = 1; many standard curves
have h = 1.

Another security parameter is the complex-multiplication field discriminant
(CM field discriminant) which is defined as D = (t2 − 4p)/s2 if (t2 − 4p)/s2 ≡ 1
(mod 4) or otherwise D = 4(t2−4p)/s2, where t is defined as p+1−|E(Fp)| and
s2 is the largest square dividing t2 − 4p. One standard, Brainpool, requires |D|
to be large (by requiring a related quantity, the “class number”, to be large).
However, other standards do not constrain D, there are various ECC papers
choosing curves where D is small, and the only published attacks related to the
size of D are some improvements to Pollard’s rho method on a few curves. If
Jerry needs a curve with small D then it is likely that Jerry can convince the
public to accept the curve. We do not pursue this possibility further.

All standards prohibit efficient additive and multiplicative transfers. An addi-
tive transfer reduces the ECDLP to an easy DLP in the additive group of Fp;
this transfer is applicable when � equals p. A degree-k multiplicative transfer
reduces the ECDLP to the DLP in the multiplicative group of Fpk where the
problem can be solved efficiently using index calculus if the embedding degree k
is not too large; this transfer is applicable when � divides pk − 1. All standards
prohibit � = p, � dividing p − 1, � dividing p + 1, and � dividing various larger
pk − 1; the exact limit on k varies from one standard to another.

2.3 ECC Security vs. ECDLP Security. The most extensive public list
of requirements is on the SafeCurves web page [9]. SafeCurves covers hardness
of ECDLP, generally imposing more stringent constraints than the standards
listed in Section 2.2; for example, SafeCurves requires the discriminant D of the
CM field to satisfy |D| > 2100 and requires the order of p modulo �, i.e., the
embedding degree, to be at least (� − 1)/100. Potentially more troublesome for
Jerry is that SafeCurves also covers the general security of ECC, i.e., the security
of ECC implementations.

For example, if an implementor of NIST P-224 ECDH uses the side-channel-
protected scalar-multiplication algorithm recommended by Brier and Joye [15],
reuses an ECDH key for more than a few sessions, and fails to perform a mod-
erately expensive input validation that has no impact on normal usage, then
a twist attack finds the user’s secret key using approximately 258 elliptic-curve
additions. See [9] for details. SafeCurves prohibits curves with low twist security,
such as NIST P-224.

Luckily for Jerry, the other standards listed above focus on ECDLP hardness
and impose very few additional ECC security constraints. This gives Jerry the
freedom to choose a non-SafeCurves-compliant curve that encourages insecure
ECC implementations even if ECDLP is difficult.

From Jerry’s perspective, there is some risk that twist-security and other
SafeCurves criteria will be added to future standards. This paper considers the
possibility that Jerry is forced to generate twist-secure curves; it is important for
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Jerry to be able to sabotage curve standards even under the harshest conditions.
Obviously it is also preferable for Jerry to choose a curve for which all imple-
mentations are insecure, rather than merely a curve that encourages insecure
implementations.

Twist-security requires the twist E′ of the original curve E to be secure. If
|E(Fp)| = p+1−t then |E′(Fp)| = p+1+t. Define �′ as the largest prime factor of
p + 1 + t. SafeCurves requires 0.886

√
�′ > 2100 to prevent Pollard’s rho method;

�′ �= p to prevent additive transfers; and p having order at least (�′ − 1)/100
modulo �′ to prevent multiplicative transfers. SafeCurves also requires various
“combined attacks” to be difficult; this is automatic when cofactors are very
small, i.e. when (p + 1 − t)/� and (p + 1 + t)/�′ are very small integers.

2.4 The Probability δ of Passing Public Criteria. This subsection ana-
lyzes the probability of random curves passing the public criteria described
above.

We begin by analyzing how many random curves have small cofactors. As
illustrations we consider cofactors h = 1, h = 2, and h = 4. Note that, for primes
p large enough to pass a laugh test (at least 224 bits), curves with these cofactors
automatically satisfy the requirement 0.886

√
� > 2100; in other words, requiring

a curve to have a small cofactor supersedes requiring a curve to meet minimal
public requirements for security against Pollard’s rho method.

Let π(x) be the number of primes p ≤ x, and let π(S) be the number of
primes p in a set S. The prime-number theorem states that the ratio between
π(x) and x/ log x converges to 1 as x → ∞, where log is the natural logarithm.
Explicit bounds such as [42] are not sufficient to count the number of primes
in a short interval I = [x − y, x], but there is nevertheless ample experimental
evidence that π(I) is very close to y/ log x when y is larger than

√
x.

The number of integers in I of the form �, 2�, or 4�, where � is prime,
is the same as the total number of primes in the intervals I1 = [x − y, x],
I2 = [(x − y)/2, x/2] and I4 = [(x − y)/4, x/4], namely π(I1) + π(I2) + π(I4) ≈
∑

h∈{1,2,4}(y/h)/log(x/h). Take x = p+1+2
√

p and y = 4
√

p to see the number
of such integers in the Hasse interval. The total number of integers in the Hasse
interval is almost exactly 4

√
p, so the chance of an integer in the interval having

the form �, 2�, or 4� is approximately

∑

h∈{1,2,4}

1
h log ((p + 1 + 2

√
p)/h)

. (1)

This does not imply, however, that the same approximation is valid for the
number of points on a random elliptic curve. It is known, for example, that the
number of points on an elliptic curve is odd with probability almost exactly
1/3, not 1/2; this suggests that the number is prime less often than a uniformly
distributed random integer in the Hasse interval would be.

A further difficulty is that we need to know not merely the probability that
the cofactor h is small, but the joint probability that both h and h′ = (p+1+t)/�′

are small. Even if one disregards the subtleties in the distribution of p+1−t, one
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should not expect (e.g.) the probability that p+1− t is prime to be independent
of the probability that p+1+ t is prime: for example, if one quantity is odd then
the other is also odd.

Galbraith and McKee in [25, Conjecture B] formulated a precise conjecture
for the probability of any particular h (called “k” there). Perhaps the techniques
of [25] can be extended to formulate a conjecture for the probability of any par-
ticular pair (h, h′). However, no such conjectures appear to have been formulated
yet, let alone tested.

To collect facts we performed the following experiment: take p = 2224−296+1
(the NIST P-224 prime, which is also used in the following sections), and count
the number of points on 1000000 curves. Specifically, we took the curves y2 =
x3 − 3x + 1 through y2 = x3 − 3x + 1000001, skipping the non-elliptic curve
y2 = x3 − 3x + 2. It is conceivable that the small coefficients make these curves
behave nonrandomly, but the same type of nonrandomness appears naturally in
Section 6, so this is a relevant experiment. Furthermore, the simple description
makes the experiment easy to reproduce.

Within this sample we found probability 0.003705 of h = 1, probability
0.002859 of h = 2, and probability 0.002372 of h = 4, with total 0.008936 ≈ 2−7.
We also found, unsurprisingly, practically identical probabilities for the twist
cofactor: probability 0.003748 of h′ = 1, probability 0.002902 of h′ = 2, and
probability 0.002376 of h′ = 4, with total 0.009026.

For comparison, Formula (1) evaluates to approximately 0.011300 (about
25 % too optimistic), built from 0.006441 for h = 1 (about 74 % too optimistic),
0.003235 for h = 2 (about 13 % too optimistic), and 0.001625 for h = 4 (about
32 % too pessimistic).

We found probability 0.000032 ≈ 2−15 of h = h′ = 1. Our best estimate,
with the caveat of considerable error bars, is therefore that Jerry must try about
215 curves before finding one with h = h′ = 1. If Jerry is free to neglect twist
security, searching only for h = 1, then the probability jumps by two orders of
magnitude to about 2−8. If Jerry is allowed to take any h ∈ {1, 2, 4} then the
probability is about 2−7.

These probabilities are not noticeably affected by the SafeCurves require-
ments regarding the CM discriminant, additive transfers, and multiplicative
transfers. Specifically, random curves have a large CM field discriminant, prac-
tically always meeting the SafeCurves CM criterion; none of our experiments
found a CM field discriminant below 2100. We also found, unsurprisingly, no
curves with � = p. As for multiplicative transfers: Luca, Mireles, and Shparlinski
gave a theoretical estimate [34] for the probability that for a sufficiently large
prime number p and a positive integer K with log K = O(log log p) a randomly
chosen elliptic curve E(Fp) has embedding degree k ≤ K; this result shows
that curves with small embedding degree are very rare. The SafeCurves bound
K = (� − 1)/100 is not within the range of applicability of their theorem, but
experimentally we found that about 99 % of all curves had a high embedding
degree ≥ K.
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2.5 The Probabilities for Various Feasible Attacks. We now consider
various feasible public attacks as models of Jerry’s secret vulnerability. Specifi-
cally, for each attack, we evaluate the probability that the attack works against
curves that were not chosen to be secure against this type of attack. Any such
probability is a reasonable guess for an ε of interest to Jerry.

At the low end is, e.g., an additive transfer, applying only to curves having
exactly p points. The probability here is roughly p−1/2: e.g., below 2−100 for the
NIST P-224 prime.

At the high end, most curves fail the “rho” and “twist” security criteria;
see Section 2.4. But this does not mean that the curves are feasible to break,
or that the breaking cost is low enough for Jerry to usefully apply to billions
of targets. These security criteria are extremely cautious, staying far away from
anything potentially breakable by these attacks. For example, � ≈ 2150 fails the
SafeCurves security criteria but still requires about 275 elliptic-curve operations
to break by the rho attack, costing roughly 100 million watt-years of energy with
current hardware, a feasible but highly nontrivial cost. A much smaller � ≈ 2120

would require about 260 elliptic-curve operations, and breaking 230 targets by
standard multiple-target techniques would again require about 275 elliptic-curve
operations. Even smaller values of � are of interest for twist attacks.

The prime-number theorem can be used to estimate the probabilities of var-
ious sizes of � as in Section 2.4, but it loses applicability as � drops below

√
p.

To estimate the probability for a wider range of � we use the following result by
Dickman (see, e.g., [27]). Define Ψ(x, y) as the number of integers ≤ x whose
largest prime factor is at most y; these numbers are called y-smooth integers.
Dickman’s result is Ψ(x, y) ∼ xρ(u) as x → ∞ with x = yu. Here ρ, the “Dick-
man ρ function”, satisfies ρ(u) = 1 for 0 ≤ u ≤ 1 and −uρ′(u) = ρ(u − 1) for
u ≥ 1, where ρ′ means the right derivative. It is not difficult to compute ρ(u) to
high accuracy.

We experimentally verified how well � adheres to this estimate, again for the
NIST P-224 prime. For each k we used the Dickman rho function to compute
an estimate for the number of integers in the Hasse interval whose largest prime
factor has exactly k bits. We divided this by 4

√
p (the size of the Hasse interval)

to obtain an estimated fraction. We also experimentally computed (for a some-
what smaller sample than in Section 2.4) the fraction of curves where � has k
bits, and the fraction of curves where �′ has k bits. For log2 � ≈ 224 these exper-
imental fractions are below the estimated fraction for the reasons explained in
Section 2.4; for smaller values of � the estimate closely matches the experimental
data.

About 20 % of the 224-bit curves have � < 2100, producing a tolerable rho
attack cost, around 250 elliptic-curve operations. However, ρ(u) drops rapidly as
u increases (it is roughly 1/uu), so the chance of achieving this reasonable cost
also drops rapidly as the curve size increases. For 256-bit curves the chance is
ρ(2.56) ≈ 0.12 ≈ 2−3. For 384-bit curves the chance is ρ(3.84) ≈ 0.0073 ≈ 2−7.
For 512-bit curves the chance is ρ(5.12) ≈ 0.00025 ≈ 2−12.
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Table 1. Estimated probability that an elliptic curve modulo p has largest twist prime
at most 22k and second largest twist prime at most 2k, i.e., that an elliptic curve
modulo p is vulnerable to a twist attack using approximately 2k operations. Estimates
rely on the method of [5] to compute asymptotic semismoothness probabilities.

p k = 30 k = 40 k = 50 k = 60 k = 70 k = 80

P-224 prime 2−15.74 2−8.382 2−4.752 2−2.743 2−1.560 2−0.8601

P-256 prime 2−20.47 2−11.37 2−6.730 2−4.132 2−2.551 2−1.557

P-384 prime 2−42.10 2−25.51 2−16.65 2−11.37 2−7.977 2−5.708

P-521 prime 2−68.64 2−43.34 2−29.57 2−21.16 2−15.63 2−11.81

We now switch from considering rho attacks against arbitrary curves to con-
sidering twist attacks against curves with cofactor 1. For a twist attack to fit into
250 elliptic-curve operations, the largest prime �′ dividing p+1+t must be below
2100, but also the second-largest prime dividing p + 1 + t must be below 250; see
generally [9]. In other words, p + 1 + t must be (2100, 250)-semismooth. Recall
that an integer is defined to be (y, z)-semismooth if none of its prime factors is
larger than y and at most one of its prime factors is larger than z. The portion
of the twist attack corresponding to the second-largest prime is difficult to batch
across multiple targets, so it is reasonable to consider even smaller limits for that
prime.

We estimated this semismoothness probability using the same approach as
for rho attacks. First, estimate the semismoothness probability for p+1+t as the
semismoothness probability for a uniform random integer in the Hasse interval.
Second, estimate the semismoothness probability for a uniform random integer
using a known two-variable generalization of ρ. Third, compute this generaliza-
tion using a method of Bach and Peralta [5]. The results range from 2−6.730 for
256-bit curves down to 2−29.57 for 521-bit curves. Table 1 shows the results of
similar computations for several sizes of primes and several limits on feasible
attack costs.

To summarize, feasible attacks in the public literature have a broad range of
success probabilities against curves not designed to resist those attacks; proba-
bilities listed above include 2−4, 2−8, 2−11, 2−16, and 2−25. It is thus reasonable
to consider a similarly broad range of possibilities for ε, the probability that a
curve passing public security criteria is vulnerable to Jerry’s secret attack.

3 Manipulating Curves

Here we target users with minimal acceptability criteria: i.e., we assume that
A(E,P, S) checks only the public security criteria for (E,P ) described in
Section 2. The auxiliary data S might be used to communicate, e.g., a precom-
puted |E(Fp)| to be verified by the user, but is not used to constrain the choice
of (E,P ). Curves that pass the acceptability criteria are safe against known
attacks, but have no protection against Jerry’s secret vulnerability.
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3.1 Curves Without Public Justification. Here are two examples of stan-
dard curves distributed without any justification for how they were chosen. These
examples suggest that there are many ECC users who do in fact have minimal
acceptability criteria.

The ANSSI FRP256V1 standard [3] is a curve of the form y2 = x3 − 3x + b
over Fp with a b that appears random, accompanied by a point P . The curve
meets the ECDLP requirements reviewed in Section 2. Similar comments apply
to the OSCCA standard curve [41,40]. The only further data provided with
these curves is data that could also have been computed efficiently by users
from p, b, P . Nothing in the curve documentation suggests any verification that
would have further limited the choice of curves.

3.2 The Attack. The attack is straightforward. Since the only things that
users check are the public security criteria, Jerry can continue generating curves
for a fixed p (either randomly or not) that satisfy the public criteria until he
gets one that is vulnerable to his secret attack. Alternatively, Jerry can generate
curves vulnerable to his secret attack and check them against the public security
criteria. Every attack (publicly) known so far allows efficient computation of
vulnerable curves, so it seems likely that the same will be true for Jerry’s secret
vulnerability. After finding a vulnerable curve, Jerry simply publishes it.

Of course, Jerry’s vulnerability must not depend on any properties excluded
by the public security criteria, and there must be enough vulnerable curves.
Enumerating 27 vulnerable curves over Fp is likely to be sufficient if Jerry can
ignore twist-security, and enumerating 215 vulnerable curves over Fp is likely to
be sufficient even if twist-security is required. See Section 2.

Even if Jerry’s curves are less frequent, Jerry can increase his chances by
also varying the prime p. To simplify our analysis we do not take advantage of
this flexibility in this section: we assume that Jerry is forced to reuse a particu-
lar standard prime such as a NIST prime or the ANSSI prime. We emphasize,
however, that the standard security requirements do not seriously scrutinize the
choice of prime, and existing standards vary in their choices of primes. Any
allowed variability in p would also improve the attack in Section 5, and we do
vary p in Section 6.

3.3 Implementation. We implemented the attack to demonstrate that it is
really feasible in practice. In our implementation the same setting as above is
adopted and even made more restrictive: the resulting curve should be of the
form y2 = x3 − 3x + b over Fp, where p is the same as for the ANSSI curve. The
public security criteria we consider are all the standard ECDLP security criteria
plus twist security, and we further require that both cofactors are 1.

We use a highly structured parameter b as an artificial model of a secret
vulnerability. We show that we can construct a curve with such a b that passes
all the public criteria. In reality, Jerry would select a curve with a secret vul-
nerability rather than a curve with our artificial model of a vulnerability, and
would use a trustworthy curve name such as TrustedCurve-R-256.
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Our attack is implemented using the Sage computer algebra system [46]. We
took 0x5AFEBADA55ECC5AFEBADA55ECC5AFEBADA55ECC5AFEBADA55ECC5AFEBADA55EC as
the start value for b and incremented b until we found a curve that meets the
public security criteria. This corresponds to Jerry iteratively checking whether
curves that are vulnerable to the secret attack fulfill the public criteria.

As a result we found a desired curve, which we call BADA55-R-256, with
b = 0x5AFEBADA55ECC5AFEBADA55ECC5AFEBADA55ECC5AFEBADA55ECC5AFEBADA5A57

after 1131 increments within 78 min on a single core of an AMD CPU. One
can easily check using a computer-algebra system that the curve does meet all
the public criteria. It is thus clear that users who only verify public security
criteria can be very easily attacked, and Jerry has an easy time if he is working
for or is trusted by ANSSI, OSCCA, or a similar organization.

4 Manipulating Seeds

Section 3 deals with the easiest case for Jerry that the users are satisfied verifying
public security criteria. However some audiences might demand justifications for
the curve choices. In this section, we consider users who are suspicious that
the curve parameters might be maliciously chosen to enable a secret attack.
Empirically many users are satisfied if they get a hash verification routine as
justification; see, e.g., ANSI X9.62 [1], IEEE P1363 [28], SEC 2 [19], or NIST
FIPS 186-2 [37]. Hash verification routines mean that Jerry cannot use a very
small set of vulnerable curves, but we will show below that he has good chances
to get vulnerable curves deployed if they are just somewhat more common.

4.1 Hash Verification Routine. As the name implies, a hash verification
routine involves a cryptographic hash function. The inputs to the routine are
the curve parameters and a seed that is published along with the curve. Usually
the seed is hashed to compute a curve parameter or point coordinate. The ways
of computing the parameters differ but the public justification is that these bind
the curve parameters to the hash value, making them hard to manipulate since
the hash function is preimage resistant. In addition the user verifies a set of
public security criteria. We focus on the obstacle that Jerry faces and call curves
that can be verified with such routines verifiably hashed curves.

Below we recall the curve verification routine for the NIST P-curves. The
routine is specified in NIST FIPS 186-2 [37].

Each NIST P-curve is of the form y2 = x3 − 3x + b over a prime field Fp

and is published with a seed s. The hash function SHA-1 is denoted as SHA1;
recall that SHA-1 produces a 160-bit hash value. The bit length of p is denoted
by m. We use bin(i) to denote the 20-byte big-endian representation of some
integer i and use int(j) to denote the integer with binary expansion j. For given
parameters b, p, and s, the verification routine is:

1. Let z ← int(s). Compute hi ← SHA1(si) for 0 ≤ i ≤ v, where si ← bin((z+ i)
mod 2160) and v = (m − 1)/160�.

2. Let h be the rightmost m − 1 bits of h0||h1|| · · · ||hv. Let c ← int(h).
3. Verify that b2c = −27 in Fp.
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To generate a verifiably hashed curve one starts with a seed and then follows
the same steps 1 and 2 as above. Instead of step 3 one tries to solve for b given
c; this succeeds for about 50 % of all choices for s. The public perception is that
this process is repeated with fresh seeds until the first resulting curve satisfies
all public security criteria.

4.2 Acceptability Criteria. One might think that the public acceptabil-
ity criteria are defined by the NIST verification routine stated above: i.e.,
A(E,P, s) = 1 if and only if (E,P ) passes the public security criteria from
Section 2 and (E, s) passes the verification routine stated above with seed s and
E defined as y2 = x3 − 3x + b.

However, the public acceptability criteria are not actually so strict. P1363
allows y2 = x3 + ax + b without the requirement a = −3. P1363 does require
b2c = a3 where c is a hash as above, but neither P1363 nor NIST gives a
justification for the relation b2c = a3, and it is clear that the public will accept
different relations. For example, the Brainpool curves (see Section 5) use the
simpler relations a = g and b = h where g and h are separate hashes. One can
equivalently view the Brainpool curves as following the P1363 procedure but
using a different hash for c, namely computing c as g3/h2 where again g and h
are separate hashes. Furthermore, even though NIST and Brainpool both use
SHA-1, SHA-1 is not the only acceptable hash function; for example, Jerry can
easily argue that SHA-1 is outdated and should be replaced by SHA-2 or SHA-3.

We do not claim that the public would accept any relation, or that the pub-
lic would accept any choice of “hash function”, allowing Jerry just as much
freedom as in Section 3. The exact boundaries of public acceptability are com-
plicated and not immediately obvious. We have determined approximations to
these boundaries by extrapolating from existing data; see, e.g., Section 5.

4.3 The Attack. Jerry begins the attack by defining a public hash verifi-
cation routine. As explained above, Jerry has some flexibility to modify this
routine. This flexibility is not necessary for the rest of the attack in this section
(for example, Jerry can use exactly the NIST verification routine) but a more
favorable routine does improve the efficiency of the attack. Our cost analysis
below makes a particularly efficient choice of routine.

Jerry then tries one seed after another until finding a seed for which the
verifiably hashed curve (1) passes the public security criteria but (2) is subject
to his secret vulnerability. Jerry publishes this seed and the resulting curve,
pretending that the seed was the first random seed that passed the public security
criteria.

4.4 Optimizing the Attack. Assume that the curves vulnerable to Jerry’s
secret attack are randomly distributed over the curves satisfying the public secu-
rity criteria. Then the success probability that a seed leads to a suitable curve
is the probability that a curve is vulnerable to the secret attack times the prob-
ability that a curve satisfies the public security criteria. Depending on which
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condition is easier to check Jerry runs many hash computations to compute can-
didate b’s, checks them for the easier criterion and only checks the surviving
choices for the other criterion. The hash computations and security checks for
each seed are independent from other seeds; thus, this procedure can be paral-
lelized with an arbitrary number of parallel computing instances.

We generated a family of curves to show the power of this method and
highlight the computing power of hardware accelerators (such as GPUs or Xeon
Phis). We began by defining our own curve verification routine and implementing
the corresponding secret generation routine. The hash function we use is Keccak
with 256-bit output instead of SHA-1. The hash value is c = int(Keccak(s)),
and the relation is simply b = c in Fp. All choices are easily justified: Keccak
is the winner of the SHA-3 competition and much more secure than SHA-1;
using a hash function with a long output removes the weird order of hashed
components that smells suspicious and similarly b = c is as simple and unsuspi-
cious as it can get. In reality, however, these choices greatly benefit the attack:
the GPUs efficiently search through many seeds in parallel, one single compu-
tation of Keccak has a much easier data flow than in the method above, and
having b computed without any expensive number-theoretic computation (such
as square roots) means that the curve can be tested already on the GPUs and
only the fraction that satisfies the first test is passed on to the next stage. Of
course, for a real vulnerability we would have to add the cost of checking for
that vulnerability, but minimizing overhead is still useful.

Except for the differences stated above, we followed closely the setting of
the NIST P-curves. The target is to generate curves of the form y2 = x3 −
3x + b over Fp, and we consider 3 choices of p: the NIST P-224, P-256, and
P-384 primes. (For P-384 we switched to Keccak with 384-bit output.) As a
placeholder “vulnerability” we define E to be vulnerable if b starts with the hex-
string BADA55EC. This fixes 8 hex digits, i.e., it simulates a 1-out-of-232 attack.
In addition we require that the curves meet the standard ECDLP criteria plus
twist security and have both cofactors equal to 1.

4.5 Implementation. Our implementation uses NVIDIA’s CUDA frame-
work for parallel programming on GPUs. A high-end GPU today allows several
thousand threads to run in parallel, though at a frequency slightly lower than
high-end CPUs. We let each thread start with its own random seed. The threads
then hash the seeds in parallel. After hashing, each thread outputs the hash
value if it starts with the hex-string BADA55EC. To restart, each seed is simply
increased by 1, so no new source of randomness is required. Checking whether
outputs from GPUs also satisfy the public security criteria is done by running a
Sage [46] script on CPUs. Since only 1 out of 232 curves has the desired pattern,
the CPU computation is totally hidden by GPU computation. Longer strings,
corresponding to less likely vulnerabilities, make GPUs even more powerful for
our attack scheme.

In the end we found 3 “vulnerable” verifiably hashed curves: BADA55-
VR-224, BADA55-VR-256, and BADA55-VR-384, each corresponding to one
of the three NIST P-curves. As an example, BADA55-VR-256 was found within
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7 hours, using a cluster of 41 NVIDIA GTX780 GPUs. Each GPU is able to carry
out 170 million 256-bit-output Keccak hashes in a second. Most of the instruc-
tions are bitwise logic instructions. On average each core performs 0.58 bitwise
logic instructions per cycle while the theoretical maximum throughput is 0.83.
We have two explanations for the gap: first, each thread uses many registers,
which makes the number of active warps too small to fully hide the instruction
latency; second, there is not quite enough instruction-level parallelism to fully
utilize the cores in this GPU architecture. We also tested our implementation
on K10 GPUs. Each of them carries out only 61 million hashes per second. This
is likely to be caused by register spilling: the K10 GPUs have only 63 registers
per thread instead of the 255 registers of the GTX780. Using a sufficient amount
of computing power easily allows Jerry to deal with secret vulnerabilities that
have smaller probabilities of occurrence than 2−32.

5 Manipulating Nothing-up-my-sleeve Numbers

In 1999, M. Scott complained about the choice of unexplained seeds for the NIST
curves [44] and concluded “Do they want to be distrusted?” In the same vein the
German ECC Brainpool consortium expressed skepticism [14, Introduction] and
suggested using natural constants in place of random seeds. They coined the term
“verifiably pseudorandom” for this method of generating seeds. Others speak
of “nothing-up-my-sleeves numbers”. We comment that “nothing-up-my-sleeves
numbers” also appear in other areas of cryptography and can be manipulated
in similar ways, but this paper focuses on manipulation of elliptic curves.

5.1 The Brainpool Procedure. Brainpool requires that “curves shall be
generated in a pseudo-random manner using seeds that are generated in a sys-
tematic and comprehensive way”. Brainpool produces each curve coefficient by
hashing a seed extracted from the bits of e = exp(1). This first curve cannot
be expected to meet Brainpool’s security criteria, so Brainpool counts system-
atically upwards from this initial seed until finding a curve that does meet the
security criteria. Brainpool uses a similar procedure to generate primes.

For example, for 224 bits, the procedures specified in the Brainpool stan-
dard [14, Section 5] produce the following “verifiably pseudorandom” integers
p, a, b defining an elliptic curve y2 = x3 + ax + b over Fp:

p = 0xD7C134AA264366862A18302575D1D787B09F075797DA89F57EC8C0FF

a = 0x2B98B906DC245F2916C03A2F953EA9AE565C3253E8AEC4BFE84C659E

b = 0x68AEC4BFE84C659EBB8B81DC39355A2EBFA3870D98976FA2F17D2D8D

We have added underlines to point out an embarrassing collision of substrings,
obviously quite different from what one expects in “pseudorandom” strings.

What happened here is that the Brainpool procedure generates each of a and
b as truncations of concatenations of various hash outputs (since the selected
hash function, SHA-1, produces only 160-bit outputs), and there was a collision
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in the hash inputs. Specifically, Brainpool uses the same seed-increment function
for three purposes: searching for a suitable a; moving from a to b; and moving
within the concatenations. The first hash used in the concatenation for a was fed
through this increment function to obtain the second hash, and was fed through
the same increment function to obtain the first hash used in the concatenation
for b, producing the overlap visible above.

A reader who checks the Brainpool standard [14] will find that the 224-
bit curve listed there does not have the same (a, b), and does not have this
overlap. The reason for this is that, astonishingly, the 224-bit standard Brainpool
curve was not actually produced by the standard Brainpool procedure. In fact,
although the reader will find overlaps in the standard 192-bit, 256-bit, 384-bit,
and 512-bit Brainpool curves, none of the standard Brainpool curves below 512
bits were produced by the standard Brainpool procedure. In the case of the
160-bit, 224-bit, 320-bit, and 384-bit Brainpool curves, one can immediately
demonstrate this discrepancy by observing that the gap listed between “seed A”
and “seed B” in [14, Section 11] is larger than 1, while the standard procedure
always produces a gap of exactly 1.

A procedure that actually does generate the Brainpool curves appeared a few
years later in the Brainpool RFC [32]. We reimplemented the two procedures in
a unified framework and now explain how they differ:

– The procedure in [32] assigns seeds to an (a∗ab∗b)∗ pattern. It tries consecutive
seeds for a until finding that −3/a is a 4th power, then tries further seeds for
b until finding that b is not a square, then checks whether the resulting curve
meets Brainpool’s security criteria. If this fails, it goes back to trying further
seeds for a etc.

– The original procedure in [14] assigns seeds to an (a∗ab)∗ pattern. It tries
consecutive seeds for a until finding that −3/a is a 4th power, then uses the
next seed for b, then checks whether b is a non-square and whether the curve
meets Brainpool’s security criteria. If this fails, it goes back to trying further
seeds for a etc.

We were surprised to discover the failure of the Brainpool standard proce-
dure to generate the Brainpool standard curves. We have not found this failure
discussed, or even mentioned, anywhere in the Brainpool RFCs or on the Brain-
pool web pages. We have also not found any updates or errata to the Brainpool
standard after [14]. One would expect that having a “verifiably pseudorandom”
curve not actually produced by the specified procedure would draw more public
attention, unless the public never actually tried verifying the curves, an inter-
esting possibility for Jerry. We do not explore this line of thought further: we
assume that future curves will be verified by the public, using tools that Jerry
is unable to corrupt.

The Brainpool standard also includes the following statement [14, page 2]: “It
is envisioned to provide additional curves on a regular basis for users who wish
to change curve parameters regularly, cf. Annex H2 of [X9.62], paragraph ‘Ellip-
tic curve domain parameter cryptoperiod considerations’.” However, the proce-
dure for generating further “verifiably pseudorandom” curves is not discussed.
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One possibility is to continue the original procedure past the first (a, b) pair, but
this makes new curves more and more expensive to verify. Another possibility is
to replace e by a different natural constant.

5.2 The BADA55-VPR-224 Procedure. We now present a new and
improved verifiably pseudorandom 224-bit curve, BADA55-VPR-224. BADA55-
VPR-224 uses the standard NIST P-224 prime, i.e., p = 2224 − 296 + 1.

To avoid Brainpool’s complications of concatenating hash outputs, we
upgrade from the deprecated SHA-1 hash function to the state-of-the-art
maximum-security SHA3-512 hash function. We also upgrade to requiring max-
imum twist security: i.e., both the cofactor and the twist cofactor are required
to be 1.

Brainpool already generates seeds using exp(1) = e and generates primes
using arctan(1) = π/4, and MD5 already uses sin(1), so we use cos(1). We
eliminate Brainpool’s contrived, complicated search pattern for a: we simply
count upwards, trying every seed for a, until finding the first secure (a, b). The
full 160-bit seed for a is the 32-bit counter followed by cos(1). We complement
this seed to obtain the seed for b, ensuring maximal difference between the two
seeds. This procedure is simpler and more natural than the Brainpool procedure
in [14, Section 5]. Here is the resulting curve:

a = 0x7144BA12CE8A0C3BEFA053ED BADA555A42391AC64F052376E041C7D4AF23195E

BD8D83625321D452E8A0C3BB0A048A26115704E45DCEB346A9F4BD9741D14D49,
b = 0x5C32EC7FC48CE1802D9B70DBC3FA574EAF015FCE4E99B43EBE3468D6EFB2276B

A3669AFF6FFC0F4C6AE4AE2E5D74C3C0AF97DCE17147688DDA89E734B56944A2

5.3 How BADA55-VPR-224 Was Generated: Exploring the Space
of Acceptable Procedures. The surprising collision of Brainpool substrings
had an easy explanation: two hashes in the Brainpool procedure were visibly
given the same input. The surprising appearance of the 24-bit string BADA55
in a above has no such easy explanation. There are 128 hexadecimal digits in
a, so one expects this substring to appear anywhere within a with probability
123/224 ≈ 2−17.

The actual explanation is as follows. We decided in advance that we would
force BADA55 to appear somewhere in a as our artificial model of a “vulnerabil-
ity”. We then identified millions of natural-sounding “verifiably pseudorandom”
procedures, and enumerated (using a few hours on our cluster) approximately
220 of these procedures. The space of “verifiably pseudorandom” procedures has
many dimensions analyzed below, such as the choice of hash function, the length
of the input seed, the update function between seeds, and the initial constant
for deriving the seed: i.e., each procedure is defined by a combination of hash
function, seed length, etc. The exact number of choices available in any partic-
ular dimension is relatively unimportant; what is important is the exponential
effect from combining many dimensions.

Since 220 is far above 217, it is unsurprising that our “vulnerability” appeared
in quite a few of these procedures. We selected one of those procedures and
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presented it as Section 5.2 as an example of what could be shown to the public.
We could have easily chosen a more restrictive “vulnerability”.

The structure of this attack means that Jerry can use the same attack to
target a real vulnerability that has probability 2−17, or (with reasonable success
chance) even 2−20, perhaps even reusing our database of curves.

In this section we do not manipulate the choice of prime, the choice of curve
shape, the choice of cofactor criterion, etc. Taking advantage of this flexibility
(see Section 6) would increase the number of natural-sounding Brainpool-like
procedures above 230.

Our experience is that Alice and Bob, when faced with a single procedure
such as Section 5.2 (or Section 5.1), find it extremely difficult to envision the
entire space of possible procedures (they typically see just a few dimensions of
flexibility), and find it inconceivable that the space could have size as large as
220, never mind 230. This is obviously a helpful phenomenon for Jerry.

5.4 Manipulating Bit-Extraction Procedures. Consider the problem of
extracting a fixed-length string of bits from (e.g.) the constant e = exp(1) =
2.71828 . . . = (10.10110111 . . .)2. Plausible options for the starting bit position
include the most significant bit (position 21); immediately after the binary point
(position 2−1); the most significant nibble (position 23); the most significant byte
(position 27); and the byte at position 0 (also position 27). These options can
be viewed as using different maps from real numbers x to real numbers y with
0 ≤ y < 1: the first map takes x to |x|/2�log2 |x|�, the second map takes x to
x − x�, the third map takes x to |x|/16�log16 |x|�, etc. Brainpool used the third
of these options, describing it as using “the hexadecimal representation” of e.
Jerry can use similarly brief descriptions for any of the options without drawing
the public’s attention to the existence of other options. We implemented the
first, second, and fourth options; for an average constant this produced slightly
more than 2 distinct possibilities for real numbers y.

Jerry can easily get away with extracting a k-bit integer from y by truncation
(i.e.,

⌊

2ky
⌋

) or by rounding (i.e.,
⌈

2ky
⌋

). Jerry can defend truncation (which has
fundamentally lower accuracy) as simpler, and can defend rounding as being
quite standard in mathematics and the physical sciences; but we see no reason
to believe that Jerry would be challenged in the first place. We implemented
both options, gaining a further factor of 1.5.

Actually, Brainpool uses the bit position indicated above only for the low-
security 160-bit Brainpool curve (which Jerry can disregard as already being a
non-problem for Eve). Brainpool shifts to subsequent bits of e for the 192-bit
curve, then to further bits for the 224-bit curve, etc. Brainpool uses 160 bits
for each curve (see below), so the seed for the 256-bit curve (which Jerry can
reasonably guess would be the most commonly used curve) is shifted by 480 bits.
This number 480 depends on how many lower security levels are allocated (an
obvious target of manipulation), and on exactly how many bits are allocated to
those seeds. A further option, pointed out in [36] by Merkle (Brainpool RFC
co-author), is to reverse the order of curve sizes; the number 480 then depends
on how many higher security levels are allocated. Yet another option is to put
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curve sizes in claimed order of usage. We did not implement any of the options
described in this paragraph.

5.5 Manipulating Choices of Hash Functions. The latest (July 2013)
revision of the NIST ECDSA standard [38, Section 6.1.1] specifically requires that
“the security strength of a hash function used [for curve generation] shall meet or
exceed the security strength associated with the bit length”. The original NIST
curves are exempted from this rule by [38, footnote 2], but this rule prohibits
SHA-1 for (e.g.) new 224-bit curves. On the other hand, a more recent Brainpool-
related curve-selection document [36] states that “For a PRNG, SHA-1 was (and
still is) sufficiently secure.”

Jerry has at least 10 plausible options for standard hash functions used to gen-
erate (e.g.) 256-bit curves: SHA-1, SHA-256, SHA-384, SHA-512, SHA-512/256,
SHA3-256, SHA3-384, SHA3-512, SHAKE128, and SHAKE256. There are also
several non-NIST hash functions with longer track records than SHA-3. Any
of RIPEMD-128, RIPEMD-160, RIPEMD-256, RIPEMD-320, Tiger, Tiger/128,
Tiger/160, and Whirlpool would have been easily justifiable as a choice of hash
function before 2006. MD5 and all versions of Haval would have been similarly
justifiable before 2004.

Since we targeted a 224-bit curve we had even more standard NIST hash-
function options. For simplicity we implemented just 10 hash-function options,
namely the following variants of Keccak, the SHA-3 competition winner: Keccak-
224, Keccak-256, Keccak-384, Keccak-512, “default” Keccak (“capacity” c =
576, 128 output bytes), Keccak-128 (capacity c = 256, 168 output bytes), SHA3-
224 (which has different input padding from Keccak-224, changing the output),
SHA3-256, SHA3-384, and SHA3-512. All of these Keccak/SHA-3 choices can be
implemented efficiently with a single code base and variable input parameters.

5.6 Manipulating Counter Sizes. The simplest way to obtain a 160-bit
“verifiably pseudorandom” output with SHA-1 is to hash the empty string. Curve
generation needs many more outputs (since most curves do not pass the public
security criteria), but the simplest way to obtain 2b “verifiably pseudorandom”
outputs is to hash all b-bit inputs.

Hash-function implementations are often limited to byte-aligned inputs, so
it is natural to restrict b to a multiple of 8. If each output has chance 2−15 of
producing an acceptable curve (see Section 2) then b = 16 finds an acceptable
curve with chance nearly 90 % (“this is retroactively justified by our successfully
finding a curve, so there was no need for us to consider backup plans”); b = 24
fails with negligible probability (“we chose the smallest b for which the proba-
bility of failure was negligible”); b = 32 is easily justified by reference to 32-bit
machines; b = 64 is easily justified by reference to 64-bit machines.

Obviously Brainpool takes a more complicated approach, using bits of some
natural constant to further “randomize” its outputs. The standard way to ran-
domize a hash is to concatenate the randomness (e.g., bits of e) with the input
being hashed (the counter). Brainpool instead adds the randomness to the input
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being hashed. The Brainpool choice is not secure as a general-purpose random-
ized hash, although these security problems are of no relevance to curve gener-
ation. There is no evidence of public objections to Brainpool’s use of addition
here (and to the overall complication introduced by the extra randomization),
so there is also no reason to think that the public would object to the more
standard concatenation approach.

Overall there are 13 plausible possibilities here: the 4 choices of b above,
with the counter on the left of the randomness; the 4 choices of b above, with
the counter on the right of the randomness; the counter being added to the
randomness; and 4 further possibilities in which the randomness is partitioned
into an initial value for a counter (for the top bits) and the remaining seed (for
the bottom bits). We implemented the first 9 of these 13 possibilities.

5.7 Manipulating Hash Input Sizes. ANSI X9.62 requires ≥160 input bits
for its hash input. One way for Jerry to advertise a long input is that it allows
many people to randomly generate curves with a low risk of collision. For exam-
ple, Jerry can advertise a 160-bit or 256-bit or 384-bit input as allowing 264 or 264

or 2128 curves respectively with only a 2−32 or 2−128 or 2−128 chance of collision.
All of these numbers sound perfectly natural. Of course, what Jerry is actually
producing is a single standard for many people to use, so multiple-curve collision
probabilities are of no relevance, but (in the unlikely event of being questioned)
Jerry can simply say that the input length was chosen for “compatibility” with
having users generate their own curves.

Jerry can advertise longer input lengths as providing “curve coverage”. A
512-bit input will cover a large fraction of curves, even for primes as large as
512 bits. A 1024-bit input is practically guaranteed to cover all curves, and to
produce probabilities indistinguishable from uniform. Jerry can also advertise,
as input length, the “natural input block length of the hash function”.

We implemented all 6 possibilities listed above. We gained a further factor
of 2 by storing the seed (and counter) in big-endian format (“standard network
byte order”) or little-endian format (“standard CPU byte order”).

5.8 Manipulating the (a, b) Hash Pattern. It should be obvious from
Section 5.1 that there are many degrees of freedom in the details of how a and
b are generated: how to distribute seeds between a and b; whether to require
−3/a to be a 4th power in Fp; whether to require b to be a non-square in Fp;
whether to concatenate hash outputs from left to right or right to left; exactly
how many bits to truncate hash outputs to (Brainpool uses one bit fewer than
the prime; Jerry can argue for the same length as the prime “for coverage”, or
more bits “for indistinguishability”); whether to truncate to rightmost bits (as
in Brainpool) or leftmost bits (as in various NIST requirements; see [38]); et al.

For simplicity we eliminated the concatenation and truncation, always using
a hash function long enough for the target 224-bit prime. We also eliminated
the options regarding squares etc. We implemented a total of just 8 choices here.
These choices vary in (1) whether to allocate seeds primarily to a or primarily to
b and (2) how to obtain the alternate seed (e.g., the seed for a) from the primary
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seed (e.g., the seed for b): plausible options include complement, rotate 1 byte
left, rotate 1 byte right, and four standard versions of 1-bit rotations.

5.9 Manipulating Natural Constants. As noted in Section 1, the public
has accepted dozens of “natural” constants in various cryptographic functions,
and sometimes reciprocals of those constants, without complaint. Our imple-
mentation started with just 17 natural constants: π, e, Euler gamma,

√
2,

√
3,√

5,
√

7, log(2), (1 +
√

5)/2, ζ(3), ζ(5), sin(1), sin(2), cos(1), cos(2), tan(1), and
tan(2). We gained an extra factor of almost 2 by including reciprocals.

5.10 Implementation. Any combination of the above manipulations defines
a “systematic” curve-generation procedure. This procedure outputs the first
curve parameters (using the specified update function) that result in a “secure”
curve according to the public security tests. However, performing all public secu-
rity tests for each set of parameters considered by each procedure is very costly.
Instead, we split the attack into two steps:

1. For a given procedure fi we iterate over the seeds si,k using the specific
update function of fi. We check each parameter candidate from seed si,k for
our secret BADA55 vulnerability. After a certain number of update steps the
probability that we passed valid, secure parameters is very high; thus, we
discard the procedure and start over with another one. If we find a candi-
date exhibiting the vulnerability, we perform the public security tests on this
particular candidate. If the BADA55 candidate passes, we proceed to step 2.

2. We perform the whole public procedure fi starting with seed si,0 and check
whether there is any valid parameter set passing the public security checks
already before the BADA55 parameters are reached. If there is such an earlier
parameter set, we return to step 1 with the next procedure fi+1.

The largest workload in our attack scenario is step 2, the re-checking for ear-
lier safe curve parameters before BADA55 candidates. The public security tests
are not well suited for GPU parallelization; the first step of the attack proce-
dure is relatively cheap and a GPU parallelization of this step does not have a
remarkable impact on the overall runtime. Therefore, we implemented the whole
attack only for the CPUs of the cluster and left the GPUs idle.

We initially chose 8000 as the limit for the update counter to have a very
good chance that the first secure twist-secure curve starting from the seed is the
curve with our vulnerability. For example, BADA55-VPR-224 was found with
counter just 184, and there was only a tiny risk of a smaller counter producing
a secure twist-secure curve (which we checked later, in the second step). In
total ≈233 curves were covered by this limited computation; more than 218 were
secure and twist-secure. We then pushed the 8000 limit higher, performing more
computation and finding more curves. This gradually increased the risk of the
counter not being minimal, something that we would have had to address by
the techniques of Section 6; but this issue still did not affect, e.g., BADA55-
VPR2-224, which was found with counter 28025.
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6 Manipulating Minimality

Instead of supporting “verifiably pseudorandom” curves as in Section 5, some
researchers have advocated choosing “verifiably deterministic” curves.

Both approaches involve specifying a “systematic” procedure that outputs
a curve. The difference is that in a “verifiably pseudorandom” curve the curve
coefficient is the output of a hash function for the first hash input that meets
specified curve criteria, while a “verifiably deterministic” curve uses the first
curve coefficient that meets specified curve criteria. Typically the curve uses a
“verifiably deterministic” prime, which is the first prime that meets specified
prime criteria.

Eliminating the hash function and hash input makes life harder for Jerry:
it eliminates the main techniques that we used in previous sections to manip-
ulate curve choices. However, as we explain in detail in this section, Jerry still
has many degrees of freedom. Jerry can manipulate the concept of “first curve
coefficient”, can manipulate the concept of “first prime”, can manipulate the
curve criteria, and can manipulate the prime criteria, with public justifications
claiming that the selected criteria provide convenience, ease of implementation,
speed of implementation, and security.

In Section 5 we did not manipulate the choice of prime: we obtained a sat-
isfactory level of flexibility in other ways. In this section, the choice of prime is
an important component of Jerry’s flexibility. It should be clear to the reader
that the techniques in this section to manipulate the prime, the curve criteria,
etc. can be backported to the setting of Section 5, adding to the flexibility there.

We briefly review a recent proposal that fits into this category and then
proceed to work out how much flexibility is left for Jerry.

6.1 NUMS Curves. In early 2014, Bos, Costello, Longa, and Naehrig [13]
proposed 13 Weierstrass and 13 Edwards curves, spread over 3 different security
levels. Each curve was generated following a deterministic procedure (similar to
the procedure proposed in [8]). Given that there are up to 10 different procedures
per security level we cannot review all of them here but [13] is a treasure trove
of arguments to justify different prime and curve properties and we will use this
to our benefit below.

The same authors together with Black proposed a set of 6 of these curves
as an Internet-Draft [12] referring to these curves as “Nothing Up My Sleeve
(NUMS) Curves”. Note that this does not match the common use of “nothing
up my sleeves”; see, e.g., the Wikipedia page [48]. These curves are claimed in
[30] to have “independently-verifiable provenance”, as if they were not subject
to any possible manipulation; and are claimed in [11] to be selected “without
any hidden parameters, reliance on randomness or any other processes offering
opportunities for manipulation of the resulting curves”. What we analyze in this
section is the extent to which Jerry can manipulate the resulting curves.

6.2 Choice of Security Level. Jerry may propose curves aiming for multiple
security levels. To quote the Brainpool-curves RFC [32] “The level of security
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provided by symmetric ciphers and hash functions used in conjunction with the
elliptic curve domain parameters specified in this RFC should roughly match or
exceed the level provided by the domain parameters.” Table 1 in that document
justifies security levels of 80, 96, 112, 128, 160, 192, and 256 bits. We consider
the highest five to be easy sells. For the smaller ones Jerry will need to be more
creative and, e.g., evoke the high cost of energy for small devices.

6.3 Choice of Prime. There are several parts to choosing a prime once the
security level is fixed.

Choice of Prime Size. For a fixed security level α it should take about 2α

operations to break the DLP. The definition of “operation” leaves some flexibil-
ity. Plausible options for the bit length r of the prime include not just 2α, 2α−1,
and 2α − 2 used in [13] but also various smaller and larger values, accounting in
various ways for the number of bit operations in an elliptic-curve operation; the
√

π/4 in the Pollard-rho complexity, and the impact of multi-target attacks. We
simplify by counting just 8 options here.

Choice of Prime Shape. The choices for the prime shape are:

– A random prime. This might seem somewhat hard to justify outside the scope
of the previous section because arithmetic in Fp becomes slower, but members
of the ECC Brainpool working group published several helpful arguments [33].
The most useful one is that random primes mean that the blinding factor in
randomizing scalars against differential side-channel attacks can be chosen
smaller.

– A pseudo-Mersenne prime, i.e. a prime of the shape 2r ±c. The most common
choice is to take c to be the smallest integer for a given r which leads to
a prime because this makes reduction modulo the prime faster. (To reduce
modulo 2r ± c, divide by 2r and add ∓c times the dividend to the remainder.)
See, e.g., [13]. Once r is fixed there are two choices for the two signs.

– A Solinas prime, i.e. a prime of the form 2r ± 2v ± 1 as chosen for the Suite B
curves [39]. Also for these primes speed of modular reduction is the common
argument. The difference r − v is commonly chosen to be a multiple of the
word size. Jerry can easily argue for multiples of 32 and 64. We skip this
option in our count because it is partially subsumed in the following one.

– A “Montgomery-friendly” prime, i.e. a prime of the form 2r−v(2v−c)±1. These
curves speed up reductions if elements in Fp are represented in Montgomery
representation, r − v is a multiple of the word size and c is less than the word
size. Common word sizes are 32 and 64, giving two choices here. We ignore the
flexibility of the ± because that determines p modulo 4, which is considered
separately.

There are of course infinitely many random primes; in order to keep the number
of options reasonable we take 4 as an approximation of how many prime shapes
can be easily justified, making this a total of 8 options.
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Choice of Prime Congruence. Jerry can get an additional bit of freedom
by choosing whether to require p ≡ 1 (mod 4) or to require p ≡ 3 (mod 4).
A common justification for the latter is that computations of square roots are
particularly fast which could be useful for compression of points, see, e.g., [14,13].
(In fact one can also compute square roots efficiently for p ≡ 1 (mod 4), in
particular for p ≡ 5 (mod 8), but Jerry does not need to admit this.) To instead
justify p ≡ 1 (mod 4), Jerry can point to various benefits of having

√−1 in
the field: for example, twisted Edwards curves are fastest when a = −1, but
completeness for a = −1 requires p ≡ 1 (mod 4).

If Jerry chooses twisted Hessian curves he can justify restricting to p ≡ 1
(mod 3) to obtain complete curve arithmetic.

6.4 Choice of Ordering of Field Elements. The following curve shapes
each have one free parameter. It is easy to justify choosing this parameter as
the smallest parameter under some side conditions. Here smallest can be chosen
to mean smallest in N or as the smallest power of some fixed generator g of
F

∗
p. The second option is used in, e.g., a recent ANSSI curve-selection document

[24, Section 2.6.2]: “we define . . . g as the smallest generator of the multiplicative
group . . . We then iterate over . . . b = gn for n = 1, . . . , until a suitable curve
is found.” Each choice below can be filled with these two options.

6.5 Choice of Curve Shape and Cofactor Requirement. Jerry can jus-
tify the following curve shapes:

1. Weierstrass curves, the most general curve shape. The usual choice is y2 =
x3 − 3x + b, leaving one parameter b free. For simplicity we do not discuss
the possibility of choosing values other than −3.

2. Edwards curves, the speed leader in fixed-base scalar multiplication offering
complete addition laws. The usual choices are ax2 + y2 = 1 + dx2y2, for
a ∈ {±1}, leaving one parameter d free. The group order of an Edwards
curve is divisible by 4.

3. Montgomery curves, the speed leader for variable-base scalar multiplication
and the simplest to implement correctly. The usual choices are y2 = x3 +
Ax2 + x, leaving one parameter A free. The group order of a Montgomery
curve is divisible by 4.

4. Hessian curves, a cubic curve shape with complete addition laws (for twisted
Hessian). The usual choices are ax3 + y3 + 1 = dxy, where a is a small non-
cube, leaving one parameter d free. The group order of a Hessian curve is
divisible by 3, making twisted Hessian curves the curves with the smallest
cofactor while having complete addition.

Weierstrass Curves. Most standards expect the point format to be (x, y)
on Weierstrass curves. Even when computations want to use the faster Edwards
and Hessian formulas, Jerry can easily justify specifying the curve in Weierstrass
form. This also ensures backwards compatibility with existing implementations
that can only use the Weierstrass form.
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The following are examples of justifiable choices for the cofactor h of the
curve: exactly 1, as in Brainpool; exactly 2, minimum for [8]; exactly 3, mini-
mum for Hessian arithmetic; exactly 4, minimum for Edwards arithmetic; exactly
12, minimum for both Hessian and Edwards arithmetic; the first curve having
cofactor below 2α/8, as in [19] and [38]; below 2α/8 and a multiple of 3; below 2α/8

and a multiple of 4; below 2α/8 and a multiple of 12; the SafeCurves requirement
of a largest prime factor above 2200. On average these choices produce slightly
more than 8 options; the last few options sometimes coincide.

The curve is defined as y2 = x3 −3x+ b where b is minimal under the chosen
criterion. Changing from positive b to negative b changes from a curve to its
twist if p ≡ 3 (mod 4), and (as illustrated by additive transfers) this change
does not necessarily preserve security. However, this option makes only a small
difference in our final total, so for simplicity we skip it.

Hessian Curves. A curve given in Hessian form (and chosen minimal there) can
be required to have minimal cofactor, minimal cofactor while being compatible
with Edwards form, cofactor smaller than 2α/8, or largest prime factor larger
than 2u. This leads to 8 options considering positive and negative values of d.
Of course other restrictions on the cofactor are possible.

Edwards Curves. For Edwards curves we need to split up the consideration
further:

Edwards curves with p ≡ 3 (mod 4). Curves with a = −1 are attractive for
speed but are not complete in this case. Nevertheless [13] argues for this option,
so we have additionally the choice between aiming for a complete or an a = −1
curve.

A curve given in (twisted) Edwards form (and chosen minimal there) can be
required to have minimal cofactor, minimal cofactor while being compatible with
Hessian form, cofactor smaller than 2α/8, or largest prime factor larger than 2u

(and the latter in combination with Hessian if desired). This leads to at least 8
choices considering completeness; for minimal cofactors [13] shows that minimal
choices for positive and negative values of d are not independent. To stay on the
safe side we count these as 8 options only.

Edwards curves with p ≡ 1 (mod 4). The curves x2 + y2 = 1 + dx2y2 and
−x2 + y2 = 1 − dx2y2 are isomorphic because −1 is a square, hence taking
the smallest positive value for d finds the same curve as taking the smallest
negative value for the other sign of a. Jerry can however insist or not insist
on completeness. Justifying non-completeness if the smallest option is complete
however seems a hard sell.
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Because 2p + 2 ≡ 4 (mod 8) one of the curve and its twist will have order
divisible by 8 while the other one has remainder 4 modulo 8. Jerry can require
cofactor 4, as the minimal cofactor, or cofactor 8 if he chooses the twist with
minimal cofactor as well and is concerned that protocols will only multiply by
the cofactor of the curve rather than by that of the twist. The other options are
the same as above. Again, to stay on the safe side, we count this as 8 options
only.

Montgomery Curves. There is a significant overlap between choosing the
smallest Edwards curve and the smallest Montgomery curve. In order to ease
counting and avoid overcounting we omit further Montgomery options.

Summary of Curve Choice. We have shown that Jerry can argue for 8+8+
8 = 24 options.

6.6 Choice of Twist Security. We assume, as discussed in Section 2, that
future standards will be required to include twist security. However, Jerry can
play twist security to his advantage in changing the details of the twist-security
requirements. Here are three obvious choices:

– Choose the cofactor of the twist as small as possible. Justification: This offers
maximal protection.

– Choose the cofactor of the twist to be secure under the SEC recommendation,
i.e. h′ < 2α/8. Justification: This is considered secure enough for the main
curve, so it is certainly enough for the twist.

– Choose the curve such that the curve passes the SafeCurves requirement of
2100 security against twist attacks. Justification: Attacks on the twist cannot
use Pollard rho but need to do a brute-force search in the subgroups. The
SafeCurves requirement captures the actual hardness of the attack.

Jerry can easily justify changes to the bound of 2100 by pointing to a higher
security level or reducing it because the computations in the brute-force part
are more expensive. We do not use this flexibility in the counting.

6.7 Choice of Global vs. Local Curves. Jerry can take the first prime (sat-
isfying some criteria), and then, for that prime, take the first curve coefficients
(satisfying some criteria). Alternatively, Jerry can take the first possible curve
coefficients, and then, for those curve coefficients, take the first prime. These
two options are practically guaranteed to produce different curves. For example,
in the Weierstrass case, Jerry can take the curve y2 = x3 − 3x + 1, and then
search for the first prime p so that this curve over Fp satisfies the requirements
on cofactor and twist security. If Jerry instead takes y2 = x3 − 3x + g as in
[24, Section 2.6.2], p must also meet the requirement that g be primitive in Fp.

In mathematical terminology, the second option specifies a curve over a
“global field” such as the rationals Q, and then reduces the curve modulo suit-
able primes. This approach is particularly attractive when presented as a family
of curves, all derived from the same global curve.
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6.8 More Choices. Brainpool [14] requires that the number of points on the
curve is less than p but also presents an argument for the opposite choice:

To avoid overruns in implementations we require that #E(GF (p)) < p.
In connection with digital signature schemes some authors propose to
use q > p for security reasons, but the attacks described e.g. in [BRS]
appear infeasible in a thoroughly designed PKI.

So Jerry can choose to insist on p < |E(Fp)| or on p > |E(Fp)|.

6.9 Overall Count. We have shown that Jerry can easily argue for 4 (security
level) ·8 (prime size) ·8 (prime shape) ·2 (congruence) ·2 (definition of first) ·24
(curve choice) ·3 (twist conditions) ·2 (global/local) ·2 (p ≶ |E(Fp)|) = 294912
choices.

7 Manipulating Security Criteria

A recent trend is to introduce top performance as a selection requirement. This
means that Alice and Bob accept only the fastest curve, as demonstrated by
benchmarks across a range of platforms. The most widely known example of
this approach is Bernstein’s Curve25519, the curve y2 = x3 + 486662x2 + x
modulo the particularly efficient prime 2255 − 19, which over the past ten years
has set speed records for conservative ECC on many different platforms, using
implementations from 23 authors. See [6,26,22,7,10,31,35,43,21,23,47].

The annoyance for Jerry in this scenario is that, in order to make a case for
his curve, he needs to present implementions of the curve arithmetic on a variety
of devices, showing that his curve is fastest across platforms. Jerry could try to
falsify his speed reports, but it is increasingly common for the public to demand
verifiable benchmarks using open-source software.

Jerry can hope that some platforms will favor one curve while other plat-
forms will favor another curve; Jerry can then use arguments for a “reason-
able” weighting of platforms as a mechanism to choose one curve or the other.
However, it seems difficult to outperform Curve25519 even on one platform.
The prime 2255 − 19 is particularly efficient, as is the Montgomery curve shape
y2 = x3 + 486662x2 + x. The same curve is also expressible as a complete
Edwards curve, allowing fast additions without the overhead of checking for
exceptional cases. Twist security removes the overhead of checking for invalid
inputs. Replacing 486662 with a larger curve coefficient produces identical per-
formance on many platforms but loses a measurable amount of performance on
some platforms, violating the “top performance” requirement.

In Section 6, Jerry was free to, e.g., claim that p ≡ 3 (mod 4) provides “sim-
ple square-root computations” and thus replace 2255 − 19 with 2255 − 765; claim
that “compatibility” requires curves of the form y2 = x3 − 3x + b; etc. The new
difficulty in this section is that Jerry is facing “top performance” advocates who
reject 2255 − 765 as not providing top performance; who reject y2 = x3 − 3x + b
as not providing top performance; etc.
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Jerry still has some flexibility in defining what security requirements to take
into account. Taking “the fastest curve” actually means taking the fastest curve
meeting specified security requirements, and the list of security requirements is
a target of manipulation.

Most importantly, Jerry can argue for any size of �. However, if there is
a faster curve with a larger � satisfying the same criteria, then Jerry’s curve
will be rejected. Furthermore, if Jerry’s curve is only marginally larger than a
significantly faster curve, then Jerry will have to argue that a tiny difference
in security levels (e.g., one curve broken with 0.7× or 0.5× as much effort as
another) is meaningful, or else the top-performance advocates will insist on the
significantly faster curve.

The choice of prime has the biggest impact on speed and closely rules the size
of �. For pseudo-Mersenne primes larger than 2224 the only possibly competitive
ones are: 2226 − 5, 2228 + 3, 2233 − 3, 2235 − 15, 2243 − 9, 2251 − 9, 2255 − 19, 2263 +
9, 2266−3, 2273+5, 2285−9, 2291−19, 2292+13, 2295+9, 2301+27, 2308+27, 2310+
15, 2317 +9, 2319 +9, 2320 +27, 2321−9, 2327 +9, 2328 +15, 2336 −3, 2341 +5, 2342 +
15, 2359 + 23, 2369 − 25, 2379 − 19, 2390 + 3, 2395 + 29, 2401 − 31, 2409 + 29, 2414 −
17, 2438 + 25, 2444 − 17, 2452 − 3, 2456 + 21, 2465 + 29, 2468 − 17, 2488 − 17, 2489 −
21, 2492+21, 2495−31, 2508+15, 2521−1. Preliminary implementation work shows
that the Mersenne prime 2521−1 has such efficient reduction that it outperforms,
e.g., the prime 2512 − 569 from [13]; perhaps it even outperforms primes below
2500. We would expect implementation work to also show, e.g., that 2319 + 9
is significantly faster than 2320 + 27, and Jerry will have a hard time arguing
for 2320 + 27 on security grounds. Considering other classes of primes, such as
Montgomery-friendly primes, might identify as many as 100 possibly competitive
primes, but it is safe to estimate that fewer than 80 of these primes will satisfy the
top-performance devotees, and further implementation work is likely to reduce
the list even more. Note that in this section, unlike other sections, we take a
count that is optimistic for Jerry.

Beyond the choice of prime, Jerry can use different choices of security criteria.
However, most of the flexibility in Section 6 consists of speed claims, compatibil-
ity claims, etc., few of which can be sold as security criteria. Jerry can use the
different twist conditions, the choice whether p < |E(Fp)| or p > |E(Fp)|, and
possibly two choices of cofactor requirements. Jerry can also choose to require
completeness as a security criterion, but this does not affect curve choice in
this section: the complete formulas for twisted Hessian and Edwards curves are
faster than the incomplete formulas for Weierstrass curves. The bottom line is
that multiplying fewer than 80 primes by 12 choices of security criteria produces
fewer than 960 curves. The main difficulty in pinpointing an exact number is car-
rying out detailed implementation work for each prime; we leave this to future
work.
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24. Flori, J.P., Plût, J., Reinhard, J.R., Eker̊a, M.: Diversity and trans-
parency for ECC (2015). http://csrc.nist.gov/groups/ST/ecc-workshop-2015/
papers/session4-flori-jean-pierre.pdf

25. Galbraith, S.D., McKee, J.: The probability that the number of points on an elliptic
curve over a finite field is prime. J. London Math. Soc. 62, 671–684 (2000)
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Abstract. Though existential unforgeability under adaptively chosen-
message attacks is well-accepted for the security of digital signature
schemes, the security against key substitution attacks is also of interest,
and has been considered for several practical digital signature schemes
such as DSA and ECDSA. In this paper, we consider generalized key sub-
stitution attacks where the base element is considered as a part of the
public key and can be substituted. We first show that the general frame-
work of certificate-based signature schemes defined in ISO/IEC 14888-3
is vulnerable to a generalized key substitution attack. We then prove that
the Chinese standard SM2 signature scheme is existentially unforgeable
against adaptively chosen-message attacks in the generic group model
if the underlying hash function h is uniform and collision-resistant and
the underlying conversion function f is almost-invertible, and the SM2
digital signature scheme is secure against the generalized key substitu-
tion attacks if the underlying hash functions H and h are modeled as
non-programmable random oracles (NPROs).

Keywords: Digital signatures · Key substitution attacks · Provable
security

1 Introduction

The well-known security notion for digital signature schemes is existential
unforgeability under adaptively chosen-message attacks (EUF-CMA) introduced
by Goldwasser et al. [8,9], which states that an adversary given any signatures
for messages of its choice is unable to create a valid signature for a new mes-
sage. However, as a de facto standard security notion for signature schemes,
the security notion of EUF-CMA fails to capture the duplicate-signature key
selection attacks introduced by Blake-Wilson and Menezes [3]. Later, this type
of attacks is called key substitution (KS) attacks by Menezes and Smart [12],
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when they investigated the security of signature schemes in a multi-user setting.
The KS attacks for some EUF-CMA secure signature schemes can be found
in [3,7,12,15]. Informally, a KS-adversary is given a public key pk and a valid
message-signature pair (m,σ) under the public key pk, and attempts to pro-
duce another public key pk′ such that the message-signature pair (m,σ) is still
valid under the different public key pk′ �= pk. In [3], Blake-Wilson and Menezes
showed that if the underlying signature scheme suffers from the KS attacks, the
station-to-station (STS) key agreement protocol [6] using a message authentica-
tion code (MAC) algorithm to provide key confirmation is vulnerable to unknown
key-share (UKS) attacks. This gives a direct evidence that KS attacks might be
harmful in practice. Two types of key substitution attacks are considered by
Menezes and Smart [12]: if the KS-adversary is further required to output the
private key sk′ corresponding to pk′, then this kind of KS attacks are called the
weak-key substitution (WKS) attacks, else this type of attacks are referred to as
the strong-key substitution (SKS) attacks. Obviously, a signature scheme which
is secure against SKS attacks is also secure against WKS attacks. Afterwards,
Bohli, Rohrich and Steinwandt [4] explored the security of some practical sig-
nature schemes against key substitution attacks in the presence of a malicious
signer, where an adversary is given a set of domain parameters params, and
aims at outputting two different public keys pk and pk′ and a message-signature
pair (m,σ) such that (1) both public keys pk and pk′ are valid under the same
set of domain parameters params, and (2) the pair (m,σ) is valid under both
pk and pk′ (also with respect to the same set of domain parameters params).

Besides, a related notion–domain parameter substitution attacks1 are con-
sidered in [16,17]. In this kind of attacks, an adversary is given a set of domain
parameters params, a public key pk and a signing oracle. The goal of the adver-
sary is to output a new set of domain parameters params′ and a signature σ on
an un-queried message m such that (1) params′ passes the test for the domain
parameters verification algorithm, and (2) the pair (m,σ) is valid under the
same public key pk but with respect to the different set of domain parameters
params′.

SM2 Digital Signature Scheme. The SM2 digital signature scheme [2] was
issued by the State Cryptography Administration Office of Security Commer-
cial Code Administration in 2010, and had become the Chinese cryptographic
public key algorithm standard GM/T 0003.2-2012. Later, it was adopted by
Trusted Computing Group (TCG) in the TPM 2.0 specification [10] which will
be published as the international standard ISO/IEC 11889:2015 [11].

1.1 Our Contributions

In this paper, we consider generalized key substitution attacks where the base
element is regarded as a part of the public key and can be substituted. In detail,
1 In [17], Vaudenay referred to this type of attacks presented in [16,17] as domain

parameter shifting attacks. Later, this kind of attacks are called domain parameter
substitution attacks in [4].
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given a public key (g, pk) that g is a basis and pk is the other part of the public
key and a valid message-signature pair (m,σ) under (g, pk), the goal of an adver-
sary is to output another public key (g′, pk′) such that (g, pk) �= (g′, pk′) and
(m,σ) is also valid under (g′, pk′). This is possible when the domain parameters
are generated by a signer, or the domain parameters are not properly validated,
and has been considered by Blake-Wilson and Menezes [3] when examining the
security against key substitution attacks on DSA and ECDSA signature schemes.

We first examine the security of a general framework of certificate-based
signature schemes specified by ISO/IEC CD 14888-3 [1], and show that it is
vulnerable to generalized key substitution attacks in the weak sense that the
adversary knows the private key corresponding to the substituted public key.

Then, we analyze the security of the SM2 signature scheme [2] against chosen-
message attack and generalized KS attacks respectively. Concretely, we not only
show that SM2 signature scheme satisfies the EUF-CMA notion in the generic
group model [14] provided that the underlying hash function h is uniform and
collision-resistant and the underlying conversion function f is almost-invertible,
but also give a formal proof that SM2 is secure against the generalized key substi-
tution attacks in the strong sense (i.e., the adversary is not required to output the
private key corresponding to the substituted public key) if the underlying hash
functions H and h are both modeled as non-programmable random oracles [13].

2 Preliminaries

Notation. Throughout this paper, κ denotes the security parameter. We denote
by s

$← S the fact that s is picked uniformly at random from a finite set S. We
write (y1, y2, . . . ) ← A(x1, x2, . . . ) as the process that runs a randomized algo-
rithm A on input (x1, x2, . . . ) and obtains its output (y1, y2, . . . ). The notation
[n] denotes the set {1, . . . , n} for some positive integer n. We use Fq and An to
denote the set {0, 1, . . . , q−1} and a group with the order n respectively. We say
that a function f : N → [0, 1] is negligible if for every positive c and sufficiently
large κ we have f(κ) < 1/κc, and is overwhelming if 1−f is a negligible function.

2.1 Collision-Resistant Hash Functions

A hash function h : {0, 1}∗ �→ R is said to be collision-resistant if for any prob-
abilistic polynomial time (PPT) adversary A, there exists a negligible function
ν(·) such that

Pr[(x, y) ← A(1κ, h) : x �= y ∧ h(x) = h(y)] ≤ ν(κ),

where R denotes the range of h.

2.2 Uniform (Smooth) Hash Functions

Following the definition [5], the uniformity (or smoothness) of a hash function h
is described as below. Let h : {0, 1}∗ �→ R be a hash function. Let D ⊆ {0, 1}∗

such that
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1. For x
$← D, y = h(x) can be efficiently generated.

2. For each y ∈ R, the set Sy = h−1(y)∩D is sufficiently large so that the prob-
ability 1/|Sy| is sufficiently small (negligible) to make guessing a randomly
picked secret element of Sy infeasible.

We say that h is uniform for D if for any PPT adversary A, there exists a
negligible function ν(·) such that

∣

∣

∣ Pr[x $← D : A(1κ, h, h(x)) = 1] − Pr[y $← R : A(1κ, h, y) = 1]
∣

∣

∣ ≤ ν(κ)

2.3 Almost-Invertibility of Conversion Functions

SM2 uses a conversion function f : An �→ Fn which could be efficiently computed.
Almost-invertibility of the conversion function is associated with the EUF-CMA
security of SM2, and is defined in [5]. Concretely, a conversion function f is
almost-invertible if an almost-inverse of f is efficiently computed. An almost-
inverse of f is a probabilistic polynomial time (PPT) algorithm f−1 : Fn �→ An

which on input x ∈ Fn produces a Q ∈ An ∪ {Invalid} such that:

– The probability Q �= Invalid is at least 1/10 over random choices of x and
the almost-inverse f−1.

– If Q �= Invalid, f(Q) = x.
– If independently random inputs x

$← Fn are repeatedly input to the algorithm
f−1 until the output Q �= Invalid, the probability distribution of the result-
ing Q is computationally indistinguishable from the distribution of a random
element Q ∈ An.

3 Definitions

Following the definitions in [12], we present the syntax and security notions of a
signature scheme in the multi-user setting. Concretely, the syntax is described in
Definition 1, the security model for existential unforgeability under adaptively
chosen-message attacks (EUF-CMA) [9] is formalized in Definition 2, and the
security notion for (generalized) strong key substitution (SKS) attacks is defined
in Definition 3.

Definition 1 (Syntax). A signature scheme in the multi-user setting consists
of the following algorithms.

– Setup(1κ). On input a security parameter κ, the setup algorithm returns the
domain parameters params.

– Keygen(params). On input the domain parameters params, the key gener-
ation algorithm returns a public-private key pair (pk, sk). Recall that pk
contains the base element.

– Sign(params, sk,m). On input the domain parameters params, the private
key sk and a message m, the signing algorithm returns a signature σ on the
message m.
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Experiment ExpEUF-CMA
SIG,F (κ)

Q := ∅; params ← Setup(1κ); (pk, sk) ← Keygen(params);

(m∗, σ∗) ← FSign(params,sk,·)(params, pk);

If m∗ /∈ Q ∧ Verify(params, pk, σ∗, m∗) = 1, return 1.

Otherwise, return 0.

Signing oracle Sign(params, sk, m)

σ ← Sign(params, sk, m);

Q := Q ∪ {m};

Return σ.

Fig. 1. Experiment for EUF-CMA security

– Verify(params,pk, σ,m). On input the domain parameters params, the pub-
lic key pk and a candidate signature σ on a message m, the deterministic
verification algorithm returns 1 if σ is valid on m under pk and 0 otherwise.

Besides, we define an additional checking algorithm Check to check the valid-
ity of a public key pk. Specifically, given the domain parameters params and a
candidate public key pk, the checking algorithm Check(params,pk) returns 1 if
and only if the public key pk is valid under the domain parameters params.

Definition 2 (EUF-CMA). We say that a signature scheme is existentially
unforgeable under adaptively chosen-message attacks (EUF-CMA) if for any
probabilistic polynomial time (PPT) adversary F , there exists a negligible func-
tion ν(·) such that

AdvEUF-CMA
SIG,F (κ):= Pr[ExpEUF-CMA

SIG,F (κ) = 1] ≤ ν(κ),

where ExpEUF-CMA
SIG,F (κ) is defined in Fig. 1.

Definition 3 (SKS). We say that a signature scheme is secure against (gener-
alized) strong key substitution attacks if for any PPT adversary F , there exists
a negligible function ν(·) such that

AdvSKS
SIG,F (κ) := Pr[ExpSKS

SIG,F (κ) = 1] ≤ ν(κ),

where ExpSKS
SIG,F (κ) is defined in Fig. 2.



Security of the SM2 Signature Scheme 145

Experiment ExpSKS
SIG,F (κ)

Q := ∅; params ← Setup(1κ); (pk, sk) ← Keygen(params);

(m∗, σ∗, pk∗) ← FSign(params,sk,·)(params, pk);

If pk∗ = pk ∧ Check(params, pk∗) = 1 ∧ (m∗, σ∗) ∈ Q

∧ Verify(params, pk∗, σ∗, m∗) = 1, return 1.

Otherwise, return 0.

Signing oracle Sign(params, sk, m)

σ ← Sign(params, sk, m);

Q := Q ∪ {(m, σ)};

Return σ.

Fig. 2. Experiment for (generalized) strong key substitution attacks

We could easily modify the definition for (generalized) strong key substitution
(SKS) attacks to capture the notion for (generalized) weak key substitution
(WKS) attacks. The experiment for (generalized) WKS attacks is the same as
ExpSKS

SIG,F (κ) defined in Fig. 2, except that an adversary against (generalized)
WKS attacks is further required to output the private key sk∗ of the substituted
public key pk∗.

4 Generalized WKS Attacks Against a General
Framework of ISO/IEC CD 14888-3

In this section, we first review the general framework of certificate-based mech-
anisms of ISO/IEC CD 14888-3 [1] in the setting that a signer chooses the base
element as a part of its public key, and then show that the general framework is
vulnerable to the generalized weak key substitution (WKS) attacks.
General Framework. The general framework of certificate-based mechanisms
specified in ISO/IEC CD 14888-3 [1] is presented as follows.

– Setup(1κ). Given a security parameter κ, pick a finite commutative group E
where multiplicative notation is used, and a prime divisor q of the cardinality
of E, and choose an element G ∈ E of order q. Return params := (E, q,G) as
a set of domain parameters.

– Keygen(params). Given the set of domain parameters params = (E, q,G),
choose X

$← Fq\{0}. Then, compute Y := GX . Actually, in the certificate-
based mechanisms of ISO/IEC CD 14888-3, Y is equal to either GX or GX−1
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relying on the specific mechanism. Without loss of generality, we only consider
the case that Y = GX . Finally, output pk = (G,Y ) and sk = X as the public
key and the private key respectively.

– Sign(params, sk,M). Given the set of domain parameters params = (E, q,G),
the private key sk = X and a message M , the signing process is executed as
follows:
1. (Producing the randomizer) Choose K

$← Fq\{0}.
2. (Producing the pre-signature) Compute Π := GK .
3. (Preparing the message for signing) Depending on the particular mecha-

nism, one of M1 and M2 is set as M , and the other is set as empty.
4. (Computing the witness (the first part of the signature)) The values of

Π and M1 are taken as inputs to the witness function which is specified
in the concrete mechanism. The output of the witness function is the
witness R.

5. (Computing the assignment) The witness R, M2 and (optionally) Y are
taken as input to the assignment function which is defined in the par-
ticular mechanism. Then, the assignment function outputs assignment
T = (T1, T2) where T1 and T2 are integers such that 0 < |T1| < q and
0 < |T2| < q.

6. (Computing the second part of the signature) Let S be the second part of
the signature and (A,B,C) is a permutation of three elements (S, T1, T2)
depending on the particular mechanism. Solve the following signature
equation for S where S ∈ Fq\{0}:

AK + BX + C ≡ 0 (mod q).

7. Output σ := (R,S) as the signature.
– Verify(params,pk, σ,M). Given the set of domain parameters params, the

public key pk = (G,Y ) and a candidate signature σ = (R,S) on a message
M , the verification process is executed as below:
1. (Preparing message for verification) Divide the message M into two parts

M1 and M2.
2. (Retrieving the assignment) Recompute the assignment T = (T1, T2) using

the assignment function with the inputs R, M2 and (optionally) Y .
3. (Recomputing the pre-signature) Set (A,B,C) as (S, T1, T2) according

to the order specified in the signature algorithm. Recompute the pre-
signature Π ′ := Y mGn where m = −A−1B mod q and n = −A−1C
mod q.

4. (Recomputing the witness) Recompute the witness R′ via executing the
witness function with the inputs Π ′ and M1.

5 (Verifying the witness) If R = R′, then return 1, else return 0.

Generalized WKS Attacks. Recall that given a valid message-signature pair
(M, (R,S)) under the public key pk = (G,Y ) of some legitimate user, the goal
of a generalized WKS adversary A is to produce a public-private key pair (pk′ =
(G′, Y ′ = (G′)X′

),X ′) such that pk′ �= pk, but the message-signature pair
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(M, (R,S)) is still valid under the public key pk′. A generalized WKS adversary
A for the general framework of certificate-based mechanisms of ISO/IEC CD
14888-3 [1] is described as follows.

The adversary A first computes m and n with (M, (R,S)) and (optionally)
Y following the verification process. Then, A computes Π = Y mGn. In the fol-
lowing, the attack manner of A is divided into the following two cases depending
on whether or not Y is used to generate (T1, T2):

– If Y is not used to generate (T1, T2), then the values of m and n, which
are created with (M, (R,S)), remain unchanged according to the verification
process. Choose X ′ $← Fq\{0}, and then compute G′ := Π1/(mX′+n) and Y ′ :=
(G′)X′

. Finally, output the new public-private key pair (pk′ = (G′, Y ′),X ′).
It is easy to see that Π ′ = (Y ′)m(G′)n = (G′)mX′+n = Π.

– If Y is used to generate (T1, T2), choose t
$← Fq\{0} and compute Y ′ := Πt.

Then, compute m′ and n′ with (M, (R,S)) and Y ′ following the verification
process. Finally, compute X ′ = (1 − tm′)/tn′ mod q and G′ = ΠtX′

, and
then output the new public-private key pair (pk′ = (G′, Y ′), 1/X ′). Again,
one can easily verify that Π ′ = (Y ′)m′

(G′)n′
= Πtm′+tn′X′

= Π.

Since in both cases we always have that Π ′ is equal to Π, the message-signature
pair (M, (R,S)) is valid under the new public key pk′ according to the verifi-
cation process. This shows that the above constructed adversary A will break
the security against generalized WKS attacks on the general framework with
probability 1.

5 Security of the SM2 Signature Scheme

In this section, we first recall the description of SM2 digital signature scheme,
and then we present the formal security proofs showing that SM2 satisfies both
EUF-CMA security and the security against generalized strong key substitution
attacks.

5.1 SM2 Digital Signature Scheme

The Chinese digital signature standard SM2 [2] is based on elliptic curve which
has a formal of y2 + xy = x3 + ax2 + b over Fq for some integer q = 2m, and
y2 = x3 + ax + b over Fq for some large prime q. In other words, the curve is
parameterized by q and (a, b). Denote E(Fq) as the additive finite group which
consists of all the integer points (including the infinity point 0) on the elliptic
curve. In the following, we give the formal description of the four algorithms of
the SM2 signature scheme.

– Setup(1κ): Given a security parameter κ, generate the elliptic curve parameters
(q, a, b, n) such that n is a prime divisor of the cardinality of E(Fq) and |n| ≥
2κ, where q, a, b is the curve parameter. Choose a (random) generator G ∈
E(Fq) of order n. Output a set of domain parameters params := (q, a, b, n,G).
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Let h : {0, 1}∗ �→ Fn and H : {0, 1}∗ �→ {0, 1}256 be two cryptographic hash
functions. Let An ⊆ E(Fq) be the cyclic group generated by G. The conversion
function f : An �→ Fn is defined as f(Q) = xQ mod n, where xQ is an integer
representation of the x-coordinate of the elliptic curve point Q ∈ An.

– Keygen(params): Given the domain parameters params = (q, a, b, n,G), pick
d

$← Fn\{0, n − 1} and compute Y = dG. Output the public-private key pair
(

pk = (G,Y ), sk = d
)

.
– Sign(params, sk,pk,m) : Given the set of domain parameters params =

(q, a, b, n,G), the private key sk = d, the public key pk = (G,Y ), and a
message m, let Z = H(ENTL‖ID‖a‖b‖G‖Y ) where ENTL denotes the length
of ID and ID is the identity of the owner of pk and do the following:
1. Let m̄ = Z‖m.
2. Compute e := h(m̄).
3. Choose k

$← Fn\{0}.
4. Compute x1 := f(kG).
5. Compute r := (e + x1) mod n. If r = 0 or r + k = n, go back to step 3.
6. Compute s := (k − rd)/(1 + d) mod n.
7. The signature on m is σ := (r, s).

– Verify(params,pk, σ′,m′) : Given the set of domain parameters params =
(q, a, b, n,G), the public key pk = (G,Y ), and a signature σ′ = (r′, s′) on a
message m′, let Z = H(ENTL‖ID‖a‖b‖G‖Y ) and do the following:
1. If r′ /∈ [1, n − 1], output 0 and exit.
2. If s′ /∈ [1, n − 1], output 0 and exit.
3. Let m̄′ = Z‖m′.
4. Compute e′ := h(m̄′).
5. Compute t := (r′ + s′) mod n. If t = 0, output 0 and exit.
6. Compute x′

1 := f(s′G + tY ).
7. Compute R := (e′ + x′

1) mod n.
8. If R = r′, then output 1, else output 0.

The conversion function f : An �→ Fn of SM2 is exactly the same as that of
ECDSA, and has been shown to be almost-invertible in [5].

5.2 EUF-CMA Security of SM2

Now, we proceed to give a formal security proof showing the EUF-CMA security
of SM2. Formally, we have the following theorem.

Theorem 1. If h is a uniform and collision-resistant hash function, and the
conversion function f is almost-invertible, SM2 is existentially unforgeable under
adaptively chosen-message attacks in the generic group model.

Note that in the generic group model, an adversary is not given direct access
to the group, but rather only receives “handles” representing group elements.
More concretely, the adversary must interact with an oracle to perform the group
operations (including scalar-multiplication and addition) and obtain handles for
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new elements. In particular, it is assumed that the adversary can only use handles
previously received from its environment. Back to our case, in addition to directly
to get group element handles from group operation queries, the adversary can
also obtain handles from the public key and the signatures from signing oracle
queries. Actually, the adversary can use the handles in the public key and the
signatures as the “bases” to perform further groups operations. More formally,
let (G,Y ) be the group element handles in the public key, and let (V1, . . . , Vqs)
be the group element handles created in the signing queries, where qs is the
number of signing queries made by the adversary. Then, by the assumption
that all the group elements that the adversary want to compute have a form
of z1G + z2Y + z3V1 + . . . + zqs+2Vqs , where z1, . . . , zqs+2 are known integers
chosen by the adversary. Thus, we can unify all the group operation queries by
the coefficient vector (z1, . . . , zqs+2)2. For example, multiplying the base element
G by an integer z can be expressed as a group operation query (z, 0, . . . , 0).

Proof. In the following, for any PPT forger F , we show there exists a challenger
C to simulate the attack environment for F such that the advantage of F is
negligible. In order to answer the group operation queries from F , the challenger
C will keep a table L to record the information generated in the group operation
queries. Formally, C first generates the handle G of the base element by choosing
G

$← An, and adds (1, G,−,−) into the table L, where An is a set supporting
efficient sampling and representing the underlying group. Then, C chooses an
integer d

$← Fn\{0, n − 1}, Y
$← An as the handle of multiplying G by d,

and adds (d, Y,−,−) into the table L. Let qs be the number of signing queries
made by F , qc be the current number of signing queries during the interaction
between C and F , and denote V1, . . . , Vqs as the group element handles that will
be generated in the signing queries. C answers F ’s group operation queries and
signing queries as follows.

– For a group operation query with input (z1, . . . , zqs+2) (i.e., F wants to com-
pute z1G + z2Y + z3V1 + . . . + zqs+2Vqs), C does the following:
1. Let j be the maximum index such that zj �= 0.
2. If j > qc + 2, then return ⊥ and exit.
3. Otherwise, for each i ∈ {1, . . . , j}, retrieve ki from the entry (ki, Vi,−,−)

in table L and compute z′ = z1 + z2d + z3k1 + . . . + zjkj mod n.
4. If there exists an entry (z′, V ′,−,−) in table L, C directly returns V ′ to F .

Otherwise, it distinguishes the following two cases:
• Case 1: If z2 = 0, choose V ′ $← An, add (z′, V ′, (z1, . . . , zqs+2),−) into

table L. Finally, return V ′ to F .
• Case 2: If z2 �= 0, randomly choose Z ′ $← {0, 1}256,m′ $← M3, and

compute

V ′ = f−1(z2 − z1 − z3k1 − . . . − zqs+2kqs − h(Z ′‖m′))
2 In this case, if some zi is equal to 0, it means that the corresponding group element

is not involved in the computation.
3 We use M to denote the efficiently sampling message space of SM2.
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until V ′ ∈ An. Then, add (z′, V ′, (z1, . . . , zqs+2), Z ′‖m′) into table L,
and return V ′ to F .

– For a signing query on some message m, C chooses k
$← Fn\{0}, and makes

a group operation query (k, 0, . . . , 0) by itself to obtain a handle V . Then, it
computes x = f(V ), r = h(Z‖m)+x mod n, and s = (k−rd)/(1+d) mod n,
where Z is the other information as determined in the signing algorithm SM2.
Finally, C returns (r, s) as the signature on m to F .

After making polynomial time queries of the above two types, the adversary
F will output a forged signature (r∗, s∗) for m∗ �∈ {mi}i∈[qs]. Below, we prove
the probability that the forged signature is valid to be negligible under the
assumption that h is uniform and collision-resistant.

Analysis. Note that C honestly generates the public key and the signatures, if C
also perfectly answers the group operation queries, then we have that C almost
simulates a perfect attack environment for F . Actually, it is easy to check that
all the group element handles are uniformly chosen at random except in Case
2 of the group operation query. Now, we argue that the handle V ′ generated
in Case 2 is also uniformly distributed. In fact, since Z ′ and m′ are uniformly
chosen at random, and h is a uniform function, we have that the input of f−1

in Case 2 is uniformly distributed. By the fact that f−1 is almost-invertible, we
have V ′ is uniformly distributed. In addition, by the Schwartz-Zippel Lemma,
the probability that there exist two entries (z′, V ′,−,−) and (z′′, V ′′,−,−) in
table L such that z′ �= z′′ but V ′ = V ′′ (i.e., C fails to simulate the generic group
model due to the inconsistency) is bounded by O

( (qG+qs)
2

n

)

which is negligible,
where qG denotes the total number of group operation queries made by F . This
finally shows that C almost perfectly simulates the attack environment for F .

In order to finish the proof, we only have to show that the probability that
(r∗, s∗) is a valid signature on m∗ is negligible. Before continuing, we note that
the secret key d is perfectly hidden from the adversary F . This is because in the
generic group model, d is chosen independently from the group element handle
Y in the public key, and d is perfectly hidden from the signature (r, s) in the
signing query (due to the randomly choices of k and V ). Let k∗ = s∗ +(s∗ +r∗)d,
then (r∗, s∗) is a valid signature on m∗ if and only if there exists an entry
(k∗, V ∗,−,−) in table L such that r∗ − h(Z‖m∗) = f(V ∗). We first claim that
V ∗ /∈ {G,Y } holds with overwhelming probability. Otherwise, the adversary can
deterministically compute d from (r∗, s∗) by using the fact that s∗ �= 0 and
s∗ + r∗ �= 0, which contradicts to the fact that d is perfectly hidden from the
adversary F . In other words, V ∗ can only be created either in answering the
group operation query or in answering the signature queries. We distinguish the
following two cases:

– If V ∗ ∈ {V1, . . . , Vqs}, then let V ∗ = Vi for some i, and let (ri, si) be the
signature on some message mi and auxiliary information Zi in the i-th signing
query. In other words, we have s∗ + (s∗ + r∗)d = si + (si + ri)d. By the fact
that d is perfectly hidden from the adversary F , this can only happen with
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non-negligible probability when both s∗ = si and s∗ + r∗ = si + ri hold.
In this case, (r∗, s∗) is a valid signature on m∗ if and only if the equation
h(Zi‖mi) = ri − f(Vi) = r∗ − f(V ∗) = h(Z‖m∗) holds. Since m∗ �= mi, this
means that F has to find a collision (Zi‖mi, Z‖m∗) of the hash function h.
Under the assumption that h is collision-resistant, this can only happen with
negligible probability.

– Else, V ∗ is created by a group operation query with input (z∗
1 , . . . , z∗

qs+2). In
this case, we have k∗ = s∗ + (s∗ + r∗)d = z∗

1 + z∗
2d + z∗

3k1 + . . . + z∗
qs+2kqs .

Again, by the fact that d is perfectly hidden from the adversary F , this can
only happen with non-negligible probability when both s∗ = z∗

1 + z∗
3k1 +

. . . + z∗
qs+2kqs and s∗ + r∗ = z∗

2 hold. By a simple computation, we have
r∗ = z∗

2 − z∗
1 − z∗

3k1 − . . . − z∗
qs+2kqs . Besides, according to the strategy of

C (in Case 2), there exists a pair (Z ′,m′) chosen by C such that f(V ∗) =
z∗
2 − z∗

1 − z∗
3k1 − . . . − z∗

qs+2kqs − h(Z ′‖m′). In other words, (r∗, s∗) is a valid
signature if and only if h(Z‖m∗) = r∗ − f(V ∗) = h(Z ′‖m′). However, under
the assumption that h is collision-resistant, the probability that F outputs a
pair (Z‖m∗) such that h(Z‖m∗) = h(Z ′‖m′) is negligible.

In all, we have shown that under the assumption that h is uniform and
collision-resistant, the probability that (r∗, s∗) is a valid signature on m∗ is
negligible, which completes the proof. ��

5.3 Security of SM2 Against Generalized SKS Attacks

In this subsection, we show that SM2 is secure against generalized SKS attacks.
Formally, we have the following theorem.

Theorem 2. If both H and h are modeled as non-programmable random oracles
(NPROs), then SM2 is secure against generalized strong key substitution attacks.

Proof. In the following, we will show that the advantage of any PPT adversary
F against the generalized SKS security of SM2 is negligible. Formally, in order
to simulate the attack environment for F , the challenger C only has to generate
the domain parameters params and (pk, sk), and answers the signing queries
honestly. More concretely, C first runs the Setup and Keygen algorithms to obtain
params = (q, a, b, n,G) and (pk, sk) = ((G,Y ), d) where Y = dG. Then, let ID
be the identity of the owner of pk, and send (params,pk) to F . Recall that
in our model h and H are modeled as NPROs, both the challenger C and the
adversary F have to access the external random oracles h and H to realize the
functionality of SM2.

After receiving the i-th signing query on a message mi, C honestly computes
(ri, si) ← Sign(params, sk,mi) by making appropriate random oracle queries to
h and H, and returns σi = (ri, si) as the signature on mi to F . Let qs be the
number of the signing queries issued by F .
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Finally, F will return (ID∗,m∗, (r∗, s∗),pk∗ = (G∗, Y ∗)) as its output4,
such that (1) (G∗, Y ∗) �= (G,Y ), (2) (G∗, Y ∗) is valid5, and (3) (m∗, r∗, s∗) =
(mj , rj , sj) for some 1 ≤ j ≤ qs.

Analysis. Now, we will show that F can only win the SKS game with negli-
gible probability. Specifically, the probability that the message-signature pair
(mj , rj , sj) is valid under pk∗ is negligible in the security parameter κ. Note
that (mj , rj , sj) is valid under pk∗ = (G∗, Y ∗) if and only if

rj = ej + f (sjG + (rj + sj)Y ) = e∗ + f (sjG
∗ + (rj + sj)Y ∗) mod n, (1)

where e∗ = h(H(ENTL∗‖ID∗‖a‖b‖G∗‖Y ∗)‖mj) and ej = h(H(ENTL‖ID
‖a‖b‖G‖Y )‖mj). Since pk �= pk∗, we have that the distribution of ej is inde-
pendent from that of e∗, and that ej �= e∗ holds with overwhelming probability.
This means that the distribution of σj = (rj , sj) is independent from e∗ accord-
ing to the signing algorithm. In other words, the distribution of e∗ is still uniform
conditioned on the equation (1) holds by the assumption that both h and H are
NPROs. Note that F must first fix pk∗ = (G∗, Y ∗) to make the appropriate H
query, and that the outputs of both h and H are uniformly distributed, the prob-
ability that e∗ = h(H(ENTL∗‖ID∗‖a‖b‖G∗‖Y ∗)‖mj) satisfying a prior fixed
equation e∗ = rj − f (sjG

∗ + (rj + sj)Y ∗) mod n is negligible, which shows
that the equation (1) can only hold with negligible probability. This completes
the proof of Theorem 2. ��
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Abstract. Streebog is the cryptographic hash function standard of the
Russian Federation. It comprises two hash functions corresponding to
two digest sizes, 256 bits and 512 bits. This paper presents a side channel
attack that uses processor flag information to speed up message recov-
ery by a factor of 2. Success is nearly guaranteed if the flag is set; the
probability is 0.668 otherwise.

Keywords: Cryptographic hash function · Streebog · Side channel
cryptanalysis · Carry flag · Message recovery · HMAC

1 Introduction

A hash function F takes an arbitrarily long bit string m as input and outputs
a fixed length bit string H (called hash value or digest). A cryptographic hash
function is meant to satisfy certain security properties, the most important of
which are the following.

– (First) preimage resistance: given H, it is computationally infeasible to
find an m′ such that F (m′) = H.

– Second preimage resistance: given an m and F (m), it is computationally
infeasible to find an m′ �= m such that F (m′) = F (m).

– Collision resistance: it is computationally infeasible to find an m and an
m′ �= m such that F (m) = F (m′).

The general model for cryptographic hash functions involves what is called a
compression function. The function transforms a bit string of a fixed length into
a shorter string of a fixed length. The arbitrarily long message is partitioned into
blocks after a process called padding (described later in the context of Streebog).
The blocks are then sequentially processed, with the compression function acting
on every block until all the blocks are processed. The final output is the hash
value. The general model is described in good detail in [9, Sect. 2.4.1].

Streebog is a set of two hash functions and a Russian cryptographic stan-
dard (GOST R 34.10–2012) [5]. It was developed by the Center for Informa-
tion Protection and Special Communications of the Federal Security Service of
the Russian Federation, with participation of the Open Joint-Stock Company
c© Springer International Publishing Switzerland 2015
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“Information Technologies and Communication Systems” (JSC “InfoTeCS”) [5],
following a demand for “a hash function to meet modern requirements for cryp-
tographic strength” [5]. In 2012, Streebog replaced GOST R 34.11–94 as the
national standard.

The hash functions comprising Streebog have 256 bits and 512 bits as their
digest lengths. We shall call the hash functions “Streebog-256” and “Streebog-
512”, respectively. The compression function, common to both the versions, oper-
ates on 512-bit blocks in the Miyaguchi-Preneel mode, has 13 rounds, is based
on a substitution-permutation network and uses a linear transformation.

In 2010–2011, open research workshops were organised by the Chinese Acad-
emy of Sciences to discuss cryptographic algorithms proposed for inclusion in
the LTE/4G mobile standards. In a seemingly similar fashion, between 2013 and
2015, the Russian Technical Committee for Standardization “Cryptography and
Security Mechanisms” (TC 26), with the participation of the Academy of Cryp-
tography of the Russian Federation and support from the JSC InfoTeCS, held
an open research competition for the analysis of Streebog. In this period, several
results were reported, notably in [1–3,6,10].

In [1,10], the rebound attack is used to find (semi-free-start) collisions for
reduced versions of the Streebog compression function; [2] presents integral dis-
tinguishers on up to 7 rounds of the compression function; [3] reports preim-
ages for 6-round Streebog; and [6] describes second preimage attacks on the full
Streebog-512. The drawback of the attacks in [6] is that they work well only with
long messages. For instance, if the length of the message is at least 2188 bits,
then 2342 compression function evaluations are required. The time complexity
can be brought down to as low as O(2266) provided that the message is at least
2268 bits in length. For shorter messages, of bit-length γ < 2188 (but greater
than 512 bits), the number of compression function evaluations is estimated at
(log2 γ − 9) · 2522−log2 γ . We present in this paper the first side channel attack on
the full Streebog. We also discuss the implications of our attack on the security
of Streebog-based keyed-hash message authentication code (HMAC).

Processors have registers that store information on operations performed by
their ALUs. For example, in the Intel IA-32 architecture, the status flags of the
EFLAGS register indicate the result of arithmetic instructions such as ADD and
DIV (divide) [7]. One of these flags, known as the carry flag, is a single bit that
indicates an overflow in unsigned integer arithmetic. For instance, when two
unsigned integers are added, the carry flag is set (to 1) if a carry is generated by
the addition at the most significant bit position (we shall call this an end carry)
and the flag is cleared (i.e., 0) otherwise. This may be exploited by an attacker
as in [8] where Kelsey et al. use carry flag information to attack the block cipher
RC5. In our side channel attack too we use the state of the carry flag. Our attack
recovers a message block in about 2511 time with 99.9 % success rate (number of
successful recoveries per 100 messages uniformly distributed at random) if the
carry flag is set and 66.8 % otherwise. The only other attack known on the full
Streebog is due to Guo et al. [6].
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Table 1. Notation and conventions

Symbol/notation Meaning

|W | length of W in bits

Γi(W ) ith 64-bit word of W ; i = 0 denotes the least
significant word

W(i) ith bit of W ; i = 0 denotes the least significant bit

‖ concatenation

⊕ exclusive OR

fg, where f and g are functions f ◦ g (composition of f and g)

LSB least significant bit

MSB most significant bit

The paper is organised as follows. Section 2 describes Streebog and Sect. 3
details our meesage recovery attack. We propose countermeasures to our attack
in Sect. 4 and conclude in Sect. 5.

2 Description of Streebog

Table 1 lists the notation and conventions followed in the rest of this paper.
Streebog is a simple design that uses only a few elementary arithmetic oper-

ators such as XOR and modular addition, and simple functions such as substi-
tution, permutation and linear transformation. The hash function accepts any
message M of length less than 2512 bits and returns a digest of length 256 bits
or 512 bits. The round function or compression function has 13 iterations, the
first twelve of which involve a substitution-permutation layer. If 512 � |M |, then
padding prefixes M with a bit string pad:={0}511−(|M | ‖1. The padded
message is then partitioned into (k + 1) 512-bit blocks Mk,Mk−1, . . . , M0; i.e.,
pad‖M = Mk‖Mk−1‖ · · · ‖M0. The compression function g that processes the
message block Mi takes as additional inputs the chaining value Hi (of size 512
bits) and a length counter Ni, and outputs Hi+1. Algorithm 1 describes the work-
ing of Streebog. The IV in the algorithm is the initial value H0 (Streebog-256
and Streebog-512 use different 512-bit IV s).

The substitution-permutation layer includes the following components.

– Substitution function S: The input, a 512-bit string, is first partitioned into
bytes. Every byte is then substituted by a byte from a set π′, which is a
permutation of {0, 1, . . . , 255}, and concatenated.

– Permutation function P : Partitions its 512-bit input into bytes, permutes the
bytes (i.e., shuffles their positions) and concatenates them.

– Linear transformation L: This is also a 512-bit-to-512-bit mapping. If the
input is W , then L(W ) = �(Γ7(W ))‖�(Γ6(W ))‖ · · · ‖�(Γ0(W )), where � is a
64-bit-to-64-bit linear transformation that outputs the right multiplication of
its input with a constant matrix A over GF (2).
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Algorithm 1. The Streebog algorithm
Require: The message M , |M | < 2512

Ensure: A 256-bit or a 512-bit digest
1: M → pad‖M → Mk‖Mk−1‖ · · · ‖M0;
2: H0 = IV ;
3: N0 = 0;
4: for i = 0 to (k − 1) do
5: Hi+1 = g(Hi, Mi, Ni);
6: Ni+1 = Ni + 512 mod 2512;
7: Σ ← Σ + Mi mod 2512;
8: Hk+1 = g(Hk, Mk, Nk);
9: Nk+1 = Nk + α mod 2512 , where α = 512 − |pad|;

10: Σ ← Σ + Mk mod 2512;
11: Hk+2 = g(Hk+1, Nk+1, 0);
12: H = g(Hk+2, Σ, 0);
13: Output H if Streebog-512, else output H � 256;

– The function X[·]: If K and W are 512-bit strings, then X[K](W ) = K ⊕ W .

The compression function g is now given by:

g(Hi,Mi, Ni) = E(L(P (S(Hi ⊕ Ni))),Mi) ⊕ Hi ⊕ Mi , (1)

where

E(L(P (S(Hi ⊕ Ni))),Mi) = X[K13]LPSX[K12]LPSX[K11] . . .
LPSX[K1](Mi) , (2)

(recall from Table 1 that fg = f ◦ g) and

K0 = LPS(Hi ⊕ Ni) , (3)
Kj+1 = LPS(Kj ⊕ Cj) , for j = 0, 1, . . . , 12, and constants Cj . (4)

The subkeys K1,K2, . . . , k13 are the round keys; in deriving them, K0 is used as
an initial value.

3 The Message Recovery Attack

The functions S and P do not involve modular addition or multiplication. The
function X is a simple XOR operation. The linear transformation � works as
follows. Denoting its 64-bit input by β:=β(63)‖β(62)‖ · · · ‖β(0), we have:

�(β) =
63

⊕

i=0

β(63−i) � A[i] ,
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where the product � is defined as follows:

β(63−i) � A[i] =

{

{0}64 β(63−i) = 0 ;
A[i] β(63−i) = 1 .

Hence, from (1)–(4), it immediately follows that Streebog compression does not
involve any operation, such as addition modulo 2512, that can alter the state of
the carry flag. This means that only steps 6, 7, 9 and 10 of Algorithm 1 can
potentially affect the carry flag.1

Now, the maximum length of M is 2512 − 1. Given a message of this length,
the number of blocks will be �(2512 − 1)/512� = 2503.2 If k + 1 < 2503 (to
simply calculations, this can be considered a sure event as it happens with a
probability that is very close to 1 if |M | is uniformly distributed at random over
{0, 1, . . . , 2512 − 1}), then Nk = 512k, 512k < Nk+1 ≤ 512(k + 1), and the carry
flag will be unaffected by steps 6 and 9. This leaves us with steps 7 and 10. Now,

Σ =

(

k−1
∑

i=0

Mi

)

mod 2512 + Mk mod 2512 . (5)

= Tk−1 + Mk mod 2512 , say. (6)

Let C:=[C(511)C(510) · · · C(0)] denote the vector of carries generated in (6)
such that C(0) is the carry at the LSB position. When k ≥ 1 (this can also be
considered a sure event), we have the following attack.

Scenario 1: Suppose that the carry flag is set at the end of Algorithm 1. If
|pad| ≥ 2 ⇒ Mk(511) = 0, or |pad| = 0 and Mk(511) = 0, then Tk−1(511) =
C(511) = 1. If the attacker knows M0,M1, . . . , Mk−2, and all but the MSB
of Mk−1, then she can recover Mk−1(511) from Tk−1(511) = 1 performing
k − 1 < 2503 − 2 additions (recall (5) and (6)).

If |pad| = 0 and Mk(511) = 1, or |pad| = 1 ⇒ Mk(511) = 1, then there are
three possibilities: (i) Tk−1(511) = C(511) = 1, (ii) Tk−1(511) = 0 and C(511) = 1,
(iii) Tk−1(511) = 1 and C(511) = 0. Assuming these cases to be equally likely,3

the attacker can assume with 2/3 probability that Tk−1(511) = 1, and recover
Mk−1(511).

Table 2 lists the above cases and their probabilities assuming that (i) |Mk|
is uniformly distributed at random over {0, 1, . . . , 511}, and (ii) every message
1 The for-loop of Algorithm 1 is implemented differently in [5]. To obtain M0, the least

significant 512-bit word of the padded message is extracted. The leftover message
replaces the padded message and its 512 LSBs are extracted as M1. This process is
repeated until all the message blocks have been extracted. The carry flag is evidently
unaffected by the process.

2 Therefore, even if we go with the for-loop implementation (Algorithm 1), it will
have no bearing on the carry flag.

3 Since the distribution of |Mk| is uniform, given the padding scheme employed, the
distribution of Mk is not uniform. This makes it tedious to compute the distribution
of the carry vector C. Hence the assumption.
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block other than Mk is uniformly distributed at random over {0, 1, . . . , 2512−1}.
The attack methodology is as follows. The attacker, knowing M0,M1, . . . , Mk−2

and Mk, makes a guess for the 511 LSBs of Mk−1, obtains a value for the
MSB of Mk−1 (assuming that Tk−1(511) = 1), hashes Mk‖Mk−1‖ · · · ‖M0, and
compares the digest with the given hash value. If the values do not agree, the
guess is incorrect and the attacker makes another guess. The process is repeated
until the hash values agree. The sum σ of M0,M1, . . . , Mk−2 modulo 2512 can
be precomputed (cost is k − 2); σ + Mk−1 mod 2512 can be performed at each
guess and, in doing so, can be avoided while computing the digest (i.e., σ+Mk−1

mod 2512 can be stored and reused). To minimise memory usage, the storage
element can be rewritten at the next guess. The probability of success is the
probability that Tk−1(511) = 1 holds true. From Table 2, this probability is simply
510/512 + 1/768 + 1/1024 + 1/1536 ≈ 0.999. The attack requires 2511 hash
function evaluations plus a precomputation cost of k − 2 < 2503 − 3. Memory
requirements are negligible.

Table 2. Computing Pr(Tk−1(511) = 1) when the carry flag is 1; the probability q is
given the condition on |pad| and r is given the conditions on |pad| and Mk(511)

|pad| Pr. (p) Mk(511) Cond. pr. (q) Tk−1(511) Cond. pr. (r) Overall pr. (pqr)

≥ 2 510/512 0 1 1 1 510/512

1 1/512 1 1 1 2/3 1/768

0 1/512 0 1/2 1 1 1/1024

0 1/512 1 1/2 1 2/3 1/1536

Scenario 2: Suppose that the carry flag is 0 at the end of Algorithm 1. If |pad| ≥
2 ⇒ Mk(511) = 0, or |pad| = 0 and Mk(511) = 0, then at least one of Tk−1(511)

and C(511) is 0. Knowing M0,M1, . . . , Mk−2, and all but the MSB of Mk−1, the
attacker can recover Mk−1(511) assuming that Tk−1(511) = 0. The assumption
is valid in two out of the three possible cases: (i) Tk−1(511) = C(511) = 0, (ii)
Tk−1(511) = 0 and C(511) = 1, (iii) Tk−1(511) = 1 and C(511) = 0. Assuming that
these cases are equally likely, Pr(Tk−1(511) = 0) = 2/3.

When |pad| = 0 and Mk(511) = 1 or when |pad| = 1 ⇒ Mk(511) = 1, then
Tk−1(511) = C(511) = 0.

Table 3 lists the above cases and their probabilities under the assumption
that (i) |Mk| is uniformly distributed at random over {0, 1, . . . , 511}, and (ii)
every message block other than Mk is uniformly distributed at random over
{0, 1, . . . , 2512 − 1}. The attack methodology is identical to that described under
Scenario 1, except that the attacker here assumes that Tk−1(511) = 0. The prob-
ability of success is the probability that Tk−1(511) = 0 holds true. From Table 3,
this probability is 170/256 + 1/512 + 1/1536 + 1/1024 ≈ 0.668. The time com-
plexity and memory requirements are the same as that in Scenario 1.
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Note: The probability that Tk−1 = 0 given that the carry flag is 0 and
Mk(511) = 0 is at least 1/2 since Pr(case (i) or case (ii)) = Pr(Tk−1) = 1/2
(given the assumption that the message blocks other than Mk are uniformly
distributed). Even if the conditional probability is 1/2, the success probabil-
ity will be 255/512 + 1/512 + 1/2048 + 1/1024 > 1/2 (see Table 3). The suc-
cess probability calculated from Table 2 changes negligibly when 2/3 is replaced
by 1/2. �

Table 3. Computing Pr(Tk−1(511) = 0) when the carry flag is 0; the probability q is
given the condition on |pad| and r is given the conditions on |pad| and Mk(511)

|pad| Pr. (p) Mk(511) Cond. pr. (q) Tk−1(511) Cond. pr. (r) Overall pr. (pqr)

≥ 2 510/512 0 1 0 2/3 170/256
1 1/512 1 1 0 1 1/512
0 1/512 0 1/2 0 2/3 1/1536
0 1/512 1 1/2 0 1 1/1024

In summary, by simply guessing Tk−1(511) to be equal to the carry flag, the
attacker is able to recover Mk−1 with 2511 hash function evaluations and k−2 pre-
computations. The number of precomputations can be negligible in comparison
to 2511 and even the maximum number of precomputations (2503 − 4) is consid-
erably smaller than 2511. Moreover, each precomputation is only an addition of
two 512-bit integers. Consequently, the precomputation cost can be ignored. The
success probability is 0.668 if the carry flag is 0 and 0.999 otherwise. Arriving at
a single value for the probability is involved given the difficulty in determining
the distribution of the carry vector C. It is easy to see that the attack works
for any i ∈ {0, 1, . . . , k − 2} in place of k − 1. In the ideal case, either 2512 hash
function evaluations are required or the success probability is 1/2 for 2511 eval-
uations.4 Since the compression functions of Streebog-256 and Streebog-512 are
identical, our attack applies to both the hash functions.

3.1 Implications of Our Attack

Our attack may be particularly relevant to HMACs. Proposed by Bellare et al.
[4] as a message integrity checking mechanism, a HMAC employs a hash function
h in conjunction with a secret key K and generates a MAC value as follows:

HMAC(K,m) = h((K0 ⊕ opad)‖h((K0 ⊕ ipad)‖m)) ,

where m is the message, opad and ipad are public constants, and K0 is the secret
key or a function of K. The lengths of K0, opad and ipad equal the length of a
4 This does not apply to Mk unless |pad| = 0. Knowing |pad| and M0, M1, . . . , Mk−1,

the attacker can recover Mk in 2512−|pad| time. Our attack is not intended to recover
Mk.
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message block. Given the HMAC value and h((K0 ⊕ ipad)‖m), in certain cases,
our attack appears to speed up the recovery of K0 by a factor of 2. This is being
further investigated.

4 Countermeasures

A simple way to preclude our attack is to introduce a low-cost arithmetic opera-
tion, after step 12 of Algorithm 1, that permanently sets or clears the carry flag.
However, the approach fails if the attack model assumes that the attacker can
determine the status of the carry flag after step 12.5

A faster and safer countermeasure is to implement the checksum using XOR;
i.e., replace the addition modulo 2512 in steps 7 and 10 of Algorithm 1 with XOR.

5 Conclusions

In this paper, we have presented the first known side channel attack on Streebog.
The attack speeds up message recovery by a factor of 2 with a probability that
lies in [0.668, 0.999]. The attack is conjectured to be applicable to Streebog-based
HMAC. We have also proposed some countermeasures.

It may be possible to improve the attack by recovering bits other than the
MSB, but calculating the success probabilities is involved and beyond the scope
of this paper. We leave it as a problem for future work. Use of other processor
flags such as the parity flag is also worth investigating.
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Abstract. Although the security properties of 3G and 4G mobile net-
works have significantly improved by comparison with 2G (GSM), sig-
nificant shortcomings remain with respect to user privacy. A number of
possible modifications to 2G, 3G and 4G protocols have been proposed
designed to provide greater user privacy; however, they all require sig-
nificant alterations to the existing deployed infrastructures, which are
almost certainly impractical to achieve in practice. In this article we
propose an approach which does not require any changes to the exist-
ing deployed network infrastructures, i.e. to the serving networks or the
mobile devices, but offers improved user identity protection over the air
interface. The proposed scheme makes use of multiple IMSIs for an indi-
vidual USIM to offer a degree of pseudonymity for a user. The only
changes required are to the operation of the authentication centre in
the home network and to the USIM, both owned by a single entity in
the mobile telephony system. The scheme could be deployed immedi-
ately since it is completely transparent to the existing mobile telephony
infrastructure. We present two different approaches to the use and man-
agement of multiple IMSIs, and report on experiments to validate its
deployability.

Keywords: Multiple IMSIs USIM · Pseudonymity · Mobile telephony ·
User privacy

1 Introduction

While the first generation (1G) mobile telephony systems did not provide any
security features, security has been an integral part of such systems since the
second generation (2G). For example, GSM, perhaps the best known 2G system,
provides a range of security features, including authentication of the mobile user
to the network, data confidentiality across the air interface, and a degree of
user pseudonymity through the use of temporary identities. Third and fourth
generation (3G and 4G) systems, such as UMTS/3GPP and Long-Term Evolu-
tion (LTE), have enhanced these security features, notably by providing mutual
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authentication between network and phone, and integrity protection for sig-
nalling commands sent across the air interface. However, user privacy protection
has remained largely unchanged, relying in all cases on the use of temporary
identities [18,29], and it has long been known that the existing measures do not
provide complete protection for the user identity [11,17]. The discussion below
applies equally to 2G, 3G and 4G systems, although we use 3G terminology
throughout.

The problem of user identity privacy in mobile networks is more than two
decades old. Samfat et al. [25] first addressed the conflicting requirements of
untraceability and disclosure of identity during authentication in a mobile net-
work. The user privacy issue has been discussed extensively in the literature
[6–9,20–23,31,32], and many modifications to existing protocols have been pro-
posed to avoid the problem [6,8,9,20,22,32]. All these proposals involve making
major modifications to the air interface protocol, which would require changes
to the operation of all the serving networks as well as all the deployed phones. It
seems likely that making the necessary major modifications to the operation of
the air interface after deployment is essentially infeasible. Many of the proposed
schemes also involve the use of public key cryptography [6,9,32], which has a
high computational cost, although there do exist schemes which only use sym-
metric cryptography [8,20]. It would therefore be extremely valuable if a scheme
offering greater user privacy could be devised which did not involve making
significant changes to the existing mobile telecommunications infrastructures,
and had minimal computational cost. This motivates the work described in this
paper. In sum, the contributions of the paper are as follows.

– We propose a new approach to the use and management of multiple IMSIs in
a USIM to enhance user pseudonymity in mobile telephony systems.

– We have implemented key parts of the scheme, verifying its feasibility.
– We provide a privacy and functional analysis of the scheme.

The remainder of the paper is structured as follows. In Sect. 2 key terminology
for and features of mobile telephony systems are briefly reviewed. Threats to user
privacy addressed in this paper are then summarised in Sect. 3. In Sect. 4 our
threat model is presented. Section 5 outlines a novel approach to improving air
interface user privacy using multiple IMSIs. Sections 6 and 7 provide descriptions
of two proposed approaches to the use and management of multiple IMSIs in
a USIM. Results from our experimental evaluation are presented in Sect. 8. An
analysis of the proposed approaches is presented in Sect. 9. Section 10 provides
a brief discussion of related work. Finally, conclusions are drawn and possible
directions for future work are considered in Sect. 11.

2 Background

2.1 Mobile Telephony Systems

We start by providing a brief overview of key terminology for mobile systems.
A complete mobile phone is referred to as a user equipment (UE), where the
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term encapsulates not only the mobile equipment (ME), i.e. the phone, but
also the user subscriber identity module (USIM) within it [4], where the USIM
takes the form of a cut-down smart card. The USIM embodies the relationship
between the human user and the issuing home network, including the Interna-
tional Mobile Subscriber Identity (IMSI), the telephone number of the UE, and
other user (subscriber) data, together with a secret key shared with the issuing
network which forms the basis for all the air interface security features. The
USIM data storage capabilities are specified in Sect. 10.1 of 3GPP TS 121 111
[13]. Information held within the USIM is stored in files, which can be divided
into the following categories: application dedicated files (ADFs), dedicated files
(DFs) and elementary files (EFs) [14]. Most of the subscriber information is
stored in EFs, which are the files we focus on in this paper.

To attach to a mobile network, a UE connects via its radio interface to a
radio tower. Several radio towers are controlled by a single radio network con-
troller (RNC) which is connected to one mobile switching center/visitor location
register (MSC/VLR). The MSC/VLR is responsible for controlling call setup
and routing. Each MSC/VLR is also connected to the carrier network’s home
location register (HLR) where corresponding subscriber details can be found.
The HLR is associated with an authentication center (AuC) that stores crypto-
graphic credentials required for communicating with the USIM. The RNC and
the MSC/VLR are part of the visiting/serving network whereas the HLR and
the AuC are the home network component (see Fig. 1(a)).

Fig. 1. Mobile telephony systems

To access mobile network services, a UE needs to complete mutual authenti-
cation as soon as it attaches to a network. Mutual authentication is performed
using the Authentication and Key Agreement (AKA) protocol, described in detail
below. If mutual authentication is successful, the MSC informs the HLR, which
associates the UE’s IMSI with the address of the MSC. The MSC also assigns a
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temporary mobile subscriber identity (TMSI) and sends the TMSI to the UE in
encrypted form. The TMSI is unique to the location area in which the subscriber
is currently located. Accordingly, whenever the subscriber visits a new location
area, the MSC must update the TMSI value.

An IMSI is a 15-digit decimal number (see Fig. 1(b)). Of the 15 digits, the
first three form the mobile country code (MCC). The next two or three dig-
its identify the network operator, and are known as the mobile network code
(MNC). The length of the MNC, i.e. whether it contains two or three digits, is
a national matter. The remaining nine or ten digits, known as the mobile sub-
scriber identification number (MSIN), are administered by the relevant operator
in accordance with the national policy [3,28]. IMSIs therefore have geographi-
cal significance, and their use is typically managed by the network operator in
blocks. The combination of the MCC and the MNC can be used to uniquely
identify the home network of the IMSI. The MSIN is used by the operator to
identify the subscriber for billing and other operational purposes. Each IMSI
uniquely identifies the mobile user, as well as the user’s home network and home
country. The IMSI is stored in the USIM and is normally fixed. The elementary
file EFIMSI contains the value of the IMSI.

2.2 Proactive UICC

Proactive UICC is a service operating across the USIM-ME interface that pro-
vides a mechanism for a USIM to initiate an action to be taken by the ME.
It forms part of the USIM application toolkit [15]. The 2G predecessor of the
USIM, known as the SIM, supports a similar feature, known as proactive SIM,
part of the SIM application toolkit.

ETSI TS 102 221 [14] specifies that the ME must communicate with the USIM
using either the T= 0 or T=1 protocol, specified in ISO/IEC 7816-3 [19]. In both
cases the ME is always the master and thus initiates commands to the USIM; as
a result there is no mechanism for the USIM to initiate communications with the
ME. This limits the possibility of introducing new USIM features requiring the
support of the ME, as the ME needs to know in advance what actions it should
take. The proactive UICC service provides a mechanism that allows the USIM
to indicate to the ME, using a response to an ME-issued command, that it has
some information to send. The USIM achieves this by including a special status
byte in the response application protocol data unit. The ME is then required
to issue the FETCH command to find out what the information is [16]. To
avoid cross-phase compatibility problems, this service is only permitted to be
used between a proactive UICC and an ME that supports the proactive UICC
feature. The fact that an ME supports proactive UICC is revealed when it sends
a TERMINAL PROFILE command during UICC initialization.

The USIM can make a variety of requests using the proactive UICC service.
Examples include: requesting the ME to display USIM-provided text, notifying
the ME of changes to EF(s), and providing local information from the ME to
the USIM [16]. The command of interest here is REFRESH. The REFRESH
command requests the ME to carry out an initialisation procedure, or advises
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the ME that the contents of EF(s) have been changed. The command also makes
it possible to restart the session by performing a reset [16].

2.3 The AKA Protocol

The AKA protocol is at the core of mobile telephony air interface security, and
is regularly performed between the visited network and the UE. The involved
parties are the home network (that issued the USIM), the serving network, and
the UE. The AuC of the home network generates authentication vectors (used
by the serving network in AKA) and sends them to the serving network. In the
schemes proposed in Sects. 6 and 7, we use the RAND value in an authentication
vector in a novel way for management of multiple IMSIs.

The AKA protocol starts with the serving network sending a user authen-
tication request to the UE. The UE checks the validity of this request (thereby
authenticating the network), and then sends a user authentication response. The
serving network checks this response to authenticate the UE. As a result, if suc-
cessful, the UE and the network have authenticated each other, and at the same
time they establish two shared secret keys.

In order to participate in the protocol, the UE, in fact the USIM installed
inside the UE, must possess two values:

– a long term secret key K, known only to the USIM and to the USIM’s home
network, and

– a sequence number SQN, maintained by both the USIM and the home net-
work.

The key K never leaves the USIM, and the values of K and SQN are pro-
tected by the USIM’s physical security features.

The 48-bit sequence number SQN enables the UE to verify the ‘freshness’
of the user authentication request. More specifically, the request message con-
tains two values: RAND and AUTN, where RAND is a 128-bit random number
generated by the home network, and the 128-bit AUTN consists of the concate-
nation of three values: SQN⊕AK (48 bits), AMF (16 bits), and MAC (64 bits).
The MAC is a message authentication code (or tag) computed as a function of
RAND, SQN, AMF, and the long term secret key K, using a MAC algorithm
known as f1. The value AK is computed as a function of K and RAND, using
a cipher mask generating function known as f5. The AK functions as a means
of encrypting SQN ; this is necessary since, if sent in cleartext, the SQN value
would potentially compromise user identity confidentiality, given that the value
of SQN is USIM-specific.

On receipt of these two values, the USIM uses the received RAND, along
with its stored value of K, to regenerate the value of AK, which it can then use
to recover SQN. It next uses its stored key K, together with the received values
of RAND, SQN, and AMF, in function f1 to regenerate MAC (see Fig. 2); if
the newly computed value agrees with the value received in AUTN then the
first stage of authentication has succeeded. The USIM next checks that SQN is
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Fig. 2. Computation of AKA key values at the USIM

a ‘new’ value; if so it updates its stored SQN value and the network has been
authenticated.

If authentication succeeds, the USIM computes another message authentica-
tion code, called RES, from K and RAND using a distinct MAC function f2,
and sends it to the network as part of the user authentication response. If this
RES agrees with the value expected by the network then the UE is deemed
authenticated.

3 User Privacy Threats

In a mobile telephony context, a user identity can be any of the mobile number
or the IMSI of a USIM, or the international mobile station equipment identity
(IMEI) of an ME. Of these various identities, the IMSI is used to identify the
subscriber for authentication and access provision; limiting the degree to which
its use compromises user privacy is the main focus of this paper. When a sub-
scriber is roaming, i.e. accessing service from a network other than its home
network, the IMSI is sent from the UE via the visited network to the home net-
work. Since the IMSI is a permanent user identity, the air interface protocols are
designed to minimise the number of circumstances in which it is sent across the
air interface.

Clearly, providing user privacy requires that the permanent user identity
cannot be intercepted when sent across the radio link. A level of identity con-
fidentiality is provided by use of the TMSI instead of the IMSI. However, on
certain occasions a UE needs to send its IMSI across the air interface in clear-
text. One such case is when a UE is switched on and wishes to connect to a
new network, and hence will not have an assigned TMSI [23]. Another case is
where the serving network is unable to identify the IMSI from the TMSI [17].
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An active adversary can intentionally simulate one of these scenarios to force
a UE to transfer its IMSI in cleartext. Moreover, several further scenarios have
been identified [6,7,11,31] in which user identity privacy is at significant risk. In
this paper, we address this privacy threat.

4 Threat Model

The schemes we propose in this paper are designed to address real-life threats to
user privacy in 3G networks. In particular we have already observed that there
are circumstances in which an adversary can cause a UE to send its IMSI across
the network in plaintext. This is the threat we aim to mitigate by reducing the
impact of IMSI compromise. That is, although the possibility of IMSI compro-
mise remains unchanged, we propose making the IMSI a short term identity and
hence prevent the compromise of a long-term user identity. In doing so we must
also ensure that two different IMSIs for the same UE are not linkable, at least
via the network protocol. This issue is examined further in Sect. 9.1.

In designing our schemes we make the underlying assumption that AKA is
sound, and provides mutually authenticated key establishment. We also implic-
itly assume that the USIM and the network have not been compromised by other
means. Of course, if these assumptions are false, then very serious threats exist
to both user privacy and security. Since we assume that AKA is secure, and no
changes are made to its operation, we do not need to re-examine its security for
the schemes discussed here. The main risk introduced by use of the multiple-IMSI
schemes we propose is the possibility of loss of IMSI synchronisation between
UE and home network, and this issue is addressed in Sect. 9.2.

It is important to note that two of the three schemes we describe rely on
using the RAND sent as part of the AKA protocol as a means of signalling from
the home network to the USIM. From our assumption regarding the security of
AKA, we can assume that this provides an authenticated channel with replay
detection. This is fundamental to the schemes presented in Sects. 6.2 and 7.

5 A Pseudonymity Approach

We consider here the possible use of multiple IMSIs for a single account to pro-
vide a form of pseudonymity on the air interface, even when it is necessary to
send the IMSI in cleartext. The use of multiple IMSIs is described here using
3G terminology, but a precisely analogous approach would apply equally to both
GSM and LTE systems. However, while all the techniques for IMSI distribution
specified in Sects. 6 and 7 would also work for LTE, only the scheme described in
Sect. 6.1 would work for GSM, since the other two schemes rely on UE authen-
tication of the network which is not provided in GSM.

At present, a USIM holds one IMSI along with other subscription and network
parameters. We propose that a USIM and the home network support the use
of varying IMSIs for a single user account, in such a way that no modification
is required to the operation of any intermediate entities, notably the visited
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(serving) network and the ME itself. This allows the provision of a more robust
form of pseudonymity without making any changes to the air interface protocol.
In this section we consider how a change of IMSI can be made.

The following issues need to be addressed to allow use of multiple IMSIs.
– Transferring IMSIs. Clearly, before a USIM switches to a new IMSI, it must

be present in the USIM and in the database of the home network. Also,
new IMSIs must always be chosen by the home network to avoid the same
IMSI being assigned to two different USIMs. This requires a direct means
of communication between the home network and the USIM (which must
be transparent to the serving network and the ME, since our objective is to
enable changing of an IMSI without making any changes to existing deployed
equipments). In Sects. 6 and 7 we describe in detail two different strategies for
transferring IMSIs from the home network to a USIM.

– Initiating an IMSI change. Clearly the IMSI needs to be changed in such a way
that both the home network and the USIM know at all times which IMSI is
being used, and the home network always knows the correspondence between
the IMSI being used by the USIM and the user account. An IMSI change
can be triggered either by the USIM or by the home network, as we describe
below. However, use of a new IMSI is always implemented by the USIM, since
it is the appearance of a mobile device in a network using a particular IMSI
which causes a request to be sent by the serving network for authentication
information for use in the AKA protocol. That is, when the ME sends an IMSI
to the serving network, it is forwarded to the home network. Once the home
network sees the ‘new’ IMSI it knows that an IMSI change has occurred and
can act accordingly.

This requires that the home network knows that both the previously used
IMSI and the ‘new’ IMSI belong to the same account. This will require some
minor changes to the operation of the home network’s account database, i.e.
to allow more than one IMSI to point to a single account. However, this does
not seem likely be a major problem in practice.

– Triggering an IMSI change. Whether the USIM or the home network is respon-
sible for initiating a change of IMSI, logic needs to be implemented to cause
such a change to take place. Regardless of whether the USIM or the home net-
work makes the decision, logic needs to be in place in the USIM either to make
the decision or to receive the instruction to make the change from the home
network; for convenience we refer to this logic as an application, although this
is not intended to constrain how it is implemented. The decision-making logic
could take account of external factors, including, for example, the elapsed time
or the number of AKA interactions since the last change; indeed, if the ME
included an appropriate user-facing application, then it might also be possible
to allow user-initiated changes. Of course, if the home network is responsible for
triggering the change of IMSI, then it needs a means of communicating its deci-
sion to the USIM that is transparent to the existing infrastructure, including
the serving network and the ME. This issue is addressed in Sects. 6 and 7.

– Rate of change of IMSI. The rate of change of IMSI will clearly be decided by
the USIM-issuing network (which equips the USIM with the IMSI-changing
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application). We observe in this context that Sect. 4.2.2 of ETSI TS 131 102
[12] recommends that IMSI updates should not occur frequently. The rate
of change of an IMSI could be determined by the customer contract with
the issuing network; for example, a USIM which changes its IMSI frequently
might cost more than a fixed-IMSI USIM (or one that only changes its IMSI
occasionally), and could be marketed as a special ‘high-privacy’ service.

– Implementing an IMSI change. A mechanism will be required for the USIM to
indicate to the ME that the IMSI has changed. We propose that this should
be achieved by the following steps.
1. As noted in Sect. 2.1, the IMSI is contained in the elementary file EFIMSI .

When the USIM wishes to change the IMSI, it first updates this file accord-
ingly.

2. At the first opportunity, the USIM uses the proactive UICC status byte
to indicate to the ME that it wishes to issue a command.

3. When the ME responds with a FETCH command, the USIM sends a
REFRESH command to the ME.

4. The REFRESH command causes the ME to read the EFIMSI file, allowing
it to discover the new IMSI. The next time that the ME needs to send its
IMSI to the serving network, it will send the new value.

As noted above, using multiple IMSIs requires a direct and transparent means
of communication between the home network and the USIM. The Unstructured
Supplementary Service Data (USSD) protocol appears at first sight to be a
possible channel for such communications. However, the protocol end points
are the home network and the ME, rather than the USIM. As such, it could only
be used for our purposes if the ME was aware of the multiple IMSI scheme, i.e.
the ME would need to be modified — contradicting our design objectives. As a
result we do not consider the use of USSD further here, although we note that it
might be possible to deploy a smart phone application which could provide the
necessary additional phone functionality, a possible avenue for future research.

6 Predefined Multiple IMSIs

Our first means of deploying multiple IMSIs involves a USIM being pre-equipped
with a number of IMSIs. These IMSIs are all associated with a single account
in the home network’s account database. Initially, one of the IMSIs is stored in
EFIMSI . We propose below two ways of initiating an IMSI change in this case.

6.1 USIM-Initiated IMSI Change

This is the simpler of the two approaches. We suppose the USIM has an appli-
cation that decides when to initiate an IMSI change. The new IMSI will clearly
need to be selected from the predefined list. How the list is used is a matter for
the issuing network. For example, the IMSIs could be used in cyclic order or at
random (or, more probably, pseudo-randomly). The USIM changes the IMSI to
the ‘new’ IMSI using the procedure described in Sect. 5.
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6.2 Network-Initiated IMSI Change

In this case, the home network decides when to trigger an IMSI change. The home
network will have a richer set of information to use to decide when to change IMSI
than the USIM. For example, the home network could change the IMSI whenever
the UE changes serving network or after a fixed number of calls.

As discussed in Sect. 5, when the home network decides to trigger an IMSI
change, it must, by some means, send an instruction to the USIM. We propose
to use the AKA protocol as the communications channel for this instruction.
More specifically, we propose using the value RAND of AKA to carry the signal.
The IMSI change procedure operates as follows (see also Fig. 3).

Fig. 3. IMSI change procedure for predefined multiple IMSIs

1. When the logic in the home network decides that an IMSI change is necessary,
a flag is set for the appropriate user account in the AuC database of the home
network.

2. Whenever the AuC generates authentication vectors for use in AKA, it checks
this flag to see if an IMSI change signal is to be embedded in the RAND value.
If so it resets the flag and executes the following steps (as in Fig. 3(a)).
(a) The AuC uses the MAC function f11 to generate a 64-bit MAC on the

subscriber’s current sequence number SQN using the subscriber’s long
term key K. We refer to this as the sequence-MAC or SMAC.

(b) The AuC generates a 64-bit random number R using the same process as
normally used to generate 128-bit RAND values.

(c) The AuC sets RAND to be the concatenation of the R and SMAC.
If an IMSI change signal is not required, the AuC generates RAND in the

normal way.
3. The AuC follows the standard steps to generate the authentication vector

from RAND, and sends the vector (including RAND) to the serving network.

Whenever the USIM receives an authentication request, it follows the usual
AKA steps. If the AKA procedure completes successfully, the USIM checks the
RAND in the following way (as shown in Fig. 3(b)).
1 For cryptographic cleanliness it should be ensured that the data string input for this

additional use of f1 can never be the same as the data string input to f1 for its
other uses; alternatively, a slight variant of f1 could be employed here.
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1. The USIM uses the received SQN and its stored key K to regenerate SMAC.
2. It compares the computed SMAC with the appropriate part of RAND.
3. If they do not agree then the USIM terminates the checking process. However,

if they agree then the USIM performs the next step.
4. The USIM selects a ‘new’ IMSI value from the stored list, and later changes

the IMSI accordingly using the procedure described in Sect. 5.

We next consider how IMSI changes will work in practice. There are two
cases to consider. If the home network is also the serving network then it could
potentially force an instance of AKA to occur at will, i.e. making the IMSI change
happen almost immediately. However, if the serving network is distinct from the
home network, then the home network can only send new authentication vectors
when requested by the serving network. Moreover, the serving network may delay
before using the supplied authentication vector in AKA. That is, there may be
a significant delay between the decision being made to change an IMSI and the
signal being sent to the USIM. In either case the phone may be switched off or
temporarily out of range of a base station, in which case there will inevitably be
some delay. However, regardless of the length of the delay in the signal reaching
the USIM (or even if it never reaches the USIM) there is no danger of loss of
IMSI synchronisation between the USIM and the home network, since the home
network will always keep the complete list of IMSIs allocated to the USIM.

We observe that there is always the chance that a randomly chosen RAND
will contain the ‘correct’ SMAC, leading to an unscheduled IMSI change by the
USIM. However, the probability of this occurring is 2−64, which is vanishingly
small. In any case, the occurrence of such an event would not have an adverse
impact, since the home network would always be aware of the link between the
new IMSI and the particular USIM.

Finally, an active interceptor could introduce its own RAND into the channel
to try to force an IMSI change. However, given that K is not compromised and
f1 has the properties required of a good MAC function, then no strategy better
than generating a random RAND will be available. Replays of old RAND values
will be detected and rejected as a normal part of AKA, at least for 3G and 4G
networks, which enable the USIM to check the freshness of an authentication
request. Finally, assuming the SMAC value is indistinguishable from a random
value, a standard assumption for MAC functions, then an eavesdropper will be
unable to determine when an IMSI change is being requested.

7 Modifiable Multiple IMSIs

The second proposed means of deploying multiple IMSIs involves distributing
new IMSI values from the home network to the USIM after its initial deployment,
where the home network will choose each new IMSI from its pool of unused
values. Such an approach clearly requires a means of communicating from the
home network directly to the USIM, and, analogously to the scheme proposed in
Sect. 6.2, we describe how the AKA protocol, and specifically the RAND value,
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can be used for this purpose. Before describing the details of the IMSI transfer
procedure, we describe some relatively minor changes which are required to the
operation of the home network in order to support the scheme.

– The home network must maintain a pool of unused IMSIs, enabling the AuC
to dynamically assign a new IMSI to an existing subscriber.

– For each subscriber account in its database, the home network must maintain
an IMSI-change flag indicating whether an IMSI change is under way. The
database must also hold up to two IMSIs for each subscriber; it will always
hold the current IMSI (with status allocated) and, if the IMSI-change flag is
set, it will also hold the new IMSI (with status in transit), where the possible
status values for an IMSI are discussed below. If use of the new IMSI is
observed then IMSI status changes are triggered (see below).

– The home network must manage the use of IMSIs so that no IMSI is assigned
to more than one subscriber at any one time. This can be achieved by main-
taining the status of each IMSI as one of allocated, free, or in transit. The set
of IMSIs with status free corresponds to the pool of available IMSIs, as above.
The status of an IMSI can be updated in the following ways.
• When the home network selects an available IMSI from the pool to allocate

to a USIM, the status is changed from free to in transit.
• When the home network receives implicit acknowledgement (in the form

of a request for authentication vectors for that IMSI from a network) of a
successful IMSI change, the home network changes the status of the IMSI
from in transit to allocated, and the status of the previously used IMSI for
that subscriber from allocated to free. In addition, the current IMSI for the
subscriber will be set equal to the new IMSI, the new IMSI will be set to
null, and the IMSI-change flag will be reset.

• A third case also needs to be considered, that is when an IMSI change
instruction never reaches the USIM. If this case is not addressed then
future IMSI changes for that USIM will be blocked. On the other hand,
making a decision to abandon an IMSI change could be disastrous, i.e. if
a USIM makes an IMSI change after the home network has terminated
this change (and changed the status of the ‘new’ IMSI back to free), then
the USIM could be rendered unusable. As a result we propose never to
abandon an IMSI change, and instead to resend the new IMSI as many
times as necessary until the change is accepted by the USIM. How this
works should be clear from the description below.

– If the home network is required to do so by its regulatory environment, e.g.
to support lawful interception, it can maintain a log of all the IMSIs assigned
to a particular subscriber for however long is required. It is in any case likely
to be necessary to retain this information for a period to enable processing of
billing records received from visited networks.

The details of the IMSI transfer procedure are as follows (see also Fig. 4).

1. When the logic in the home network decides that an IMSI transfer is nec-
essary for a particular subscriber, it must set the IMSI-change flag for that
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Fig. 4. IMSI change procedure for modifiable multiple IMSIs

subscriber. Observe that if an IMSI change is already under way then the flag
will already be set; in this case the flag is left as it is.

2. Whenever the AuC needs to generate authentication vectors for use in AKA,
it checks this flag to see if an IMSI transfer signal and a new IMSI are to
be embedded in the RAND value. If so it performs the following steps (as
shown in Fig. 4(a)). Note that this means that, once an IMSI change has been
initiated, the new IMSI will be embedded in all RAND values until evidence
of the successful changeover by the USIM has been observed.
(a) The AuC uses the MAC function f1 to generate a 64-bit MAC on the

subscriber’s current sequence number SQN using the subscriber’s long
term cryptographic key K. The generated MAC is referred to as the
SMAC.

(b) The AuC generates a 48-bit encryption key EK using the key generation
function f5. The function takes SQN as the data input and K as the key
input. Note that observations regarding cryptographic cleanliness and the
use here of functions f1 and f5, analogous to those given in Sect. 6.2 step
2(a), apply here.

(c) If the new IMSI field in the home network database entry for this sub-
scriber is non-null then a new IMSI has already been assigned, and it
is not necessary to choose another new value. Otherwise a new IMSI is
selected from the pool of unused IMSIs; the status of this IMSI is changed
from free to in transit and the new IMSI field in the database is given the
chosen value. We assume that the MCC and MNC of the IMSI are known
to the USIM (since they are fixed for this network operator) and hence
only the 9- or 10-digit MSIN needs to be sent embedded in RAND. The
MSIN is encoded as a 36- or 40-bit value using binary coded decimal, the
‘standard’ way of encoding IMSIs, and the result is padded to 48 bits by
an agreed padding scheme.

(d) The 48-bit MSIN block is XORed with the encryption key EK, and we
refer to the result as the concealed MSIN.

(e) The AuC generates a 16-bit random number R using the same process as
normally used to generate 128-bit RAND values.
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(f) The AuC sets RAND to be the concatenation of the concealed MSIN, R
and SMAC.

If an IMSI transfer is not required, the AuC generatesRAND in the normal way.
3. The AuC follows the standard steps to generate the authentication vector

from the RAND value, and sends it (including RAND) to the serving network.

On receipt of an authentication request, the USIM proceeds using the stan-
dard AKA procedure. After successful completion of the AKA protocol, the
USIM checks whether the challenge value contains an embedded IMSI in the
following way (as shown in Fig. 4(b)).

1. The USIM uses the received SQN and its stored long term key K to regenerate
SMAC.

2. It compares the computed SMAC with the appropriate part of RAND.
3. If they do not agree then the USIM terminates the checking process. However,

if they agree then the USIM performs the following steps.
(a) The USIM retrieves the concealed MSIN from RAND.
(b) The USIM regenerates the encryption key EK using f5 with the value of

SQN retrieved during the AKA processing and its long-term stored key
K as inputs.

(c) The EK is XORed with the concealed MSIN to recover the cleartext
encoded MSIN.

(d) The USIM generates the new IMSI by prefixing the decoded MSIN with
the MCC and MNC.

(e) The USIM checks whether the new IMSI is the same as the value it is
using already; this is essential since it may receive the change instruction
more than once. If they are the same it does nothing. If they are different
it keeps a record of the new IMSI and later updates its IMSI using the
procedure described in Sect. 5.

To reduce signalling costs, it appears to be standard practice for the AuC to
generate a small set of authentication vectors for provision to a serving network.
If the procedure specified above is followed to generate this set of vectors, and
an IMSI change is scheduled for the subscriber, then all the RAND values in the
set will contain an embedded concealed MSIN. Whilst this will cause minimal
additional overhead for the USIM, since RAND values are always checked for an
embedded SMAC value, it will have the benefit of maximising the chance that
the IMSI change will be performed by the USIM.

As discussed in Sect. 6.2, there may be a significant delay in the IMSI change
signal embedded in RAND reaching the USIM. However, this will not affect
IMSI synchronisation between the home network and the USIM since the home
network will not update the current IMSI entry in the subscriber database until
it receives a request for authentication vectors from a visited network using this
new IMSI. As discussed above, once a new IMSI has been assigned to a subscriber
(with the in transit status), every RAND generated for that USIM will contain
the embedded IMSI value until the success of the change has been observed.
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Finally, as in Sect. 6.2, there is the chance that a randomly chosen RAND
could contain a ‘correct’ SMAC, triggering an unauthorised IMSI change. How-
ever, the probability of such an event is vanishingly small, and certainly orders
of magnitude smaller than the probability of a USIM failure. We therefore do
not consider it further here.

8 Experimental Validation

Testing the schemes is challenging due to the unavailability of a test UMTS net-
work. However, the availability of the SIMtrace [1] hardware and the software
implementations of the Osmocom project [30] support testing of the necessary
modifications to the USIM. We used SIMtrace to trace USIM-ME communica-
tions, together with SysmoUSIM-SJS1 [2], a standards-compliant test UMTS
UICC card.

To validate the proposed modification to the USIM, we first ran an exper-
iment to update the IMSI value in the test USIM. Using a standard contact
smart card reader, smart card scripting tool, and a custom script we were able
to modify the IMSI value. The process is similar to updating any file in the USIM
file structure given the appropriate access grant. We subsequently developed a
SIM toolkit applet using the Java card framework and the packages included
with the 3GPP technical specification covering USIM API for Java card [5]. The
SIM toolkit applet was designed to use the REFRESH proactive command to
arrange for the ME to fetch the new IMSI. We chose to use the REFRESH
command, as the command is understood by all MEs which support proactive
commands. We tested the full range of modes of the REFRESH command [15],
i.e. USIM initialization and file change notification, file change notification, and
UICC reset.

We loaded the applet in the USIM to carry out further tests. We connected
the USIM and the ME to the SIMtrace device, which was connected to a laptop
to record the APDU commands exchanged between the USIM and the ME. We
observed that, when a REFRESH is executed in the USIM initialization and
file change notification mode, a series of read commands are issued by the ME.
Although the record of commands exchanged showed that the IMSI file is read,
because of our lack of a test UMTS environment we were unable to confirm that
the read operation actually updated the IMSI value stored in the ME. When the
mode is changed to UICC reset, the ME simply restarted its session, as expected.
These observations confirmed that, if the REFRESH command is used in the
UICC reset mode, the ME is made aware of the new IMSI. As a result, all future
authentication procedures performed by the UE will use the new IMSI, which
will have the effect of notifying the home network of use of the new IMSI.

During the experiments, we tested a range of standard MEs, all of which
support the proactive command. As mentioned earlier, due to the unavailabil-
ity of a test UMTS network we were unable to implement the modified home
network. However the changes required at the home network are purely minor
software changes to the operation of the AuC database, which should not require
significant additional computing resource.
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9 Analysis

The above proposals raise privacy and availability issues, which we now discuss.

9.1 User Privacy

The use of multiple IMSIs does not provide a complete solution to user identity
confidentiality. While in use, the IMSI still functions as a pseudonym, potentially
enabling the interactions of a single phone to be tracked for a period; of course,
this is always true for any mobile network when a subscriber resides in a single
location area, even where only a privacy-preserving TMSI is used. Of course,
the more frequently IMSIs are changed the less the impact of possible tracking,
but frequent IMSI changes have an overhead in terms of database management.
The use of a predefined set of IMSIs further restricts the degree of user identity
confidentiality protection. In this case, over a period of time it might be possible
for an eavesdropper to link at least some of the fixed IMSIs.

The design of the schemes ensures an eavesdropper is unable to infer any
confidential information from the value of RAND. As discussed in Sects. 6.2
and 7, in schemes where the RAND is used to signal to the USIM, the RAND
is constructed so that it is indistinguishable from a truly random value; this
is based on the assumption that a MAC generated using f1 and a data string
encrypted using the output from f5 are indistinguishable from random data.
Moreover, in the scheme described in Sect. 7 where the IMSI is sent embedded
in RAND, the IMSI (actually the MSIN) is encrypted to prevent an eavesdropper
observing it.

Overall the IMSI-changing proposal can be seen as allowing a trade-off
between user privacy and the cost of implementing frequent IMSI changes.

9.2 IMSI Synchronisation

If, in the modifiable multiple IMSIs case, an active adversary is able to persuade
the USIM to change its IMSI to an unauthorised value, then the USIM (and
the UE) will cease to be able to access the network. It is therefore essential that
robust cryptographic (and other) means are used to guarantee the correctness
and timeliness of the new IMSI.

In the predefined IMSIs schemes described in Sect. 6, loss of synchronisation
cannot arise, as even if the USIM is persuaded to make an unauthorised change
the new IMSI will be known to the home network. In any event, as argued in
Sect. 6.2, the probability of such an event is vanishingly small.

Loss of synchronisation appears to be a more significant threat in the case
where new IMSIs are sent embedded in the RAND value, as in the scheme
described in Sect. 7. However, as discussed there, for similar arguments to those
given in Sect. 6.2, the probability of a random RAND giving a correct SMAC is
negligible. Also, malicious changes to a valid RAND, e.g. involving changing the
encrypted MSIN whilst leaving the SMAC unchanged, will be detected by the
AKA network authentication process.
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10 Related Work

To the best of our knowledge, no user privacy enhancing scheme for mobile
telephony has previously been proposed that does not require changes to the
existing network infrastructure, i.e. the serving network and/or the mobile equip-
ment. While other authors observe that significant changes to widely deployed
infrastructure are unlikely to be feasible [8,22], realistic and practical propos-
als have not been made. Choudhury et al. [8] proposed a scheme to improve
user identity confidentiality in the LTE network. Their scheme involves signifi-
cant changes to the air interface protocol. They propose the use of a frequently
changing dynamic mobile subscriber identity (DMSI) instead of the IMSI across
the air interface. The DMSI is constructed by concatenation of the MCC, MNC,
a random number chosen by the mobile operator, and a 128-bit encrypted ver-
sion of the chosen random number. As a result, the structure of the DMSI
differs significantly from the structure of the IMSI. The DMSI is updated on
every run of the authentication. The DMSIs are managed by the home network
and the USIM. However, the use of the DMSI imposes changes in the protocol
messages, mobile equipment, and the serving network. Table 1 summarises the
change impact of this scheme, where a ‘Yes’ indicates that changes are required
to the indicated part of the system.

Køien [22] has recently proposed a privacy enhanced mutual authentication
scheme for LTE. Although the author claims to use existing signalling mech-
anisms, the author introduces identity-based encryption to encrypt the IMSI
when sent across the air interface. The scheme does not introduce any new sys-
tem entities, but does make significant changes in system operation. The scheme
suggests that the ME generates a public key ID computed from the home network
ID, serving network ID, and an agreed expiry value, where the home network
computes the corresponding private key. The serving network broadcasts the key
components of the public ID to its subscribers. Moreover, a mobile device needs
to generate a random number to be used in encryption. All these functional
components require major modification to the mobile device. The home network
shares the private key with the serving network as the key is used by the serving
network to decrypt the encrypted IMSI. A serving network has to maintain indi-
vidual private keys for each home network. In the event of updating the public
key ID for any serving network, all partner home networks need to recompute
the private key and ensure a secure exchange of keys. This will introduce new
signalling messages into the core network. As a result it appears that the scheme
is not easily deployable as it is not transparent to the mobile equipment or the
serving network. Thus the privacy-protecting enhancements to the system come
at the cost of significant modifications to all the major elements of the system;
it is therefore more appropriate to consider it as a proposal for a future network.
Table 1 summarises the change impact of the Køien scheme.

Sung et al. [26] have proposed a scheme to provide location privacy which
uses multiple IMSIs for a single (U)SIM in some ways similar to our proposal.
However, it involves an additional party in its operation, needs support by the
ME, and requires wireless data connectivity for sending and receiving calls. The
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Table 1. Comparison of change impact of the proposed scheme with other proposals

Domain/Proposal Choudhury et al. [8] Køien [22] Our proposal

USIM Yes Yes Yes

Mobile equipment Yes Yes No

Signaling message Yes Yes No

Serving network Yes Yes No

Home network Yes Yes Yes

threat model is also very different, in that the home network is a potential
adversary. The scheme employs phones without a local SIM; instead the phone’s
software retrieves a virtual SIM offered by an Internet-accessible third party,
which is used for a limited period and paid for using an anonymous Internet
payment system where messages are sent via Tor.

Tagg and Campbell [27] describe a scheme to use multiple IMSIs for multi-
ple networks with a single USIM. Their scheme involves the use of an update
server to provide a suitable IMSI as and when it is required. The objective is
to avoid roaming charges by dynamically switching network provider. Marsden
and Marshall [24] propose a similar approach. The focus of their work is thus
very different to the schemes described above; they also do not provide a means
of transferring new IMSIs transparently to a USIM.

Dupré [10] presents a process to control a subscriber identity module (SIM)
for mobile phone systems. Generic guidance regarding the transmission of control
information from the network to the SIM is provided. The schemes described in
this paper extend Dupré’s idea in a more concrete way.

11 Conclusions

In this paper we propose two general approaches to using multiple IMSIs
for a mobile telephony subscriber. The goal of these proposals is to improve
user privacy by reducing the impact of IMSI disclosure on the air interface.
The approaches do not require any changes to the existing deployed network
infrastructures, i.e. to the serving network, air interface protocols or mobile
devices. The overhead introduced is modest and should be feasible to manage in
real-world networks. One major advantage is that the proposed schemes could
be deployed immediately since they are completely transparent to the existing
mobile telephony infrastructure.

The proposed schemes provide a form of pseudonymity on the air interface,
even when it is necessary to send the IMSI in cleartext. The schemes reduce the
impact of user privacy threats arising from IMSI capture.

Future work could include setting reliable rules for triggering an IMSI change.
A formal security analysis of the complete proposal could provide additional
confidence in its robustness.
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Abstract. A number of approaches to the automatic generation of IPv6
addresses have been proposed with the goal of preserving the privacy of
IPv6 hosts. However, existing schemes for address autoconfiguration do
not adequately consider the full context in which they might be imple-
mented, in particular the impact of low quality random number gener-
ation. This can have a fundamental impact on the privacy property of
unlinkability, one of the design goals of a number of IPv6 address auto-
configuration schemes. In this paper, the potential shortcomings of pre-
viously proposed approaches to address autoconfiguration are analysed
in detail, focussing on what happens when the assumption of strong ran-
domness does not hold. Practical improvements are introduced, designed
to address the identified issues by making the random generation require-
ments more explicit, and by incorporating measures into the schemes
designed to ensure adequate randomness is used.

1 Introduction

The move from IPv4 to IPv6 brings with it a range of challenging security and
privacy issues. Of course, the vastly larger address space of IPv6 is a huge advan-
tage, allowing the use of globally unique identifiers for all Internet-connected
devices. However, this very advantage brings with it possible user privacy prob-
lems [1].

That is, if each device has a long-term and globally unique identifier, then use
of this identifier enables devices to be tracked. As stated in RFC 4941 [1], if part
of the IPv6 address remains fixed then privacy problems arise for mobile devices,
since the fixed part of the address can be used to track use of a particular device
across networks.

This privacy threat has become increasingly serious with the proliferation of
network-enabled personal devices, including phones and tablets. That is, tracking
of IP addresses on such devices could enable the movements and activities of a
single user to be recorded. This threat will become even more apparent as an
increasing variety of devices become IP-enabled, particularly with the emergence
of the Internet of Things (IoT).

As a result, a method is needed to enable devices to generate new unique IPv6
addresses on a regular basis with the property that pairs of addresses generated
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by the same device are unlinkable. That is, given two IPv6 addresses generated
by the method, it should not be possible for a third party to learn anything from
the addresses themselves regarding whether or not they belong to the same or
distinct devices.

Of course, there is already a substantial body of work addressing this prob-
lem, including RFC 4941 [1], discussed further in Sect. 2 below. However, as we
discuss in this paper, there are serious practical problems with all the existing
approaches. In essence, the existing solutions all depend on the availability of
either high quality random bit streams or long-term state (or both) within the
device generating its own IPv6 addresses. Meeting these requirements could be
very challenging in certain classes of device, particularly those small portable
platforms for which the privacy threat may well be greatest. As a result, new
solutions are required which can work on a wide variety of platforms while still
providing acceptable levels of address privacy.

In this paper, as well as pointing out the scale and scope of the ‘random-
ness’ problems with the prior art, we make a detailed proposal for the use of
randomness in the existing address generation schemes. The solutions proposed
are designed to be readily implemented on current platforms, and should enable
significant improvements in the level of privacy offered by the various approaches
to dynamic IP address generation.

The remainder of this paper is structured as follows. Section 2 describes pre-
vious work on IPv6 autoconfiguration, focussing on proposals for addressing the
privacy issue. The limitations of previous approaches are considered in Sect. 3,
which leads to Sect. 4 in which new approaches to IPv6 address autoconfigura-
tion are explored. Section 5 summarises the main findings and recommendations,
and notes possible directions for future work.

2 Background

2.1 Stateless Address Autoconfiguration (SLAAC)

An IPv6 address is a 128-bit identifier [2] for a specific network interface within
a device (referred to as a host throughout). That is, a network interface cannot
communicate in an IPv6 network unless it has one or more suitably configured
IPv6 addresses. Hosts may need to automatically generate (autoconfigure) their
own IPv6 addresses. This need is addressed by the IPv6 Stateless Address Auto-
configuration protocol, or SLAAC, specified in RFC 4862 [3]. SLAAC involves
a host first generating a global address via stateless address autoconfiguration,
and then using the Duplicate Address Detection (DAD) procedure to verify the
local uniqueness of the global address. The mechanism ‘allows a host to generate
its own [global] addresses using a combination of locally available information
and information advertised by routers’.

SLAAC operates in the following general way. A router advertises a 64-bit
prefix that identifies the subnet to which the host is attached. The host then gen-
erates a 64-bit interface identifier, uniquely identifying the host on the subnet.
The 128-bit IPv6 address is simply the concatenation of these two values.
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The source of the interface identifier, which must be in modified EUI-64
format [2], will depend on the underlying link-layer protocol. In many cases,
an interface’s identifier will be derived directly from that interface’s link-layer
address [2]. For example, it may be derived from an IEEE 802 48-bit MAC layer
address.

This approach is appropriate ‘when a site is not particularly concerned with
the exact addresses hosts use, so long as they are unique and properly routable’.
SLAAC is an alternative to the Dynamic Host Configuration Protocol for IPv6
(DHCPv6) [4], appropriate when a site requires tighter control over exact address
assignments.

2.2 Privacy Extensions to SLAAC

We first observe that, although the first 64 bits of a SLAAC-generated address
will change when a host switches subnets, the last 64 bits will stay constant, since
they are generated from a fixed interface identifier. This issue has motivated the
development of RFC 4941 [1]. As stated in Sect. 2.3 of this RFC, problems arise
if the interface identifier contained within the IPv6 address remains fixed and,
in such a case, ‘the interface identifier can be used to track the movement and
usage of a particular machine’ (this threat is, of course, particularly relevant
to mobile devices). More detailed discussions of the privacy issues arising from
the use of SLAAC are provided in Sect. 1 of Gont [5] and in Cooper, Gont and
Thaler [6].

The goal of RFC 4941 is to describe methods for a host to automatically
generate IPv6 addresses that change over time and which cannot be linked to
each other, thereby giving a level of pseudonymity to a host. The focus of RFC
4941 is on the case where the interface identifier used in SLAAC is generated
from a fixed IEEE MAC layer address. RFC 4941 seeks to propose new methods
for address generation that minimise the changes to SLAAC, and that enable a
sequence of apparently random addresses to be generated. RFC 4941 addresses
are expected to be used for a ‘short period of time (hours to days)’ ([1], Sect. 3).

The main change to SLAAC is to replace the fixed interface identifier with
a randomised value. Two approaches are described for generating such a ran-
domised identifier.

1. Method 1 (When stable storage is present). As the title suggests, this app-
roach assumes that the software responsible for generating the randomised
interface identifiers has access to a means of storing changeable data long-
term. More specifically, the scheme requires the storage of a 64-bit history
value H. The scheme also requires the software to have access to a 64-bit ran-
dom value which is used to initialise the history value. It is further assumed
that the 64-bit fixed interface identifier I is available, e.g. as derived from the
MAC layer address.

Whenever a new randomised interface identifier is required, the following
steps are performed.
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(a) Compute V = h(H||I), where h is the MD5 cryptographic hash function
[7], and here, as throughout, || denotes concatenation of bit-strings. Hence
V is a 128-bit value.

(b) Set the new history value H to be the rightmost 64 bits of V, and store
this value.

(c) Let J be the leftmost 64 bits of V, after setting the 7th bit (counting from
the left) to zero to indicate an address of local significance only.

(d) Compare J against a list of reserved interface identifiers and those already
assigned to an address on the host (on a different network interface). If
J matches a forbidden address then restart the process; otherwise use J
as the randomised interface identifier.

The use of MD5 is not mandatory; that is, h could be instantiated as any
other suitable cryptographic hash function with an output length of at least
128 bits (longer output lengths can be truncated).

2. Method 2 (In the absence of stable storage). In this case it is proposed that
the interface identifier can simply be generated ‘at random’. No method is
specified for random generation, although it is suggested that host-specific
configuration information (such as a user identity, security keys, and/or serial
numbers) could be concatenated with random data and input to MD5 to
generate the interface identifier.

2.3 The Gont Approach

Gont [5] notes that temporary addresses, as proposed in RFC 4941, bring dif-
ficulties. From a network management perspective, ‘they tend to increase the
complexity of event logging, trouble-shooting, enforcement of access controls and
quality of service, etc. As a result, some organizations disable the use of tempo-
rary addresses even at the expense of reduced privacy [8]. Temporary addresses
may also result in increased implementation complexity, which might not be
possible or desirable in some implementations (e.g., some embedded devices)’.

As a result, Gont [5] proposes another approach to generating user-privacy-
protecting interface identifiers. This scheme generates interface identifiers that
are stable within a subnet, but which vary between subnets. That is, when
a host migrates from one subnet to another, both the first and second 64-bit
components of the IPv6 address change, preventing tracking of hosts as they
migrate. As with the RFC 4941 scheme, it is intended that a generated interface
identifier cannot be linked to a long-term host identifier (such as the SLAAC
interface identifier).

Use of the scheme requires choice of a pseudorandom function f giving a 64-
bit output that must be difficult to invert. The choice for f is not mandated, but
it is suggested that it could be computed by taking the 64 least significant bits
of the output of SHA-1 or SHA-256 [9]. The scheme also requires the address-
generating software to have access to a host-unique secret key K (of length at
least 128 bits), which is chosen at random at system installation time. It is
further assumed that, as in RFC 4941, a fixed network interface identifier I is
available, e.g. as derived from the MAC layer address. The scheme then operates
as follows.
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1. Compute J = f(P ||I||N ||D||K), where f , I and K are as above, P is the
64-bit SLAAC prefix, e.g. as obtained from a router advertisement message,
N is an identifier for the network interface for the generated identifier, and
D is a counter used to resolve DAD conflicts (initialised to zero every time
this process is run). Hence J is a 64-bit value.

2. Compare J against a list of reserved interface identifiers and those already
assigned to an address on the host (on a different network interface). Also
perform DAD. If J matches a forbidden address or DAD fails then increment
D and restart the process; otherwise use J as the subnet-specific interface
identifier.

Including P in the computation ensures that J is subnet-specific; similarly,
including N ensures, with high probability, that different network interfaces on
the same host have different values of J .

2.4 The Rafiee-Meinel Scheme

In a recent paper, Rafiee and Meinel [10] propose yet another approach to
randomised interface identifier generation. They reject the Gont approach (see
Sect. 2.3) on the basis that fixing the interface identifier for a given subnet is
potentially privacy-compromising, since all accesses to this subnet will be track-
able. They also criticise method 1 of RFC 4941 [1] on the basis that stable storage
may not be available.

The Rafiee-Meinel scheme can be regarded as a specific instantiation of
method 2 of RFC 4941, i.e. it is a specific method of generating randomised
interface identifiers that does not make use of stable storage. It assumes that
the system generating the identifier has access to the current system time T
in the form of a 64-bit integer denoting the number of milliseconds since the
beginning of 1970. The scheme operates as follows.

1. Generate a 128-bit random value R.
2. Compute V = h(R||T ||P ), where T is a timestamp (as above), P is the 64-bit

subnet prefix, e.g. as obtained from a router advertisement message, and h is
SHA-256 [9]. V is thus a 256-bit value.

3. Let J be the leftmost 64 bits of V .
4. Perform DAD. If DAD fails then increment R and restart the process; other-

wise use J as the subnet-specific interface identifier.

2.5 Other Schemes

Before proceeding we also briefly mention two other papers which describe IPv6
address generation schemes which are apparently relevant. Al’Sadeh, Rafiee and
Meinel [11] and Rafiee and Meinel [12] describe modified versions of Crypto-
graphically Generated Addresses (CGA) [13] designed to address the privacy
problem discussed above. CGA is a method of generating 64-bit IPv6 interface
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identifiers designed to enable a host that owns an identifier to prove its owner-
ship. To use CGA, a host must generate an asymmetric signature key pair and
then calculate the interface identifier as a SHA-1 hash of the public key and
certain other parameters. If a third party challenges the host to prove ownership
of the identifier, the host can release both the public key and a signature on a
third-party-provided challenge created using the signature key.

Clearly CGA-generated interface identifiers are, by definition, random in
appearance, and hence appear to address the privacy issue. Thus regular use of
CGA would provide ‘unlinkable’ short-term IPv6 addresses. However, the gen-
eration of a key pair is a non-trivial operation, and it would seem that the only
reason to adopt such an approach is if the security provided by CGA is required.
Of course, improvements in the efficiency of CGA (as claimed in the two papers
referred to above) are welcome, but do not change this conclusion. Thus, since
the resource requirements of implementing CGA limit its applicability as a gen-
eral solution, we do not consider CGA, and variants thereof, further here.

2.6 A Summary

If we ignore the CGA variants, three basic approaches have been proposed to
generate privacy-protecting interface identifiers:

– RFC 4941 [1] method 1, which enables the generation of a sequence of ran-
domised interface identifiers based on an initial random value;

– RFC 4941 method 2, including a specific instance due to Rafiee and Meinel [10],
which enables the generation of a sequence of random identifiers based on ‘one
off’ random values;

– the approach due to Gont [5] which involves the generation of fixed, but
unlinkable, subnet-specific interface identifiers.

3 Practical Limitations to Privacy

In practice the schemes we have described all have potential shortcomings arising
from poor use of randomness. Before analysing the individual schemes we first
consider the use and abuse of random values.

3.1 Use of Randomness

Perhaps the first question that springs to mind when considering the prior art
is ‘Why not just generate interface identifiers at random?’ Indeed, the tech-
niques we have described all, to some extent at least, require the generation
of random numbers. This issue is addressed in 3.2.1 of RFC 4941 [1], where it
is stated that ‘In practice, however, generating truly random numbers can be
tricky. Use of a history value [as in method 1] is intended to avoid the particular
scenario where two nodes generate the same randomized interface identifier, both
detect the situation via DAD, but then proceed to generate identical randomized
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interface identifiers via the same (flawed) random number generation algorithm.
The above algorithm avoids this problem by having the interface identifier (which
will often be globally unique) used in the calculation that generates subsequent
randomized interface identifiers’.

That is, the authors of the RFC were very well aware of the difficulties of
generating random values, and the possibility that, in practice, a flawed random
number generator might be used. Examining the various proposals in more detail,
it is clear that in no case are precise instructions provided covering how to
generate the necessary random values.

– The specifications of the two methods in RFC 4941 simply contain pointers to
RFC 4086 [14] for guidance on how to generate random values. RFC 4086 cer-
tainly contains much excellent advice, but does not contain a specific proposal
for a random number generator.

– Exactly the same situation holds for Gont [5], who simply refers to RFC 4086
for advice on generating random values.

– Rafiee and Meinel [10] do not address the issue of randomness generation
at all.

In the absence of very clear and specific instructions on how random num-
bers must be generated, or at least a reference to such instructions, there is
a great danger that implementers will choose simple, but ineffective, methods
for ‘random’ number generation. Certainly, past experience suggests that imple-
menters cannot be relied upon to make good security decisions, particularly when
called upon to generate random values. Examples demonstrating this include the
following.

– After conducting a large scale survey of RSA public keys, Lenstra et al.
[15] showed that a small but significant proportion offered no security what-
ever; specifically, 12720 of 4.7 million sampled RSA moduli had a single large
prime factor in common. Moreover, ‘of 6.4 million distinct RSA moduli, 71052
(1.1 %) occur more than once, some of them thousands of times’. This could
only occur because the RSA key generation software used by significant num-
bers of users makes very poor use of ‘randomness’.

– Bond et al. [16] have shown that many EMV (chip and PIN) terminals have
a very worrying defect. The EMV protocol requires the terminal to send an
‘unpredictable number’ to a payment card, which is then used to compute
a response to the terminal; the terminal uses this response to authenticate
the card, with the unpredictable number being a guarantee of the response’s
freshness. However, in practice, many terminals (including those from highly
reputable manufacturers) generate this unpredictable number in a very pre-
dictable way, i.e. very little genuine randomness is involved, meaning that
security vulnerabilities result.

– In fact, even when security specifications are apparently precise, implementers
cannot be relied upon to implement security correctly. As part of research into
the security of IPsec, Degabriele and Paterson [17] looked at six open source
IPsec implementations, including those for Linux, FreeBSD and OpenSolaris.
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Their surprising, and very worrying, finding was that not one of them correctly
implemented a security-critical part of the protocol. Further evidence of poor
use of security specifications has been provided by two separate recent studies
[18,19], which have shown that a wide range of serious vulnerabilities can be
found in SSL implementations.

This experience suggests that specifications of security protocols need to be
absolutely explicit about measures to be taken by implementers. Providing point-
ers to good advice is not enough.

As a result of the lack of clear specifications of randomness generation in all
the schemes we have examined, there is a danger that the unlinkability property
of addresses generated by these schemes will be compromised. We examine each
of the schemes in greater detail below, following the ordering given in Sect. 2.6
above.

3.2 Privacy Goals

Before analysing the effectiveness of the various schemes, it is important to
understand their privacy goals. The two methods proposed in RFC 4941 and
the Rafiee-Meinel scheme all aim to provide a degree of privacy protection both
within a subnet and between subnets. That is, they provide a means of generating
pseudonymous addresses for devices so that no two addresses can be linked either
when they are used on the same subnet or when used on different subnets. Of
course the degree of privacy obtained from these approaches will depend on a
range of other factors, including how long an address is used, but these are
outside the scope of the discussion here — that is we focus here purely on the
linkability of addresses.

The privacy goal of the other scheme we examine, namely the Gont scheme,
is rather different. It proposes use of a fixed address on each subnet, and the
only privacy goal is unlinkability of addresses used on different subnets.

In the remainder of this section we consider for each scheme the degree to
which its privacy goals are met, and in the next section we consider how the
various schemes can be improved to try to more effectively meet their goals.

3.3 RFC 4941 Method 1

The provision of privacy of this scheme clearly relies on the initial assignment
of a random value to H. In RFC 4941 it is simply stated that the the initial
history value should be hard to guess, and a reference to RFC 4086 is given. All
the randomised interface identifiers J are derived as a function of H and I (the
fixed interface identifier, e.g. derived from the MAC address).

If the initial value of H has full 64-bit entropy, i.e. it is a 64-bit truly random
value, and we assume that h is one-way (and, despite its shortcomings with
respect to collisions, MD5 is not known to be not one-way), then the scheme
appears secure, assuming that a search of size 263 is infeasible.
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However, if H has much less entropy and the method of generation is known
to an attacker, then the privacy properties of the scheme are at grave risk. To
see why, suppose that the initial value of H has k bits of entropy (k << 64)
and that an attacker knows how to search through the possible initial values of
H in 2k steps. Now suppose also that such an attacker is temporarily on the
same subnet as the target host, and is thus able to observe both the current
temporary interface identifier J and also the host’s MAC address (and hence
can compute I).

If we assume that the host changes addresses once a day, and that the device
was initialised less than a year ago, the attacker can perform a simple search
through all possible values of H, in each case generating all 365 possible tem-
porary addresses and comparing the generated values with J . Such a search has
complexity 365×2k hash operations (and comparisons). If, for example, we sup-
pose that k = 32, this means that an exhaustive search for the initial value of
H can be completed in a little over 240 operations. Once the initial value of H
is known then all future interface identifiers for this host are simple to compute,
i.e. the scheme has been broken.

This analysis makes clear that the address unlinkability property provided by
of the scheme is at significant risk if anything other than a very robust method
for initialising H is used. Unfortunately, as previous experience shows, this seems
to be a very strong and risky assumption.

3.4 RFC 4941 Method 2 and the Rafiee-Meinel Scheme

There is not much one can say about method 2 as described in RFC 4941, except
to reiterate the difficulties of generating random values. We instead turn our
attention to the Rafiee-Meinel scheme as an example of an attempt to provide
a specific implementation of method 2.

This approach requires the host to generate a 128-bit random value R. The
correct operation of the scheme depends to a considerable extent on the quality of
this value, but no guidance is provided. One is tempted to suspect that in practice
this value may be taken from a pseudorandom number function provided by the
development environment, which could mean that R has very little entropy.
That is, if two devices both attempt to generate a temporary address on the
same subnet at the same instant, then they may very well generate the same
value J . If replicated across large numbers of devices this could cause significant
duplicate address problems, which is precisely why RFC 4941 method 1 was
proposed. Whilst this address-collision issue is not privacy-threatening, anything
that threatens network connectivity is a major problem, which raises significant
doubts about this approach.

3.5 The Gont Scheme

This scheme, like method 1 of RFC 4941, requires the generation of an initial
random secret key K, but does not use randomness thereafter. Assuming the
robustness of the function f , the security of the scheme rests completely on the
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entropy in K. Gont [5] simply states that K shall not be known by the attacker,
and points to RFC 4086 [14] for advice on generating random values.

If K has close to 128 bits of entropy, then the scheme appears to be secure.
However, if K has much less entropy and the method of generation is known to an
attacker (including knowledge of N , the identifier for the network interface used
in this particular implementation), then the privacy properties of the scheme
are at serious risk. Demonstrating why is rather similar to the attack on RFC
4941 method 1 given above. Suppose the value of K has k bits of entropy (k <<
128) and that an attacker knows how to search through the possible values of
K in 2k steps. Now suppose also that such an attacker is temporarily on the
same subnet as the target host, and is thus able to observe both the current
temporary interface identifier J and also the host’s MAC address (and hence
can compute I).

Then, for each candidate value K∗ for K (from a set of size 2k) the attacker
computes V ∗ = f(P ||I||N ||0||K∗), which is possible since we assume that the
attacker knows P , I and N . The attacker then simply compares V ∗ against J ;
if they agree then there is a high probability that K = K∗, i.e. the attacker has
found K.

Thus the privacy property of this scheme, like RFC 4941 method 1, is at
significant risk if anything other than a very robust method for initialising K is
used. As discussed above, this appears to be a very risky assumption.

4 Practical Measures to Improve Randomness Generation

Our objective here is to consider ways in which the operational privacy of pre-
vious proposals could be improved, even when the host device has very limited
capabilities for generating random values. We start by considering the random-
ness generation problem and the nature of randomness sources that might be
available to an implementer. We then consider ways in which the privacy prop-
erties of RFC 4941 method 1 and the Gont scheme might be improved. We do
not consider the Rafiee-Meinel scheme further here because of the issues with
regard to recurring address collisions.

4.1 Generating Randomness

We start by observing that internationally standardised means of generating
random bits are given in ISO/IEC 18031 [20]. The models introduced there for
random bit generators (RBGs) are particularly relevant. The means used in RFC
4941 method 1 to generate the sequence of history values H falls into the class
of Pure Deterministic RBGs (Pure DRBGs). The scheme is a pure DRBG since
entropy is only used once, to generate the initial ‘seed value’ H, and the method
to generate subsequent values of H is purely deterministic. This contrasts with
what ISO/IEC 18031 calls a Hybrid DRBG, in which a source of entropy is also
used as part of the state update function. ISO/IEC 18031 ([20], 7.3) discusses
the security advantages of such hybrid DRBGs.
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Any DRBG, whether pure or hybrid, relies on a source of randomness to
initialise it, and possibly to provide further input during use. We therefore briefly
consider possible sources of randomness that are likely to be available to almost
any platform. It is important to note that combining a number of sources of
randomness, each yielding a modest number of bits of entropy, is just as effective
as using a single source of larger quantities of randomness.

– We start by considering the use of timestamps from a system clock, as incor-
porated into the scheme of Rafiee and Meinel discussed in Sect. 2.4. Such an
approach has the great advantage that almost any device will incorporate a
system clock, and hence this approach is universally applicable. Moreover, if
the clock has a resolution to the millisecond level, then, assuming that the
precise time of sampling is not available to an attacker, use of a clock would
appear to be able to yield between 10 and 20 bits of entropy.
However, there are issues with the use of a clock value as a source of entropy.
RFC 4086 [14] observes that ‘One version of an operating system running on
one set of hardware may actually provide, say, microsecond resolution in a
clock, while a different configuration of the same system may always provide
the same lower bits and only count in the upper bits at much lower resolution.
This means that successive reads of the clock may produce identical values
even if enough time has passed that the value should change based on the
nominal clock resolution’.

Note that this issue raises further doubts about the operation of the Rafiee-
Meinel scheme, i.e. in certain implementations address collisions may be more
likely than one might expect. Nonetheless, and despite the words of caution in
RFC 4086, a millisecond-accurate clock would appear to be a very valuable and
almost ubiquitous source of a modest number of bits of randomness (entropy).

– Memory state information, in particular the number of free (or used) bytes
in long-term storage or in RAM, would appear to be a possible source for a
few bits of randomness. Again, whilst the number of bits available from each
sampling may be modest, this would appear to be a reliable and ubiquitous
source of randomness.

– Timings and values of external events make up another source of randomness
that is discussed in RFC 4086. One example might be the timings of packet
arrivals. In circumstances where an ‘entropy-harvesting’ process is running
continuously in the background, e.g. as part of a hybrid DRBG, such an
approach could again be a valuable contributor of modest numbers of bits of
entropy.

– Modern mobile devices are equipped with a range of sensors, any of which
could be used as a source of randomness. Microphones and cameras will gen-
erate large volumes of data likely to be highly unpredictable. A GPS receiver
will similarly generate hard to predict data. Even a simple motion sensor, e.g.
as used to determine the screen orientation for a portable device, could gener-
ate useful material. Of course, some sensors are highly privacy-compromising
and hence may not be usable by the address generation software; however
others, such as motion sensors, are far less sensitive, and could be readily
available.



196 M.N. Kayuni et al.

– Of course, hardware-based non-deterministic sources of randomness, such as
those built into implementations of the Trusted Platform Module (TPM)
incorporated into large numbers of notebook and desktop PCs (see, for exam-
ple, Gallery [21]), would be ideal, and should clearly be employed where avail-
able. However, not all devices performing address autoconfiguration will have
access to such random sources, and the main purpose of this paper is to make
provision for devices without a good single source of randomness.

4.2 A Simple Improvement to RFC 4941 Method 1

As we have discussed above, problems potentially arise with RFC 4941 method 1
if the 64-bit ‘random value’ used to initialise the history value H contains insuffi-
cient entropy. Because a pure DRBG is used, if any instance of the history value
ever becomes known, then all future outputs can be determined. This is clearly
undesirable.

It should be clear that adoption of a hybrid DRBG, incorporating new ran-
domness whenever a new address is generated, would address this problem. Over
the long term entropy will ‘accumulate’, making future address prediction impos-
sible unless almost every address is tracked.

Such an approach is also simple to achieve. Whatever source of entropy is
available to generate the initial value of H can be re-used to provide new entropy
for each subsequent history value update. We therefore propose the following
very simple change to the generation of the value V in step 1, namely to put:

V = h(H||I||R)

where R is a ‘random’ value containing new entropy. This should not significantly
increase the complexity of using this method, but will ensure a sufficient level
of entropy is used to generate each new address, irrespective of the randomness
properties of H.

We further propose that R should be mandated to be constructed as the
concatenation of:

– a timestamp accurate to the nearest millisecond (guaranteeing 10–15 bits of
entropy)1;

– (optionally, but highly recommended) the number of bytes free in short-term
and/or long-term memory;

– (optionally) any other values which contain unpredictable information, notably
including the outputs of any device sensors available to the DRBG.

Further items could be added to the list if they are deemed to be likely to
be readily available.
1 One possible issue with using this as a source of randomness in this context is that
address updates may occur at fixed times, e.g. at the same time every day. If this is
the case then the number of bits of randomness obtained is likely to be significantly
reduced.
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4.3 Making the Gont Scheme More Robust

A second challenge is to find ways of making the Gont scheme more robust
against attacks arising from poor sources of randomness. This is more prob-
lematic, since one goal of the scheme is that the same ‘randomised’ interface
identifier will be generated whenever the device is attached to the same sub-
net. This makes it highly problematic to introduce new randomness during the
lifetime of the system.

The only practical solution would therefore appear to be to require the gath-
ering of entropy over a period before generating the key value K. This would
involve building an ‘entropy-harvesting’ hybrid DRBG, with a state of at least
128 bits. The initial state would be set using whatever sources of randomness
are available. The system would then be required to be cycled through a number
of iterations over a period of hours. On each iteration, additional randomness
should be included as part of the state update function. At the completion of
such a process, the state of the DRBG should contain a large number of bits of
entropy, preventing key-guessing attacks of the type discussed in Sect. 3.5.

A question that naturally arises is in this context is ‘How many iterations
would be required in practice’? Of course this depends on the number of bits
of entropy introduced in each iteration. As a result, one way of deciding on the
number of iterations would be to require the implementer to make an estimate for
the number of bits of entropy, b say, that are harvested during any one iteration.
To try to ensure that the DRBG 128-bit state is ‘fully randomised’, a minimum
of �128/b� entropy-harvesting iterations will be required.

During the initial period while the key K is being generated, the fixed IPv6
address provided by SLAAC could be used by the device. After all, the main
privacy threat arises from use of a single address over a long period of time and
across multiple networks. As a result, use of the fixed address for a day or two
is unlikely to pose a significant threat.

5 Summary and Conclusions

We have examined three proposed methods for ‘randomised’ IPv6 address auto-
configuration. Significant shortcomings have been identified in all three of these
methods. Two of them do not adequately protect user privacy if only weak
sources of randomness are available. The other approach appears likely to give
problems with address collisions, at least in some operational environments.

Modifications to two of the three methods have been proposed which are
designed to mitigate the threats arising from implementations of systems on
devices without hardware RBGs. These modifications have been deliberately
designed to involve only minor changes, and should not significantly increase
implementation complexity. It would therefore appear reasonable to explore ways
of modifying RFC 4941 and the Gont internet draft to incorporate the simple
modifications proposed.

Possible future work would include looking at real-life implementations of the
schemes we have examined in this paper. It would be particularly interesting to
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test the degree of entropy actually being deployed in a range of devices imple-
menting RFC 4941. In some cases, e.g. on smart phones or PCs, implementers
may choose to use the random number generation facilities provided by the oper-
ating system, in which case the robustness of the solution will very much depend
on the quality of the provided random numbers. However, the situation may be
very different for small, low-power devices. Finally, it would also appear to be
worth building prototype implementations of the proposed modified schemes, to
test their randomness properties in practice.
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Why Eve and Mallory love Android: an analysis of Android SSL (in)security. In:
Yu, T., Danezis, G., Gligor, V.D., (eds.) ACM Conference on Computer and Com-
munications Security, CCS 2012, 16–18 October 2012, Raleigh, NC, USA, pp. 50–
61. ACM (2012)

19. Georgiev, M., Iyengar, S., Jana, S., Anubhai, R., Boneh, D., Shmatikov, V.: The
most dangerous code in the world: validating SSL certificates in non-browser soft-
ware. In: Yu, T., Danezis, G., Gligor, V.D. (eds.) ACM Conference on Computer
and Communications Security, CCS 2012, 16–18 October 2012, Raleigh, NC, USA,
pp. 38–49. ACM (2012)

20. International Organization for Standardization Genève, Switzerland: ISO/IEC
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Abstract. In cyberspace, standards for the expression of the trustwor-
thiness of identities have been developed by various parties. This trust-
worthiness is often referred to as entity authentication assurance, and
its degree is often called LoA (levels of assurance, or assurance levels).
There are two prominent LoA standards: NIST SP800-63-2 and ISO/IEC
29115:2013. LoAs are designed to express different levels of assurance.
Multiple viewpoints are set in assessment, and related assessment cri-
teria for each viewpoint are packaged into one LoA. For deployment of
LoAs in enterprise business scenarios, the choice of assessment criteria
in a given LoA must match the specific business requirements. We per-
form a field survey on business scenarios in which trust in identities is a
major problem. In the survey, we focus on two key factors of assessment:
identity proofing and authentication process. In addition, we observe the
overall fit and gap in business scenarios. Results indicate that raising the
assurance of the authentication process is effective for raising the over-
all assurance level. Based on the investigations performed, we repackage
light weight identity proofing and LoA 2 equivalent credential manage-
ment and usage into a new assurance level, LoA 1+, for the “right” cost
benefit balance.

1 Introduction

The importance of trusted identities in cyberspace has become widely recognized
in recent years. Standards for the expression of the trustworthiness of identities
have been developed by various parties. Many government led activities exist,
e.g., FICAM TFPAP [6] and NSTIC [14] of the U.S.A., GOV.UK Verify of U.K.
[7], etc. While some of these activities are for government use, others do tar-
get both efficient e-governments and more efficient commercial sector activities
promoting the formation of new industries.

In the case of FICAM TFPAP [6], major objectives include the establishment
of well-defined identity and credential management at the identity provider (IdP)
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204 M. Hokino et al.

which is proportionate to the risk of compromise of the business that consumes
the resulting identities, referred to as the relying party (RP). The identity that is
conveyed from an IdP to an RP is called “federated identity” and a group of such
IdPs and RPs are called a “federation.” To establish mutual trust among the
participants, technical and operational standard should be followed. The trust
establishment also requires enforcement functions for violators. The combination
of these “tools and rules” is referred to as a “trust framework.”

A trust framework enables its stakeholders to trust claims made from the
other stakeholders under condition of information asymmetries. For example,
when an IdP provides a set of attributes related to an entity to an RP, in general,
it has no means of evaluating the trustworthiness of the information that it
receives. Under such circumstances, the transaction will typically not occur and
the market breaks down, as shown in the Market of Lemons introduced by [1].

Establishing a measurement unit for the quality of identities along with a
kind of operational framework that assures the truthfulness of the providers
would be a solution. The trust framework can be applied for this purpose.

In order for a trust framework to be practical, it must be applicable to a
variety of business scenarios. To express the required assurance level that is
proportionate to the risk of the RP’s business, the concept of LoAs (level of
assurance, or assurance level) have been introduced. An RP requires a level of
assurance as the minimum requirement under which it can accept identities from
an IdP. Furthermore, an IdP will provide such identities if it can. Standardizing
this expression in a small number of variance enables the trust framework to
scale up the participation, which is an important requirement for cyberspace
applications.

There are many standards that define the aspects of LoAs. The combination
of OMB M-04-04 [16] and NIST SP800-63-2 [3] is a prime example. It defines four
levels of risks and corresponding LoAs. However, the adoption of these standards
in the private sector is not widespread, possibly because the requirements are
focused towards the U.S. government entities and its direct adoption is difficult
for private sector entities especially those outside U.S.

ISO/IEC 29115 [9] generalizes the older version of NIST SP800-63-2 that
originally targets the US government usage. It reflects the demand of extending
trust frameworks to business scenarios. Unlike NIST SP800-63-2, it does not
mandate the use of government issued photo IDs nor trusts such IDs. It is more
risk based and process oriented. Only photo IDs produced in a documented
process deemed to produce a sufficient confidence in the document are trusted.
While this certainly expands the scope of applicability, the adoption is still not
widespread in the private sector. One of the reasons appears to be that for most
business, LoA 2 and above are not cost effective.

In this paper, we begin our examination from the fact that both standards
set multiple viewpoints in assessment, and package assessment criteria for each
viewpoint into one LoA. The choice of assessment criteria in a given LoA must
be examined to discover the match of business requirements.

First, we examine business use cases to determine possible reasons for low
adoption of the standards. Next, we undertake a field survey on business scenar-
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ios in which trust in identities represents a major problem. The survey focuses
on two key factors of assessment, identity proofing and authentication process,
and observe the fit and gap for those business scenarios.

From the investigation, we repackage light weight identity proofing and LoA
2 equivalent credential management and usage into a new assurance level, LoA
1+ for the “right” cost and benefit balance.

As the result, we show that the process of field survey, investigation and
repackaging is a subject of engineering.

The rest of this paper is organized as follows: Sect. 2 surveys related work
and standardization. In Sect. 3, we analyze the assessment criteria of existing
standards. In Sect. 4, we explain our field survey of business scenarios. In Sect. 5,
we discuss LoA 1+, and the repackaging process based on the result of Sect. 4.
Section 6 concludes this paper.

2 Related Work on Trust Framework

The majority of identity trust frameworks have two facets: technical require-
ments that define LoAs and operational rules that ensures the adherence to
the technical requirements. This combination is often referred to as “tools and
rules.”

Technical requirements are further decomposed into a credential issuance
process that includes identity proofing and an authentication process. Identity
proofing and related issues (especially privacy) is discussed in [19]. In [13], the
assurance of authentication is described.

Until now, there have been a number of technical proposals related to trust
frameworks and assurance levels. In [29], assurance of attributes has been pro-
posed in addition to assurance of authentication. [30] gives a discussion of digital
identities in general. Today, assurance levels are considered a topic of engineer-
ing which includes trust elevation [15,18] that aims at collecting evidence of low
assurance in order to give higher assurance. Furthermore, [17] proposes a fine
tuning of assurance levels. However, such proposals need to be applied to enter-
prise business scenarios to obtain feedback for standardization. In this regard,
standards for operations of practical trust frameworks are of high significance.

The U.S. has a long history of defining LoAs. The combination of OMB
M04-04 [16] and NIST SP800-63-2 [3] sets risk and control criteria for building a
trust of governmental agencies. From their inception, multiple levels are incorpo-
rated to cover a wide spectrum of trust ranging from id/password authentication
to PKI.

Japan has also created the guidelines for risk analysis, digital signing and
authentication for on-line applications and processing [4].

ISO/IEC 29115 [9] and its ITU-T version ITU-T X.1254 [10] are a framework
for managing assurance levels of entity authentication. As in NIST SP800-63-
2, four assurance levels and criteria are defined. In all of these, a final level of
assurance is defined as the lowest of the process.
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[2] discusses identity assurance in another scheme that includes the audit
process.

Deployment of this kind scheme for the healthcare sector is discussed in [5].

3 Assessment Criteria of Assurance Levels

There are two significant standards for the assessment of assurance levels: NIST
SP800-63-2 and ISO/IEC 29115.

This paper focuses on identity proofing, credential issuance, and the authen-
tication process in the set of assessment criteria.

3.1 Credential Issuance and Identity Proofing Process
Requirements

In both standards [3,9], the identity proofing process is defined as a prerequisites
for the issuance of credentials. Here, concrete threats are analyzed, and controls
corresponding to each threat are considered.

At the credential management phase, there is some difference in the levels of
protection as shown in Table 1.

Table 1. Controls on credential management

Level Control at issuance Secure storage

1 – access control

2 mechanism to protect the credential from
being handed to a wrong person

not to be stored in
clear text

3 stricter mechanism to protect the credential
from being handed to a wrong person

mechanism to protect
the credential

As most modern systems provide a secure mechanism to protect credentials,
there is little difference in the evaluation at this point. In practice, the most
difference is derived from the identity proofing process. NIST SP800-63-2 and
ISO/IEC 29115 define similar criteria. Table 2 shows ISO/IEC 29115 identity
proofing objectives and controls.

Nonetheless, there is only a slight difference between NIST SP800-63-2 and
ISO/IEC 29115. As NIST SP800-63-2 is created to meet the requirements of the
U.S. government, where with most government related uses, there is a require-
ment to map the identity at the front door of the service to the identity stored
in the backend database, using such identifying attributes such as name, date of
birth, gender, and address as the keys. Because mis-matching of the keys would
cause risks, in higher levels, showing “government issued” identity documents
is demanded, They are more likely than others to include those “keys” that
correctly map to the governmental backend database. Furthermore, the U.S.
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Table 2. Requirements of identity proofing in ISO/IEC 29115 (Summary)

Level Objectives Controls

1 Self-claimed or self-asserted Self-claimed or self-asserted

2 Identity is unique within context and the
entity to which the identity pertains
exists objectively

Proof of identity through use of
identity information from an
authoritative source

3 Identity is unique within context, entity
to which the identity pertains exists
objectively, identity is verified, and
identity is used in other contexts

Proof of identity through use of
identity information from an
authoritative source + identity
information verification

government typically knows the quality of the government issued identity docu-
ments. In Table 2, the “authoritative source” is replaced with “government” in
NIST SP800-63-2.

On the other hand, ISO/IEC 29115 aims at being useful to the private sec-
tor internationally. In private sector use cases, it does not often matter whether
the business exactly knows the customer’s real name and date of birth or other
attributes. Instead, it is more important to know whether that person has actually
completed payment, which is the decisive factor for the entitlement of that specific
service. As a result, ISO/IEC 29115 introduces the concept of “policy compliant
identity document.” The attributes to be proofed and verified depend on the busi-
ness context. The business should document them according to the policy.

Another aspect of ISO/IEC 29115 is its tendency to be more process oriented.
In an international context, there are government issued identity documents that
are sometimes produced by low-quality processes. Such identity documents are
not trustworthy even if they have been issued by an agency of government. This
is another reason why ISO/IEC 29115 is asking for “policy compliant” identity
documents that have adequately addressed the threats.

3.2 Authentication Process Requirements

In the standards [3,9], there are specified requirements for the authentication
process. There are a number of proposed and deployed authentication mecha-
nisms and processes which include passwords, one-time passwords, biometrics,
and public key authentication. Their risks have been analyzed, and as a result,
the strength of each authentication method can be objectively discussed.

NIST SP800-63-2 not only sets the threat that each LoAs should mitigate,
but it maps specific type of credentials to be used for each LoAs.

ISO/IEC 29115 takes a slightly different approach. Instead of assigning spe-
cific types of credentials to each level, it only presents the technical requirements.
ISO/IEC 29115 does not specify the credential type to accommodate the combi-
nation of various techniques. Furthermore, there is a specified control selection
in the credential usage. Reflecting that any number of combinations of those
controls can be used to mitigate the specific risk, it does not specify what has
to be done at each level, but leaves those decisions for implementation.
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3.3 Requirements for Certification

To establish a trust framework, only defining the levels of assurance is not suf-
ficient. A trust framework must define a mechanism that provides a sufficient
level of confidence of the members’ adherence to the rules.

The combination of FICAM TFPAP [6] and certified trust frameworks such
as Kantara Initiative Identity Assurance Program [12] are prime examples of
such works. This combination lays out the audit requirements for each level of
assurance. A third party audit is required for any levels including and above
LoA 2.

Similarly, InCommon Federation [8] provides a program for certifying levels,
while federations in Europe and Japan provide a limited program of certification.

4 Analysis of Business Scenarios in Terms of Assurance
Levels

As NIST SP800-63-2 is designed for use by federal agencies, its applicability to
the private sectors is limited in nature. The design of ISO/IEC 29115 is more
generalized. However, its usefulness to the private sector has yet to be thoroughly
investigated. Especially because they have a structure of packaging requirements
of different viewpoints, this structure should be examined to determine whether
the combination of requirements in the standards is appropriate, or covers a
wide range of businesses. To identify the fit and gap, we have conducted a field
survey in Japan to identity applicable business scenarios for trust frameworks.

4.1 Design Objectives of Field Survey

The objectives of this field survey is to identify the structure of assurance levels
in terms of cost and effectiveness. In previous sections, we have presented that
the structure of assurance levels is determined by the identity proofing and
authentication processes together with the objectivity of the assessment.

Therefore, in order to have an appropriate coverage of business sectors. the
survey has collected a wide range of business scenarios that are consumer oriented
and where identity proofing is either legally required or required through industry
self-regulation.

The data collected for each business type is listed below:

Market size this reflects the influence that the business sector has on the
economy. This data is basically from [26].

Business practice (on-line/off-line/both) off-line business practice is also
included because it is a future on-line business candidate, and the importance
is not affected by the business practices.

In terms of assurance levels, we have collected the information below:
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Authentication method/process criteria defined in [6] are used. In the crite-
ria, the method of identity proofing is classified as non-technical, and shows
the most conspicuous difference between levels. The criteria of identity proof-
ing for levels 1 to 3 listed in Table 2 are used.

Regulations some processes are enforced by law. For example, in Japan, when
opening a bank account, the identity proofing of level 2 is required by law.
However, even if there are no regulations, some industry associations define
self-regulation of identity proofing to achieve safer transactions and to pro-
tect the reputation of the business. in this survey, both processes enforced by
law and processes self-regulated by industry associations have been collected.

As regulations are closely related to the quality (objectivity) control of the
assessment, we also discuss this problem in Sect. 4.3.

4.2 Classification of Business Scenarios

Combining both evaluation criteria in terms of business type and assurance
levels, the classification of services surveyed is presented in Table 3.

In Table 3, the first column expresses the levels of identity proofing. Services
classified as 1-{1, 2, 3, 4} require level 1 identity proofing. Similarly, services
classified as 2, and 3 require level 2, and level 3, respectively.

For services that require level 1 identity proofing, we have found that there
are different regulation stipulations which are given a separate class listing from
1-1 through 1-4.

In examining the table, some significant categories begin to emerge:

1. The first category is the case where identity proofing is entirely self asserted.
In this category, customers are requested to fill their information by them-
selves. There is no stipulation on identity proofing. This category is marked
as 1-1. In the case of a hotel stay, the customer is required by the Inns and
Hotels Act to inform the hotel one’s true identity. Failure to do so may result
in detention of less than 30 days or a fine of less than JPY 10,000.
Note that this category contains scenarios whose business size is very large.

2. In the second category, some kind of identity proofing is required either by law
or self-regulation, it is not strictly enforced in practice. Here, a wide range of
identity proofing processes are adopted. Examples include checking photo ID
in any form. This may include the IDs that are not issued by the government
(e.g. student ID issued by a university), and inspecting the validity of a credit
card. For business processes that only require age verification, an identity
document is requested only in cases where the age is under suspicion. In these
cases, the identity proofing method is often specified by the self-regulatory
bodies, not by law. Penalties for being non compliant seems to be relatively
minor. (marked from 1-2 through 1-4).

Example 1 (horse racing†). In Japan, by law, minors under the age of 20 are
not allowed to bid on horse races. However, the method of identity proofing is
not stipulated. The promoters perform the identity proofing by inspecting the
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Table 3. Classification of businesses by types of identity proofing regulation

Class Services on-line/off- Size (M JPY) Regulation (Publication of

line self-regulation on identity

proofing by industrial

association �)

1-1 Hotel booking both 4,045,618 Customers are required to

fill out the name and

address form

(self-assert)

On-line shopping on-line [24] 12,800,000 practice not stipulation �
On-line games on-line [23] 577,100 �

1-2 Gov.controlled gambling† on-line 1,834,110 �
Sport based lottery on-line a110,797 �
Shopping (tobacco, liquor) on-line 1,741,853 minors are not allowed

Late show (cinema, karaoke) offline b319,329 (practice not stipulated)

adult (cinemas, magazines) on-line N/A

1-3 Rental (video, autos, etc.)‡ both 1,867,196

Certification offline N/A identity proofing required

Shopping (tobacco) offline 150,539 (practice by self-regulation)

Marriage matching on-line 18,167 �
1-4 On-line dating on-line N/A identity and age proofing

required

Pawnshop offline N/A (practice stipulated)

2 Cell phones§ both c6,775,517

Bank account [11] 15,881,400

Life insurance [21] 41,981,800

Non-life insurance [20] 9,667,900 identity proofing required

Credit card offline [22] 57,069,076 (enforced by law)

Real estate brokerage 9,824,601 (practice stipulated)

Precious metal trading 444,552

Secondhand articles dealer on-line 303,844

Private office N/A

Hotel booking (for foreigners) d4,045,618

3 Digital certificate issuance on-line 227,993

Unless specified, from [26].
(a) Official publication of the Sports Promotion Lottery “Toto.”
(b) total market size (not restricted to late show)
(c) Calculated by reference to [25]
(d) total market size (not restricted to foreigners)

credit card presented. A significant penalty exists for mis-identification. Promot-
ers knowingly selling the race tickets to a minor will be subject to a fine of less
than JPY 500,000 (Horse Racing Law1, Article 34).

Example 2 (DVD rental‡). In Japan, there is no legal requirement for iden-
tity proofing in the DVD rental business. However, some business sectors volun-
tarily define regulations in which identity proofing should usually be performed
by using photo IDs issued by public sectors.
1 Horse Racing Law (in Japanese) http://law.e-gov.go.jp/htmldata/S23/S23HO158.

html.

http://law.e-gov.go.jp/htmldata/S23/S23HO158.html
http://law.e-gov.go.jp/htmldata/S23/S23HO158.html
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Table 4. Mapping identity proofing requirements of types of businesses to FICAM
and ISO LoAs

Class Evidences/procedures used by the business FICAM LoA ISO LoA

1-1 Self-Claimed 1 1

1-2 Documented procedure on Authoritative Sourcesa 2

1-3 Inspection of Photo ID (non-government ID allowed)

1-4 Inspection of publicly issued documents

2 Government IssuedbPhoto ID inspection 2

3 Government IssuedaPhoto ID validation 3 3
(a) In case of age confirmation, IDs may not be required where determination is
obvious,
(b) Depending on the business, some government issued photo IDs are not accepted.

3. Additional categories require the identity proofing methods corresponding to
levels 2 and level 3 (marked as 2 and 3, respectively in Table 3). Most of these
identity proofing processes are required by Japanese law.

Example 3 (cell phones§). To purchase mobile phones in Japan, a customer
is required to show a government issued photo ID for identity proofing, or at least
two pieces of evidence from public services for the proofing of one’s name and
address. Furthermore, the customer’s address is verified by sending something
to that address using the postal service. This is a typical process of identity
proofing for assurance level 2.

By analyzing identity proofing processes of typical business scenarios, we can
conclude that the criteria defined for government use [6] or the ISO standard [9]
could also be used in many business scenarios.

Table 4 maps the identity proofing level of each category to the FICAM
TFPAP and ISO/IEC 29115 LoA.

Note that the classification in Table 4 is based on the assurance levels of
FICAM, which is represented by the matching of the major number of class and
the FICAM LoAs.

However, these findings highlight differences to ISO LoAs in level 1 and 2.
Actually, ISO/IEC 29115 expands the types of evidence of identity to accommo-
date private sector reality. On the other hand, however, it does not necessarily
accept government issued identity documents. The difference lies in the impor-
tance of the process adopted during the creation of the document. This explains
the fact that some businesses in Japan do not accept certain kinds of identity
documents issued by some government agencies because they consider the pos-
sibilities of fraudulent issuance of those identity documents unacceptably high.
This would not happen for government agencies, because any document pro-
duced by another governmental body is deemed accurate under Japanese law.

What is important, however, is that the identity proofing methods adopted
by each class are covered by the ones specified by FICAM or ISO/IEC, even if
we find some differences between the two.

In the remainder of this paper, we present our proposal to adopt the identity
proofing methods of ISO/IEC 29115 to design a new class of assurance levels.
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4.3 Self-Regulation and Objectivity

Table 3 includes the survey of the self-regulations. The objectivity of a claim
is a common issue of self-regulations. Using independent audit or assessment is
counted as a solution, which has still a problem on cost.

In Table 3, we see that some of them make effort in defining and publishing
their own regulation as a form of their industrial associations (marked with �),
which raises assurance of adherence to the regulation.

4.4 Effectiveness of High Level Authentication Processes

From the survey results of Sect. 4.1, use cases fall under ISO/IEC 29115 LoA2
and above are clustered as an important economic sector. However, we should not
dismiss the cluster of businesses in Class 1-1 which correspond to ISO/IEC 29115
LoA 1. The mere fact that the market size of on-line shopping entities of Class
1-1 far exceeds that of shopping at the LoA 2 and 3 indicates its importance.

On-line games are an example of one such service and their prevalence mer-
its analysis. The second survey is a case study on the effectiveness of raising
assurance of an authentication processes.

On-line games are usually considered privacy sensitive. Our survey has found
that the identity used there are usually self asserted. However, attacks that use
previously collected username and password pairs from elsewhere, referred to as
a list-based attack, saw a sharp increase in 2011. Statistics showed that some
content providers in Japan received over 200,000 attacks per month.

A press release from the National Police Agency (NPA) on March 4, 2010
states:

Notes on the prevention of illegitimate access. Access controllers should
improve their security (e.g. improving user authentication through introduc-
tion of One-Time-Password)

Actions to be taken by the NPA. NPA should influence the businesses (e.g.,
On-line game providers and Internet banks) by requesting them to improve
the user authentication method.

Responding to the request by the NPA, the Japan On-line Games Association
(JOGA) started operating a shared identity platform and helped each on-line
game provider to adopt a two factor authentication process. This platform helped
greatly to reduce the introduction and operation costs for each provider. In
addition, if the provider uses the platform, any economic damage incurred from
account compromise will be covered. Today, this platform is widely used by many
game providers in Japan.

From a game user’s standpoint, using the same authenticator across providers
has reduced the difficulty of provider-wise authentication. Moreover, the fact that
there is a reimbursement for account compromise seems to have made the accep-
tance rate high, which offsets any additional actions required by the platform.

The “On-line Game Security Guideline” published by JOGA on August 15,
2012 [28] contains the following points:
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Fig. 1. Account compromises in on-line game and community sites

– Information Sharing guidelines when a security incident occurs,
– Guidelines for dealing with list-based account cracking,
– Security Solution Guidelines for One-Time Password etc., and
– Guidelines on coordination with security vendors and related associations.

As shown in Fig. 1, the introduction of the guidelines, in conjunction with
the higher assurance authentication measures drastically led to a decrease in the
number of incidents and countered the increasing trend of account compromise,
this showing marked improvement. The data of Fig. 1 is taken from the series of
annual reports published by the National Police Agency from 2010 to 2015 [27].
The reports published in March each year cover incidents for the previous year.
In 2013, a 56 % decrease compared to 2012 is observed, and in 2014, a 78 %
decrease is observed.

On-line games are classified as Class 1-1. This indicates the significance and
usefulness of combining higher level authentication measures with a lower iden-
tity proofing level. This practice is distinguished from the business scenarios
that use lower security authentication measures with the same level of identity
proofing. Thus, even when low level identity proofing is adopted, high assurance
authentication measures can be used effectively to raise security. In addition
these results prove that there are some authentication measures which support
high assurance levels and are also cost-effective.

However, in neither SP800-63 [3] nor ISO/IEC 29115 [9], the difference
between “self-claimed identity proofing + low security authenticator” and “self-
claimed identity proofing + higher security authenticator,” cannot be distin-
guished despite the latter being useful for risk management.

Thus, we have identified a new class of assurance levels: low assurance in iden-
tity proofing and high assurance in authentication process. We conclude that the
results from these surveys call for a new category of level of assurance: LoA 1+.
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Table 5. LoA table

LoA Level of identity proofing
(as of ISO/IEC 29115)

Level of authentication
(as of ISO/IEC 29115)

1 level 1 level 1

1+ level 1 level 2

2 level 2 level 2

3 level 3 level 3

5 Level of Assurance 1+

As discussed in the previous section, the results of our survey suggest the creation
of a new assurance level is useful for important business sectors. However, as a
natural request, the criteria for assessment must be simply organized, and that
a rise in security level should be easily understood. Therefore, we propose the
creation of a new assurance level by re-packaging components of assessment
criteria. To further justify this, we consider identity proofing, authentication
method/process, and objectivity assurance.

In the previous section, we have shown that in level 1 (self-assertion) in iden-
tity proofing, a higher security authentication method can be a factor for raising
security. Here, our proposal departs form the idea of taking the “minimum level”
of the processes as the resulting LoA, and we define LoA 1+ as the one requir-
ing higher authentication process, while keeping the level of identity proofing
the same as LoA 1. The result of this re-packaging is shown in Table 5.

Note that there is no combination of level 2 and above for identity proofing
with a low level authentication process (specifically, level 1). There is no point
of using those combinations because if the level of authentication is low, the
resulting identity may be compromised even if higher level identity proofing is
adopted.

The following examples examine the kind of business scenarios that can be
entitled to LoA 1+ in order to achieve their advanced security.

Statistics from JOGA [28] justify the effectiveness of adopting LoA 1+. Thus,
we can conclude that LoA 1+ meets the requirements of JOGA, and verifies its
effectiveness in preventing fraudulent use in on-line shopping and on-line game
sites. Moreover, these businesses can claim higher security by acquiring a new
LoA certification which is stronger than LoA 1.

Table 3 shows that on-line shopping and games are classified as 1-1 (lowest),
yet have a significantly large market size. By acquiring LoA 1+, these businesses
can claim that their security is higher than 1-1.

Certification Requirement. For operating LoAs in a given trust framework,
it is important that some assurance is given related to the policy compliance.
As seen in Sect. 4.3, service providers pay attention to acquiring trust in their
business. Obtaining public certification and announcements of their policies and
procedures are usually used for this purpose.
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In trust frameworks obeying FICAM TFPAP, such assurance is given by
attestation through an independent audit performed by designated assessors.
The separation is drawn between LoA 1 and LoA 2, in that, an independent
audit is required by FICAM TFPAP to obtain LoA 2 certification. While an
independent audit gives objectivity to one’s claim, however, it also incurs a
higher operation cost.

However with LoA 1, because the identity proofing is based on self-assertion,
there is not much to audit and an objective external/independent audit is not
required. However, there is inherent limitation in objectivity.

In the case of LoA 1+, the identity proofing situation is the same as in LoA
1, but relying parties may want to have some assurance as to the trustworthiness
of the authentication measure used there.

The control that we propose in this paper is to adopt a reputation model to
build trust. More specifically, we propose to have the operating body publicly
announce the operating policies, procedures and its adherence to them. The
procedures themselves will be the target of public evaluation. If an operating
body does not operate as declared, it will face a reputation risk as well as other
legal consequences. Furthermore, there is made some effort such as endorsement
by related industrial associations that can be considered as a kind of cost effective
social system for assurance raising.

As discussed in the last section of the survey, this reputation model is widely
adopted and has proved effective to some extent. We conclude that this model
is enough for an operating body to keep itself compliant with the policies and
procedures declared in advance. Table 6 summarizes this discussion.

Table 6. Certification requirement for each LoA

LoA Requirement Grounds

1 No requirement –

1+ No requirement reputation risk

≥2 External/independent audit objectivity

6 Concluding Remarks

In this paper, we have first analyzed the assessment criteria of existing stan-
dards of FICAM and ISO/IEC 29115, examining the key factors of identity
proofing and authentication process. Next, conducting a fit and gap survey of
various factors in business scenarios, we have listed typical instances with their
characteristics and market size together with the adopted identity proofing and
authentication process. In the analysis, we have discussed and proposed the cre-
ation of a new class of assurance level, which we refer to as LoA 1+ formed by
re-packaging components of existing standards to serve an important business
type.
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Results from our survey have shown that conventional LoAs are useful in
many situations. However, our data indicates that conventional LoAs have over-
looked an important category of use case: the combination of self-claimed iden-
tity and high level authenticator. While the market sizes of the sectors that
rely on self-claimed identity are huge, they face significant risk as shown in the
on-line games case. Data from that example has proved that it is possible to
significantly reduce the risk by just upgrading the authentication process with-
out upgrading the identity proofing process. Observing these results, we have
proposed a repackaging of existing LoA framework and created LoA 1+ that
combines self-claimed identity and high level authentication.

It is also important to address the information asymmetry. While an identity
provider may claim that it has used a high level authenticator to authenticate
the user, it may well not be the case. A third party audit would be certainly
effective to prove the claim, but this is a heavy weight process. Instead, we have
proposed to rely on transparency and reputation risk for compliance of LoA 1+.

This level of assurance seems to fulfill trust and security requirements both
from the service providers and from the users as evident in the on-line games
use cases. Other industries are likely to benefit from following a similar strategy
in adopting the LoA 1+ entity authentication assurance level.
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Abstract. This paper presents a first formal analysis of parts of a draft
version of the Network Time Security specification. It presents the proto-
col model on which we based our analysis, discusses the decision for using
the model checker ProVerif and describes how it is applied to analyze
the protocol model. The analysis uncovers two possible attacks on the
protocol. We present those attacks and show measures that can be taken
in order to mitigate them and that have meanwhile been incorporated
in the current draft specification.

Keywords: Time synchronization · Security protocols · Formal verifi-
cation · Model checking · ProVerif

1 Introduction

In networked infrastructures, time synchronization protocols are often used to
synchronize clocks. Many technical infrastructures require reliable time synchro-
nization. Therefore, it is essential to be able to secure time synchronization
from malicious attacks. One approach in this area is the Network Time Security
(NTS) specification [29], which aims to provide sufficiently generic mechanisms
to secure two of the most important time synchronization protocols: the Network
Time Protocol (NTP) [21] and the Precision Time Protocol (PTP) [14]. Since
the NTS specification is still under development, it is beneficial to apply some
form of formal protocol analysis. This might serve to find weaknesses which still
exist, as well as to establish which of its components can already be considered
secure.

It has been asserted that the difficulty of the formal analysis of a security
protocol increases with its dependence on timing [3,4,12]. This is even more
the case for NTS, which not only depends on timing, but it additionally distin-
guishes itself from other timing-dependent security protocols because the under-
lying secured time synchronization protocol actively influences the clocks of its
participants. A thorough analysis has to take into account the impact of timing
on the security properties of the specification.
c© Springer International Publishing Switzerland 2015
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DOI: 10.1007/978-3-319-27152-1 12



First Results of a Formal Analysis of the Network Time Security 219

In this paper, we limit the scope and present the first steps in the analysis
of NTS, namely an evaluation of parts of the specification with timing aspects
abstracted away. For the analysis, we apply the model checker ProVerif [6] to
analyze version 03 of the NTS specification. This unveils two possible attacks.
The corresponding vulnerabilities have been removed in the next version of the
NTS specification.

The paper is organized as follows. Section 2 provides an overview of the role
of timing in the context of secure time synchronization. Furthermore it discusses
criteria for different stages of analysis of secure time synchronization specifica-
tions, explaining our chosen scope, and it illuminates the choice of the model
checker ProVerif as the formal analysis tool for the particular context of this
paper. In Sect. 3, we introduce the notation and modeling assumptions that
are required for the rest of the paper. Section 4 provides some background on
the NTS specification, and presents the protocol steps that are modeled for
our analysis. Section 5 describes the resulting model for ProVerif. The obtained
results (attacks and countermeasures) are discussed in Sect. 6, and Sect. 7 con-
cludes the paper.

2 Security for Packet-Based Time Synchronization

2.1 Time Synchronization Methods

Figure 1 displays a two-way time transfer message exchange that a client (Alice)
and a server (Bob) can use to achieve clock synchronization. At time t1, Alice
initiates a time request message (a) to Bob, where it arrives, after a delay of ξδ,
at time t2. At time t3, Bob sends his time response (b) back to Alice, where it
arrives after a delay of (1− ξ)δ, at time t4. The timestamps T1, . . . , T4 are added
to the exchanged messages by Alice and Bob respectively.1 Upon arrival of the
time response, Alice can calculate her time offset Δ with respect to Bob and the
network round-trip delay δ to

Δ =
(T1 + T4) − (T2 + T3)

2
+

(

ξ − 1
2

)

δ, 0 < ξ < 1 , (1)

δ = (T4 − T1) − (T3 − T2) , (2)

where δ denotes the round-trip travel time and the asymmetry parameter ξ
quantifies the degree of asymmetry in the travel time between the time request
and time response messages [16]. Without specific knowledge about the network
infrastructure components on the path between Alice and Bob the asymmetry
parameter is a priori unknown. Hence, in most cases symmetric message delays
are assumed, i. e. ξ = 0.5. In this case, the second term in the right-hand side
of (1) vanishes and Alice can calculate the time offset Δ. Since the ratio between
the message delays is important for the time offset calculation, the cryptographic
means employed by any security specification must not unduly influence the
asymmetry parameter ξ [22].
1 Timestamp Ti corresponds to the reading of the respective system clock at time ti.
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Alice Bob

(a)

t1

t2

t3

(1 − ξ)δ

ξδ

(b)

t4

Fig. 1. This is a schematic depiction of a two-way time transfer message exchange that
is used for unicast time synchronization between two participants. In the depiction, δ
denotes the round-trip time of the complete message exchange and ξ, with 0 < ξ < 1,
quantifies its asymmetry.

There is also a necessity of considering attacks on the timeliness of the
exchanged messages, most importantly delay attacks (also called “pulse delay
attacks”) [11,22]. This kind of attack is characterized by the fact that an adver-
sary can delay the delivery of a message, by first preventing it from being deliv-
ered and later replaying it. Such an attack degrades the performance of the time
synchronization, it is very simple to perform, and it is not preventable by purely
cryptographic means since the content of the exchanged messages does not have
to be modified by the adversary [22].

2.2 Criteria for Different Stages of Analysis

We first discuss the criteria underlying the choice of methods and tools for our
analysis. It is highly desirable that a full evaluation of a secure time synchroniza-
tion protocol such as NTS-secured NTP take into account clocks and time as well
as properties of cryptographic security protocols. Not only does the information
transmitted by the time synchronization protocol concern time data, but the
protocol’s purpose is to achieve time synchronization. Consequently, the amount
of time that it takes for messages to be transmitted is important. Furthermore,
time and clock information is relevant for the TESLA protocol [25], which is
employed in the NTS specification for broadcast/multicast messages to ensure
integrity protection. As a consequence, there is complex interaction between the
synchronization operations that the time synchronization protocol performs and
the security measures that it uses. All this indicates that the methods and tools
used for the analysis of a specification like NTS should ideally be able to con-
sider the notion of time and clocks. Also, the model for time and clocks should
be as detailed as possible, without compromising the automated analysis of the
model.
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However, for parts of the NTS specification, a clean distinction between
timing and security-related properties is possible. Specifically, the majority of
goals for the unicast mode of NTS, including server authentication, secure key
exchange, and integrity protection of time synchronization messages, can be
evaluated without considering time or clocks as a part of the model. An analysis
using this self-contained scope can already be regarded as a substantial step in
the analysis of the whole protocol.

The analysis in this paper was performed at an early stage of the specification
process of NTS [29, version 03]. At such a stage, an important criterion is that
the methods and tools used for the analysis can find existing weaknesses quickly
and point them out clearly. In this case, the specification efforts can benefit from
the results of a formal analysis, if the analysis unveils security vulnerabilities
in the specification which subsequently can be communicated and considered for
the next redrafting of the specification.

These considerations lead us to present an analysis of the unicast mode of
NTS, with all of its timing and clock aspects abstracted away, matching the
above-mentioned self-contained scope. Since this scope does not require consid-
eration of timing or clocks, the ability to do so can be neglected as a require-
ment in the choice of methods and tools. We are aware that with this scope,
the detection of delay attacks is not possible. The more intricate interactions
between cryptographic security and timing would have to be included for a full
evaluation of NTS. For such a full evaluation, one could also include an analysis
of the broadcast mode of NTS. Further research in that direction is in progress
and will be published at a later time [19].

2.3 Choice of Tool for the Analysis

Several approaches are available to perform a formal analysis of a security pro-
tocol, the most established being theorem proving and model checking [1]. We
first applied Paulson’s Inductive Approach [24] for our analysis of NTS. This
approach is based on theorem proving and works with the theorem proving tool
Isabelle [23]. Using it was motivated, inter alia, by developments which permit
physical properties to be considered, especially timing and clocks [4]. Being based
on theorem proving, the approach has the drawback that failure to construct a
security proof is inconclusive. The reason might either be that the proof is too
difficult to find, although the investigated specification is secure, or it might
be that the specification is simply not secure. Although counterexample finders
exist for Isabelle [7], we were unable to obtain any attack traces for our analy-
sis with the help of such tools. This potential ambiguity is not suitable if the
analysis shall support the ongoing drafting process of the considered security
specification. Moreover, we found that the pace at which this approach delivers
results is slow, at least for non-experts in theorem proving.

The model checking approach offers faster and easier ways to identify vul-
nerabilities in protocol specifications. With regard to the scope discussed in
Subsect. 2.2, we base our formal analysis in this paper on model checking by
applying the designated protocol verifer ProVerif [6], which applies a variant of
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the applied π-calculus with support of types [2,27] as its input language. Note
that ProVerif does not support consideration of time and clocks for modeling:
although there are time and clock related extensions of the π-calculus [28], none
of them are applicable within ProVerif. Note also that it is impossible to simply
reproduce the timing-related extension of the Inductive Approach for use with
ProVerif. Its lack of support for time and clock consideration would constitute
a serious disadvantage of using ProVerif for a full evaluation of NTS. However,
for the scope as described in Sect. 2.2 this is negligible, especially since ProVerif
fulfills the other criterion very well: it is tailored to be a verification tool for
security protocols and offers help in the detection of attack scenarios. Since our
results could readily be obtained with ProVerif, we did not investigate the use
of other protocol verifiers such as Scyther [8] and Tamarin [18].

3 Basic Assumptions and Protocol Notation

In this section we establish assumptions to simplify the considered model and
introduce the essential notation.

Assumption 1. There is exactly one trusted entity, called Trent. Every agent
knows Trent’s identity, as well as his public key KT . Every honest agent trusts
Trent completely. Certificates (see the list of cryptographic operators below)
signed by Trent are assumed to authenticate agents beyond any doubt. In short
form, Trent is denoted as T .

Remark 2. For the model, it is a helpful simplification to leave out any inter-
mediate certificates. Therefore, certificate chains that certify an agent X and
have Trent as their root authority are seen as equivalent to a certificate for X
signed directly by Trent.

Assumption 3. There is exactly one attacker, called Mallory.2 She complies
with the Dolev-Yao attacker model [9], which means that she “controls the net-
work.” Explicitly, this means that the attacker has the following capabilities:

– She overhears and intercepts any message sent on the network. In particu-
lar, this also means that she can choose to prevent any message from being
delivered in its original form.

– She can send messages to any agent on the network, claiming to possess any
identity she chooses.

– She can synthesize messages by:
• inventing new values (it is, however, out of her power to guess secret values

like keys or nonces),
• assembling multiple values known to her into a tuple value,

2 The assumption that there is only one attacker is made for simplification. The
assumed situation is equivalent to a situation where several attackers are cooper-
ating, or to a situation where one attacker is being helped by one or more dishonest
agents, see Reference [32].
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• disassembling any tuple value that she knows into its single component
values,

• applying any operator to any value known to her, possibly using any keys,
as long as they are also in her knowledge.

In short form, Mallory is denoted as M .

Remark 4. Note that the Dolev-Yao model assumes cryptographic operations
to be unbreakable. Thus, although the attacker can claim any chosen identity
on a network level, it is still possible to verify authorship of a message by cryp-
tographic means, through appropriate use of secrets.

Notation 5. For convenience and readability, we often use the following “box
notation”. Concatenation in box notation is displayed by writing the concate-
nated messages below each other in one box, separated by a dashed line; for

example, the concatenation of values x1 and x2 is expressed as
x1

x2
. The box nota-

tion displays use of cryptographic operators as follows. The expression Op
〈

x
evaluates to Op(x), where Op can be any one of the cryptographic operators
presented below, and where x is usually a concatenated term.

Notation 6. We now provide some notation on cryptographic operators as used
in the further presentation of the protocol. Note that a term inside square brack-
ets [ ] generally denotes a key.

– The expression Enc[K](m) stands for the ciphertext that results from using
asymmetric cryptography to encrypt the message m with the key K.

– Following the notion of asymmetric cryptography, it is assumed that for
every key K, there exists an inverse key K−1, such that both of the equa-
tions Enc[K−1]

(

Enc[K](m)
)

= m and Enc[K]
(

Enc[K−1](m)
)

= m are
satisfied.

– The expression Sign[K](m) evaluates to Sign[K](m) = Enc[K−1](m), which
describes the signature of the message m created in such a way that it can be
validated with the key K.

– The expression CertX evaluates to CertX = Sign[KT ]
〈 X

KX
, which represents

the certificate for X’s public key KX , issued by Trent.
– It is assumed that all participants have agreed to use a fixed cryptographic

hash function h.3 For a given key value K and message m, the expres-
sion HMAC[K](m) stands for the keyed-hash message authentication code
computed over m, with K as key and h as the cryptographic hash function,
as defined in RFC 2104 [15].

3 Note that the NTS specification includes negotiation of hash functions as part of the
protocol. However, as stated under Assumption 3, all cryptography is assumed to be
unbreakable. Therefore, algorithm negotiation has been ignored for our analysis. It
might be interesting to include these steps in future analysis, to look for downgrade
attacks.
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– The expression SeedX represents an agent X’s seed, a random secret value
that is known only to X.

– The expression CookX(v) evaluates to CookX(v) = HMAC[SeedX ](v), which
represents the cookie that agent X generates, using its own secret seed as well
as the given input value v.

4 The Protocol Steps Under Analysis

4.1 The Network Time Security Project

The Network Time Security (NTS) specification aims at secure time synchroniza-
tion over networks like the Internet. It is motivated by the fact that neither of
the predominant time synchronization protocols, in particular the Network Time
Protocol (NTP) [21] and the Precision Time Protocol (PTP) [14] currently pro-
vide adequate security mechanisms (see, e.g., Reference [26] for an analysis of the
NTP’s most current security measure, the Autokey protocol [20]). It has the goal of
being usable to secure at least those two protocols [29]. Currently the specification
is in the standardization process in the Internet Engineering Task Force (IETF).

Time synchronization in NTP unicast mode is secured via a secret value
(called “cookie”) which is unique for each client-server association. The nature
of this cookie is such that the server can always deterministically re-generate it
from an input value given by the client, while the client simply memorizes it. It is
used as a key for generating a keyed-hash message authentication code (MAC) for
each time synchronization response message going from the server to the client.
Under the requirement that the cookie has been exchanged securely (its secrecy
and authenticity need to be guaranteed), this procedure shall give authenticity
and integrity guarantees for the time synchronization response messages. Having
cookie and MAC generation based on keyed-hash mechanisms shall keep these
steps fast enough to not significantly influence the quality of time synchroniza-
tion [29].

4.2 Overview of the Protocol Sequence

We now describe the protocol messages and the protocol sequence. We present
the protocol steps as specified in the NTS draft version 03, which constitutes
the basis for the verification described in this paper. We only present those
messages that are relevant for the scope of our analysis here. Furthermore, as
discussed in Sect. 2.2, we abstract away any timing and clock aspects of the
message exchanges that are presented.

The certification message exchange serves to supply the client Alice with
the server Bob’s certificate. The message exchange proceeds according to the
protocol steps depicted in Table 1.

After the message exchange, Alice performs two checks. First, she verifies
the validity of CertB . Second, she verifies the validity of the included signature.
If all of this is successful, Alice trusts any subsequent message if it contains a
signature that she is able to verify as originating from Bob.
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Table 1. (Certification) These are the two message formats used for transmitting
the certificate for server Bob (B) to client Alice (A) according to protocol version 0.3.0.

Name Direction Contents

client cert A → B : A

server cert B → A :
Sign[KB ](A)

CertB

The cookie establishment message exchange establishes the shared secret
called the cookie, which is calculated by the server (deterministically and based
on data supplied by the client) and then securely transmitted back to the client.
The message exchange is performed according to the steps visible in Table 2.

After the message exchange, Alice decrypts the received response, and then
performs two checks on the encrypted data. First, she validates that the nonce
included in the response is the same one that she included in her request. Second,
she confirms the validity of the signature included in the response. If all of this is
successful, Alice trusts any subsequent message if it contains a MAC calculated
with the cookie she received via this message exchange.

The purpose of the unicast time synchronization message exchange is
to perform the actual time synchronization. Security is based on the secret
cookie, which must be exchanged prior to this message exchange (via a cookie
establishment exchange). The time synchronization message exchange follows the
steps listed in Table 3, where SA and SB denote the time synchronization data
transmitted by the client and the server, respectively. Note that with respect to
the unicast time synchronization procedure described in Sect. 2 (see Fig. 1), SA

includes a timestamp of t1, whereas SB includes timestamps of t1, t2 and t3.
After the message exchange, Alice performs two checks on the response. First,

she validates that the nonce included in the response is the same one that she
included in her request. Second, she confirms the validity of the MAC included
in the response. If all of this is sucessful, Alice uses the received time data SB

for time synchronization.

5 Performing the Analysis

In order to use ProVerif for analysis of the NTS protocol, we model its par-
ticipant roles (client and server) as processes in ProVerif’s input language. The
resulting specification is fed into ProVerif, which is able to analyze the protocol
and prove reachability properties, correspondence assertions, as well as observa-
tional equivalence [6]. Note that having ProVerif check any single goal and, if
applicable, generate an attack trace took merely a few seconds on a standard
laptop computer.4

4 The computer was running a 64 bit version of Windows 7 on an Intel i5 dual core
at 2.6 GHz, with 8GB of RAM.
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Table 2. (Cookie Exchange) These are the two message formats used for the
cookie exchange between client Alice (A) and server Bob (B) according to protocol
version 0.3.0.

Name Direction Contents

client cook A → B :
N

KA

server cook B → A : Enc[KA]

N

CookB(h(KA))

Sign[KB ]
N

CookB(h(KA))

Table 3. (Unicast Time Synchronization) These are the two message formats used
for synchronizing the clock of client Alice (A) with that of server Bob (B) according
to protocol version 0.3.0.

Name Direction Contents

time request A → B :

SA

N

h(KA)

time response B → A :

SB

N

HMAC[CookB(h(KA))]
SB

N

ProVerif allows the user to specify so-called “queries”, which can be used
to specify the required protocol goals (Reference [6, Sect. 2] provides a short
introduction to how ProVerif interprets queries). When a goal has been specified
in this way, ProVerif can look for a protocol state which violates the condition
corresponding to that goal. It can then return one of three possible results:

– There is no state which violates the goal condition.
– A state could be constructed which violates the given goal condition. In this

case, ProVerif shows a trace of events leading to that state. The violation of
the given condition might represent a viable attack on the protocol but it
might also uncover an error in the model underlying the ProVerif code.

– ProVerif cannot prove that the goal is correct but it cannot construct a state
violating the goal condition either.
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The last case can occur because ProVerif works on an over-approximation of the
state space of the input specification. Thus, ProVerif may find a state that vio-
lates the goal condition but that is not part of the state space of the input specifi-
cation. Over-approximation is unavoidable since the decision problem underlying
ProVerif is known to be undecidable [10] (however, it is of course semi-decidable).
See Reference [6, Sect. 3.3.1] for some more details on the different possible results
and how to interpret them, in particular for the third of the above cases.

We now provide an overview of how client and server are modeled in ProVerif.
The ProVerif code relevant to the model of the originally analyzed version can
be seen in AppendixA). Alternatively, the full code for use with ProVerif can
be downloaded under https://www8.cs.fau.de/staff/milius/ProVerif-NTS.rar. The
client is modeled via two ProVerif processes:

– The inner client process performs, exactly once, the message exchange of
the time synchronization phase.

– The outer client process runs through the appropriate message exchanges
for certificate exchange and cookie establishment exchange in chronological
order. When this is done, it ultimately starts a bulk of “infinitely many”
iterations5 of the inner client process running in parallel.

Accurately modeling the server is more complex than modeling the client.
This is a consequence of the fact that the server is required to be stateless (except
for the global server seed which is client independent). Nevertheless, the server
must be able to reply at any time to any of the specified protocol messages,
for an arbitrary number of clients. In the model, this is achieved by having one
process type for each possible message exchange and running all of these process
types in parallel, each with “infinitely many” iterations.

Consequently, the server is modeled via the following ProVerif Processes:

– There are three inner server processes, which perform the respective mes-
sage exchanges for certification, cookie exchange, and time synchronization.

– The outer server process just starts “infinitely many” iterations of each of
the inner processes, all running in parallel.

6 Results of the First Analysis

In the course of the analysis, two attacks were discovered by checking the protocol
goals, listed below as Goals 7–9, with ProVerif. The first discovery is an attack
detected by ProVerif mostly due to imprecision in the model underlying the
code version c030ut, which was used at the time. This version does not support
enough types to distinguish between a single hostname, on the one hand, and a
complex structure of arbitrarily many arbitrary data types, on the other hand.
The second (and more practically relevant) discovery is a Man-in-the-Middle
attack. It exploits the fact that in NTS, as specified in reference [29, version 03],
5 Having “infinitely many” iterations is what is modeled for the analysis. In practice,

this will obviously be a finite number.

https://www8.cs.fau.de/staff/milius/ProVerif-NTS.rar
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a client Alice is given no indication as to whether a cookie has been generated
based on her own public key or someone else’s.

The goals for this analysis were derived during development of the specifi-
cation of the protocol, an unusual situation which is due to the fact that the
analysis was performed by people who were also authors of the specification. The
analysis with ProVerif also involved checks for protocol sanity goals, e. g. that
it is possible for the protocol to finish successfully, i. e. with the client accepting
some time synchronization data. It additionally involved a weak authenticity
goal for the cookie exchange (a weaker version of Goal 9 listed below), but this
was only helpful to the extent that it pointed toward the improtance of Goal 8.
The ProVerif source code for the queries associated with all of the mentioned
goals can be inspected in AppendixA.8. We do not discuss the sanity goals or the
weak authenticity goal in more detail, as they do not contribute essential results
for the analysis. Instead, we now present the specific security goals directly rel-
evant for this analysis. The first of these goals is the one that represents the full
extent of positive security affirmation that our analysis can provide. Both of the
attacks that were found lead to a violation of this goal.

Goal 7 (Time Synchronization Authenticity). If Alice accepts the data
from a time response message as authentic from Bob, then Bob has indeed sent
a time response message with the same time data and the same nonce, secured
with the correct cookie for the association between Alice and Bob.

We now present two intermediary security goals which aid with getting more
specific information about the nature of the attacks. Both of these goals are
necessary preconditions for Goal 7, since the integrity of time synchronization
messages depends on the cookie being shared securely between Alice and Bob.

Goal 8 (Cookie Secrecy). If Alice accepts a cookie C from a server cook
message as being legitimate, then C is unknown to Mallory.

Goal 9 (Cookie Authenticity). If Alice accepts a cookie C from a server cook
message as being legitimate for her association with Bob, then Bob has indeed
sent a server cook message in which he has transmitted C and which he has
intended for Alice.

We now describe the first of the two attacks that were discovered. This attack
violates even the very specific Goal 9, which gives a hint about the underlying
weakness: this is not an attack where a legitimate cookie is spied upon, but where
a completely new cookie is invented and Alice is deceived into accepting it.

Attack 10. ProVerif discovered an event trace which violated Goal 9 as well as
Goal 8. From that trace, the following attack scenario could be derived:

– Mallory intercepts a client cook message CC1 containing a nonce N .
– She memorizes both values and prevents the message from being delivered in

its original form.
– She invents some cookie value X and concatenates it with N .
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– She sends a client cert message to the server Bob, which instead of her
name M (see the appropriate message diagram for client cert in Sect. 4) con-

tains the concatenated value
N
X

.

– The server sends the appropriate server cert message back to Mallory. It con-
tains two values: Bob’s certificate, which is irrelevant, and additionally a sig-

nature Sign[KB ]
〈

N

X
, which Mallory memorizes.

– Mallory then employs concatenation of values known to her as well as encryp-
tion under Alice’s public key to create a server cook message SC3 which reads

Enc[KA]

〈

N

X

Sign[KB ]
〈

N

X

.

– She sends SC3 back to Alice, who decrypts it, validates the nonce and sig-
nature, and finally accepts the cookie X as the legitimate cookie sent to her
from Bob.

As mentioned before, this attack works only if Bob does not recognize when
a client cert message contains the concatenation of a nonce and a cookie-length
value instead of a hostname. Under this assumption, anyone can get a signature
from an arbitrary server for an arbitrary message by abusing the certification
message exchange. However, this is unlikely in any practical implementation.

Countermeasure 11. The introduction of proper identifiers for the different
message components completely defeats this attack. Successful ProVerif verifi-
cation, performed on a more strongly typed model, supports this, as at least
Goal 9 has been shown to hold there.6

In the following we describe the second of the two revealed attacks.

Attack 12. ProVerif discovered an event trace in which Goal 8 (Cookie Secrecy)
was violated. From this trace, the following attack scenario could be deduced:

– Mallory intercepts a client cook message CC1 containing a nonce N and
Alice’s public key KA.

– She memorizes both values and prevents the message from being delivered in
its original form.

– She creates a new client cook message CC2 by concatenating the received
nonce N with her own public key KM .

– She sends this newly created client cook message CC2 to the server Bob.
6 The reason why Goals 7 and 8 do not hold for this model is that Countermeasure 11

only defends against Attack 10, not against Attack 12.
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– Bob sends back the server cook message SC1, which has the format

Enc[KM ]

〈

N

CookB(h(KM ))

Sign[KB ]
〈

N

CookB(h(KM ))

,

which can hence be decrypted by Mallory and which contains a cookie and
a valid signature confirming that Bob has created and sent this cookie as an
answer to the request with nonce N .

– Mallory intercepts SC1 and may prevent it from being delivered in its original
form. She decrypts it and then instantly re-encrypts it with Alice’s public
key KA, resulting in a new server cook message SC2.

– She sends SC2 to Alice, who decrypts it, validates the nonce and signature,
and finally accepts the cookie CookB(KM ) as the legitimate cookie sent to
her from Bob.

As mentioned above, the given attack is only viable due to the following two
reasons:

1. On receipt of a server cook message, it is impossible for anyone to know
which public key was used as input value for the generation of the given
cookie (because of the one-way property of HMAC and the secrecy of the
server seed).

2. On receipt of such a message, it is also impossible for anyone to know for
whom the message was originally encrypted (since decrypting and then re-
encrypting a message leaves no trace).

The reasons above are interdependent, because an honest server like Bob
will always encrypt a server cook message with exactly the same public key
upon which the generation of the cookie included in that message is based.
We provide two possible countermeasures against Attack 12, both supported by
ProVerif validations.

Countermeasure 13. The simple addition of the input value used for the
cookie generation into the set of values covered by the signature prevents the
described attack. This measure was taken for model version 0.3.1 of the proto-
col. The resulting message format for server cook can be seen in Table 4. With
the ProVerif model updated accordingly, Goal 8 and even Goal 7 can be verified
to hold.

Countermeasure 14. An alternate countermeasure is to switch the order of
encrypting and signing for the server cook message to encrypting first, then
signing. This measure was taken for model version 0.3.2 of the protocol. The
resulting message format for server cook can be seen in Table 5. Goal 8 and also
Goal 7 can then be verified to hold for an accordingly updated model of the
protocol.
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Table 4. These are the two updated message formats used for the cookie exchange
between client Alice (A) and server Bob (B) according to protocol version 0.3.1.

Name Direction Contents

client cook A → B :
N

KA

server cook B → A : Enc[KA]

N

CookB(h(KA))

Sign[KB ]

N

CookB(h(KA))

KA

Table 5. These are the two message formats used for the cookie exchange between
client Alice (A) and server Bob (B) according to protocol version 0.3.2.

Name Direction Contents

client cook A → B :
N

KA

server cook B → A :

Enc[KA]
N

CookB(h(KA))

Sign[KB ] Enc[KA]
N

CookB(h(KA))

Countermeasure 14 has some small advantages over Countermeasure 13: it is
simpler to include in a specification, and it also has the benefit that an invalid
signature can be detected at a slightly lower computational cost, because no
decryption operation is necessary in order to obtain the signature value.

7 Conclusion

We have used ProVerif for the analysis of an early version of the NTS specifica-
tion. We were able to discover considerable weaknesses in draft version 03 of the
specification. Those discoveries were considered in the further development NTS
and by version 04, the specification was updated [29, Version 04, Sect. 6.3.2]
with a measure conforming to Countermeasure 13, which mitigates Attack 12.
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In version 05, the usage of the Cryptographic Message Syntax (CMS) [13] was
introduced [29, Version 05, Sect. 6] and a new separate document was created
for details on how to use this [30, Version 00]. The usage of the CMS conforms
to Countermeasure 11 and provides sufficient data type information to help pre-
vent Attack 10. Moreover, the specification has adapted changes in the cookie
exchange that match what is described under Countermeasure 14 [29, Version 05,
Sect. 6.2.2], [30, Version 00, Sects. 2 and 4.2.2.2]. Overall, these changes pre-
vent both of the attacks presented in Sect. 6, and therefore represent important
improvements.

The discoveries are quite common (and, for experts, perhaps obvious) attacks.
An important lesson learned in the course of this analysis is: when designing a
new security protocol, it is sensible to check its basic structure with a formal
tool, even if this tool may not be sophisticated enough to analyze the finer
details. A rough formal analysis may already yield valuable results, as even
very basic weaknesses may be overlooked when just considering a protocol on
paper. Therefore, it can be useful for the analysis to use abstraction in order
to dismiss a complex aspect (like timing in our case), as long as the remaining
aspects enable a self-contained examination. Furthermore, a question that one
might deduce from the analysis is: to what extent could attacks like Attack 10,
which are preventable through the use of well defined data types, be relevant
in practice? Do protocol developers need to sufficiently consider the question of
data types, or is this a matter that should be left to the implementers? It is also
noteworthy that we skipped over a deeper evaluation of different model checkers
in the course of this analysis, which leaves room for further research comparing
the relative merits of different protocol verifiers for the analysis of protocols and
draft standards.

For a complete analysis of the full NTS specification, timing and clocks need
to be considered (see Sect. 2). Therefore, further work is necessary to properly
consider the timing aspect in interaction with security. To this end, ProVerif is
not the suitable tool, because it is unable to consider timing and clocks. Model-
checkers other than ProVerif (specifically UPPAAL [5] and TAuth [17]) are being
considered, but it is yet unclear if they indeed support the considerations of all
necessary aspects for a thorough analysis of secure time synchronization tech-
niques. In particular, finding the right approach and tool is important to analyze
the security aspects of broadcast time synchronization with NTS, where TESLA
is used for authenticity and integrity protection. Using TESLA to secure time
synchronization is especially tricky, since TESLA requires rough time synchro-
nization not only initially, but continuously. Hence, successfully disturbing time
synchronization just by a small amount might endanger the security of the whole
protocol.

We have started a detailed analysis [19] focusing on an intricate attack using
delay techniques to compromise time synchronization when it is secured with
TESLA-like mechanisms. A draft version of this work is available under https://

www8.cs.fau.de/staff/milius/AttackPossibilityTimeSyncTESLA.pdf.
An automated (or semi-automated) formal analysis of the full NTS spec-

ification would be beneficial because it could be re-used for other time

https://www8.cs.fau.de/staff/milius/AttackPossibilityTimeSyncTESLA.pdf
https://www8.cs.fau.de/staff/milius/AttackPossibilityTimeSyncTESLA.pdf
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synchronization protocols which employ TESLA-like mechanisms, for example
the TinySeRSync protocol [31] for wireless sensor networks.

A ProVerif Source Code

In this appendix, we present some of the relevant ProVerif source code used for
the preparation of this paper. There have been different code versions involved
in the analysis:

– Code version c030ut: It models protocol version 0.3.0 but has no dedicated
type for hostnames.

– Code version c030: It models protocol version 0.3.0 and does have a dedi-
cated hostname type.

– Code version c031: It models protocol version 0.3.1.
– Code version c032: It models protocol version 0.3.2.

All of the code below is taken from code version c030, which formed the basis
of the analysis. Presenting the other versions in full would take up a lot of space,
whereas presenting only the differences is difficult. This is because although
the changes between the different code versions are minor, they still include
numerous lines that are spread far apart. Some comment lines and structuring
have been left out for the presentation.

For any reader who is interested in access to the complete code (all code
versions, ready for use with ProVerif), it is available under https://www8.cs.fau.

de/staff/milius/ProVerif-NTS.rar.

A.1 Cryptographic Primitives

The first lines of the ProVerif source code form the cryptographic primitives that
are needed.

(* Basics: Keys and Hostnames *)

type key.

type hostname.

(* Symmetric Encryption *)

fun senc(bitstring, key): bitstring.

reduc forall m: bitstring, k: key;

sdec(senc(m,k),k) = m.

(* Asymmetric Encryption *)

type skey.

type pkey.

fun sk_of(hostname): skey [private].

fun pk(skey): pkey.

letfun pk_of(X: hostname) = pk(sk_of(X)).

https://www8.cs.fau.de/staff/milius/ProVerif-NTS.rar
https://www8.cs.fau.de/staff/milius/ProVerif-NTS.rar
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fun aenc(bitstring, pkey): bitstring.

reduc forall m: bitstring, k: skey;

adec(aenc(m, pk(k)), k) = m.

(* Asymmetric Signatures *)

type sskey.

type spkey.

fun ssk_of(hostname): sskey [private].

fun spk(sskey): spkey.

letfun spk_of(X: hostname) = spk(ssk_of(X)).

fun sign(bitstring, sskey): bitstring.

reduc forall m: bitstring, k: sskey;

getmess(sign(m,k)) = m.

reduc forall m: bitstring, k: sskey;

checksign(sign(m,k), spk(k)) = m.

letfun signed_message(m: bitstring, k: sskey)

= (m, sign(m, k)).

(* Hash and HMAC Functions *)

fun hash(bitstring): bitstring.

fun keyhash(pkey): bitstring.

fun seed_of(hostname): bitstring [private].

fun cookie_gen(bitstring, bitstring): key.

fun hmac(key, bitstring): bitstring.

A.2 Global Variables and Constants

Next we have the declarations of channels and other global variables and con-
stants.

(* The Channel for All"Network" Protocol Communications *)

free c: channel.

(* The Channel and Hostname for Communication with the TA *)

free ta: channel.

free TA: hostname.

(* Two Possible Version Identifiers *)

free version_1: bitstring.

free version_2: bitstring.

A.3 Events

The declarations of ProVerif “events” follow that are used for better traceability
of what is happening in what order.
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(* Server Side Events *)

event serverError().

event serverHasOwnCert(hostname, pkey, spkey).

event serverRespondsTime(bitstring, bitstring,

bitstring).

event serverSaysCookie(key, pkey, hostname).

event serverGeneratesCookie(key, hostname).

event serverAcceptsCert(hostname).

event serverRejectsCert().

(* Client Side Events *)

event clientError().

event clientHasOwnCert(hostname, pkey, spkey).

event clientAcceptsCookie(key, hostname, hostname).

event clientAcceptsSomeCookie().

event clientRejectsCookie(key, hostname, hostname).

event clientRejectsSomeCookie().

event cookieCompromised(key).

event clientAcceptsCert(hostname, spkey).

event clientRejectsCert().

event client_timereq(bitstring).

event clientAcceptsTime(bitstring, bitstring,

bitstring).

event clientDiscards(bitstring).

(* Authority Side Event(s) *)

event authorityGivesCert(hostname, pkey, spkey).

A.4 The Trusted Authority Process

The code then moves on to the processes by which the participants are modeled.
We first present the process that models the trusted authority. Its only purpose
is to generate and distribute certificates for server and client type participants.

(* [Process] ::: TRUSTED AUTHORITY ::: [NTS v0.3.0]

|: Issues certificates on request. *)

let authority() =

let skTA = ssk_of(TA) in

(* The authority receives a certificate request. *)

in(ta, H: hostname);
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(* The authority determines the correct public keys

for the requester. *)

let pkH = pk(sk_of(H)) in

let spkH = spk(ssk_of(H)) in

(* From that information, the authority assembles

and signs the appropriate certificate. *)

let certificate = (H, pkH, spkH) in

let signature = sign(certificate, skTA) in

let certificate_sig = (certificate, signature) in

(* The authority sends the response back to the

requesting participant. *)

event authorityGivesCert(H, pkH, spkH);

out(ta, certificate_sig).

A.5 The Server Side Processes

Inner Server Processes. Next are those processes that make up the model of
the server. The first process represents the server module which deals with the
certification message exchange.

(* [Process] ::: SERVER CERTIFIER MODULE ::: [NTS v0.3.0]

|: Replies to a client_cert message with a server_cert

|: message as specified. *)

let server_certifier(B: hostname, pkB: spkey,

skB: sskey) =

(* The server acquires the TA’s public key. *)

let pkTA = spk(ssk_of(TA)) in

(* The server receives a client’s certification request. *)

in(c, X_client_cert: bitstring);

(* The server extracts the necessary information. *)

let (version_x: bitstring, A_x: hostname)

= X_client_cert in

(* The server requests its certificate chain from the

trusted authority and performs a validity check on

the response that it receives. *)

out(ta, B);

in(ta, Z_certificate: bitstring);

let (=B, some_key: pkey, =pkB,

Z_cert_signature: bitstring)

= Z_certificate in

if (B, some_key, pkB)

<> checksign(Z_cert_signature, pkTA)

then event serverError()
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else event serverHasOwnCert(B, some_key, pkB);

(* The server creates a server_cert response

as specified. *)

let msg_server_cert = (A_x, Z_certificate) in

let msg_server_cert_sign

= (msg_server_cert,

sign(msg_server_cert, skB))

in

(* The server sends the composed response to the

requesting client. *)

out(c, msg_server_cert_sign).

The next process involves the server module whose purpose it is to execute the
cookie message exchange as well as the required calculations.

(* [Process] ::: SERVER COOKIE MODULE ::: [NTS v0.3.0]

|: Takes a client_cook request, generates the appropriate cookie

|: and replies with a server_cook message as specified. *)

let server_cookie(B: hostname, pkB: spkey, skB: sskey,

seed: bitstring) =

(* The server acquires the TA’s public key. *)

let pkTA = spk(ssk_of(TA)) in

(* The server receives a client’s cookie request. *)

in(c, X_cook: bitstring);

(* The server matches it to the specified message

pattern and extracts the necessary information. *)

let (n_x: bitstring, pkA_x: pkey) = X_cook in

(* The server builds the cookie for the received client

(identified via its public [encryption] key pkA. *)

let cookie = cookie_gen(keyhash(pkA_x), seed) in

(* It builds the appropriate response *)

let response = (cookie, n_x) in

(* It constructs its signature and attaches it to the response. *)

let signature = sign(response, skB) in

let response_sig = (response, signature) in

(* It encrypts it. *)

let response_sig_enc = aenc(response_sig, pkA_x) in

(* It sends it back to the client. *)

event serverGeneratesCookie(cookie, B);

event serverSaysCookie(cookie, pkA_x, B);
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out(c, response_sig_enc).

Then the server module follows that takes care of the time synchronization mes-
sage exchange.

(* [Process] ::: SERVER TIMESYNC MODULE ::: [NTS v0.3]

|: Replies to a time_request message with a time_response message as

|: specified. *)

let server_time_response(B: hostname, pkB: spkey,

skB: sskey, seed: bitstring) =

(* The server receives a time_request message from a client. *)

in(c, Y: bitstring);

(* It extracts the necessary data. *)

let (t1_y: bitstring, n_y: bitstring,

pkA_hash_y: bitstring) = Y in

(* It creates the appropriate time sync data for its response. *)

new t2: bitstring;

(* It re-computes the cookie. *)

let cookie = cookie_gen(pkA_hash_y, seed) in

(* It composes its response. *)

let response = (n_y, t1_y, t2,

hmac(cookie, (n_y, t1_y, t2)))

in

(* It sends its response back to the requesting client. *)

event serverRespondsTime(n_y, t1_y, t2);

out(c, response).

Outer Server Process. We then see the “outer” server process whose purpose
is simply to execute iterations of all the “inner” processes (the modules listed
above in AppendixA.5).

(* [Process] ::: SERVER GLOBAL PROCESS ::: [NTS v0.3.0]

|: Executes all server modules at once, running arbitrarily many

|: instantiations of each of them in parallel. *)

let server(B: hostname) =

(* Before running any modules, the server generates an

unpredictable seed value and remembers its own key pair. *)

let seed = seed_of(B) in

let skB = ssk_of(B) in

let pkB = spk(skB) in

(* The server then runs all modules. *)
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!server_certifier(B, pkB, skB)

| !server_cookie(B, pkB, skB, seed)

| !server_time_response(B, pkB, skB, seed).

A.6 The Client Side Processes

Inner Client Process. Moving on to the client side processes, there is first the
“inner” process which takes care of the time synchronization message exchange,
including the necessary checks on the MAC.

(* [Process] ::: CLIENT TIMESYNC MODULE ::: [NTS v0.3.0]

|: Generates time_request messages as specified and sends them to a

|: time server. It then awaits a time_response message on which it

|: performs the necessary checks as specified. *)

let client_time_request(A: hostname, pkA: pkey,

B: hostname, cookie: key) =

(* The client generates time data and a nonce. *)

new t1: bitstring;

new n1: bitstring;

event client_timereq(t1);

(* The client constructs its time_request message and sends it. *)

let request = (t1, n1, keyhash(pkA)) in

out(c, request);

(* It receives a time_response message and extracts the necessary

information. *)

in(c, X: bitstring);

let (=n1, =t1, t2x: bitstring, hmacx: bitstring)

= X in

(* Depending on the result of validity checks, it either accepts

the response as authentic or discards it. *)

if hmacx = hmac(cookie, (n1, t1, t2x))

then event clientAcceptsTime(n1, t1, t2x)

else event clientDiscards(X).

Outer Client Process. The “outer” client side process follows, which performs
the initial message exchanges (server certification and cookie exchange) and then
executes instantiations of the inner process.

(* [Process] ::: CLIENT GLOBAL PROCESS ::: [NTS v0.3.0]

|: Executes the steps for association, certification and cookie

|: exchange, one of each, sequentially. Then it runs arbitrarily

|: many instances of the client timesync module in parallel. *)

let client(A: hostname, B: hostname) =
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let skA = sk_of(A) in

let pkA = pk(skA) in

let pkTA = spk(ssk_of(TA)) in

(* CERTIFICATE PHASE -----------------------------*)

(* The client sends a client_cert message as specified *)

let msg_client_cert = (version_1, A) in

out(c, msg_client_cert);

(* The client receives a response of type server_cert. *)

in(c, X_server_cert: bitstring);

(* The client extracts data from the response. *)

let (=A, certificate_x: bitstring,

signature_x: bitstring)

= X_server_cert in

(* The client reads the certificate. *)

let (=B, other_key: pkey, spkB_x: spkey,

cert_signature: bitstring)

= certificate_x in

(* The client performs the necessary test. On failure, it

exits with an error. On success, the client accepts the

key given in the certificate as B’s public key. *)

event check();

if ((B, other_key, spkB_x)

<> checksign(cert_signature, pkTA))

|| ((A, certificate_x)

<> checksign(signature_x, spkB_x))

then event clientRejectsCert()

else event clientAcceptsCert(B, spkB_x);

(* COOKIE PHASE ------------------------*)

let pkB = spkB_x in

(* The client sends a client_cook message as specified. *)

new n_cook: bitstring;

let msg_client_cook = (n_cook, pkA)

in

out(c, msg_client_cook);

(* The client receives a response of type server_cook. *)

in(c, X_server_cook: bitstring);

(* It decodes the response and extracts the data from it. *)
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let X_dec = adec(X_server_cook, skA)

in

let ((cookie_x: key, =n_cook),

signature_x: bitstring) = X_dec

in

(* It performs the necessary checks as specified. On success,

it starts sending time_request messages as specified.*)

if (cookie_x, n_cook)

= checksign(signature_x, pkB)

then event

clientAcceptsCookie(cookie_x, A, B)

(* TIMESYNC PHASE ------------------*)

| !client_time_request(A, pkA,

B, cookie_x)

| ( in(c, =cookie_x);

event cookieCompromised(cookie_x)

else event

clientRejectsCookie(cookie_x, A, B)).

Note that the first else-branch includes all the code below it. Note also the
dedicated listener process given by

| ( in(c, =cookie_x);

event cookieCompromised(cookie_x)

which is started when the client accepts a cookie and does not really repre-
sent client behavior according to the protocol, but only listens for the cookie
on an open channel. This enables us to check for the loss of a cookie by
querying whether the event cookieCompromised() is ever executed at all (see
AppendixA.8).

A.7 The Environment Process

Here, we present the global ProVerif process which takes care of instantiating
all participants.

(* [Process] MAIN OVERALL PROCESS ::: [NTS v0.3.0]

|: Runs everything that needs to be run. *)

process

(* More strongly typed version with hostnames,

would otherwise be"bitstring" type variables *)

new B: hostname;

new A: hostname;

(* There are arbitrarily many clients running, but only one server,

for simplification in the earlier phase of this analysis. *)

!server(B) | !client(A, B) | !authority()

| out(c, A) | out(c, B) )
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A.8 ProVerif Queries

Now we present the ProVerif queries. We first consider those queries that concern
the cookie exchange.

Sanity – Cookie Exchange. This query makes sure that there is some cookie x
which is accepted by the honest client A as coming from the honest server B,
i. e. the cookie exchange can be completed successfully.

query x: key;

event(clientAcceptsCookie(x, new A, new B)).

This query holds for all four code versions.

Weak Authenticity – Cookie. This query ensures that if the honest client A
accepts a cookie x for communication with the honest server B, then B has
in fact generated x and released it into the network (note that this gives no
guarantee that B intended x for communication with A in particular).

query x: key;

event(clientAcceptsCookie(x, new A, new B))

==> event(serverGeneratesCookie(x, new B)).

Applying this query to the different ProVerif code versions yields the following
results:

– It does not hold for code version c030ut. The attack that ProVerif discovers
is the first one described in Sect. 6.

– It holds for the code versions c030, c031, and c032.

Authenticity – Cookie. This query strengthens the guarantee acquired with
the previous query: it ensures that if the honest client A accepts a cookie x
for communication with the honest server B, then B has in fact issued x based
on A’s public key, and has also encrypted the appropriate message with said
public key. This is the query that corresponds to Goal 9.

query x: key;

event(clientAcceptsCookie(x, new A, new B))

==> event(serverSaysCookie(x, pk(sk_of(new A)), new B)).

The results for this query are as follows:

– It does not hold for code version c030ut. Authenticity for the cookie would
require weak authenticity for it, which is not given (see above). Also, the
Man-in-the-Middle attack described in Sect. 6 works on this version.

– It does not hold for code version c030. Again, the corresponding attack is the
Man-in-the-Middle attack described in Sect. 6.

– It holds for the code versions c031, and c032
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Secrecy – Cookie. This query asserts that if the honest client A accepts
a cookie x, then the attacker does not know x. This is realized via the
event cookieCompromised() from the dedicated listener process as described
in AppendixA.6. This query corresponds to Goal 8.

query x: key;

event(cookieCompromised(x)).

– This query does not hold for code version c030ut and neither does it hold
for c030: Both of the possible attacks enable Mallory to make Alice accept
a cookie that Mallory knows. In the case of the Blind-signature attack she
manufactures said cookie herself; in the case of the Man-in-the-Middle attack
she maliciously re-distributes a valid key, signed by Bob.

– This query holds for the code versions c031 and c032.

Next, we take a look at some queries that concern the time synchronization
message exchange.

Sanity – Time Synchronization. This query checks whether it is possible
for the protocol to be run such that the honest client A successfully accepts a
timesync response as valid and authentic from the honest server B.

query nonce: bitstring, x: bitstring, y: bitstring;

event(clientAcceptsTime(new A, new B, nonce, x, y)).

This query holds for all four code versions.

Authenticity – Time Synchronization. This query ensures that if a time-
sync message t is accepted by the honest client A as authentic from an honest
server B, then B has really issued a message with the exact time data as in t
and secured it with the cookie which is generated based on A’s public key. This
query corresponds to Goal 7.

query nonce: bitstring, x: bitstring, y: bitstring;

event(clientAcceptsTime(new A, new B, nonce, x, y))

==> event(serverRespondsTime(keyhash(pk(sk_of(new A))),

new B, nonce, x, y)).

– As might be expected due to the lack of cookie secrecy, this query also does
not hold for code version c030ut and neither does it hold for c030. Since for
these code versions Mallory can gain access to cookies that Alice accepts as
valid, she can use those cookies to generate time synchronization packets with
maliciously manufactured synchronization information that Alice will accept.

– This query holds for the code versions c031 and c032.
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Abstract. Many cryptographic protocols are designed to achieve their
goals using only messages passed over an open network. Numerous tools,
based on well-understood foundations, exist for the design and analysis
of protocols that rely purely on message passing. However, these tools
encounter difficulties when faced with protocols that rely on non-local,
mutable state to coordinate several local sessions.

We adapt one of these tools, cpsa, to provide automated support for
reasoning about state. We use Ryan’s Envelope Protocol as an example
to demonstrate how the message-passing reasoning can be integrated
with state reasoning to yield interesting and powerful results.

Keywords: Protocol analysis tools · Stateful protocols · TPM ·
PKCS #11

1 Introduction

Many protocols involve only message transmission and reception, controlled by
rules that are purely local to a session of the protocol. Typical protocols for
authentication and key establishment are of this kind; each participant maintains
only the state required to remember what messages must still be transmitted,
and what values are expected in messages to be received from the peer.

Other protocols interact with long-term state, meaning state that persists
across different sessions and may control behavior in other sessions. A bank
account is a kind of long-term state, and it helps to control the outcome of
protocol sessions in the ATM network. Specifically, the session fails when we try
to withdraw money from an empty account. Of course, one session has an effect
on others through the state: When we withdraw money today, there will be less
remaining to withdraw tomorrow.

Hardware devices frequently participate in protocols, and maintain state that
helps control those protocols. For example, PKCS#11 devices store and use
keys, and are constrained by key attributes that control e.g. which keys may
be used to wrap and export other keys. Trusted Platform Modules (TPMs)
maintain Platform Configuration Registers (PCRs) some of which are modified
only by certain special instructions. Thus, digitally signing the values in these
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registers attests to the history of the platform. Some protocols involve multiple
state histories; for instance, an online bank transfer manipulates the state of the
destination account as well as the state of the source account.

State-based protocols are more challenging to analyze than protocols in which
all state is session-local. Among the executions that are possible given the mes-
sage flow patterns, one must identify those for which a compatible sequence
of states exists. Thus, to justify standardizing protocols involving PKCS#11
devices or TPMs, one must do a deeper analysis than for stateless protocols.
Indeed, since these devices are themselves standardized, it is natural to want to
define and justify protocols that depend only on their required properties, rather
than any implementation specific peculiarities.

The goal of this paper is to explain formal ideas that can automate this
analysis, and to describe a support tool that assists with it.

Contributions of this paper. We make four main contributions:

– We identify two central axioms of state that formalize the semantics of state-
respecting behaviors (Defnition 3). Each time a state is produced,
1. it can be consumed by at most one subsequent transition.
2. it cannot be observed after a subsequent transition consumes it.

The first axiom is the essence of how the state-respecting analysis differs
from standard message-based analysis. By contrast, once a message has been
transmitted, it can be delivered (or otherwise consumed) repeatedly in the
future.
The second axiom, like the reader/writer principle in concurrency, allows
observations to occur without any intrinsic order among them, so long as
they all occur while that state is still available. It preserves the advantages of
a partial order model, as enriched with state.

– We provide an alternative model of execution that maintains state in a family
of traditional state machines, whose transitions are triggered by synchroniza-
tion events in a state-respecting manner (see the extended version [17] for def-
initions and proofs). The justification for our two axioms is that they match
this alternative, explicit-state-machine model exactly.

– We incorporated these two axioms into the tool cpsa [24], obtaining a tool
that can perform state-respecting enrich-by-need protocol analysis.

– We applied the resulting version of cpsa to an interesting TPM-based pro-
tocol, the Envelope Protocol [2], verifying that it meets its security goal. We
have also analyzed some incorrect variants, obtaining attacks.

Roadmap. After giving some background, we describe the Envelope Protocol
and the TPM behaviors it relies on (Sect. 2). We introduce our protocol model
(Sect. 3) in both its plain form, and the form enriched by the axioms in Con-
tribution 1. Section 4 describes the cpsa analysis in the original model where
state propagation is not distinguished from message-passing, and in the enriched
model. We turn to related work in Sect. 5. Section 6 addresses a logical interpre-
tation of enrich-by-need analysis and observes that this framework may be used,
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unmodified, for stateful protocols as we model them. We end with a brief com-
ment on conclusions and future work.

Background: Strand spaces. We work within the strand space framework.
A strand is a (usually short) finite sequence of events, where the events are

message transmission nodes;
message reception nodes; and
state synchronization nodes.

Each message transmission and reception node is associated with a message
that is sent or received. State synchronization nodes were introduced into strand
spaces recently [15]. Including them des not alter key definition such as bundles
(Definition 1), and they allow us to flag events that, though the protocol princi-
pals perform them, are not message events. State synchronization nodes will be
related to states via two different models in Sect. 3.

The behavior of a principal in a single, local run of one role of a protocol
forms a strand. We call these regular strands. We also represent basic actions
of an adversary as strands, which we call adversary strands. Adversary strands
never need state synchronization nodes, since our model of the adversary allows
it to use the network as a form of storage that never forgets old messages.

A protocol Π is represented by a finite set of strands, called the roles of
the protocol, together with some auxiliary information about freshness and non-
compromise assumptions about the roles. We write ρ ∈ Π to mean that ρ is one
of the roles of the protocol Π. The regular strands of Π are then all strands
that result from any roles ρ ∈ Π by applying a substitution that plugs in values
in place of the parameters occurring in ρ.

For more information on strand spaces, see e.g. [14,27]. For the version con-
taining state synchronization events as well as transmissions and receptions,
see [15,23].

Background: Enrich-by-need analysis. In our form of protocol analysis, the
input is a fragment of protocol behavior.

The output gives zero or more executions that contain this fragment. We call
this approach “enrich-by-need” analysis (borrowed from our [16]), because it is
a search process that gradually adds information as needed to explain the events
that are already under consideration.

An analysis begins with an execution fragment A, which may, for instance,
reflect the assumption that one participant has engaged in a completed local
session (a strand); that certain nonces were freshly chosen; and that certain keys
were uncompromised. The result of the analysis is a set S of executions enriching
the starting fragment A. An algorithm implementing this approach is sound if,
for every possible execution C that enriches A, there is a member B ∈ S such
that C enriches B.

We do not require S to contain all possible executions because there are
infinitely many of them if any. For instance, executions may always be extended
by including additional sessions by other protocol participants. Thus, we want



Formal Support for Standardizing Protocols with State 249

the set S to contain representatives that cover all of the essentially different
possibilities. We call these representatives S the shapes for A.

In practice, the set S of shapes for A is frequently finite and small.
When we start with a fragment A and find that it has the empty set S = ∅ of

shapes, that means that no execution contains all of the structure in A. To use
this technique to show confidentiality assertions, we include a disclosure event
in A. If A extends to no possible executions at all, we can conclude that this
secret cannot be revealed. If S is non-empty, the shapes are attacks that show
how the confidentiality claim could fail.

The set S of shapes, when finite, also allows us to ascertain whether authen-
tication properties are satisfied. If each shape B ∈ S satisfies an authentication
property, then every possible execution C enriching A must satisfy the prop-
erty too: They all contain at least the behavior exhibited in some shape, which
already contained the events that the authentication property required.

This style of analysis is particularly useful in a partially ordered execution
model, such as the one provided by strand spaces. In partially ordered models,
when events e1, e2 are causally unrelated, neither precedes the other. In linearly
ordered execution models, both interleavings e1 ≺ e2 and e2 ≺ e1 are possible,
and must be considered. When there are many such pairs, this leads to exponen-
tially many interleavings. None of the differences between them are significant.

2 The Envelope Protocol

We use Mark Ryan’s Envelope Protocol [3] as a concrete example throughout the
paper. The protocol leverages cryptographic mechanisms supported by a TPM
to allow one party to package a secret such that another party can either reveal
the secret or prove the secret never was and never will be revealed, but not both.

It is a particularly useful example to consider because it is carefully designed
to use state in an essential way. In particular, it creates the opportunity to
take either of two branches in a state sequence, but not both. In taking one
branch, one loses the option to take the other. In this sense, it utilizes the non-
monotonic nature of state that distinguishes it from the monotonic nature of
messages. Additionally, although the Envelope Protocol is not standardized, it
demonstrates advanced and useful ways to use the TPM. Standardization of
such protocols is under the purview of the Trusted Computing Group (TCG). It
will be very useful to understand the fundamental nature of state and to provide
methods and tools to support the future standardization of protocols involving
devices such as the TPM.

Protocol motivation. The plight of a teenager motivates the protocol. The
teenager is going out for the night, and her parents want to know her destination
in case of emergency. Chafing at the loss of privacy, she agrees to the following
protocol. Before leaving for the night, she writes her destination on a piece of
paper and seals the note in an envelope. Upon her return, the parents can prove
the secret was never revealed by returning the envelope unopened. Alternatively,
they can open the envelope to learn her destination.
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The parents would like to learn their daughter’s destination while still pre-
tending that they have respected her privacy. The parents are thus the adversary.
The goal of the protocol is to prevent this deception.

Necessity of long-term state. The long-term state is the envelope. Once the
envelope is torn, the adversary no longer has access to a state in which the enve-
lope is intact. A protocol based only on message passing is insufficient, because
the ability of the adversary monotonically increases. Initially, the adversary has
the ability to either return the envelope or tear it. In a purely message-based
protocol the adversary will never lose these abilities.

Cryptographic version. The cryptographic version of this protocol uses a
TPM to achieve the security goal. Here we restrict our attention to a subset
of the TPM’s functionality. In particular we model the TPM as having a state
consisting of a single PCR and only responding to five commands.

A boot command (re)sets the PCR to a known value. The extend command
takes a piece of data, d, and replaces the current value s of the PCR state with
the hash of d and s, denoted #(d, s). In fact, the form of extend that we model,
which is an extend within an encrypted session, also protects against replay.
These are the only commands that alter the value in a PCR.

The TPM provides other services that do not alter the PCR. The quote
command reports the value contained in the PCR and is signed in a way as to
ensure its authenticity. The create key command causes the TPM to create an
asymmetric key pair where the private part remains shielded within the TPM.
However, it can only be used for decryption when the PCR has a specific value.
The decrypt command causes the TPM to decrypt a message using this shielded
private key, but only if the value in the PCR matches the constraint of the
decryption key.

In what follows, Alice plays the role of the teenaged daughter packaging the
secret. Alice calls the extend command with a fresh nonce n in an encrypted
session. She uses the create key command constraining a new key k′ to be used
only when a specific value is present in the PCR. In particular, the constraining
value cv she chooses is the following:

cv = #(obt,#(n, s))

where obt is a string constant and s represents an arbitrary PCR value prior the
extend command. She then encrypts her secret v with k′, denoted {|v|}k′ .

Using typical message passing notation, Alice’s part of the protocol might
be represented as follows (where we temporarily ignore the replay protection for
the extend command):

A → TPM : {|ext, n|}k
A → TPM : create,#(obt,#(n, s))

TPM → A : k′

A → Parent : {|v|}k′

The parent acts as the adversary in this protocol. We assume he can perform all
the normal Dolev-Yao operations such as encrypting and decrypting messages
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when he has the relevant key, and interacting with honest protocol participants.
Most importantly, the parent can use the TPM commands available in any order
with any inputs he likes. Thus he can extend the PCR with the string obtain
and use the key to decrypt the secret. Alternatively, he can refuse to learn the
secret and extend the PCR with the string ref and then generate a TPM quote
as evidence the secret will never be exposed. The goal of the Envelope Protocol
is to ensure that once Alice has prepared the TPM and encrypted her secret, the
parent should not be able to both decrypt the secret and also generate a refusal
quote, {|quote,#(ref,#(n, s)), {|v|}k′ |}aik .

A crucial fact about the PCR state in this protocol is the collision-free nature
of hashing, ensuring that for every x

#(obt,#(n, s)) �= #(ref, x) (1)

Formal protocol model. We formalize the TPM-based version of the Enve-
lope Protocol using strand spaces [14]. Messages and states are represented as
elements of a crypto term algebra, which is an order-sorted quotient term alge-
bra. Sort � is the top sort of messages. Messages of sort A (asymmetric keys),
sort S (symmetric keys), and sort D (data) are called atoms. Messages are atoms,
tag constants, or constructed using encryption {| · |}(·), hashing #(·), and pair-
ing (·, ·), where the comma operation is right associative and parentheses are
omitted when the context permits.

We represent each TPM command with a separate role that receives a
request, consults and/or changes the state and optionally provides a response.
As shown in Fig. 1, we use m→• and •→m to represent the reception and trans-
mission of message m respectively. Similarly, we use s�◦ and ◦�s to represent

[re-]boot

boot •

[
s

]◦ s0

create key

create,s •

• {| created,k ,s|}aik

quote

quote,n •
s ◦

• {| quote,s,n|}aik

extend

sess,tpmk,{| esk |}tpmk •

• sess,sid

{| ext,n,sid |}esk •
s ◦ #(n,s)

decrypt

dec,{|m|}k •
{| created,k ,s|}aik •

s ◦

• m

Fig. 1. TPM roles
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Alice

• sess,tpmk,{| esk |}tpmk

sess,sid •

• {| ext,n,sid|}esk

• create,#(obt,#(n,s))

{| created,k ,#(obt,#(n,s))|}aik •

• {|v|}k

Fig. 2. Alice’s role

the actions of reading and writing the value s to the state. We write m ⇒ n to
indicate that m precedes n immediately on the same strand.

As noted above, the boot role and the extend role are the only two roles
that alter the state. This is depicted with the single event �◦� that atomically
reads and then alters the state. The boot role receives the command and resets
any current state s to the known value s0. An alternate version of boot is needed
to ensure that our sequences of state are well-founded. This version has a single
state write event ◦� s0.

The extend role first creates an encrypted channel by receiving an encrypted
session key esk which is itself encrypted by some other secured TPM asymmetric
key tpmk. The TPM replies with a random session id sid to protect against
replay. It then receives the encrypted command to extend the value n into the
PCR and updates the arbitrary state s to become #(n, s).

The create key role does not interact directly with the state. It receives the
command with the argument s specifying a state. It then replies with a signed
certificate for a freshly created public key k′ that binds it to the state value s.
The certificate asserts that the corresponding private key k′−1 will only be used
in the TPM and only when the current value of the state is s. This constraint is
leveraged in the decrypt role which receives a message m encrypted by k′ and
a certificate for k′ that binds it to a state s. The TPM then consults the state
(without changing it) to ensure it is in the correct state before performing the
decryption and returning the message m.

Finally, the quote role receives the command together with a nonce n. It
consults the state and reports the result s in a signed structure that binds the
state to the nonce to protect against replay.

Since the quote role puts the state s into a message, and the extend role
puts a message into the state, in our formalization states are the same kind of
entity as messages.

We similarly formalize Alice’s actions. Her access to the TPM state is entirely
mediated via the message-based interface to the TPM, so her role has no state
events. It is displayed in Fig. 2.
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Alice begins by establishing an encrypted session with the TPM in order to
extend a fresh value n into the PCR. She then has the TPM create a fresh key
that can only be used when the PCR contains the value #(obt,#(n, s)), where
s is whatever value was in the PCR immediately before Alice performed her
extend command. Upon receiving the certificate for the freshly chosen key, she
uses it to encrypt her secret v that gives her destination for the night.

The parents may then either choose to further extend the PCR with the
value obt in order to enable the decryption of Alice’s secret, or they can choose
to extend the PCR with the value ref and get a quote of that new value to prove
to Alice that they did not take the other option. The adversary roles displayed
in Fig. 3 constrain what the parents can do.

create

• a

pair

x •
y •

• (x,y)

sep

(x,y) •

• x

• y

enc

x •
k •

• {|x|}k

dec

{|x|}k •
k−1 •

• x

Fig. 3. Adversary roles, where a in the create role must be an atomic message.

It is important to note that, like Alice’s role, the adversary roles do not
contain any state events. Thus the adversary can only interact with the state
via the interface provided by the TPM commands.

We aim to validate a particular security goal of the Envelope Protocol using
the enrich-by-need method. The parent should not be able to both learn the
secret value v and generate a refusal token.

Security Goal 1. Consider the following events:

– An instance of the Alice role runs to completion, with secret v and nonce n
both freshly chosen;

– v is observed unencrypted;
– the refusal certificate {|quote,#(ref,#(n, s)), {|v|}k′ |}aik is observed unen-

crypted.

These events, which we call jointly A0, are not all present in any execution.

3 State-Respecting Bundles

In this section, we introduce a model of protocol behavior in the presence of
global state; it is new in this paper. It enriches the notion of a bundle, which is
the longstanding strand space formalization of global behaviors [14,27].

We organize this section as a sequence of refinements, starting from the
traditional strand space bundle notion (Definition 1). We then give a direct
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generalization, enriched bundles (Definition 2) to associate states with synchro-
nization events, and to track their propagation. We then introduce informally
describe the notion of an execution, which explicitly includes both a bundle (as a
global record of events and their causal ordering) and a family of state histories,
and note that enriched bundles are not restrictive enough to match this notion
of execution. This motivates the two axioms of state, leading to our final model
of stateful protocol executions, state-respecting bundles (Definition 3), which
matches the notion of executions. See the extended version of this paper [17] for
formal definitions of executions and a proof of our claim that state-respecting
bundles and executions match.

Definition 1 (Bundle). Suppose that Σ is a finite set of strands. Let ⇒ be
the strand succession relation on nodes(Σ). Let →⊆ nodes(Σ)× nodes(Σ) be any
relation on nodes of Σ such that n1 → n2 implies that n1 is a transmission event,
n2 is a reception event, and msg(n1) = msg(n2).

B = (N ,→) is a bundle over Σ iff N ⊆ nodes(Σ), and

1. If n2 ∈ N and n1 precedes it on the same strand in Σ, then n1 ∈ N ;
2. If n2 is a reception node, there is exactly one n1 ∈ N such that n1 → n2; and
3. The transitive closure (⇒ ∪ →)+ of the two arrow relations is acyclic.

B is a bundle of protocol Π iff every strand with nodes in B is either an instance
of a role of Π, or else an instance of one of the adversary roles in Fig. 3.

Any finite behavior should have these properties, since otherwise some partic-
ipant starts a role of the protocol in the middle, or receives a message no one
sent, or else the (looping) pattern of events is causally impossible. By acyclicity,
every bundle determines a partial ordering �B on its nodes, where n1 �B n2

means that some path of one or more arrows →,⇒ leads from n1 to n2 in B.
We incorporate state transition histories directly into the bundles. To do this,

we enrich the bundles with a new relation � that propagates the current state
from one event to another. We do this so that our analysis method can work
with a single object that has both message dependencies and state dependencies
within it. We also distinguish between state transitions and state observations.
Transitions need to be linearly ordered if they pertain to a single device, but
many state observations may occur between a single pair of state transitions.
They are like read events in parallel computation: There is no need for con-
currency control to sequentialize their access to the state, as long as they are
properly nested between the right transition events.

This is an advantage of the strand space approach, which focuses on partially
ordered execution models. It is important for enrich-by-need analysis, where the
exponential number of interleavings must be avoided.

Later in this section, we will introduce a model containing a number of tradi-
tional state machines, where we correlate the synchronization nodes with transi-
tions in their state histories. We make this model more rigorous in the extended
version of this paper [17], where we prove an exact match between the state
respecting behaviors we use here and the more traditional model of state machine
histories.
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3.1 Enriching Bundles with State

We now enrich the bundles to incorporate states, and to propagate them from
node to node, just as transmissions and receptions propagate messages.

The diagrams in Sect. 2 suggest a way to incorporate state into bundles: We
enrich them so that each state synchronization event is associated with messages
representing states. A transition event is associated with a pair, representing the
pre-state before the transition together with the post-state after it. The pre-
state must be obtained from an earlier synchronization event. The post-state
is produced by the transition, and may thus be passed to later events. We also
now distinguish state observation events; these are associated with a single state,
which is like a pre-state since it is received from an earlier event that produced
it. We also identify initiation events, which initialize a devices state and serve
as the beginning of a state computation history.

Initiation nodes ◦�s record the event of creating a new state. We use init s to
indicate an initiation of state to s.

Observation nodes s�◦ record the current state without changing it. We use
obsv s to indicate an observation of state s.

Transition nodes s0�◦�s1 represent the moment at which the state changes
from a specific pre-state to a specific post-state. We use tran (s0, s1) to indi-
cate a state transition with pre-state s0 and post-state s1.

In specifying protocols and their state manipulations, we can use the style illus-
trated in Fig. 1. There, an observation such as the synchronization node in the
quote role, acquires a message on the incoming � arrow. In this case, it is a
variable s, which is itself a parameter to the role which contributes to the sub-
sequent transmitted message. The decrypt role also has an incoming � arrow
labeled with s; in this case, the role can proceed to engage in this event only
if the value s equals a previously available parameter acquired in the previous
reception node. The extend role has a transition node, in which any pre-state s
will be updated to a new post-state by hashing in the parameter n.

These pre- and post-state annotations, using parameters that appear else-
where in the roles, determine subrelations of the transition relation associated
with each instance of a role. An instance of the extend role with a particular
value n0 for the parameter n will engage only in state transformations that hash
in that value n0.

Observation events are not strictly necessary; we could model the checking of
a state value as a transition s�◦�s. However, this would require observation
events be ordered in a specific sequence. This violates the principled choice that
our execution model not include unnecessary ordering.

In the Introduction, we defined a protocol to be a finite set of strands called
the roles of the protocol. An enriched protocol Π+ will be a protocol Π enriched
with a classification of its state synchronization events into init, tran, and obsv
nodes, with each of those annotated with messages defining their pre- and post-
states. The regular strands of Π+ are all of the substitution instances of the roles
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of Π+, including the instances of the pre- and post-states on the synchronization
nodes.

An enriched bundle uses � arrows to track the propagation of the state of
each device involved in the behavior. This is not a sufficient model for reasoning
about state, which requires also the two axioms of Definition 3, but it provides
the objects from which we will winnow the state-respecting bundles.

Definition 2 (Enriched bundles). B+ = (N ,→,�) is an enriched bundle
iff (N ,→) is a bundle, and moreover:

1. n1 � n2 implies that n1 is an init or tran event and n2 is an obsv or tran
event, and the post-state of n1 equals the pre-state of n2;

2. For each obsv or tran event n2, there exists a unique n1 such that n1 � n2;
3. The transitive closure (⇒ ∪ → ∪ �)+ of the three arrow relations is acyclic.

We refer to the partial order it determines as ≺B+ or ≺ when B+ is clear.

Enriched bundles are not a sufficient execution model, however, because they
do not capture what is essentially different about state as compared to messages:
the way that the next transition event consumes a state value, such that it cannot
be available again unless a new transition creates it again. We can see this by
connecting our current set-up to a state-machine model.

Each enriched protocol Π+ determines a type of state machine. Its states
(included in the set of messages) are all pre-states and post-states of the syn-
chronization nodes of all instances of the roles of Π+. A state machine has a set
of initial states. In the state machine determined by Π+, the initial states are
the states σ(s) such that some role ρ ∈ Π+ has an initiation event init s, and σ
is a substitution determining an instance of ρ.

The state machine determined by Π+ has the state transition relation �
consisting of all pairs of states (s1, s2) where

[s1 � s2] iff there exists a state transition node of Π+ with pre-state t1 and
post-state t2 and a substitution σ, such that s1 = σ(t1) and s2 = σ(t2).

A state history or computation is a finite or infinite sequence of states s0, s1, . . .
that starts with an initial state s0, and, for every i, if si+1 is defined then si�si+1.

There may be a collection of devices {Di}i∈I that instantiate this type of
state machine. A execution consists of a bundle B (Definition 1) together with a
state history for each device {Di}i∈I , where each transition is caused by a state
synchronization node of B.

The enriched bundles are not a sufficient model for reasoning about state,
because there are enriched bundles that do not correspond to any execution in
this sense. We will illustrate this in Sect. 4.

3.2 Our Axioms of State

The initiation and transition events are meant to describe the sequence of states
that a device passes through. The notion of bundle says nothing about the “out-
degree” of an event. A message transmission event can satisfy more than one
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(1) ◦

tran = tran

(2) ◦

obsv ≺ tran

Fig. 4. State-respecting semantics. (1) State produced (either from a tran or init event)
cannot be consumed by two distinct transitions. (2) Observation occurs after the state
observed is produced but before that state is consumed by a subsequent transition.

message reception. However, a state event (initiation or transition) can satisfy
at most one state transition event.

Observations must occur in a constrained place in the sequence of states.
They acquire an incoming � arrow from a transition or an initiation. Any such
observation occurs before a subsequent change in the state.

These two principles—that transitions do not fork, and observations must
precede a transition that consumes their state—motivate our execution model.
They are illustrated in Fig. 4.

Definition 3 (State-respecting bundle). Let B+ = (N ,→,�) be an
enriched bundle with precedence order ≺. B+ is state-respecting if and only if:

1. if n � n0 and n � n1, where n0 and n1 are tran events, then n1 = n0;
2. Let the relation ≺+ be the smallest transitive relation including ≺ such that

whenever n0 is an obsv and n1 is a tran, then

n � n0 and n � n1 implies n0 ≺+ n1. (2)

Then ≺+ is acyclic.

We call Clause 1 the No State Split Principle. Clause 2 is the Observation
Ordering Principle.

These two axioms are adequate to provide a model of state. In particular,
in the extended version of this paper [17], we prove that the executions in the
sense we formalize there correspond exactly to the state-respecting bundles of
Definition 3. Given a state-respecting B+, we show how to follow its � arrows,
thereby generating one state machine computation starting from each initiation
node. This process would fail if the state axioms did not hold. Conversely, given
a family of computations, we can use its steps to determine what states to assign
to each synchronization node, and how to draw� arrows between them.

3.3 Enrich-by-need for Stateful Protocols

In order to analyze stateful protocols with respect to state-respecting bundles
(Definition 3), we adapted the Cryptographic Protocol Shapes Analyzer (cpsa)
which performs automated protocol analysis with respect to (traditional) bundles
(Definition 1). cpsa uses the enrich-by-need method as described in the Intro-
duction. That is, it progressively extends an execution fragment A into a set of
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execution fragments {Bi}. The extending occurs only as needed, namely, when
the execution fragment does not contain enough information to fully describe a
bundle. For message-only protocols, extending is necessary exactly when a mes-
sage received at node n cannot be derived by the adversary using previously sent
messages as inputs to a web of adversary strands.

We adapted cpsa in several ways to account for the properties of state syn-
chronization nodes in state-respecting bundles. First, we added state synchro-
nization nodes to the internal data structures of the tool. We then augmented
the tool to recognize that extending is necessary when a state synchronization
node n has pre-state s, but there is no node n0 with post-state s such that
n0 � n. Finally, we implemented the corresponding rules for extending execu-
tion fragments by adding state synchronization nodes that supply the necessary
state. In doing so, we experimented with two versions, one works for enriched
bundles that need not satisfy the two axioms from Definition 3, and one which
enforces these axioms. This former version allow us to perform analyses that lead
to bundles satisfying Definition 2 which do not correspond to any executions of
the state-machine model. The latter eliminates these ersatz results.

One advantage to the use of state-respecting bundles is that it allowed us to
integrate an analysis of the stateful part of the protocol in a modular fashion.
Our current release of cpsa [24] simply adds techniques for state-based reasoning
without altering the message passing analysis algorithms. The analysis of pro-
tocols that do not contain state synchronization nodes remains unchanged. We
thus provide a clean separation of the two distinct aspects of stateful protocols
in an integrated whole.

The next section explores several examples that demonstrate the results of
these two versions and hopefully provide some intuition about why the two
axioms of state are necessary.

4 Analysis of the Envelope Protocol

The two conditions of Definition 3 identify the crucial aspects of state that dis-
tinguish state events from message events. They axiomatize necessary properties
of state that are not otherwise captured by the properties of enriched bundles.
In order to give the reader some intuition for these properties, we present several
analyses of the Envelope Protocol in this section. We begin by contrasting two
analyses; one is based on enriched bundles that only satisfy Definition 2, while
the other is based on state-respecting bundles that also satisfy Definition 3.

Enriched vs. state-respecting bundles. Recall that the Envelope Protocol
was designed to satisfy Security Goal 1. That is, there should be no executions
in which (1) Alice completes a run with fresh, randomly chosen values for v
and n, (2) v is available unencrypted on the network, and (3) the refusal cer-
tificate Q is also available on the network. Whether we use enriched bundles or
state-respecting bundles as our model of execution, the analysis begins the same
way. The relevant fragment of the point at which the two analyses diverges is
depicted in Fig. 5. The reader may wish to refer to the figure during the following
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alice extend extend decrypt

• ···n··· •

◦

∗

◦ ◦

quote extend • v

• •

◦ ◦

•Q

Fig. 5. A crucial moment in the cpsa analysis of the Envelope Protocol, demonstrating
the importance of our first axiom of state.

description of the enrich-by-need process. The first three steps describe how we
infer the existence of the top row of strands from right to left. The last two steps
explain how we infer the strands in the bottom row from left to right.

1. The presence of v in unencrypted form implies the existence of a decrypt
strand to reveal it.

2. The decrypt strand requires the current state to be #(obt,#(n, s)), so our
new principle of state explanation implies the existence of an extend strand
with input value obt.

3. This newly inferred extend strand, in turn must have its current state #(n, s)
explained which is done by another extend strand that receives the value n
from Alice.

4. The presence of the quoted refusal token Q implies the existence of a quote
strand to produce it.

5. The quote strand requires the state to be #(ref,#(n, s)), which allows us to
infer the third extend strand.

At this point in the analysis, the underlying semantics of bundles begins to
matter. Our analysis still must explain how the state became #(n, s) for this
last extend strand. If we use enriched bundles that do not satisfy Definition 3,
then we may re-use the extend strand inferred in Step 3 as an explanation. This
would cause us to add a � arrow between these two state events (along the
dotted arrow ∗ of Fig. 5) forcing us to “split” the state coming out of the earlist
extend strand. Further steps allow us to discover an enriched bundle compatible
with our starting point, contrary to Security Goal 1. Importantly, however, all
enriched bundles that extend the fragment with the split state are non-state-
respecting.

If, on the other hand, we only allow state-respecting bundles, Condition 1 of
Definition 3 does not allow us to re-use the extend strand inferred in Step 3 to
explain the state found on the strand of Step 5. Instead, we are forced to infer yet
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another extend strand that receives Alice’s nonce n. However, since Alice uses
an encrypted session that provides replay protection, the adversary has no way
to return the TPM state to #(n, s). Thus, although there are enriched bundles
that violate Security Goal 1, there are no state-respecting bundles that do so.

A flawed version. We also performed an analysis of the Envelope Protocol,
removing the assumption that Alice’s nonce n is fresh, to demonstrate our state-
respecting variant’s ability to automatically detect attacks. The analysis pro-
ceeds similarly; as in the previous analysis we decline to add a � arrow along
∗ thanks to our stateful semantics. However, the alternative possibility that a
fresh extend strand provides the necessary state proves to work out. Because n
is not freshly chosen, the parent can engage in a distinct extend session with
the same n.

Note that our analysis does not specify that s = s0, where s is the state of
the PCR when first extended. For the case where s = s0, the attack is to reboot
the TPM after obtaining one value (either the refuse token or Alice’s secret),
re-extend the boot state with n, and then obtain the other. More generally, as
long as s is a state that the parent can induce, a similar attack is possible.

4.1 The Importance of Observer Ordering

The Envelope Protocol example demonstrates the crucial importance of captur-
ing our first axiom of state correctly. The second axiom, involving the relative
order of observations and state transition, is no less crucial to correct under-
standing of stateful protocols.

Another example protocol, motivated by a well-known issue with PKCS #11
(see, e.g. [9]), illustrates the principle more clearly. Suppose a hardware device
is capable of producing keys that are meant to be managed by the device and
not learnable externally. If the device has limited memory, it may be necessary
to export such a key in an encrypted form so the device can utilize external
storage.

Thus, device keys can be used for two distinct purposes: for encryp-
tion/decryption of values on request, or for encrypting internal keys for external
storage. It is important that the purpose of a given key be carefully tracked, so
that the device is not induced to decrypt one of its own encrypted keys.

Suppose that for each key, the device maintains a piece of state, namely, one
of three settings:

– A wrap key is used only to encrypt internal keys.
– A decrypt key may be used to encrypt or decrypt.
– An initial key has not yet been assigned to either use.

If a key in the wrap state can later be put in the decrypt state, a relatively
obvious attack becomes possible: while in the wrap state, the device encrypts
some internal key, and later, when the key is in the decrypt state, the device
decrypts the encrypted internal key.
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However, if keys can never exit the wrap state once they enter it, this attack
should not be possible. If we were to represent this protocol within cpsa, we
would include the following roles:

– A create key role that generates a fresh key and initializes its state to initial
– A set wrap role that transitions a key from initial or decrypt to wrap.
– A set decrypt role that transitions a key from initial to decrypt.
– A wrap role in which a user specifies two keys (by reference), and the device

checks (with an observer) that the first is in the wrap state and if so, then
encrypts the second key with the first and transmits the result.

– A decrypt role in which a user specifies a key (by reference) and a ciphertext
encrypted under that key, and the device checks (with an observer) that the
key is in the decrypt state and if so, then decrypts the ciphertext and transmits
the resulting plaintext.

init set decrypt set wrap wrap

◦ ◦ ◦ ◦

decrypt •
{|k2|}k1•

◦

• k2

Fig. 6. Observer ordering example

Note that the attack should not be possible. However, the bundle described in
Fig. 6 is a valid bundle, and fails to be state-respecting only because of our axiom
about observers. Our second axiom induces an ordering so that the observer in
the decrypt strand occurs before the following transition event in the set wrap
strand. The induced ordering is shown in the figure with a single dotted arrow;
note the cycle among state events present with that ordering that is not present
without it.

5 Related Work

The problem of reasoning about protocols and state has been an increasing focus
over the past several years. Protocols using TPMs and other hardware security
modules (HSMs) have provided one of the main motivations for this line of work.

A line of work was motivated by HSMs used in the banking industry [18,28].
This work identified the effects of persistent storage as complicating the security
analysis of the devices. There was also a strong focus on the case of PKCS #11
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style devices for key management [5,6,12]. These papers, while very informa-
tive, exploited specific characteristics of the HSM problem; in particular, the
most important mutable state concerns the attributes that determine the usage
permitted for keys. These attributes should usually be handled in a monotonic
way, so that once an attribute has been set, it will not be removed. This justifies
using abstractions that are more typical of standard protocol analysis.

In the TPM-oriented line of work, an early example using an automata-based
model was by Gürgens et al. [13]. It identified some protocol failures due to the
weak binding between a TPM-resident key and an individual person. Datta
et al.’s “A Logic of Secure Systems” [8] presents a dynamic logic in the style
of PCL [7] that can be used to reason about programs that both manipulate
memory and also transmit and receive cryptographically constructed messages.
Because it has a very detailed model of execution, it appears to require a level of
effort similar to (multithreaded) program verification, unlike the less demanding
forms of protocol analysis.

Mödersheim’s set-membership abstraction [21] works by identifying all data
values (e.g. keys) that have the same properties; a change in properties for a given
key K is represented by translating all facts true for K’s old abstraction into
new facts true of K’s new abstraction. The reasoning is still based on monotonic
methods (namely Horn clauses). Thus, it seems not to be a strategy for reasoning
about TPM usage, for instance in the Envelope Protocol.

Guttman [15] developed a theory for protocols (within strand spaces) as
constrained by state transitions, and applied that theory to a fair exchange pro-
tocol. It introduced the key notion of compatibility between a protocol execution
(“bundle”) and a state history. This led to work by Ramsdell et al. [23] that
used cpsa to draw conclusions in the states-as-messages model. Additional con-
sequences could then be proved using the theorem prover PVS [22], working
within a theory of both messages and state organized around compatibility.

A group of papers by Ryan with Delaune, Kremer, and Steel [10,11], and with
Arapinis and Ritter [2] aim broadly to adapt ProVerif for protocols that interact
with long-term state. ProVerif [1,4] is a Horn-clause based protocol analyzer with
a monotonic method: in its normal mode of usage, it tracks the messages that
the adversary can obtain, and assumes that these will always remain available.
Ryan et al. address the inherent non-monotonicity of adversary’s capabilities by
using a two-place predicate att(u,m) meaning that the adversary may possess m
at some time when the long-term state is u. In [2], the authors provide a compiler
from a process algebra with state-manipulating operators to sets of Horn clauses
using this primitive. In [11], the authors analyze protocols with specific syntactic
properties that help ensure termination of the analysis. In particular, they bound
the state values that may be stored in the TPMs. In this way, the authors verify
two protocols using the TPM, including the Envelope Protocol.

Meier, Schmidt, Cremers, and Basin’s tamarin prover [20] uses multiset
rewriting (MSR) as a semantics in which to prove properties of protocols. Since
MSR suffices to represent state, it provides a way to prove results about pro-
tocols with state. Künnemann studied state-based protocol analysis [19] in a
process algebra akin to StatVerif, which he translated into the input language of
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tamarin to use it as a proof method. Curiously, the main constructs for mutable
state and concurrency control (locking) are axiomatized as properties of traces
rather than encoded within MSR (see [19, Fig. 10]).

Our work. One distinguishing feature of this work is our extremely simple
modification to the plain message passing semantics to obtain a state-respecting
model. These are the two Axioms 1–2 in Definition 3. We think it is an attractive
characteristic of the strand space framework that state reflects such a clean
foundational idea. Moreover, this foundational idea motivated a simple set of
alterations to the enrich-by-need tool cpsa.

6 Protocol Security Goals

The enrich-by-need analysis performed in our enhanced version of cpsa is fully
compatible with the language of goals found in previous work such as [26]. The
goal language is based on two classes of predicates: role-related predicates that
relate an event or parameter value to its use within a specific protocol role, and
predicates that are protocol-independent and describe important properties of
bundles. The latter includes the ordering of events as well as assumptions about
freshly chosen values and uncompromised keys. Both classes of predicates apply
within state-respecting bundles in a natural way. The role-related predicates are
sensitive only to the position of an event in the sequence of events of a role, and
to the choice of parameter values in that instance of the role. Indeed, nodes that
represent state transitions or observations are handled in exactly the same way,
since they have positions in the role and parameter values in just the same way
as the message transmission and reception events.

Thus, the state-respecting version of cpsa can verify formulas expressing
security goals in exactly the same way as the previous version, and with the
same semantic definitions.

7 Conclusion

In this paper, we have argued that cpsa—and possibly other formalized protocol
analysis methods—can provide reliable analysis when protocols are standard-
ized, even when those protocols are manipulating devices with long-term state.
A core idea of the formalization are the two axioms of Definition 3, which encap-
sulate the difference between a message-based semantics and the state-respecting
semantics.
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