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Foreword

During July 23th to 27th, 2012, the first session of the Barcelona Summer School
on Stochastic Analysis was organized at the Centre de Recerca Matemàtica (CRM)
in Bellaterra, Barcelona (Spain). This volume contains the lecture notes of the two
courses given at the school by Vlad Bally and Rama Cont.

The notes of the course by Vlad Bally are co-authored with her collabora-
tor Lucia Caramellino. They develop integration by parts formulas in an abstract
setting, extending Malliavin’s work on abstract Wiener spaces, and thereby being
applicable to prove absolute continuity for a broad class of random vectors. Prop-
erties like regularity of the density, estimates of the tails, and approximation of
densities in the total variation norm are considered. The last part of the notes is
devoted to introducing a method to prove existence of density based on interpola-
tion spaces. Examples either not covered by Malliavin’s approach or requiring less
regularity are in the scope of its applications.

Rama Cont’s notes are on Functional Itô Calculus. This is a non-anticipative
functional calculus extending the classical Itô calculus to path-dependent func-
tionals of stochastic processes. In contrast to Malliavin Calculus, which leads to
anticipative representation of functionals, with Functional Itô Calculus one ob-
tains non-anticipative representations, which may be more natural in many ap-
plied problems. That calculus is first introduced using a pathwise approach (that
is, without probabilities) based on a notion of directional derivative. Later, after
the introduction of a probability on the space of paths, a weak functional calculus
emerges that can be applied without regularity conditions on the functionals. Two
applications are studied in depth; the representation of martingales formulas, and
then a new class of path-dependent partial differential equations termed functional
Kolmogorov equations.

We are deeply indebted to the authors for their valuable contributions. Warm
thanks are due to the Centre de Recerca Matemàtica, for its invaluable support
in the organization of the School, and to our colleagues, members of the Organiz-
ing Committee, Xavier Bardina and Marta Sanz-Solé. We extend our thanks to
the following institutions: AGAUR (Generalitat de Catalunya) and Ministerio de
Economı́a y Competitividad, for the financial support provided with the grants
SGR 2009-01360, MTM 2009-08869 and MTM 2009-07203.

Frederic Utzet and Josep Vives
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Part I

Integration by Parts Formulas,
Malliavin Calculus, and

Regularity of Probability Laws

Vlad Bally and Lucia Caramellino





Preface

The lectures we present here turn around the following integration by parts for-
mula. On a probability space (Ω,F ,P) we consider a random variable G, and a
random vector F = (F1, . . . , Fd) taking values in R

d. Moreover, we consider a
multiindex α = (α1, . . . , αm) ∈ {1, . . . , d}m and we write ∂α = ∂xα1 · · · ∂xαm . We
look for a random variable, which we denote by Hα(F ;G) ∈ Lp(Ω), such that the
following integration by parts formula holds:

IBPα,p(F,G) E(∂αf(F )G) = E(f(F )Hα(F ;G)), ∀f ∈ C∞
b (Rd),

where C∞
b (Rd) denotes the set of infinitely differentiable functions f : Rd → R

having bounded derivatives of any order. This is a set of test functions, that can be
replaced by other test functions, such as the set C∞

c (Rd) of infinitely differentiable
functions f : Rd → R with compact support.

The interest in this formula comes from the Malliavin calculus; this is an
infinite-dimensional differential calculus associated to functionals on the Wiener
space which permits to construct the weights Hα(F ;G) in the above integration
by parts formula. We will treat several problems related to IBPα,p(F,G) that we
list now.

Problem 1

Suppose one is able to produce IBPα,p(F,G), does not matter how. What can we
derive from this? In the classical Malliavin calculus such formulas with G = 1 have
been used in order to:

(1) prove that the law of F is absolutely continuous and, moreover, to study the
regularity of its density;

(2) give integral representation formulas for the density and its derivatives;

(3) obtain estimates for the tails of the density, as well;

(4) obtain similar results for the conditional expectation of G with respect to F ,
assuming If IBPα,p(F,G) holds (with a general G).

Our first aim is to derive such properties in the abstract framework that we de-
scribe now.

A first remark is that IBPα,p(F,G) does not involve random variables, but
the law of the random variables: taking conditional expectations in the above
formula we get E(∂αf(F )E(G | σ(F ))) = E(f(F )E(Hα(F ;G) | σ(F )). So, if we

 3



4 Preface

denote g(x) = E(G | F = x), θα(g)(x) = E(Hα(F ;G) | F = x), and if μF (dx) is
the law of F , then the above formula reads∫

∂αf(x)g(x)dμF (x) =

∫
f(x)θα(g)(x)dμF (x).

If μF (dx) is replaced by the Lebesgue measure, then this is a standard integration
by parts formula and the theory of Sobolev spaces comes on. But here, we have
the specific point that the reference measure is μF , the law of F . We denote
∂μF
α g = θα(g) and this represents somehow a weak derivative of g. But it does

not verify the chain rule, so it is not a real derivative. Nevertheless, we may
develop a formalism which is close to that of the Sobolev spaces, and express our
results in this formalism. Shigekawa [45] has already introduced a very similar
formalism in his book, and Malliavin introduced the concept of covering vector
fields, which is somehow analogous. The idea of giving an abstract framework
related to integration by parts formulas already appears in the book of Bichteler,
Gravereaux and Jacod [16] concerning the Malliavin calculus for jump processes.

A second ingredient in our approach is to use the Riesz representation for-
mula; this idea comes from the book of Malliavin and Thalmaier [36]. So, if Qd is
the Poisson kernel on R

d, i.e., the solution of �Qd = δ0 (δ0 denoting the Dirac
mass), then a formal computation using IBPα,p(F, 1) gives

pF (x) = E(δ0(F − x)) =

d∑
i=1

E
(
∂2
i Qd(F − x)

)
=

d∑
i=1

E
(
∂iQd(F − x)Hi(F, 1)

)
.

This is the so-called Malliavin–Thalmaier representation formula for the density.
One may wonder why do we perform one integration by parts and not two? The
answer is that Qd is singular in zero and then ∂2

i Qd is “not integrable” while
∂iQd is “integrable”; so, as we expect, integration by parts permits to regularize
things. As suggested before, the key issue when using Qd is to handle the inte-
grability problems, and this is an important point in our approach. The use of
the above representation allows us to ask less regularity for the random variables
at hand (this has already been remarked and proved by Shigekawa [45] and by
Malliavin [33]).

All these problems —(1), (2), (3), and (4) mentioned above— are discussed
in Chapter 1. Special attention is given to localized integration by parts formulas
which, roughly speaking, means that we take G to be a smooth version of 1{F∈A}.
This turns out to be extremely useful in a number of problems.

Problem 2

How to construct IBPα,p(F,G)? The strategy in Malliavin calculus is roughly
speaking as follows. One defines a differential operator D on a subspace of “regular
objects” which is dense in the Wiener space, and then takes the standard extension
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of this unbounded operator. There are two main approaches: the first one is to
consider the expansion in Wiener chaos of the functionals on the Wiener space.
In this case the multiple stochastic integrals are the “regular objects” on which
D is defined directly. We do not take this point of view here (see Nualart [41]
for a complete theory in this sense). The second one is to consider the cylindrical
functions of the Brownian motion W as “regular objects”, and this is our point of
view. We consider Fn = f(Δ1

n, . . . ,Δ
2n

n ) with Δk
n = W (k/2n)−W ((k−1)/2n) and

f being a smooth function, and we define DsF = ∂kf(Δ
1
n, . . . ,Δ

2n

n ) if (k−1)/2n ≤
s < k/2n. Then, given a general functional F , we look for a sequence Fn of simple
functionals such that Fn → F in L2(Ω), and if DFn → U in L2([0, 1] × Ω), then
we define DsF = Us.

Looking to the “duality formula” forDFn (which is the central point in Malli-
avin calculus), one can see that the important point is that we know explicitly the
density p of the law of (Δ1

n, . . . ,Δ
2n

n ) (Gaussian), and this density comes on in
the calculus by means of ln p and of its derivatives only. So we may mimic all the
story for a general finite-dimensional random vector V = (V1, . . . , Vm) instead of
Δ = (Δ1

n, . . . ,Δ
2n

n ). This is true in the finite-dimensional case (for simple func-
tionals), but does not go further to general functionals (the infinite-dimensional
calculus). Nevertheless, we will see in a moment that, even without passing to
the limit, integration by parts formulas are useful. This technology has already
been used in the framework of jump type diffusions in [8, 10]. In Chapter 2, and
specifically in Section 2.1, we present this “finite-dimensional abstract Malliavin
calculus” and then we derive the standard infinite-dimensional Malliavin calculus.
Moreover, we use these integration by parts formulas and the general results from
Chapter 1 in order to study the regularity of the law in this concrete situation.
But not only this: we also obtain quantitative estimates concerning the density of
the law as mentioned in the points (1), (2), (3), and (4) from Problem 1.

Problem 3

There are many other applications of the integration by parts formulas in addition
to the regularity of the law. We mention here few ones.

Malliavin calculus permits to obtain results concerning the rate of conver-
gence of approximation schemes (for example the Euler approximation scheme for
diffusion processes) for test functions which are not regular but only measurable
and bounded. And moreover, under more restrictive hypotheses and with a little
bit more effort, to prove the convergence of the density functions; see for exam-
ple [12, 13, 27, 28, 30]. Another direction is the study of the density in short time
(see, e.g., Arous and Leandre [14]), or the strict positivity of the density (see, e.g.,
Bally and Caramellino [3]). We do not treat here these problems, but we give a
result which is central in such problems: in Section 2.4 we provide an estimate of
the distance between the density functions of two random variables in terms of the
weights Hα(F,G), which appear in the integration by parts formulas. Moreover we
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use this estimates in order to give sufficient conditions allowing one to obtain con-
vergence in the total variation distance for a sequence of random variables which
converge in distribution. The localization techniques developed in Chapter 1 play
a key role here.

Problem 4

We present an alternative approach for the study of the regularity of the law
of F . The starting point is the paper by Fournier and Printems [26]. Coming
back to the approach presented above, we recall that we have defined DsF =
limn DsFn and then we used DF in order to construct IBPα,p(F, 1). But one may
proceed in an alternative way: since DFn is easy to define (it is just a finite-
dimensional gradient), one may use elementary integration by parts formulas (in
finite-dimensional spaces) in order to obtain IBPα,p(Fn, 1). Then passing to the
limit n → ∞ in IBPα,p(Fn, 1), one obtains IBPα,p(F, 1). If everything works well,
then we are done —but we are not very far from the Malliavin calculus itself. The
interesting fact is that sometimes this argument still works even if things are “going
bad”, that is, even when Hα(Fn, 1) ↑ ∞. The idea is the following. We denote by
p̂F the Fourier transform of F and by p̂Fn

the Fourier transform of Fn. If we are

able to prove that
∫ |p̂F (ξ)|2 dξ < ∞, then the law of F is absolutely continuous.

In order to do it we notice that ∂m
x eiξx = (iξ)meiξx and we use IBPm,p(Fn, 1) in

order to obtain

p̂Fn(ξ) =
1

(iξ)m
E
(
∂m
x eiξFn

)
=

1

(iξ)m
E
(
eiξFnHm(Fn, 1)

)
.

Then, for each m ∈ N,

|p̂F (ξ)| ≤ |p̂F (ξ)− p̂Fn(ξ)|+ |p̂Fn(ξ)| ≤ |ξ|E( |F − Fn|
)
+

1

|ξ|mE
( |Hm(Fn, 1)|

)
.

So, if we obtain a good balance between E(|F − Fn|) ↓ 0 and E(|Hm(Fn, 1))| ↑ ∞,

we have a chance to prove that
∫
Rd |p̂F (ξ)|2 dξ < ∞ and so to solve our problem.

One unpleasant point in this approach is that it depends strongly on the dimension
d of the space: the above integral is convergent if |p̂F (ξ)| ≤ Const |ξ|−α

with α >
d/2, and this may be rather restrictive for large d. In [20], Debussche and Romito
presented an alternative approach which is based on certain relative compactness
criterion in Besov spaces (instead of the Fourier transform criterion), and their
method is much more performing. Here, in Chapter 3 we give a third approach
based on an expansion in Hermite series. We also observe that our approach fits
in the theory of interpolation spaces and this seems to be the natural framework
in which the equilibrium between E(|F − Fn|) ↓ 0 and E(|Hm(Fn, 1)|) ↑ ∞ has to
be discussed.

The class of methods presented above goes in a completely different direc-
tion than the Malliavin calculus. One of the reasons is that Malliavin calculus is
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somehow a pathwise calculus —the approximations Fn → F and DFn → DF are
in some Lp spaces and so, passing to a subsequence, one can also achieve almost
sure convergence. This allows one to use it as an efficient instrument for analy-
sis on the Wiener space (the central example is the Clark–Ocone representation
formula). In particular, one has to be sure that nothing blows up. In contrast,
the argument presented above concerns the laws of the random variables at hand
and, as mentioned, it allows to handle the blow-up. In this sense it is more flexible
and permits to deal with problems which are out of reach for Malliavin calculus.
On the other hand, it is clear that if Malliavin calculus may be used (and so real
integration by parts formulas are obtained), then the results are more precise and
deeper: because one does not only obtain the regularity of the law, but also inte-
gral representation formulas, tail estimates, lower bounds for densities and so on.
All this seems out of reach with the asymptotic methods presented above.

Conclusion

The results presented in these notes may be seen as a complement to the classical
theory of Sobolev spaces on R

d that are suited to treat problems of regularity
of probability laws. We stress that this is different from Watanabe’s distribution
theory on the Wiener space. Let F : W → R

d. The distribution theory of Watan-
abe deals with the infinite-dimensional space W, while the results in these notes
concern μF , the law of F , which lives in R

d. The Malliavin calculus comes on in
the construction of the weights Hα(F,G) in the integration by parts formula (1)
and its estimates. We also stress that the point of view here is somehow different
from the one in the classical theory of Sobolev spaces: there the underling measure
is the Lebesgue measure on R

d, whereas here, if F is given, then the basic measure
in the integration by parts formula is μF . This point of view comes from Malliavin
calculus (even if we are in a finite-dimensional framework). Along these lectures,
almost all the time, we fix F . In contrast, the specific achievement of Malliavin
calculus (and of Watanabe’s distribution theory) is to provide a theory in which
one can deal with all the “regular” functionals F in the same framework.

Vlad Bally, Lucia Caramellino



Chapter 1

Integration by parts formulas and the
Riesz transform

The aim of this chapter is to develop a general theory allowing to study the
existence and regularity of the density of a probability law starting from integration
by parts type formulas (leading to general Sobolev spaces) and the Riesz transform,
as done in [2]. The starting point is given by the results for densities and conditional
expectations based on the Riesz transform given by Malliavin and Thalmaier [36].
Let us start by speaking in terms of random variables.

Let F andG denote random variables taking values on R
d and R, respectively,

and consider the following integration by parts formula: there exist some integrable
random variables Hi(F,G) such that for every test function f ∈ C∞

c (Rd)

IBPi(F,G) E
(
∂if(F )G

)
= −E

(
f(F )Hi(F,G)

)
, i = 1, . . . , d.

Malliavin and Thalmaier proved that if IBPi(F, 1), i = 1, . . . , d, hold and the law
of F has a continuous density pF , then

pF (x) = −
d∑

i=1

E(∂iQd(F − x)Hi(F, 1)),

where Qd denotes the Poisson kernel on R
d, that is, the fundamental solution of

the Laplace operator. Moreover, they also proved that if IBPi(F,G), i = 1, . . . , d,
a similar representation formula holds also for the conditional expectation of G
with respect to F . The interest of Malliavin and Thalmaier in these representa-
tions came from numerical reasons —they allow one to simplify the computation
of densities and conditional expectations using a Monte Carlo method. This is
crucial in order to implement numerical algorithms for solving nonlinear PDE’s or
optimal stopping problems. But there is a difficulty one runs into: the variance of
the estimators produced by such a representation formula is infinite. Roughly
speaking, this comes from the blowing up of the Poisson kernel around zero:
∂iQd ∈ Lp for p < d/(d − 1), so that ∂iQd /∈ L2 for every d ≥ 2. Hence, esti-
mates of E(|∂iQd(F − x)|p) are crucial in this framework and this is the central
point of interest here. In [31, 32], Kohatsu-Higa and Yasuda proposed a solution
to this problem using some cut-off arguments. And, in order to find the optimal
cut-off level, they used the estimates of E(|∂iQd(F − x)|p) which are proven in
Theorem 1.4.1.

© Springer International Publishing Switzerland 2016 
V. Bally et al., Stochastic Integration by Parts and Functional Itô Calculus,  
Advanced Courses in Mathematics - CRM Barcelona, 0.1007/978-3-319-27128-6_1 
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10 Chapter 1. Integration by parts formulas and the Riesz transform

So, our central result concerns estimates of E(|∂iQd(F − x)|p). It turns out
that, in addition to the interest in numerical problems, such estimates represent a
suitable tool for obtaining regularity of the density of functionals on the Wiener
space, for which Malliavin calculus produces integration by parts formulas. Before
going further, let us mention that one may also consider integration by parts
formulas of higher order, that is

IBPα(F,G) E(∂αf(F )) = (−1)|α|E
(
f(F )Hα(F,G)

)
,

where α = (α1, . . . , αk) ∈ {1, . . . , d}k and |α| = k. We say that an integration by
parts formula of order k holds if this is true for every α ∈ {1, . . . , d}k. Now, a first
question is: which is the order k of integration by parts that one needs in order
to prove that the law of F has a continuous density pF ? If one employs a Fourier
transform argument (see Nualart [41]) or the representation of the density by
means of the Dirac function (see Bally [1]), then one needs d integration by parts
if F ∈ R

d. In [34] Malliavin proves that integration by parts of order one suffices to
obtain a continuous density, independently of the dimension d (he employs some
harmonic analysis arguments). A second problem concerns estimates of the density
pF (and of its derivatives) and such estimates involve the Lp norms of the weights
Hα(F, 1). In the approach using the Fourier transform or the Dirac function, the
norms ‖Hα(F, 1)‖p for |α| ≤ d are involved if one estimates ‖pF ‖∞. However,
Shigekawa [45] obtains estimates of ‖pF ‖∞ depending only on ‖Hi(F, 1)‖p, so on
the weights of order one (and similarly for derivatives). To do this, he needs some
Sobolev inequalities which he proves using a representation formula based on the
Green function, and some estimates of modified Bessel functions. Our program is
similar, but the main tools used here are the Riesz transform and the estimates of
the Poisson kernel mentioned above.

Let us be more precise. First, we replace μF with a general probability mea-
sure μ. Then, IBPi(F,G) may also be written as∫

∂if(x)g(x)μ(dx) = −
∫

f(x)∂μ
i g(x)μ(dx),

where μ = μF (the law of F ), g(x) := E(G | F = x) and ∂μg(x) := E(H(F,G) |
F = x). This suggests that we can work in the abstract framework of Sobolev
spaces with respect to the probability measure μ, even if μ may be taken as a
general measure. As expected, if μ is taken as the usual Lebesgue measure, we
return to the standard Sobolev spaces.

So, for a probability measure μ, we denote by W 1,p
μ the space of those func-

tions φ ∈ Lp(dμ) for which there exist functions θi ∈ Lp(dμ), i = 1, . . . , d, such
that

∫
φ∂ifdμ = − ∫ θifdμ for every test function f ∈ C∞

c (Rd). If F is a ran-
dom variable of law μ, then the above duality relation reads E(φ(F )∂if(F )) =
−E(θi(F )f(F )) and these are the usual integration by parts formulas in the prob-
abilistic approach; for example −θi(F ) is connected to the weight produced by
Malliavin calculus for a functional F on the Wiener space. But one may consider
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other frameworks, such as the Malliavin calculus on the Wiener Poisson space,
for example. This formalism has already been used by Shigekawa in [45] and a
slight variant appears in the book by Malliavin and Thalmaier [36] (the so-called
divergence for covering vector fields).

In Section 1.1 we prove the following result: if 1 ∈ W 1,p
μ (or equivalently

IBPi(F, 1), i = 1, . . . , d, holds) for some p > d, then

sup
x∈Rd

d∑
i=1

∫ ∣∣∂iQd(y − x)
∣∣p/(p−1)

μ(dy) ≤ Cd,p ‖1‖�d,pW 1,p
μ

,

where 	d,p > 0 denotes a suitable constant (see Theorem 1.4.1 for details). More-
over, μ(dx) = pμ(x)dx, with pμ Hölder continuous of order 1 − d/p, and the
following representation formula holds:

pμ(x) =

d∑
i=1

∫
∂iQd(y − x)∂μ

i 1(y)μ(dy).

More generally, let μφ(dx) := φ(x)μ(dx). If φ ∈ W 1,p
μ , then μφ(dx) = pμφ

(x)dx
and pμφ

is Hölder continuous. This last generalization is important from a proba-
bilistic point of view because it produces a representation formula and regularity
properties for the conditional expectation. We introduce in a straightforward way
higher-order Sobolev spaces Wm,p

μ , m ∈ N, and we prove that if 1 ∈ Wm,p
μ , then

pμ is m − 1 times differentiable and the derivatives of order m − 1 are Hölder
continuous. And the analogous result holds for φ ∈ Wm,p

μ . So if we are able to
iterate m times the integration by parts formula we obtain a density in Cm−1.
We also obtain some supplementary information about the queues of the density
function and we develop more the applications allowing to handle the conditional
expectations.

1.1 Sobolev spaces associated to probability measures

Let μ denote a probability measure on (Rd,B(Rd)). We set

Lp
μ =

{
φ :

∫
|φ(x)|p μ(dx) < ∞

}
, with ‖φ‖Lp

μ
=

(∫
|φ(x)|p μ(dx)

)1/p

.

We also denote by W 1,p
μ the space of those functions φ ∈ Lp

μ for which there
exist functions θi ∈ Lp

μ, i = 1, . . . , d, such that the following integration by parts
formula holds:∫

∂if(x)φ(x)μ(dx) = −
∫

f(x)θi(x)μ(dx) ∀f ∈ C∞
c (Rd).



12 Chapter 1. Integration by parts formulas and the Riesz transform

We write ∂μ
i φ = θi and we define the norm

‖φ‖W 1,p
μ

= ‖φ‖Lp
μ
+

d∑
i=1

‖∂μ
i φ‖Lp

μ
.

We similarly define higher-order Sobolev spaces. Let k ∈ N and α = (α1, . . . , αk) ∈
{1, . . . , d}k be a multiindex. We denote by |α| = k the length of α and, for a
function f ∈ Ck(Rd), we denote by ∂αf = ∂αk

· · · ∂α1
f the standard derivative

corresponding to the multiindex α. Then we define Wm,p
μ to be the space of those

functions φ ∈ Lp
μ such that for every multiindex α with |α| = k ≤ m there exist

functions θα ∈ Lp
μ such that∫

∂αf(x)φ(x)μ(dx) = (−1)|α|
∫

f(x)θα(x)μ(dx) ∀f ∈ C∞
c (Rd).

We denote ∂μ
αφ = θα and we define the norm

‖φ‖Wm,p
μ

=
∑

0≤|α|≤m

‖∂μ
αφ‖Lp

μ
,

with the understanding that ∂μ
αφ = φ when α is the empty multiindex (that is,

|α| = 0). It is easy to check that (Wm,p
μ , ‖ · ‖Wm,p

μ
) is a Banach space.

It is worth remarking that in the above definitions it is not needed that μ be
a probability measure: instead, a general measure μ can be used, not necessarily
of mass 1 or even finite. Notice that one recovers the standard Sobolev spaces
when μ is the Lebesgue measure. And in fact, we will use the notation Lp,Wm,p

for the spaces associated to the Lebesgue measure (instead of μ), which are the
standard Lp and the standard Sobolev spaces used in the literature. If D ⊂ R

d is
an open set, we denote by Wm,p

μ (D) the space of those functions φ which verify the
integration by parts formula for test functions f with compact support included
in D (so Wm,p

μ = Wm,p
μ (Rd)). And similarly for Wm,p(D), Lp(D), Lp

μ(D).

The “derivatives” ∂μ
α defined on the space Wm,p

μ generalize the standard
(weak) derivatives being, in fact, equal to them when μ is the Lebesgue measure.
A nice difference consists in the fact that the function φ = 1 does not necessarily
belong to W 1,p

μ . The following computational rules hold.

Proposition 1.1.1. (i) If φ ∈ W 1,p
μ and ψ ∈ C1

b (R
d), then ψφ ∈ W 1,p

μ and

∂μ
i (ψφ) = ψ∂μ

i φ+ ∂iψφ; (1.1)

in particular, if 1 ∈ W 1,p
μ , then for any ψ ∈ C1

b (R
d) we have ψ ∈ W 1,p

μ and

∂μ
i ψ = ψ∂μ

i 1 + ∂iψ. (1.2)
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(ii) Suppose that 1 ∈ W 1,p
μ . If ψ ∈ C1

b (R
m) and if u = (u1, . . . , um) : Rd → R

m is

such that uj ∈ C1
b (R

d), j = 1, . . . ,m, then ψ ◦ u ∈ W 1,p
μ and

∂μ
i (ψ ◦ u) =

m∑
j=1

(∂jψ) ◦ u∂μ
i uj + Tψ ◦ u ∂μ

i 1,

where

Tψ(x) = ψ(x)−
d∑

j=1

∂jψ(x)xj .

Proof. (i) Since ψ and ∂iψ are bounded, ψφ, ψ∂μ
i φ, ∂iψφ ∈ Lp

μ. So we just have to
check the integration by parts formula. We have∫

∂ifψφ dμ =

∫
∂i(fψ)φ dμ−

∫
f∂iψφdμ = −

∫
fψ∂μ

i φ dμ−
∫

f∂iψφdμ

and the statement holds.
(ii) By using (1.2), we have

∂μ
i (ψ ◦ u) = ψ ◦ u ∂μ

i 1 + ∂i(ψ ◦ u) = ψ ◦ u ∂μ
i 1 +

m∑
j=1

(∂jψ) ◦ u ∂iuj .

The formula now follows by inserting ∂iuj = ∂μ
i uj − uj∂

μ
i 1, as given by (1.2). �

Let us recall that a similar formalism has been introduced by Shigekawa [45]
and is close to the concept of “divergence for vector fields with respect to a prob-
ability measure” developed in Malliavin and Thalmaier [36, Sect. 4.2]. Moreover,
also Bichteler, Gravereaux, and Jacod [16] have developed a variant of Sobolev’s
lemma, involving integration by parts type formulas in order to study the existence
and regularity of the density (see Section 4 therein).

1.2 The Riesz transform

Our aim is to study the link between Wm,p
μ and Wm,p, our main tool being the

Riesz transform, which is linked to the Poisson kernel Qd, i.e., the solution to the
equation ΔQd = δ0 in R

d (δ0 denoting the Dirac mass at 0). Here, Qd has the
following explicit form:

Q1(x) = max{x, 0}, Q2(x) = a−1
2 ln |x| and Qd(x) = −a−1

d |x|2−d
, d > 2,

(1.3)
where ad is the area of the unit sphere in R

d. For f ∈ C1
c (R

d) we have

f = (∇Qd) ∗ ∇f, (1.4)
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the symbol ∗ denoting convolution. In Malliavin and Thalmaier [36, Theorem 4.22],
the representation (1.4) for f is called the Riesz transform of f , and is employed in
order to obtain representation formulas for the conditional expectation. Moreover,
similar representation formulas for functions on the sphere and on the ball are
used in Malliavin and Nualart [35] in order to obtain lower bounds for the density
of a strongly non-degenerate random variable.

Let us discuss the integrability properties of the Poisson kernel. First, let
d ≥ 2. Setting A2 = 1 and for d > 2, Ad = d− 2, we have

∂iQd(x) = a−1
d Ad

xi

|x|d
. (1.5)

By using polar coordinates, for R > 0 we obtain∫
|x|≤R

∣∣∂iQd(x)
∣∣1+δ

dx ≤ a
−(1+δ)
d A1+δ

d ad

∫ R

0

∣∣∣ r
rd

∣∣∣1+δ

rd−1dr

= a−δ
d A1+δ

d

∫ R

0

1

rδ(d−1)
dr,

(1.6)

which is finite for any δ < 1/(d− 1). But
∣∣∂2

i Qd(x)
∣∣ ∼ |x|−d

and so,∫
|x|≤1

∣∣∂2
i Qd(x)

∣∣ dx = ∞.

This is the reason why we have to integrate by parts once and to remove one
derivative, but we may keep the other derivative.

On the other hand, again by using polar coordinates, we get∫
|x|>R

∣∣∂iQd(x)
∣∣1+δ

dx ≤ a−δ
d A1+δ

d

∫ +∞

R

1

rδ(d−1)
dr, (1.7)

and the above integral is finite when δ > 1/(d− 1). So, the behaviors at 0 and ∞
are completely different: powers which are integrable around 0 may not be at ∞,
and viceversa —one must take care of this fact.

In order to include the one-dimensional case, we notice that

dQ1(x)

dx
= 1(0,∞)(x),

so that powers of this function are always integrable around 0 and never at ∞.
Now, coming back to the representation (1.4), for every f whose support is

included in BR(0) we deduce

‖f‖∞ = ‖∇Qd ∗ ∇f‖∞ ≤ CR,p‖∇f‖p (1.8)

for every p > d, so a Poincaré type inequality holds. In Theorem 1.4.1 below we
will give an estimate of the Riesz transform providing a generalization of the above
inequality to probability measures.
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1.3 A first absolute continuity criterion:
Malliavin–Thalmaier representation formula

For a function φ ∈ L1
μ we denote by μφ the signed finite measure defined by

μφ(dx) := φ(x)μ(dx).

We state now a first result on the existence and the regularity of the density which
is the starting point for next results.

Theorem 1.3.1. (i) Let φ ∈ W 1,1
μ . Then∫ ∣∣∂iQd(y − x)∂μ

i φ(y)
∣∣μ(dy) < ∞

for a.e. x ∈ R
d, and μφ(dx) = pμφ

(x)dx with

pμφ
(x) = −

d∑
i=1

∫
∂iQd(y − x)∂μ

i φ(y)μ(dy). (1.9)

(ii) If φ ∈ Wm,1
μ for some m ≥ 2, then pμφ

∈ Wm−1,1 and, for each multiindex
α of length less than or equal to m− 1, the associated weak derivative can be
represented as

∂αpμφ
(x) = −

d∑
i=1

∫
∂iQd(y − x)∂μ

(α,i)φ(y)μ(dy). (1.10)

If, in addition, 1 ∈ W 1,1
μ , then the following alternative representation for-

mula holds:

∂αpμφ
(x) = pμ(x)∂

μ
αφ(x); (1.11)

in particular, taking φ = 1 and α = {i} we have

∂μ
i 1 = 1{pμ>0}∂i ln pμ. (1.12)

Remark 1.3.2. Representation (1.9) has been already proved in Malliavin and
Thalmaier [36], though written in a slightly different form, using the “covering
vector fields” approach. It is used in a probabilistic context in order to represent
the conditional expectation. We will see this property in Section 1.8 below.

Remark 1.3.3. Formula (1.9) can be written as pμφ
= −∇Qd ∗μ ∂μφ, where ∗μ

denotes the convolution with respect to the measure μ. So, there is an analogy
with formula (1.4). Once we will be able to give an estimate for ∇Qd in Lp

μ, we
will state a Poincaré type estimate similar to (1.8).
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Proof of Theorem 1.3.1. (i) We take f ∈ C1
c (R

d) and we write f = Δ(Qd ∗ f) =∑d
i=1(∂iQd) ∗ (∂if). Then∫

fdμφ =

∫
fφdμ =

d∑
i=1

∫
μ(dx)φ(x)

∫
∂iQd(z)∂if(x− z)dz

=
d∑

i=1

∫
∂iQd(z)

∫
μ(dx)φ(x)∂if(x− z))dz

= −
d∑

i=1

∫
∂iQd(z)

∫
μ(dx)f(x− z)∂μ

i φ(x)dz

= −
d∑

i=1

∫
μ(dx)∂μ

i φ(x)

∫
∂iQd(z)f(x− z)dz

= −
d∑

i=1

∫
μ(dx)∂μ

i φ(x)

∫
∂iQd(x− y)f(y)dy

=

∫
f(y)

(
−

d∑
i=1

∫
∂iQd(x− y)∂μ

i φ(x)μ(dx)

)
dy,

which proves the representation formula (1.9).
In the previous computations we have used several times Fubini’s theorem,

so we need to prove that some integrability properties hold. Let us suppose that
the support of f is included in BR(0) for some R > 1. We denote CR(x) = {y :
|x| −R ≤ |y| ≤ |x|+R}, and then BR(x) ⊂ CR(x). First of all

|φ(x)∂iQd(z)∂if(x− z)| ≤ ‖∂if‖∞ |φ(x)| ∣∣∂iQd(z)1CR(x)(z)
∣∣

and ∫
CR(x)

∣∣∂iQd(z)
∣∣dz ≤ Ad

∫ |x|+R

|x|−R

r

rd
× rd−1dr = 2RAd.

Therefore,∫ ∫
|φ(x)∂iQd(z)∂if(x− z)| dzμ(dx) ≤ 2RAd‖∂if‖∞

∫
|φ(x)|μ(dx) < ∞.

Similarly,∫ ∫ ∣∣∂μ
i φ(x)∂iQd(z)f(x− z)

∣∣dzμ(dx) = ∫ ∫ ∣∣∂μ
i φ(x)∂iQd(x− y)f(y)

∣∣dyμ(dx)
≤ 2RAd‖f‖∞

∫
|∂μ

i φ(x)|μ(dx) < ∞

and so, all the needed integrability properties hold and our computations are cor-
rect. In particular, we have checked that

∫
dyf(y)

∫ |∂μ
i φ(x)∂iQd(x− y)|μ(dx) <
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∞ for every f ∈ C1
c (R

d), and so
∫ |∂μ

i φ(x)∂iQd(x− y)|μ(dx) is finite dy almost
surely.

(ii) In order to prove (1.10), we write ∂αf =
∑d

i=1 ∂iQd ∗∂i∂αf . Now, we use
the same chain of equalities as above and we obtain∫

∂αf(x)pμφ
(x)dx =

∫
∂αfdμφ

= (−1)|α|
∫

f(y)

(
−

d∑
i=1

∫
∂iQd(x− y)∂μ

(α,i)φ(x)μ(dx)

)
dy,

so that ∂αpμφ
(y) = −∑d

i=1

∫
∂iQd(x− y)∂μ

(α,i)φ(x)μ(dx). As for (1.11), we have∫
∂αf(x)pμφ

(x)dx =

∫
∂αf(x)μφ(dx) =

∫
∂αf(x)φ(x)μ(dx)

= (−1)|α|
∫

f(x)∂μ
αφ(x)μ(dx)

= (−1)|α|
∫

f(x)∂μ
αφ(x)pμ(x)dx. �

Remark 1.3.4. Notice that if 1 ∈ W 1,1
μ , then for any f ∈ C∞

c we have∣∣∣∣ ∫ ∂ifdμ

∣∣∣∣ ≤ ci‖f‖∞, with ci = ‖∂μ
i 1‖L1

μ
, i = 1, . . . , d.

Now, it is known that the above condition implies the existence of the density, as
proved by Malliavin in [33] (see also D. Nualart [41, Lemma 2.1.1]), and Theo-
rem 1.3.1 gives a new proof including the representation formula in terms of the
Riesz transform.

1.4 Estimate of the Riesz transform

As we will see later, it is important to be able to control ∇Qd under the probability
measure μ. More precisely, we consider the quantity Θp(μ) defined by

Θp(μ) = sup
a∈Rd

d∑
i=1

(∫
Rd

∣∣∂iQd(x− a)
∣∣ p
p−1μ(dx))

) p−1
p

, (1.13)

that is, Θp(μ) = supa∈Rd

∑d
i=1 ‖∂iQd(·−a)‖Lq

μ
, where q is the conjugate of p. The

main result of this section is the following theorem.

Theorem 1.4.1. Let p > d and let μ be a probability measure on R
d such that

1 ∈ W 1,p
μ . Then we have

Θp(μ) ≤ 2dKd,p ‖1‖kd,p

W 1,p
μ

, (1.14)
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where

kd,p =
(d− 1)p

p− d
and Kd,p = 1 + 2(a−1

d Ad)
p

p−1

(
p− 1

p− d
· 2d (a−1

d Ad)
p

p−1 ad

)kd,p

.

Remark 1.4.2. The inequality (1.14) gives an estimate of the kernels ∂iQd, i =
1, . . . , d, which appear in the Riesz transform; this is the crucial point in our
approach. In Malliavin and Nualart [35], the authors use the Riesz transform on
the sphere and they give estimates of the Lp norms of the corresponding kernels
(which are of course different).

Remark 1.4.3. Under the hypotheses of Theorem 1.4.1, by applying Theorem 1.3.1
we get μ(dx) = pμ(x)dx with pμ given by

pμ(x) = −
d∑

i=1

∫
∂iQd(y − x)∂μ

i 1(y)μ(dy). (1.15)

Moreover, in the proof of Theorem 1.4.1 we prove that pμ is bounded and

‖pμ‖∞ ≤ 2dKd,p ‖1‖kd,p+1

W 1,p
μ

(for details, see (1.17) below).

The proof of Theorem 1.4.1 needs two preparatory lemmas.
For a probability measure μ and a probability density ψ (a nonnegative mea-

surable function ψ with
∫
Rd ψ(x)dx = 1) we define the probability measure ψ ∗ μ

by ∫
f(x)(ψ ∗ μ)(dx) :=

∫
ψ(x)

∫
f(x+ y)μ(dy)dx.

Lemma 1.4.4. Let p ≥ 1. If 1 ∈ W 1,p
μ , then 1 ∈ W 1,p

ψ∗μ and ‖1‖W 1,p
ψ∗μ

≤ ‖1‖W 1,p
μ

, for

every probability density ψ.

Proof. On a probability space (Ω,F , P ) we consider two independent random
variables F and Δ such that F ∼ μ(dx) and Δ ∼ ψ(x)dx. Then F + Δ ∼ (ψ ∗
μ)(dx). We define θi(x) = E(∂μ

i 1(F ) | F +Δ = x) and we claim that ∂ψ∗μ
i 1 = θi.

In fact, for f ∈ C1
c (R

d) we have

−
∫

∂if(x)(ψ ∗ μ)(dx) = −
∫

dxψ(x)

∫
∂if(x+ y)μ(dy)

= −
∫

dxψ(x)

∫
f(x+ y)∂μ

i 1(y)μ(dy)

= E
(
f(F +Δ)∂μ

i 1(F )
)

= E
(
f(F +Δ)E

(
∂μ
i 1(F ) | F +Δ

))
= E
(
f(F +Δ)θi(F +Δ)

)
=

∫
f(x)× θi(x)(ψ ∗ μ)(dx),
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so ∂ψ∗μ
i 1 = θi. Moreover,∫

|θi(x)|p (ψ ∗ μ)(dx) = E
(∣∣θi(F +Δ)

∣∣p) = E
(∣∣E(∂μ

i 1(F ) | F +Δ)
∣∣p)

≤ E
(∣∣∂μ

i 1(F )
∣∣p) = ∫ |∂μ

i 1(x)|p μ(dx),

so 1 ∈ W 1,p
ψ∗μ and ‖1‖W 1,p

ψ∗μ
≤ ‖1‖W 1,p

μ
. �

Lemma 1.4.5. Let pn, n ∈ N, be a sequence of probability densities such that

sup
n

‖pn‖∞ = C∞ < ∞.

Suppose also that the sequence of probability measures μn(dx) = pn(x)dx, n ∈ N,
converges weakly to a probability measure μ. Then, μ(dx) = p(x)dx and ‖p‖∞ ≤
C∞.

Proof. Since
∫
p2n(x)dx ≤ C∞, the sequence pn is bounded in L2(Rd) and so it

is weakly relatively compact. Passing to a subsequence (which we still denote by
pn) we can find p ∈ L2(Rd) such that

∫
pn(x)f(x)dx → ∫

p(x)f(x)dx for every
f ∈ L2(Rd). But, if f ∈ Cc(R

d) ⊂ L2(Rd), then
∫
pn(x)f(x)dx → ∫ f(x)μ(dx), so

that μ(dx) = p(x)dx.

Let us now check that p is bounded. Using Mazur’s theorem, we can construct
a convex combination qn =

∑mn

i=1 λ
n
i pn+i, with λi

n ≥ 0,
∑mn

i=1 λ
n
i = 1, such that

qn → p strongly in L2(Rd). Then, passing to a subsequence, we may assume
that qn → p almost everywhere. It follows that p(x) ≤ supn qn(x) ≤ C∞ almost
everywhere. And we can change p on a set of null measure. �

We are now able to prove Theorem 1.4.1.

Proof of Theorem 1.4.1. We recall Remark 1.4.3: we know that the probability
density pμ exists and representation (1.15) holds. So, we first prove the theorem
under the supplementary assumption:

(H) pμ is bounded.

We take ρ > 0 and note that if |x − a| > ρ, then |∂iQd(x − a)| ≤ a−1
d Adρ

−(d−1).
Since p > d, for any a ∈ R

d we have∫ ∣∣∂iQd(x− a)
∣∣ p
p−1μ(dx) ≤ B

p
p−1

d ρ−(d−1) p
p−1 +

∫
|x−a|≤ρ

∣∣∂iQd(x− a)
∣∣ p
p−1 pμ(x) dx

≤ B
p

p−1

d

[
ρ−(d−1) p

p−1 + ‖pμ‖∞ad

∫ ρ

0

dr

r
d−1
p−1

]
,
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in which we have set Bd = a−1
d Ad. This gives∫ ∣∣∂iQd(x− a)

∣∣ p
p−1μ(dx) ≤ B

p
p−1

d

[
ρ−(d−1) p

p−1 + ad‖pμ‖∞ p− 1

p− d
ρ

p−d
p−1

]
< ∞.

(1.16)
Using the representation formula (1.15) and Hölder’s inequality, we get

pμ(x) = −
d∑

i=1

∫
∂iQd(y − x)∂μ

i 1(y)μ(dy)

≤ ‖1‖W 1,p
μ

d∑
i=1

(∫ ∣∣∂iQd(y − x)
∣∣ p
p−1μ(dy)

) p−1
p

≤ ‖1‖W 1,p
μ

(
d+

d∑
i=1

∫ ∣∣∂iQd(y − x)
∣∣ p
p−1μ(dy)

)
. (1.17)

By using (1.16), we obtain

‖pμ‖∞ ≤ d ‖1‖W 1,p
μ

[
B

p
p−1

d

(
ρ−(d−1) p

p−1 + ad‖pμ‖∞ p− 1

p− d
ρ

p−d
p−1

)
+ 1

]
.

Choose now ρ = ρ∗, with ρ∗ such that

dB
p

p−1

d ad ‖1‖W 1,p
μ

p− 1

p− d
ρ

p−d
p−1∗ =

1

2

that is,

ρ∗ =

(
p− 1

p− d
· 2dB

p
p−1

d ad ‖1‖W 1,p
μ

)− p−1
p−d

.

Then,

‖pμ‖∞ ≤ 2d ‖1‖W 1,p
μ

(
B

p
p−1

d ρ
−(d−1) p

p−1∗ + 1
)
.

Since p−1
p−d ρ

p−d
p−1∗ = (2dB

p/(p−1)
d ad ‖1‖W 1,p

μ
)−1, by using (1.16) we obtain∫

|∂iQd(x− a)| p
p−1μ(dx) ≤ 1 + 2B

p
p−1

d ρ
−(d−1) p

p−1∗

= 1 + 2B
p

p−1

d

(
p− 1

p− d
· 2dB

p
p−1

d ad

) (d−1)p
p−d

· ‖1‖
(d−1)p
p−d

W 1,p
μ

≤
[
1 + 2B

p
p−1

d

(
p− 1

p− d
· 2dB

p
p−1

d ad

) (d−1)p
p−d

]
‖1‖kd,p

W 1,p
μ

= Kd,p · ‖1‖kd,p

W 1,p
μ

.
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Finally,

d∑
i=1

∫ ∣∣∂iQd(y − x)
∣∣ p
p−1μ(dy) ≤ d

(
1 +Kd,p

) ‖1‖kd,p

W 1,p
μ

≤ 2dKd,p ‖1‖kd,p

W 1,p
μ

.

Notice that, by using (1.17), we get

‖pμ‖∞ ≤ 2dKd,p ‖1‖kd,p+1

W 1,p
μ

,

as already mentioned in Remark 1.4.3.
So the theorem is proved under the supplementary assumption (H). To re-

move this assumption, consider a nonnegative and continuous function ψ such
that

∫
ψ = 1 and ψ(x) = 0 for |x| ≥ 1. Then we define ψn(x) = ndψ(nx) and

μn = ψn ∗ μ. We have μn(dx) = pn(x)dx with pn(x) =
∫
ψn(x − y)μ(dy). Using

Lemma 1.4.4 we have 1 ∈ W 1,p
μn

and ‖1‖W 1,p
μn

≤ ‖1‖W 1,p
μ

< ∞. Since pn is bounded,

μn verifies assumption (H) and so, using the first part of the proof, we obtain

‖pn‖∞ ≤ 2dKd,p ‖1‖kd,p+1

W 1,p
μn

≤ 2dKd,p ‖1‖kd,p+1

W 1,p
μ

.

Clearly μn → μ weakly so, using Lemma 1.4.5, we can find p such that μ(dx) =
p(x)dx and p is bounded. So μ itself satisfies (H) and the proof is completed. �

1.5 Regularity of the density

Theorem 1.3.1 says that μφ has a density as soon as φ ∈ W 1,1
μ —and this does

not depend on the dimension d of the space. But if we want to obtain a continu-
ous or a differentiable density, we need more regularity for φ. The main tool for
obtaining such properties is the classical theorem of Morrey, which we recall now
(see Brezis [18, Corollary IX.13]).

Theorem 1.5.1. Let u ∈ W 1,p(Rd). If 1− d/p > 0, then u is Hölder continuous of
exponent q = 1−d/p. Furthermore, suppose that u ∈ Wm,p(Rd) and m−d/p > 0.
Let k = [m− d/p] be the integer part of m− d/p, and q = {m− d/p} its fractional
part. If k = 0, then u is Hölder continuous of exponent q, and if k ≥ 1, then
u ∈ Ck and, for any multiindex α with |α| ≤ k, the derivative ∂αu is Hölder
continuous of exponent q, i.e., for any x, y ∈ R

d,∣∣∂αu(x)− ∂αu(y)
∣∣ ≤ Cd,p‖u‖Wm,p(Rd) |x− y|q,

where Cd,p depends only on d and p.

It is clear from Theorem 1.5.1 that there are two ways to improve the regu-
larity of u: we have to increase m or/and p. If φ ∈ Wm,p

μ for a sufficiently large m,
then Theorem 1.3.1 already gives us a differentiable density pμφ

. But if we want
to keep m low we have to increase p. And, in order to be able to do it, the key
point is the estimate for Θp(μ) given in Theorem 1.4.1.
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Theorem 1.5.2. Let p > d and 1 ∈ W 1,p
μ . For m ≥ 1, let φ ∈ Wm,p

μ , so that
μφ(dx) = pμφ

(x)dx. Then, pμφ
∈ Wm,p. As a consequence, pμφ

∈ Cm−1 and∥∥pμφ

∥∥
Wm,p ≤ (2dKd,p)

1−1/p ‖1‖kd,p(1−1/p)

W 1,p
μ

‖φ‖Wm,p
μ

. (1.18)

Moreover, for any multiindex α such that 0 ≤ |α| = 	 ≤ m− 1,∥∥∂αpμφ

∥∥
∞ ≤ dKd,p ‖1‖kd,p

W 1,p
μ

‖φ‖W �+1,p
μ

. (1.19)

Remark 1.5.3. For α = ∅, (1.19) reads∥∥pμφ

∥∥
∞ ≤ dKd,p ‖1‖kd,p

W 1,p
μ

‖φ‖W 1,p
μ

.

Actually, a closer look at the proof will give∥∥pμφ

∥∥
∞ ≤ dKd,p ‖1‖kd,p

W 1,p
μ

‖∂μφ‖Lp
μ

so that, in the notations used in Remark 1.3.3,∥∥pμφ

∥∥
∞ = ‖∇Qd ∗μ ∂μφ‖∞ ≤ Cp,d ‖∂μφ‖Lp

μ

for all p > d. This can be considered as the analog of the Poincaré inequality (1.8)
for probability measures.

Proof of Theorem 1.5.2. We use (1.11) (with the notation ∂μ
αφ := φ if α = ∅) and

obtain∫ ∣∣∂αpμφ
(x)
∣∣pdx =

∫ ∣∣∂μ
αφ(x)

∣∣p∣∣pμ(x)∣∣pdx ≤ ∥∥pμ∥∥p−1

∞

∫ ∣∣∂μ
αφ(x)

∣∣ppμ(x)dx.
So,
∥∥∂αpμφ

∥∥
Lp ≤ ‖pμ‖1−1/p

∞ ‖∂μ
αφ‖Lp

μ
and, by using (1.14), we obtain (1.18). Now,

using the representation formula (1.10), Hölder’s inequality, and Theorem 1.4.1
we get

∣∣∂αpμφ
(x)
∣∣ ≤ Θp(μ)

d∑
i=1

‖∂μ
(α,i)φ‖Lp

μ
≤ dKd,p

∥∥1∥∥kd,p

W 1,p
μ

‖φ‖W �+1,p
μ

,

and (1.19) is proved. The fact that pμφ
∈ Cm−1 follows from Theorem 1.5.1. �

Remark 1.5.4. Under the hypotheses of Theorem 1.5.2, one has the following
consequences:

(i) For any multiindex β such that 0 ≤ |β| = k ≤ m − 2, ∂βpμφ
is Lipschitz

continuous, i.e., for any x, y ∈ R
d,∣∣∂βpμφ

(x)− ∂βpμφ
(y)
∣∣ ≤ d2Kd,p ‖1‖kd,p

W 1,p
μ

‖φ‖Wk+2,p
μ

|x− y|.

In fact, from (1.19) and the fact that if f ∈ C1 with ‖∇f‖∞ < ∞, then

|f(x)− f(y)| ≤∑d
i=1 ‖∂if‖∞ |x− y|, the statement follows immediately.
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(ii) For any multiindex β such that |β| = m − 1, ∂βpμφ
is Hölder continuous of

exponent 1− d/p, i.e., for any x, y ∈ R
d,∣∣∂βpμφ

(x)− ∂βpμφ
(y)
∣∣ ≤ Cd,p

∥∥pμφ

∥∥
Wm,p

∣∣x− y
∣∣1−d/p

,

where Cd,p depends only on d and p. (This is a standard consequence of
pμφ

∈ Wm,p, as stated in Theorem 1.5.1.)

(iii) One has Wm,p
μ ⊂ ⋂δ>0 W

m,p({pμ > δ}). In fact, pμφ
(x)dx = φ(x)μ(dx) =

φ(x)pμ(x)dx, so φ(x) = pμφ
(x)/pμ(x) if pμ(x) > 0. And since pμφ

, pμ ∈
Wm,p(Rd), we obtain φ∈Wm,p({pμ > δ}). �

1.6 Estimate of the tails of the density

We give now a result which allows to estimate the tails of pμ.

Proposition 1.6.1. Let φ ∈ C1
b (R

d) be a function such that 1B1(0) ≤ φ ≤ 1B2(0).
Set φx(y) = φ(x− y) and assume that 1 ∈ W 1,p

μ with p > d. Then, φx ∈ W 1,p
μ and

the following representation holds:

pμ(x) =

d∑
i=1

∫
∂iQd(y − x)∂μ

i φx(y)1{|y−x|<2}μ(dy).

As a consequence, for any positive a < 1/d− 1/p,

pμ(x) ≤ Θp(μ)
(
d+ ‖1‖W 1,p

μ

)
μ
(
B2(x)

)a
, (1.20)

where p = 1/(a+ 1/p). In particular,

lim
|x|→∞

pμ(x) = 0. (1.21)

Proof. By Proposition 1.1.1, φx ∈ W 1,p
μ and ∂μ

i φx = φx∂
μ
i 1+∂iφx, so that ∂μ

i φx =
∂μ
i φx1B2(x). Now, for f ∈ C1

c (B1(x)), we have∫
f(y)μ(dy) =

∫
f(y)φx(y)μ(dy) =

∫
f(y)pμφx

(y)dy

= −
∫

f(y)

d∑
i=1

∫
∂iQd(z − y)∂μ

i φx(z)μ(dz)dy

= −
∫

f(y)

d∑
i=1

∫
∂iQd(z − y)∂μ

i φx(z)1B2(x)(z)μ(dz)dy.

It follows that for y ∈ B1(x) we have

pμ(y) = −
d∑

i=1

∫
∂iQd(z − y)∂μ

i φx(z)1B2(x)(z)μ(dz).
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Let now y = x and take a ∈ (0, 1/d− 1/p). Using Hölder’s inequality, we obtain

pμ(x) ≤ μ(B2(x))
a

d∑
i=1

Ii with Ii =

(∫
|∂iQd(z − x)∂μ

i φx(z)|
1

1−a μ(dz)

)1−a

.

Notice that 1 < d(1−a)/(1−da) < p(1−a). We take β such that d(1−a)/(1−da) <
β < p(1−a) and we denote by α the conjugate of β. Using again Hölder’s inequality,
we obtain

Ii ≤
(∫ ∣∣∂iQd(z − x)

∣∣ α
1−aμ(dz)

)(1−a)/α(∫ ∣∣∂μ
i φx(z)

∣∣ β
1−aμ(dz)

)(1−a)/β

≤
(∫ ∣∣∂iQd(z − x)

∣∣ α
1−aμ(dz)

)(1−a)/α∥∥∂μ
i φx

∥∥
Lp

μ
.

We let β ↑ p(1− a) so that

α

1− a
=

β

(β − 1)(1− a)
−→ p

p(1− a)− 1
=

p

p− 1
.

Then we get
Ii ≤ Θp(μ) ‖∂μ

i φx‖Lp
μ
,

and so
pμ(x) ≤ Θp(μ) ‖φx‖W 1,p

μ
μ(B2(x))

a.

Now, since ∂μ
i φx = φx∂

μ
i 1 + ∂iφx, we have ‖φx‖W 1,p

μ
≤ cφ d + ‖1‖W 1,p

μ
, where

cφ > 1 is such that ‖∇φ‖∞ ≤ cφ, so that

pμ(x) ≤ Θp(μ)
(
cφ d+ ‖1‖W 1,p

μ

)
μ(B2(x))

a.

Inequality (1.20) now follows by taking a sequence {φn}n ⊂ C1
b such that 1B1(0) ≤

φn ≤ 1B2(0) with ‖∇φn‖∞ ≤ 1 + 1/n, and by letting n → ∞.
Finally, 1B2(x) → 0 a.s. when |x| → ∞, and now the Lebesgue dominated con-

vergence theorem shows that μ
(
B2(x)

)
=
∫
1B2(x)(y)μ(dy) → 0. Applying (1.20),

we obtain (1.21). �
Remark 1.6.2. One can get a representation of the derivatives of the density func-
tion in a “localized” version as in Proposition 1.6.1, giving rise to estimates for
the tails of the derivatives. In fact, take φ ∈ Cm

b (Rd) to be a function such that
1B1(0) ≤ φ ≤ 1B2(0), and set φx(y) = φ(x− y). If 1 ∈ Wm,p

μ with p > d, then it is
clear that φx ∈ Wm,p

μ . And following the same arguments as in the previous proof,
for a multiindex α with |α| ≤ m− 1 we have

∂αpμ(x) = (−1)|α|
d∑

i=1

∫
∂iQd(y − x)∂μ

(i,α)φx(y)1{|y−x|<2}μ(dy).
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1.7 Local integration by parts formulas and local
densities

The global assumptions that have been made up to now may fail in concrete and
interesting cases —for example, for diffusion processes living in a region of the
space or, as a more elementary example, for the exponential distribution. So in
this section we give a hint about the localized version of the results presented
above.

Let D denote an open domain in R
d. We recall that

Lp
μ(D) =

{
f :

∫
D

|f(x)|pdμ(x) < ∞
}

and W 1,p
μ (D) is the space of those functions φ ∈ Lp

μ(D) verifying the integration
by parts formula

∫
φ∂ifdμ = − ∫ θifdμ for test functions f which have a compact

support included in D, and ∂μ,D
i φ := θi ∈ Lp

μ(D). The space Wm,p
μ (D) is defined

similarly. Our aim is to give sufficient conditions for μ to have a smooth density
on D; this means that we look for a smooth function pμ such that

∫
D
f(x)dμ(x) =∫

D
f(x)pμ(x)dx. And we want to give estimates for pμ and its derivatives in terms

of the Sobolev norms of Wm,p
μ (D).

The main step in our approach is the following truncation argument. Given
−∞ ≤ a ≤ b ≤ ∞ and ε > 0, we define ψε,a,b : R → R+ by

ψε,a,b(x) = 1(a−ε,a](x) exp

(
1− ε2

ε2 − (x− a)2

)
+ 1(a,b)(x)

+ 1[b,b+ε)(x) exp

(
1− ε2

ε2 − (x− b)2

)
,

with the convention 1(a−ε,a) = 0 if a = −∞ and 1(b,b+ε) = 0 if b = ∞. Notice that
ψε,a,b ∈ C∞

b (R) and

sup
x∈(a−ε,b+ε)

∣∣∂x lnψε,a,b(x)
∣∣pψε,a,b(x) ≤ 2p+1ε−p sup

y>0
y2pe1−y.

For x=(x1, . . . , xd) and i∈{1, . . . , d} we denote x̂(−i)=(x1, . . . , xi−1, xi+1, . . . , xd)
and, for y ∈ R, we put (x̂(−i), y) = (x1, . . . , xi−1, y, xi+1, . . . , xd). Then, we define

a(x̂(−i)) = inf
y∈R

{
y : d
(
(x̂(−i), y), Dc

)
> 2ε

}
,

b(x̂(−i)) = sup
y∈R

{
y : d
(
(x̂(−i), y), Dc

)
> 2ε

}
,

with the convention a(x̂(−i)) = b(x̂(−i)) = 0 if {y : d((x̂(−i), y), Dc) > 2ε} = ∅.
Finally, we define ΨD,ε(x) =

∏d
i=1 ψε,a(x̂(−i)),b(x̂(−i))(xi). We denote Dε = {x :

d(x,Dc) ≥ ε}, so that 1D2ε
≤ ΨD,ε ≤ 1Dε

. And we also have

sup
x∈Dε

∣∣∂x lnΨD,ε(x)
∣∣pΨD,ε(x) ≤ d 2p+1ε−p sup

y>0
y2pe1−y. (1.22)
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We can now state the following preparatory lemma.

Lemma 1.7.1. Set μD,ε(dx)=ΨD,ε(x)μ(dx). If φ ∈ Wm,p
μ (D), then φ ∈ Wm,p

μD,ε
(Rd).

Moreover, in the case m = 1, we get

∂
μD,ε

i φ = ∂μ
i φ+ φ∂i lnΨD,ε, i = 1, . . . , d,

and
‖φ‖W 1,p

μD,ε
(Rd) ≤ Cpε

−1 ‖φ‖W 1,p
μ (D) .

Proof. If f ∈ C∞
c (Rd), then fΨD,ε ∈ C∞

c (D) and, similarly to what was developed
in Lemma 1.1.1, we have∫

∂ifφdμD,ε =

∫
∂ifφΨD,εdμ = −

∫
∂μ
i (ΨD,εφ)fdμ

= −
∫ (

ΨD,ε∂
μ
i φ+ φ∂iΨD,ε

)
fdμ = −

∫ (
∂μ
i φ+ φ∂i lnΨD,ε

)
fdμD,ε,

so that ∂
μD,ε

i φ = ∂μ
i φ+φ∂i lnΨD,ε. Now using (1.22) we have ∂

μD,ε

i φ ∈ Lp
μD,ε

(Rd):

d∑
i=1

∫ ∣∣∂μD,ε

i φ
∣∣pdμD,ε =

d∑
i=1

∫ ∣∣∂μ
i φ+ φ∂i lnΨD,ε

∣∣pΨD,εdμ

≤
d∑

i=1

∫
D

∣∣∂μ
i φ+ φ∂i lnΨD,ε

∣∣pΨD,εdμ ≤ Cpε
−p ‖φ‖p

W 1,p
μ (D)

,

and the required estimate for ‖φ‖W 1,p
μD,ε

(Rd) holds. �

We are now ready to study the link between Sobolev spaces on open sets
and “local” densities, and we collect all the results in the following theorem. The
symbol ν|D denotes the measure ν restricted to the open set D.

Theorem 1.7.2. (i) Suppose that φ ∈ W 1,1
μ (D). Then μφ|D is absolutely contin-

uous: μφ|D(dx) = pφ,D(x)dx.

(ii) Suppose that 1 ∈ W 1,p
μ (D) for some p > d. Then, for each ε > 0,

sup
x∈Rd

d∑
i=1

(∫
D2ε

|∂iQd(y − x)|p/(p−1)μ(dy)
) p−1

p ≤ Cd,pε
−kd,p‖1‖kd,p

W 1,p
μ (D)

,

where kd,p is given in Theorem 1.4.1.

(iii) Suppose that 1 ∈ W 1,p
μ (D) for some p > d. Then, for φ ∈ Wm,p

μ (D) we have
μφ|D(dx) = pφ,D(x)dx and

pφ,D(x) = −
d∑

i=1

∫
∂iQd(y − x)(ΨD,ε∂

μ
i φ+ φ∂iΨD,ε)μ(dx),
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for x ∈ D2ε. Moreover, pφ,D ∈ ⋂ε>0 W
m,p(Dε) and is m− 1 times differen-

tiable on D.

Proof. (i) Set μφ,D,ε(dx) := φμD,ε(dx) ≡ φΨD,ε(x)μ(dx). By Lemma 1.7.1, we
know that φ ∈ W 1,1

μD,ε
(Rd). So, we can use Theorem 1.5.2 to obtain μφ,D,ε(dx) =

pφ,D,ε(x)dx, with pφ,D,ε ∈ W 1,1(Rd). Now, if f ∈ C∞
c (D), then for some ε > 0 the

support of f is included in D2ε, so that
∫
fφdμ =

∫
fφdμD,ε =

∫
fpφ,D,ε(x)dx.

It follows that μφ|D(dx) = pφ,D(x)dx and that, for x ∈ D2ε, we have pφ,D(x) =
pφ,D,ε(x)dx.

(ii) We have∫
D2ε

∣∣∂iQd(x− y)
∣∣p/(p−1)

μ(dy) ≤
∫ ∣∣∂iQd(x− y)

∣∣p/(p−1)
ΨD,ε(y)μ(dy)

=

∫ ∣∣∂iQd(x− y)
∣∣p/(p−1)

μD,ε(dy),

so that

sup
x∈Rd

d∑
i=1

(∫
D2ε

|∂iQd(y − x)|p/(p−1)μ(dy)

) p−1
p

≤ Θp(μD,ε).

Now, if 1 ∈ W 1,p
μ (D) with p > d, then by Lemma 1.7.1, 1 ∈ W 1,p

μD,ε
(Rd) with p > d

and Theorem 1.4.1 yields

sup
x∈Rd

d∑
i=1

(∫
D2ε

∣∣∂iQd(y − x)
∣∣p/(p−1)

μ(dy)

) p−1
p

≤ dKd,p ‖1‖kd,p

W 1,p
μD,ε

≤ Cd,p

(
ε−1 ‖1‖W 1,p

μ (D)

)kd,p ,

the latter estimate following from Lemma 1.7.1. Notice that we could state upper
bounds for the density and its derivatives in a similar way.

(iii) All the statements follows from the already proved fact that, for x ∈ D2ε,
pφ,D(x) = pφ,D,ε(x). By Lemma 1.7.1, 1 ∈ W 1,p

μD,ε
(Rd) and φ ∈ Wm,p

μD,ε
(Rd), so the

result follows by applying Theorem 1.5.2. Note that this result can also be much
more detailed by including estimates, e.g., for ‖pφ,D‖Wm,p(Dε). �

1.8 Random variables

The generalized Sobolev spaces we have worked with up to now have a natural
application to the context of random variables: we see now the link between the
integration by parts underlying these spaces and the integration by parts type
formulas for random variables. There are several ways to rewrite the results of the
previous sections in terms of random variables, as we will see in the sequel. Here
we propose just a first easy way of looking at things.
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Let (Ω,F ,P) be a probability space, and denote by E the expectation under
P. Let F and G be two random variables taking values in R

d and R, respectively.

Definition 1.8.1. Given a multiindex α and a power p ≥ 1, we say that the in-
tegration by parts formula IBPα,p(F,G) holds if there exists a random variable
Hα(F ;G) ∈ Lp such that

IBPα,p(F,G) E
(
∂αf(F )G

)
= E
(
f(F )Hα(F ;G)

)
, ∀f ∈ C |α|

c (Rd).

We set Wm,p
F as the space of the random variables G ∈ Lp such that IBPα,p(F,G)

holds for every multiindex α with |α| ≤ m.

For G ∈ Wm,p
F we set

∂F
αG = E

(
Hα(F ;G) | F ), 0 ≤ |α| ≤ m,

with the understanding that ∂F
αG = E(G | F ) when |α| = 0, and we define the

norm

‖G‖Wm,p
F

=
∑

0≤|α|≤m

(
E(
∣∣∂F

αG
∣∣p))1/p.

It is easy to see that (Wm,p
F , ‖·‖Wm,p

F
) is a Banach space.

Remark 1.8.2. Notice that E(
∣∣∂F

αG
∣∣p) ≤ E(|Hα(F ;G)|p), so that ∂F

αG is the weight
of minimal Lp norm which verifies IBPα,p(F ;G). In particular,

‖G‖Wm,p
F

≤ ‖G‖Lp +
∑

1≤|α|≤m

‖Hα(F ;G)‖Lp ,

and this last quantity is the one which naturally appears in concrete computations.

The link between Wm,p
F and the abstract Sobolev space Wm,p

μ is easy to find.
In fact, let μF denote the law of F and take

μ(dx) = μF (dx) and φ(x) = φG(x) := E(G | F = x).

By recalling that E(∂αf(F )G) = E(∂αf(F )E(G | F )) = E(∂αf(F )φG(F )) and
similarly E(f(F )Hα(F ;G)) = E(f(F )E(Hα(F ;G) | F )), a re-writing in integral
form of the integration by parts formula IBPα,p(F ;G) immediately gives

Wm,p
F =

{
G ∈ Lp : φG ∈ Wm,p

μF

}
and ∂F

αG = (−1)|α|∂μF
α φG(F ).

And of course, ‖G‖Wm,p
F

= ‖φG‖Wm,p
μF

.

So, concerning the density of F (equivalently, of μF ), we can summarize the
results of Section 1.1 as follows.
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Theorem 1.8.3. (i) Suppose that 1 ∈ W 1,p
F for some p > d. Then μF (dx) =

pF (x)dx and pF ∈ Cb(R
d). Moreover,

ΘF (p) := sup
a∈Rd

d∑
i=1

(
E
(∣∣∂iQd(F − a)

∣∣p/(p−1)))(p−1)/p

≤ Kd,p ‖1‖kd,p

W 1,p
F

,

‖pF ‖∞ ≤ Kd,p ‖1‖1+kd,p

W 1,p
F

,

and

pF (x) = −
d∑

i=1

E
(
∂iQd(F − x)∂F

i 1
)
=

d∑
i=1

E
(
∂iQd(F − x)Hi(F, 1)

)
.

(ii) For any positive a < 1/d− 1/p, we have

pF (x) ≤ ΘF (p)
(
d+ ‖1‖W 1,p

F

)
P
(
F ∈ B2(x)

)a
,

where p = 1/(a+ 1/p).

Next we give the representation formula and the estimates for the conditional
expectation φG. To this purpose, we set

μF,G(f) := E
(
f(F )G

)
so that μF = μF,1. Notice that, in the notations of the previous sections,

μF,G(dx) = μφ(dx) = φ(x)μ(dx),

with μ = μF and φ = φG. So, the results may be re-written in this context as
in Theorem 1.8.4 below. In particular, we get a formula allowing to write φG in
terms of the representation formulas for the density pF,G and pF , of μF,G and
μF , respectively. And since φG stands for the conditional expectation of G given
F , the representation we are going to write down assumes an important role in
probability. Let us also recall that Malliavin and Thalmaier firstly developed such
a formula in [36].

Theorem 1.8.4. Suppose 1 ∈ W 1,p
F . Let m ≥ 1 and G ∈ Wm,p

F .

(i) We have μF,G(dx) = pF,G(x)dx and

φG(x) = E
(
G | F = x

)
= 1{pF (x)>0}

pF,G(x)

pF (x)
,

with

pF,G(x) =

d∑
i=1

E
(
∂iQd(F − x)∂F

i G
)
=

d∑
i=1

E
(
∂iQd(F − x)Hi(F ;G)

)
.
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(ii) We have pF,G ∈ Wm,p and φG ∈ ⋂δ>0 W
m,p({pF > δ}). Moreover,

(a) ‖pF,G‖∞ ≤ Kd,p ‖1‖kd,p

W 1,p
F

‖G‖W 1,p
F

,

(b) ‖pF,G‖Wm,p ≤ (2dKd,p)
1−1/p ‖1‖kd,p(1−1/p)

W 1,p
F

‖G‖Wm,p
F

.

We also have the representation formula

∂αpF,G(x) =

d∑
i=1

E
(
∂iQd(F − x)∂F

(α,i)G
)
=

d∑
i=1

E
(
∂iQd(F − x)H(α,i)(F ;G)

)
for any α with 0 ≤ |α| ≤ m − 1. Furthermore, pF,G ∈ Cm−1(Rd) and for
any multiindex α with |α| = k ≤ m− 2, ∂αpF,G is Lipschitz continuous with
Lipschitz constant

Lα = d2‖1‖kd,p

W 1,p
F

‖G‖Wk+2,p
F

.

Moreover, for any multiindex α with |α| = m−1, ∂αpF,G is Hölder continuous
of exponent 1− d/p and Hölder constant

Lα = Cd,p ‖pF,G‖Wm,p ,

where Cd,p depends only on d and p.

Finally we give a stability property.

Proposition 1.8.5. Let Fn, Gn, n ∈ N, be two sequences of random variables such
that (Fn, Gn) → (F,G) in probability. Suppose that Gn ∈ Wm,p

Fn
and

sup
n
(‖Gn‖Wm,p

Fn

+ ‖Fn‖Lp) < ∞

for some m ∈ N. Then, G ∈ Wm,p
F and ‖G‖Wm,p

F
≤ supn ‖Gn‖Wm,p

Fn

.

Remark 1.8.6. Proposition 1.8.5 may be used to get integration by parts formulas
starting from the standard integration by parts formulas for the Lebesgue measure.
In fact, let Fn, Gn, n ∈ N, be a sequence of simple functionals (e.g., smooth
functions of the noise) such that Fn → F and Gn → G. By assuming the noise has
a density, we can use standard finite-dimensional integration by parts formulas
to prove that Gn ∈ Wm,p

Fn
. If we are able to check that supn ‖Gn‖Wm,p

Fn

< ∞,

then, using the above stability property, we can conclude that G ∈ Wm,p
F . Let us

observe that the approximation of random variables by simple functionals is quite
standard in the framework of Malliavin calculus (not necessarily on the Wiener
space).

Proof of Proposition 1.8.5. Write Qn = (Fn, Gn, ∂
Fn
α Gn, |α| ≤ m). Since p ≥ 2

and supn(‖Gn‖Wm,p
Fn

+ ‖Fn‖Lp) < ∞, the sequence Qn, n ∈ N, is bounded in L2

and consequently weakly relatively compact. Let Q be a limit point. Using Mazur’s
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theorem we construct a sequence of convex combinations Qn =
∑kn

i=1 λ
n
i Qn+i,

(with
∑kn

i=1 λ
n
i = 1 and λn

i ≥ 0) such that Qn → Q strongly in L2. Passing
to a subsequence, we may assume that the convergence holds almost surely as
well. Since (Fn, Gn) → (F,G) in probability, it follows that Q = (F,G, θα, |α| ≤
m). Using the integration by parts formulas IBPα,p(Fn, Gn) and the almost sure
convergence it is easy to see that IBPα,p(F,G) holds with Hα(F ;G) = θα so,
θα = ∂F

αG. Moreover, using again the almost sure convergence and the convex
combinations, it is readily checked that ‖G‖Wm,p

F
≤ supn ‖G‖Wm,p

Fn

. In all the

above arguments we have to use the Lebesgue dominated convergence theorem,
so the almost sure convergence is not sufficient. But a straightforward truncation
argument which we do not develop here permits to handle this difficulty. �



Chapter 2

Construction of integration by parts
formulas

In this chapter we construct integration by parts formulas in an abstract framework
based on a finite-dimensional random vector V = (V1, . . . , VJ); we follow [8]. Such
formulas have been used in [8, 10] in order to study the regularity of solutions
of jump-type stochastic equations, that is, including equations with discontinuous
coefficients for which the Malliavin calculus developed by Bismut [17] and by
Bichteler, Gravereaux, and Jacod [16] fails.

But our interest in these formulas here is also “methodological”: we want to
understand better what is going on in Malliavin calculus. The framework is the
following: we consider functionals of the form F = f(V ), where f is a smooth
function. Our basic assumption is that the law of V is absolutely continuous with
density pJ ∈ C∞(RJ). In Malliavin calculus V is Gaussian (it represents the incre-
ments of the Brownian path on a finite time grid) and the functionals F defined
as before are the so-called “simple functionals”. We mimic the Malliavin calculus
in this abstract framework: so we define differential operators as there —but now
we find out standard finite-dimensional gradients instead of the classical Malliavin
derivative. The outstanding consequence of keeping the differential structure from
Malliavin calculus is that we are able to construct objects for which we obtain
estimates which are independent of the dimension J of the noise V . This will
permit to recover the classical Malliavin calculus using this finite-dimensional cal-
culus. Another important point is that the density pJ comes on in the calculus
by means of ∂ ln pJ(x) only —in the Gaussian case (one-dimensional for simplic-
ity) this is −x/σ2, where σ2 is the variance of the Gaussian random variable at
hand. This specific structure explains the construction of the divergence opera-
tor in Malliavin calculus and is also responsible of the fact that the objects fit
well in an infinite-dimensional structure. However, for a general random variable
V with density pJ such nice properties may fail and it is not clear how to pass
to the infinite-dimensional case. Nevertheless these finite-dimensional integration
by parts formulas remain interesting and may be useful in order to study the
regularity of the laws of random variables —we do this in Section 2.2.

© Springer International Publishing Switzerland 2016 
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2.1 Construction of integration by parts formulas

In this section we give an elementary construction of integration by parts formulas
for functionals of a finite-dimensional noise which mimic the infinite-dimensional
Malliavin calculus (we follow [8]). We stress that the operators we introduce repre-
sent the finite-dimensional variant of the derivative and the divergence operators
from the classical Malliavin calculus —and as an outstanding consequence all the
constants which appear in the estimates do not depend on the dimension of the
noise.

2.1.1 Derivative operators

On a probability space (Ω,F , P ), fix a J-dimensional random vector representing
the basic noise, V = (V1, . . . , VJ). Here, J ∈ N is a deterministic integer. For each
i = 1, . . . , J we consider two constants −∞ ≤ ai < bi ≤ ∞ and we point out that
they may be equal to −∞, respectively to +∞. We denote

Oi =
{
v = (v1, . . . , vJ) : ai < vi < bi, i = 1, . . . , J

}
.

Our basic hypothesis will be that the law of V is absolutely continuous with respect
to the Lebesgue measure on R

J and the density pJ is smooth with respect to vi
on the set Oi. The natural example which comes on in the standard Malliavin
calculus is the Gaussian law on R

J . In this case ai = −∞ and bi = +∞. But we
may also take (as an example) Vi independent random variables with exponential

law and, in this case, pJ(v) =
∏J

i=1 ei(vi) with ei(vi) = 1(0,∞)(vi)e
−vi . Since ei is

discontinuous in zero, we will take ai = 0 and bi = ∞.
In order to obtain integration by parts formulas for functionals of V , we

will perform classical integration by parts with respect to pJ(v)dv. But boundary
terms may appear in ai and bi. In order to cancel them we will consider some
“weights”

πi : R
J −→ [0, 1], i = 1, . . . , J.

These are just deterministic measurable functions (in [8] the weights πi are allowed
to be random, but here, for simplicity, we consider just deterministic ones). We
give now the precise statement of our hypothesis.

Hypothesis 2.1.1. The law of the vector V = (V1, . . . , VJ) is absolutely continuous
with respect to the Lebesgue measure on R

J and we note pJ the density. We also
assume that

(i) pJ(v) > 0 for v ∈ Oi and vi �→ pJ(v) is of class C
∞ on Oi;

(ii) for every q ≥ 1, there exists a constant Cq such that

(1 + |v|q)pJ(v) ≤ Cq,

where |v| stands for the Euclidean norm of the vector v = (v1, . . . , vJ);
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(iii) vi �→ πi(v) is of class C
∞ on Oi and

(a) limvi↓ai
πi(v)pJ(v) = limvi↑bi πi(v)pJ(v) = 0,

(b) πi(v) = 0 for v /∈ Oi,

(c) πi∂vi ln pJ ∈ C∞
p (RJ),

where C∞
p (RJ) is the space of functions which are infinitely differentiable

and have polynomial growth (together with their derivatives).

Simple functionals. A random variable F is called a simple functional if there
exists f ∈ C∞

p (RJ) such that F = f(V ). We denote through S the set of simple
functionals.

Simple processes. A simple process is a J-dimensional random vector, say U =
(U1, . . . , UJ), such that Ui ∈ S for each i = 1, . . . , J . We denote by P the space of
simple processes. On P we define the scalar product

〈
U, Ū
〉
J
=

J∑
i=1

UiŪi, U, Ū ∈ P.

Note that
〈
U, Ū
〉
J
∈ S.

We can now define the derivative operator and state the integration by parts
formula.

The derivative operator. We define D : S → P by

DF := (DiF )i=1,...,J ∈ P, (2.1)

where DiF := πi(V )∂if(V ). Clearly, D depends on π so a correct notation should
be Dπ

i F := πi(V )∂if(V ). Since here the weights πi are fixed, we do not indicate
them in the notation.

The Malliavin covariance matrix of F is defined by

σk,k′
(F ) = 〈DF k, DF k′〉J =

J∑
j=1

DjF
kDjF

k′
.

We denote

Λ(F ) =
{
detσ(F ) �= 0

}
and γ(F )(ω) = σ−1(F )(ω), ω ∈ Λ(F ).



36 Chapter 2. Construction of integration by parts formulas

The divergence operator. Let U = (U1, . . . , UJ) ∈ P , so that Ui ∈ S and Ui =
ui(V ), for some ui ∈ C∞

p (RJ), i = 1, . . . , J . We define δ : P → S by

δ(U) =

J∑
i=1

δi(U), with δi(U) := −(∂vi(πiui)+πiui1Oi∂vi ln pJ
)
(V ), i = 1, . . . , J.

(2.2)
The divergence operator depends on πi so, the precise notations should be

δπi (U) and δπ(U). But, as in the case of the derivative operator, we do not mention
this in the notation.

The Ornstein–Uhlenbeck operator. We define L : S → S by

L(F ) = δ(DF ). (2.3)

2.1.2 Duality and integration by parts formulas

In our framework the duality between δ andD is given by the following proposition.

Proposition 2.1.2. Assume Hypothesis 2.1.1. Then, for every F ∈ S and U ∈ P,
we have

E
( 〈DF,U〉J

)
= E(Fδ(U)). (2.4)

Proof. Let F = f(V ) and Ui = ui(V ). By definition, we have E(〈DF,U〉J) =∑J
i=1 E(DiF × Ui) and, from Hypothesis 2.1.1,

E
(
DiF × Ui

)
=

∫
RJ

∂vi(f)πi ui pJ(v1, . . . , vJ)dv1 · · · dvJ .

Recalling that {πi > 0} ⊂ Oi, we obtain from Fubini’s theorem

E
(
DiF×Ui

)
=

∫
RJ−1

(∫ bi

ai

∂vi(f)πi ui pJ(v1, . . . , vJ)dvi

)
dv1 · · · dvi−1dvi+1 · · · dvJ .

The classical integration by parts formula yields∫ bi

ai

∂vi(f)πi ui pJ(v1, . . . , vJ)dvi =
[
fπiuipJ

]bi
ai

−
∫ bi

ai

f∂vi(uiπipJ)dvi.

By Hypothesis 2.1.1, [fπiuipJ ]
bi
ai

= 0 so we obtain∫ bi

ai

∂vi(f)πi ui pJ(v1, . . . , vJ)dvi = −
∫ bi

ai

f∂vi(uiπipJ)dvi.

The result follows by observing that

∂vi(uiπipJ) = (∂vi(uiπi) + ui1Oiπi∂vi(ln pJ))pJ . �
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We have the following straightforward computation rules.

Lemma 2.1.3. (i) Let φ ∈ C∞
p (Rd) and F = (F 1, . . . , F d) ∈ Sd. Then, φ(F ) ∈ S

and

Dφ(F ) =
d∑

r=1

∂rφ(F )DF r. (2.5)

(ii) If F ∈ S and U ∈ P, then

δ(FU) = Fδ(U)− 〈DF,U〉J . (2.6)

(iii) For φ ∈ C∞
p (Rd) and F = (F 1, . . . , F d) ∈ Sd, we have

Lφ(F ) =

d∑
r=1

∂rφ(F )LF r −
d∑

r,r′=1

∂r,r′φ(F )〈DF r, DF r′〉J . (2.7)

Proof. (i) is a consequence of the chain rule, whereas (ii) follows from the definition
of the divergence operator δ (one may alternatively use the chain rule for the
derivative operator and the duality formula). Combining these equalities we get
(iii). �

We can now state the main results of this section.

Theorem 2.1.4. We assume Hypothesis 2.1.1. Let F = (F 1, . . . , F d) ∈ Sd be such
that Λ(F ) = Ω and

E
(∣∣ det γ(F )

∣∣p) < ∞ ∀p ≥ 1. (2.8)

Then, for every G ∈ S and for every smooth function φ : Rd → R with bounded
derivatives,

E
(
∂rφ(F )G

)
= E
(
φ(F )Hr(F,G)

)
, r = 1, . . . , d, (2.9)

with

Hr(F,G) =

d∑
r′=1

δ
(
Gγr′,r(F )DF r′)

=

d∑
r′=1

(
Gδ
(
γr′,r(F )DF r′)− γr′,r(F )〈DF r′ , DG〉J

)
.

(2.10)

Proof. Using the chain rule we get

〈Dφ(F ), DF r′〉J =
J∑

j=1

Djφ(F )DjF
r′

=

J∑
j=1

( d∑
r=1

∂rφ(F )DjF
r

)
DjF

r′ =

d∑
r=1

∂rφ(F )σr,r′(F ),
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so that ∂rφ(F ) =
∑d

r′=1〈Dφ(F ), DF r′〉Jγr′,r(F ). Since F ∈ Sd, it follows that

φ(F ) ∈ S and σr,r′(F ) ∈ S. Moreover, since det γ(F ) ∈ ⋂p≥1 L
p, it follows that

Gγr′,r(F )DF r′ ∈ P and the duality formula gives

E
(
∂rφ(F )G

)
=

d∑
r′=1

E
(〈
Dφ(F ), Gγr′,r(F )DF r′〉

J

)
=

d∑
r′=1

E
(
φ(F )δ(Gγr′,r(F )DF r′)

)
. �

We can extend the above integration by parts formula to higher-order deriva-
tives.

Theorem 2.1.5. Under the assumptions of Theorem 2.1.4, for every multiindex
β = (β1, . . . , βq) ∈ {1, . . . , d}q we have

E
(
∂βφ(F )G

)
= E
(
φ(F )Hq

β(F,G)
)
, (2.11)

where the weights Hq
β(F,G) are defined recursively by (2.10) and

Hq
β(F,G) = Hβ1

(
F,Hq−1

(β2,...,βq)
(F,G)

)
. (2.12)

Proof. The proof is straightforward by induction. For q = 1, this is just Theo-
rem 2.1.4. Now assume that the statement is true for q ≥ 1 and let us prove it for
q + 1. Let β = (β1, . . . , βq+1) ∈ {1, . . . , d}q+1. Then we have

E
(
∂βφ(F )G

)
= E
(
∂(β2,...,βq+1)(∂β1

φ(F ))G
)
= E
(
∂β1

φ(F )Hq
(β2,...,βq+1)

(F,G)
)
,

and the result follows. �
Conclusion. The calculus presented above represents a standard finite-dimensional
differential calculus. Nevertheless, it will be clear in the following section that the
differential operators are defined in such a way that “everything is independent of
the dimension J of V ”. Moreover, we notice that the only way in which the law
of V is involved in this calculus is by means of ∇ ln pJ .

2.1.3 Estimation of the weights

Iterated derivative operators, Sobolev norms

In order to estimate the weights Hq
β(F,G) appearing in the integration by parts

formulas of Theorem 2.1.5, we need first to define iterations of the derivative
operator. Let α = (α1, . . . , αk) be a multiindex, with αi ∈ {1, . . . , J}, for i =
1, . . . , k, and |α| = k. Let F ∈ S. For k = 1 we set D1

αF = DαF and D1F =
(DαF )α∈{1,...,J}. For k > 1, we define recursively

Dk
(α1,...,αk)

F = Dαk

(
Dk−1

(α1,...,αk−1)
F
)

and DkF =
(
Dk

(α1,...,αk)
F
)
αi∈{1,...,J}.

(2.13)
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Remark that DkF ∈ R
J⊗k and, consequently, we define the norm of DkF as

|DkF | =
( J∑

α1,...,αk=1

|Dk
(α1,...,αk)

F |2
)1/2

. (2.14)

Moreover, we introduce the following norms for simple functionals: for F ∈ S we
set

|F |1,l =
l∑

k=1

|DkF | and |F |l = |F |+ |F |1,l =
l∑

k=0

|DkF | (2.15)

and, for F = (F 1, . . . , F d) ∈ Sd,

|F |1,l =
d∑

r=1

|F r|1,l and |F |l =
d∑

r=1

|F r|l.

Similarly, for F = (F r,r′)r,r′=1,...,d we set

|F |1,l =
d∑

r,r′=1

|F r,r′ |1,l and |F |l =
d∑

r,r′=1

|F r,r′ |l.

Finally, for U = (U1, . . . , UJ) ∈ P, we set DkU = (DkU1, . . . , D
kUJ) and we define

the norm of DkU as

|DkU | =
( J∑

i=1

|DkUi|2
)1/2

.

We allow the case k = 0, giving |U | = (〈U,U〉J)1/2. Similarly to (2.15), we set

|U |1,l =
l∑

k=1

|DkU | and |U |l = |U |+ |U |1,l =
l∑

k=0

|DkU |.

Observe that for F,G ∈ S, we have D(F × G) = DF × G + F ×DG. This leads
to the following useful inequalities.

Lemma 2.1.6. Let F,G ∈ S and U, Ū ∈ P. We have

|F ×G|l ≤ 2l
∑

l1+l2≤l

|F |l1 |G|l2 , (2.16)

| 〈U, Ū〉
J
|l ≤ 2l

∑
l1+l2≤l

|U |l1 |Ū |l2 . (2.17)

Let us remark that the first inequality is sharper than the inequality |F ×
G|l ≤ Cl|F |l|G|l. Moreover, from (2.17) with U = DF and V = DG (F,G,∈ S)
we deduce

| 〈DF,DG〉J |l ≤ 2l
∑

l1+l2≤l

|F |1,l1+1|G|1,l2+1 (2.18)
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and, as an immediate consequence of (2.16) and (2.18), we have

|H 〈DF,DG〉J |l ≤ 22l
∑

l1+l2+l3≤l

|F |1,l1+1|G|1,l2+1|H|l3 . (2.19)

for F,G,H ∈ S.

Proof of Lemma 2.1.6. We just prove (2.17), since (2.16) can be proved in the
same way. We first give a bound for Dk

〈
U, Ū
〉
J
= (Dk

α

〈
U, Ū
〉
J
)α∈{1,...,J}k . For a

multiindex α = (α1, . . . , αk) with αi ∈ {1, . . . , J}, we note α(Γ) = (αi)i∈Γ, where
Γ ⊂ {1, . . . , k} and α(Γc) = (αi)i/∈Γ. We have

Dk
α

〈
U, Ū
〉
J
=

J∑
i=1

Dk
α(UiŪi) =

k∑
k′=0

∑
|Γ|=k′

J∑
i=1

Dk′
α(Γ)Ui ×Dk−k′

α(Γc)Ūi.

Let W i,Γ = (W i,Γ
α )α∈{1,...,J}k = (Dk′

α(Γ)Ui × Dk−k′
α(Γc)Ūi)α∈{1,...,J}k . Then we have

the following equality in R
J⊗k:

Dk
〈
U, Ū
〉
J
=

k∑
k′=0

∑
|Γ|=k′

J∑
i=1

W i,Γ.

This gives ∣∣Dk
〈
U, Ū
〉
J

∣∣ ≤ k∑
k′=0

∑
|Γ|=k′

∣∣∣∣ J∑
i=1

W i,Γ

∣∣∣∣,
where ∣∣∣∣ J∑

i=1

W i,Γ

∣∣∣∣2 =

J∑
α1,...,αk=1

∣∣∣∣ J∑
i=1

W i,Γ
α

∣∣∣∣2.
By the Cauchy–Schwarz inequality,∣∣∣∣ J∑

i=1

W i,Γ
α

∣∣∣∣2 =

∣∣∣∣ J∑
i=1

Dk′
α(Γ)Ui ×Dk−k′

α(Γc)Ūi

∣∣∣∣2 ≤
J∑

i=1

∣∣Dk′
α(Γ)Ui

∣∣2 × J∑
i=1

∣∣Dk−k′
α(Γc)Ūi

∣∣2.
Consequently, we obtain∣∣∣∣ J∑

i=1

W i,Γ

∣∣∣∣2 ≤
J∑

α1,...,αk=1

J∑
i=1

|Dk′
α(Γ)Ui|2 ×

J∑
i=1

|Dk−k′
α(Γc)Ūi|2

=
∣∣Dk′

U
∣∣2 × ∣∣Dk−k′

Ū
∣∣2.
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This last equality follows from the fact that we sum over different index sets Γ
and Γc. This gives

∣∣Dk
〈
U, Ū
〉
J

∣∣ ≤ k∑
k′=0

∑
|Γ|=k′

|Dk′
U | |Dk−k′

Ū | =
k∑

k′=0

Ck′
k |Dk′

U | |Dk−k′
Ū |

≤
k∑

k′=0

Ck′
k |U |k′ |Ū |k−k′ ≤ 2k

∑
l1+l2=k

|U |l1 |Ū |l2 .

Summing over k = 0, . . . , l we deduce (2.18). �

Estimate of |γ(F )|l
We give in this subsubsection an estimation of the derivatives of γ(F ) in terms of
detσF and the derivatives of F . We assume that ω ∈ Λ(F ).

In what follows Cl,d is a constant, possibly depending on the order of deriva-
tion l and the dimension d, but not on J .

For F ∈ Sd, we set

m(σF ) = max

(
1,

1

detσF

)
. (2.20)

Proposition 2.1.7. (i) If F ∈ Sd, then ∀l ∈ N we have

|γ(F )|l ≤ Cl,d m(σF )
l+1(

1 + |F |2d(l+1)
1,l+1

)
. (2.21)

(ii) If F, F ∈ Sd, then ∀l ∈ N we have

|γ(F )− γ(F )|l
≤ Cl,d m(σF )

l+1 m(σF )
l+1
(
1 + |F |1,l+1 + |F |1,l+1

)2d(l+3)∣∣F − F
∣∣
1,l+1

.

(2.22)

Before proving Proposition 2.1.7, we establish a preliminary lemma.

Lemma 2.1.8. For every G ∈ S, G > 0, we have∣∣∣∣ 1G
∣∣∣∣
l

≤ Cl

(
1

G
+

l∑
k=1

1

Gk+1

∑
k≤r1+···+rk≤l

r1,...,rk≥1

k∏
i=1

∣∣DriG
∣∣) ≤ Cl

( 1
G

+

l∑
k=1

1

Gk+1
|G|k1,l

)
.

(2.23)

Proof. For F ∈ Sd and φ : Rd → R a C∞ function, we have from the chain rule

Dk
(α1,...,αk)

φ(F ) =

k∑
|β|=1

∂βφ(F )
∑

Γ1∪···∪Γ|β|={1,...,k}

⎛⎝ |β|∏
i=1

D
|Γi|
α(Γi)

F βi

⎞⎠ , (2.24)
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where β ∈ {1, . . . , d}|β| and
∑

Γ1∪···∪Γ|β|
denotes the sum over all partitions of

{1, . . . , k} with length |β|. In particular, for G ∈ S, G > 0, and for φ(x) = 1/x,
we obtain∣∣∣∣Dk

α

(
1

G

)∣∣∣∣ ≤ Ck

k∑
k′=1

1

Gk′+1

∑
Γ1∪···∪Γk′={1,...,k}

⎛⎝ k′∏
i=1

|D|Γi|
α(Γi)

G|
⎞⎠ . (2.25)

We then deduce that∣∣∣∣Dk

(
1

G

)∣∣∣∣ ≤ Ck

k∑
k′=1

1

Gk′+1

∑
Γ1∪···∪Γk′={1,...,k}

∣∣∣∣∣∣
k′∏
i=1

D
|Γi|
α(Γi)

G

∣∣∣∣∣∣
RJ⊗k

= Ck

k∑
k′=1

1

Gk′+1

∑
Γ1∪···∪Γk′={1,...,k}

⎛⎝ k′∏
i=1

∣∣D|Γi|G
∣∣⎞⎠

= Ck

k∑
k′=1

1

Gk′+1

∑
r1+···+rk′=k
r1,...,rk′≥1

⎛⎝ k′∏
i=1

∣∣DriG
∣∣⎞⎠ ,

and the first part of (2.23) is proved. The proof of the second part is straightfor-
ward. �
Proof of Proposition 2.1.7. (i) On Λ(F ) we have that

γr,r′(F ) =
1

detσ(F )
σ̂r,r′(F ),

where σ̂(F ) is the algebraic complement of σ(F ). But, recalling that σr,r′(F ) =
〈DrF,Dr′F 〉J , we have∣∣ detσ(F )

∣∣
l
≤ Cl,d|F |2d1,l+1 and

∣∣σ̂(F )
∣∣
l
≤ Cl,d|F |2(d−1)

1,l+1 . (2.26)

Applying inequality (2.16), this gives∣∣γ(F )
∣∣
l
≤ Cl,d

∑
l1+l2≤l

∣∣( detσ(F )
)−1∣∣

l1

∣∣σ̂(F )
∣∣
l2
.

From Lemma 2.1.8 and (2.26), it follows that

∣∣( detσ(F )
)−1∣∣

l1
≤ Cl1

(
1

| detσ(F )| +
l1∑

k=1

|F |2kd1,l1+1

| detσ(F )|k+1

)
≤ Cl1m(σF )

l1+1
(
1 + |F |2l1d1,l1+1

)
, (2.27)
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where we have used the constant m(σF ) defined in (2.20). Combining these in-
equalities, we obtain (2.21).

(ii) Using (2.18), we have∣∣σr,r′(F )− σr,r′(F )
∣∣
l
≤ Cl,d

∣∣F − F
∣∣
1,l+1

(|F |1,l+1 + |F |1,l+1

)
and then, by (2.16),∣∣detσ(F )− detσ(F )

∣∣
l
≤ Cl,d

∣∣F − F
∣∣
1,l+1

(|F |1,l+1 +
∣∣F ∣∣

1,l+1
)2d−1 (2.28)

and ∣∣∣σ̂r,r′(F )− σ̂r,r′(F )
∣∣∣
l
≤ Cl,d

∣∣F − F
∣∣
1,l+1

(|F |1,l+1 +
∣∣F ∣∣

1,l+1
)2d−3.

Then, by using also (2.27), we have∣∣(detσ(F ))−1 − (detσ(F ))−1
∣∣
l

≤ Cl,d

∣∣(detσ(F ))−1
∣∣
l

∣∣(detσ(F ))−1
∣∣
l
××∣∣ detσ(F )− detσ(F )

∣∣
l

≤ Cl,dm(σF )
l+1m(σF )

l+1|F − F |1,l+1

(
1 + |F |1,l + |F |1,l

)2(l+1)d
.

Since γr,r′(F ) = (detσ(F ))−1σ̂r,r′(F ), a straightforward use of the above esti-
mates gives∣∣γr,r′(F )− γr,r′(F )|l

≤ Cl,dm(σF )
l+1m(σF )

l+1|F − F |1,l+1

(
1 + |F |1,l+1 + |F |1,l+1

)2(l+3)d
. �

We define now

Lγ
r (F ) =

d∑
r′=1

δ
(
γr′,r(F )DF r′) = d∑

r′=1

(
γr′,r(F )LF r′−〈Dγr′,r(F ), DF r′〉). (2.29)

Using (2.22), it can easily be checked that ∀l ∈ N

|Lγ
r (F )|l ≤ Cl,dm(σF )

l+2
(
1 + |F |2d(l+2)

l+1 + |L(F )|l
)
. (2.30)

And by using both (2.22) and (2.29), we immediately get∣∣Lγ
r (F )− Lγ

r (F )
∣∣
l
≤ Cl,dQl(F, F )

(|F − F |l+2 + |L(F − F ))|l
)
, (2.31)

where

Ql(F, F ) = m(σF )
l+2m(σF )

l+2
(
1 + |F |2d(l+4)

l+2 + |L(F )|l +
∣∣F ∣∣2d(l+4)

l+2
+
∣∣L(F )

∣∣
l

)
.

(2.32)



44 Chapter 2. Construction of integration by parts formulas

For F ∈ Sd, we define the linear operator Tr(F, ◦) : S → S, r = 1, . . . , d by

Tr(F,G) = 〈DG, (γ(F )DF )r〉 ,

where (γ(F )DF )r =
∑d

r′=1 γ
r′,r(F )DF r′ . Moreover, for any multiindex β =

(β1, . . . , βq), we denote |β| = q and we define by induction

Tβ(F,G) = Tβq

(
F, T(β1,...,βq−1)(F,G)

)
.

For l ∈ N and F, F ∈ Sd, we denote

Θl(F ) = m(σF )
l
(
1 + |F |2d(l+1)

l+1

)
, (2.33)

Θl(F, F ) = m(σF )
lm(σF )

l
(
1 + |F |2d(l+2)

l + |F |2d(l+2)
l

)
. (2.34)

We notice that Θl(F ) ≤ Θl(F, F ), Θl(F ) ≤ Θl+1(F ), and Θl(F, F ) ≤ Θl+1(F, F ).

Proposition 2.1.9. Let F, F ,G,G ∈ Sd. Then, for every l ∈ N and for every
multiindex β with |β| = q ≥ 1, we have∣∣Tβ(F,G)

∣∣
l
≤ Cl,d,qΘ

q
l+q(F ) |G|l+q (2.35)

and∣∣Tβ(F,G)− Tβ(F ,G)
∣∣
l

≤ Cl,d,qΘ
q(q+1)

2

l+q (F, F )
(
1 + |G|l+q + |G|l+q

)q × ( ∣∣F − F
∣∣
l+q

+
∣∣G−G

∣∣
l+q

)
,

(2.36)

where Cl,d,q denotes a suitable constant depending on l, d, q and universal with
respect to the involved random variables.

Proof. We start by proving (2.35). Hereafter, C denotes a constant, possibly vary-
ing and independent of the random variables which are involved. For q = 1 we
have

|Tr(F,G)|l ≤ C|DG|l|γ(F )|l|DF |l ≤ C|γ(F )|l|DF |l+1|G|l+1

and, by using (2.21), we get∣∣Tr(F,G)
∣∣
l
≤ Cm(σF )

l+1
(
1 + |F |2d(l+1)

l+1

)|DF |l+1|G|l+1 ≤ CΘl+1(F )|G|l+1.

The proof for general β’s follows by recurrence. In fact, for |β| = q > 1, we write
β = (β−q, βq) and we have∣∣Tβ(F,G)

∣∣
l
=
∣∣Tβq (F, Tβ−q (F,G)

∣∣
l
≤ CΘl+1(F )

∣∣Tβ−q (F,G)
∣∣
l+1

≤ CΘl+1(F )Θl+q(F )q−1|G|l+q ≤ CΘl+q(F )q|G|l+q.
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We prove now (2.36), again by recurrence. For |β| = 1 we have∣∣Tr(F,G)− Tr(F ,G)
∣∣
l
≤ ∣∣G−G

∣∣
l+1

(|F |l+1 + |F |l+1

)(|γ(F )|l + |γ(F )|l
)

+
∣∣F − F

∣∣
l+1

(|G|l+1 + |G|l+1

)(|γ(F )|l + |γ(F )|l
)

+
∣∣γ(F )− γ(F )

∣∣
l

(|F |l+1 + |F |l+1

)(|G|l+1 + |G|l+1

)
.

Using (2.22), the last term can be bounded from above by

CΘl+1(F, F )
(|G|l+1 + |G|l+1

)|F − F |l+1.

And, using again (2.22), the first two quantities in the right-hand side can be
bounded, respectively, by

CΘl+1(F, F )
∣∣G−G

∣∣
l+1

and
CΘl+1(F, F )

(|G|l+1 + |G|l+1

)|F − F |l+1.

So, we get∣∣Tr(F,G)−Tr(F ,G)
∣∣
l
≤ CΘl+1(F, F )

(
1+|G|l+1+|G|l+1

)(|F−F |l+1+|G−G|l+1

)
.

Now, for |β| = q ≥ 2, we proceed by induction. In fact, we write∣∣Tβ(F,G)− Tβ(F ,G)
∣∣
l
=

=
∣∣Tβq

(F, Tβ−q
(F,G)− Tβq

(F, Tβ−q
(F ,G)

∣∣
l

≤ CΘl+1(F, F )
(
1 + |Tβ−q

(F,G)|l+1 + |Tβ−q
(F ,G)|l+1

)
× (|F − F |l+1 +

∣∣Tβ−q
(F,G)− Tβ−q

(F ,G)
∣∣
l+1

)
.

Now, by (2.35), we have∣∣Tβ−q
(F,G)

∣∣
l+1

≤ CΘq−1
l+q (F ) |G|l+q and

∣∣Tβ−q
(F ,G)

∣∣
l+q

≤ Θq−1
l+q (F ) |G|l+q.

Notice that

Θl+1(F, F )
(
Θq−1

l+q (F ) + Θq−1
l+q (F )

) ≤ 2Θl+q(F, F )q

so, the factor in the first line of the last right-hand side can be bounded from
above by

CΘl+q(F, F )q
(
1 + |G|l+q + |G|l+q

)
.

Moreover, by induction we have∣∣Tβ−q
(F,G)− Tβ−q

(F ,G)
∣∣
l+1

≤ Θ
(q−1)q

2

l+q (F, F )
(
1 + |G|l+q + |G|l+q

)q−1

× (|F − F |l+q + |G−G|l+q

)
.

Finally, combining everything we get (2.36). �
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Bounds for the weights Hq
β(F,G)

Now our goal is to establish some estimates for the weights Hq in terms of the
derivatives of G, F , LF , and γ(F ).

For l ≥ 1 and F, F ∈ Sd, we set (with the understanding that | · |0 = | · |)
Al(F ) = m(σF )

l+1
(
1 + |F |2d(l+2)

l+1 + |LF |l−1

)
, (2.37)

Al(F, F ) = m(σF )
l+1m(σF )

l+1
(
1 + |F |2d(l+3)

l+1 + |F |2d(l+3)
l+1 + |LF |l−1 + |LF |l−1

)
.

(2.38)

Theorem 2.1.10. (i) For F ∈ Sd, G ∈ S, l ∈ N, and q ∈ N
∗, there exists a

universal constant Cl,q,d such that, for every multiindex β = (β1, . . . , βq),∣∣∣Hq
β(F,G)

∣∣∣
l
≤ Cl,q,dAl+q(F )q|G|l+q, (2.39)

where Al+q(F ) is defined in (2.37).

(ii) For F, F ∈ Sd, G,G ∈ S, and for all q ∈ N
∗, there exists an universal

constant Cl,q,d such that, for every multiindex β = (β1, . . . , βq),∣∣Hq
β(F,G)−Hq

β(F ,G)
∣∣
l
≤ Cl,q,dAl+q(F, F )

q(q+1)
2 × (1 + |G|l+q + |G|l+q

)q
× (|F − F |l+q+1+|L(F − F )|l+q−1+|G−G|l+q

)
.

(2.40)

Proof. Let us first recall that

Hr(F,G) = GLγ
r (F )− Tr(F,G),

Hq
β(F,G) = Hβ1(F,H

q−1
(β2,...,βq)

(F,G)).

Again, we let C denote a positive constant, possibly varying from line to line, but
independent of the random variables F, F ,G,G.

(i) Suppose q = 1 and β = r. Then,

|Hr(F,G)|l ≤ C|G|l|Lγ
r (F )|l + C|Tr(F,G)|l.

By using (2.30) and (2.35), we can write

|Hr(F,G)|l ≤ Cm(σF )
l+2
(
1 + |F |2d(l+2)

l+1 + |LF |l
)|G|l

+m(σF )
l+1
(
1 + |F |2d(l+3)

l+2

)|G|l+1

≤ Al+1(F )|G|l+1.

So, the statement holds for q = 1. And for q > 1 it follows by iteration:

|Hq
β(F,G)|l = |Hβq (F,H

q−1
β−q

(F,G))|l ≤ CAl+1(F )|Hq−1
β−q

(F,G))|l+1

≤ CAl+1(F )Al+q(F )q−1|G|l+q;
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since Al+1(F ) ≤ Al+q(F ), the statement is proved.
(ii) We give a sketch of the proof for q = 1 only, the general case following

by induction. Setting β = r, we have∣∣Hr(F,G)−Hr(F ,G)
∣∣
l
≤ C
(|Lγ

r (F )|l|G−G|l + |G|l|Lγ
r (F )− Lγ

r (F )|l
+ |Tr(F,G)− Tr(F ,G)|l

)
.

Now, estimate (2.40) follows by using (2.30), (2.31), and (2.36). In the iteration
for q > 1, it suffices to observe that Al(F ) ≤ Al(F, F ), Al(F ) ≤ Al+1(F ) and
Al(F, F ) ≤ Al+1(F, F ). �

Conclusion. We stress once again that the constants appearing in the previ-
ous estimates are independent of J . Moreover, the estimates that are usually
obtained/used in the standard Malliavin calculus concern Lp norms (i.e., with
respect to the expectation E). But here the estimates are even deterministic so,
“pathwise”.

2.1.4 Norms and weights

The derivative operator D and the divergence operator δ introduced in the previ-
ous sections depend on the weights πi. As a consequence, the Sobolev norms |◦|l
depend also on πi because they involve derivatives. And the dependence is rather
intricate because, for example, in the computation of the second-order derivatives,
derivatives of πi are involved as well. The aim of this subsection is to replace these
intricate norms with simpler ones. This is a step towards the L2 norms used in
the standard Malliavin calculus.

Up to now, we have not stressed the dependence on the weights πi. We do
this now. So, we recall that

Dπ
i F := πi(V )∂if(V ), δπi (U) := −(∂vi(πiui) + πiui1Oi

∂vi ln pJ
)
(V ),

and

DπF = (Dπ
i F )i=1,...,J , δπ(U) =

J∑
i=1

δπi (U).

Now the notation D and δ is reserved for the case πi = 1, so that

DiF := ∂if(V ) δi(U) := −(∂viui + ui1Oi
∂vi ln pJ

)
(V ).

Let us specify the link between Dπ and D, and between δπ and δ. We define
Tπ : P → P by

TπU = (πi(V )Ui)i=1,...,J for U = (Ui)i=1,...,J .

Then
DπF = TπDF and δπ(U) = δ(TπU).
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It follows that LπF = δπ(DπF ) = δ(TπTπDF ) = δ(Tπ2DF ) with (π2)i = π2
i .

We go now further to higher-order derivatives. We have defined

Dπ,k
(α1,...,αk)

F = Dπ
αk

(
Dπ,k−1

(α1,...,αk−1)
F
)

and Dπ,kF =
(
Dπ,k

(α1,...,αk)
F
)
αi∈{1,...,J}.

Notice that

Dπ,2
(α1,α2)

F = Dπ
α2

(
Dπ

α1
F
)
= (TπD)α2

(
(TπD)α1

F
)
= πα2

(V )Dα2

(
πα1

(V )Dα1
F
)

= πα2
(V )(Dα2

πα1
)(V )Dα1

F + πα2
(V )πα1

(V )Dα2
Dα1

F.

This example shows that Dπ,kF has an intricate expression depending on πi and
their derivatives up to order k − 1, and on the standard derivatives of F of order
j = 1, . . . , k. Of course, if πi are just constants their derivatives are null and the
situation is much simpler.

Let us now look to the Sobolev norms. We recall that in (2.15) we have
defined |F |1,π,l and |F |π,l in the following way:

|Dπ,kF | =
( J∑

α1,...,αk=1

|Dπ,k
(α1,...,αk)

F |2
)1/2

and

|F |1,π,l =
l∑

k=1

|Dπ,kF |, |F |π,l = |F |+ |F |1,π,l =
l∑

k=0

|Dπ,kF |.

We introduce now the new norms by

〈
U, Ū
〉
π
=

J∑
j=1

π2
iUiŪi =

〈
TπU, TπŪ

〉
J
, |U |π =

√
〈U,U〉π,J .

The relation with the norms considered before is given by

|DF |π = |Dπ,1F |.
But if we go further to higher-order derivatives this equality fails. Let us be more
precise. Let

P⊗k =
{
U = (Uα)|α|=k : Uα = uα(V )

}
.

Then Dk ∈ P⊗k. On P⊗k we define〈
U, Ū
〉
π,k

=
∑
|α|=k

( k∏
i=1

π2
αi

)
UαŪα, |U |π,k =

√
〈U,U〉π,k. (2.41)

If πi are constant, then
∣∣DkF

∣∣
π,k

= |Dπ,kF | but, in general, this is false. Moreover,

we define

‖F‖1,π,l =
l∑

k=1

|DkF |π,k, ‖F‖π,l = |F |+ ‖F‖1,π,l =
l∑

k=0

|DkF |π,k. (2.42)
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Lemma 2.1.11. Let

‖π‖k,∞ := 1 ∨ max
i=1,...,J

max
|α|≤k

‖∂απi‖∞ .

For each k ∈ N there exists a universal constant Ck such that

|Dπ,kF | ≤ Ck ‖π‖kk−1,∞
∣∣DkF

∣∣
π,k

. (2.43)

As an immediate consequence

|F |π,l ≤ Cl ‖π‖ll−1,∞ ‖F‖π,l , |LπF |π,l ≤ Cl ‖π‖2l2l−1,∞ ‖LF‖π,l . (2.44)

The proof is straightforward, so we skip it.
We also express the Malliavin covariance matrix in terms of the above scalar

product:
σi,j
π (F ) =

〈
DF i, DjF

〉
π

and, similarly to (2.20), we define

mπ(σF ) = max

(
1,

1

detσπ(F )

)
. (2.45)

By using the estimate in Lemma 2.1.11, we rewrite Theorem 2.1.10 in terms
of the new norms.

Theorem 2.1.12. (i) For F ∈ Sd, G ∈ S, and for all q ∈ N
∗, there exists a

universal constant Cq,d such that for every multiindex β = (β1, . . . , βq)∣∣Hq
β(F,G)

∣∣ ≤ Cq,dBq(F )q‖G‖π,q, (2.46)

with

Bq(F ) = mπ(σF )
q+1π

2d(q+1)(q+3)
2q−1,∞

(
1 + ‖F‖2d(q+2)

π,q+1 + ‖LF‖π,q−1

)
.

(ii) For F, F ∈ Sd, G,G ∈ S, and for all q ∈ N
∗, there exists a universal constant

Cq,d such that for every multiindex β = (β1, . . . , βq)∣∣Hq
β(F,G)−Hq

β(F ,G)
∣∣ ≤ Cq,dBq(F, F )

q(q+1)
2

(
1 + ‖G‖π,q + ‖G‖π,q

)q
× (‖F−F‖π,q+1+‖L(F−F )‖π,q−1+‖G−G‖π,q

)
,

(2.47)

with

Bq(F, F ) = mπ(σF )
q+1mπ(σF )

q+1π
2d(q+1)(q+4)
2q−1,∞

× (1 + ‖F‖2d(q+3)
π,q+1 + ‖F‖2d(q+3)

π,q+1 + ‖LF‖π,q−1 + ‖LF‖π,q−1

)
.
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2.2 Short introduction to Malliavin calculus

The Malliavin calculus is a stochastic calculus of variations on the Wiener space.
Roughly speaking, the strategy to construct it is the following: a class of “reg-
ular functionals” on the Wiener space which represent the analogous of the test
functions in Schwartz distribution theory is considered. Then the differential op-
erators (which are the analogs of the usual derivatives and of the Laplace operator
from the finite-dimensional case) on these regular functionals are defined. These
are unbounded operators. Then a duality formula is proven which allows one to
check that these operators are closable and, finally, a standard extension of these
operators is taken. There are two main approaches: one is based on the expan-
sion in chaos of the functionals on the Wiener space —in this case the “regular
functionals” are the multiple stochastic integrals and one defines the differential
operators for them. A nice feature of this approach is that it permits to describe
the domains of the differential operators (so to characterize the regularity of a
functional) in terms of the rate of convergence of the stochastic series in the chaos
expansion of the functional. We do not deal with this approach here (the inter-
ested reader can consult the classical book Nualart [41]). The second approach
(that we follow here) is to take as “regular functionals” the cylindrical function-
als —the so-called simple functionals. The specific point in this approach is that
the infinite-dimensional Malliavin calculus appears as a natural extension of some
finite-dimensional calculus: in a first stage, the calculus in a finite and fixed di-
mension is established (as presented in the previous section); then, one proves that
the definition of the operators do not depend on the dimension and so, a calcu-
lus in a finite but arbitrary dimension is obtained. Finally, we pass to the limit
and the operators are closed. In the case of the Wiener space the two approaches
mentioned above are equivalent (they describe the same objects), but if they are
employed on the Poisson space, they lead to different objects obtained. One may
consult, e.g., the book by Di Nunno, Øksendal, and Proske [22] on this topic.

2.2.1 Differential operators

On a probability space (Ω,F , P ) we consider a d-dimensional Brownian motion
W = (W 1, . . . ,W d) and we look at functionals of the trajectories of W . The
typical one is a diffusion process. We will restrict ourself to the time interval [0, 1].
We proceed in three steps:

Step 1: Finite-dimensional differential calculus in dimension n.

Step 2: Finite-dimensional differential calculus in arbitrary dimension.

Step 3: Infinite-dimensional calculus.



2.2. Short introduction to Malliavin calculus 51

Step 1: Finite-dimensional differential calculus in dimension n

We consider the space of cylindrical functionals and we define the differential
operators for them. This is a particular case of the finite-dimensional Malliavin
calculus that we presented in Subsection 2.1.1. In a further step we consider the
extension of these operators to general functionals on the Wiener space.

We fix n and denote

tkn =
k

2n
and Ikn = (tk−1

n , tkn], with k = 1, . . . , 2n,

and

Δk,i
n = W i(tkn)−W i(tk−1

n ), i = 1, . . . , d,

Δk
n = (Δk,1

n , . . . ,Δk,d
n ), Δn = (Δ1

n, . . . ,Δ
2n

n ).

We define the simple functionals of order n to be the random variables which
depend, in a smooth way, on W (tkn) only. More precisely let

Sn =
{
F = φ(Δn) : φ ∈ C∞

p (R2n)
}
,

where C∞
p denotes the space of infinitely-differentiable functions which have poly-

nomial growth together with their derivatives of any order. We define the simple
processes of order n by

Pn =

{
U, U(s) =

2n∑
k=1

1Ik
n
(s)Uk, Uk ∈ Sn, k = 1, . . . , 2n

}
.

We think about the simple functionals as forming a subspace of L2(P), and about
the simple processes as forming a subspace of L2(P;L2([0, 1])) (here, L2([0, 1])
is the L2 space with respect to the Lebesgue measure ds and L2(P : L2([0, 1]))
is the space of the square integrable L2([0, 1])-valued random variables). This is
not important for the moment, but will be crucial when we settle the infinite-
dimensional calculus.

Then we define the operators

D : Sn −→ Pn, δ : Pn −→ Sn

as follows. If F = φ(Δn), then

Di
sF =

2n∑
k=1

1Ik
n
(s)

∂φ

∂Δk,i
n

(Δn), i = 1, . . . , d. (2.48)

The link with the Malliavin derivatives defined in Subsection 2.1.1 is the following
(we shall be more precise later). The underlying noise is given here by V = Δn =
(Δk,i

n )i=1,...,d,k=1,...,2n and, with the notations in Subsection 2.1.1,

Di
sF = Dk,iF
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holds for s ∈ Ikn. Actually, the notation DiF may be confused with the one we used
for iterated derivatives: here, the superscript i relates to the i-th coordinate of the
Brownian motion, and not to the order of derivatives. But this is the standard
notation in the Malliavin calculus on the Wiener space. So we use it, hoping to be
able to be clear enough.

Now we take U(s) =
∑2n

k=1 1Ik
n
(s)Uk with Uk = uk(Δn) and set

δi(U) =

2n∑
k=1

(
uk(Δn)Δ

k,i
n − ∂uk

∂Δk,i
n

(Δn)
1

2n

)
. (2.49)

For U = (U1, . . . , Ud) ∈ Pd
n we define

δ(U) =

d∑
i=1

δi(U
i).

The typical example of simple process is U i(s) = Di
sF, s ∈ [0, 1]. It is clear

that this process is not adapted to the natural filtration associated to the Brownian
motion. Suppose however that we have a simple process U which is adapted and
let s ∈ Ikn. Then uk(Δn) does not depend on Δk

n (because Δk
n = W (tkn)−W (tk−1

n )
depends on W (tkn) and tkn > s). It follows that ∂uk/∂Δ

k,i
n (Δn) = 0. So, for adapted

processes, we obtain

δi(U) =

2n∑
k=1

uk(Δn)Δ
k,i
n =

∫ 1

0

U(s)dW i
s ,

where the above integral is the Itô integral (in fact it is a Riemann type sum, but,
since U is a step function, it coincides with the stochastic integral). This shows
that δi(U) is a generalization of the Itô integral for anticipative processes. It is
also called the Skorohod integral. This is why in the sequel we will also use the
notation

δi(U) =

∫ 1

0

U(s)d̃W i
s .

The link between Di and δi is given by the following basic duality formula: for
each F ∈ Sn and U ∈ Pn,

E

(∫ 1

0

Di
sF × Usds

)
= E
(
Fδi(F )

)
. (2.50)

Notice that this formula may also be written as〈
DiF,U

〉
L2(Ω;L2(0,1))

= 〈F, δi(U)〉L2(Ω) . (2.51)

This formula can be easily obtained using integration by parts with respect to the
Lebesgue measure. In fact, we have already proved it in Subsection 2.1.2: we have
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to take the random vector Δn instead of the random vector V there (we come
back later on the translation of the calculus given for V there and for Δn here).
The key point is that Δk,i

n is a centered Gaussian random variable of variance
hn = 2−n, so it has density

pΔk,i
n
(y) =

1√
2πhn

e−y2/2hn .

Then (
ln pΔk,i

n

)′
(y) = − y

hn

so, (2.50) is a particular case of (2.4).
We define now higher-order derivatives. Let α = (α1, . . . , αr) ∈ {1, . . . , d}N

and recall that |α| = r denotes the length of the multiindex α. Define

Dα
s1,...,srF = Dαr

sr · · ·Dα1
s1 F.

This means that if sp ∈ I
kp
n , p = 1, . . . , r, then

Dα
s1,...,srF =

∂r

∂Δkr,αr
n · · · ∂Δk1,α1

n

φ(Δn).

We regard DαF as an element of L2(P;L2([0, 1]r)).
Let us give the analog of (2.50) for iterated derivatives. For Ui ∈ Pn, i =

1, . . . , r, we can define by recurrence∫ 1

0

d̃Wα1
s1 · · ·

∫ 1

0

d̃Wαr
sr U1(s1) · · ·Ur(sr).

Indeed, for each fixed s1, . . . , sr−1 the process sr �→ U1(s1) · · ·Ur(sr) is an element
of Pn and we can define δαr (U1(s1) · · ·Ur−1(sr−1)Ur(◦)). And we continue in the
same way. Once we have defined this object, we use (2.50) in a recurrent way and
we obtain

E

(∫
(0,1)r

Dαi
s1,...,srF × U1(s1) · · ·Ur(sr)ds1 · · · dsr

)

= E

(
F

∫ 1

0

d̃Wα1
s1 · · ·

∫ 1

0

d̃Wαr
sr U1(s1) · · ·Ur(sr)

)
.

(2.52)

Finally, we define L : S → S by

L(F ) =

d∑
i=1

δi(D
iF ). (2.53)

This is the so-called Ornstein–Uhlenbeck operator (we do not explain here the rea-
son for their terminology; see Nualart [41] or Sanz-Solé [44]). The duality property
for L is

E(FLG) = E
(〈DF,DG〉) = E(GLF ), (2.54)
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in which we have set

E(〈DF,DG〉) =
d∑

i=1

E(
〈
DiF,DiG

〉
).

Step 2: Finite-dimensional differential calculus in arbitrary dimension

We define the general simple functionals and the general simple processes by

S =

∞⋃
n=1

Sn and P =

∞⋃
n=1

Pn.

Then we define D : S → P and δ : P → S in the following way: if F ∈ Sn, then
DF is given by the formula (2.48), and if U ∈ Pn, then δi(U) is given by the
formula (2.49). Notice that Sn ⊂ Sn+1. So we have to make sure that, using the
definition of differential operator given in (2.48) regarding F as an element of Sn

or of Sn+1, we obtain the same thing. And it is easy to check that this is the case,
so the definition given above is correct. The same is true for δi.

Now we have D and δ and it is clear that the duality formulas (2.50) and
(2.52) hold for F ∈ S and U ∈ P.

Step 3: Infinite-dimensional calculus

At this point, we have the unbounded operators

D : S ⊂ L2(Ω) −→ P ⊂ L2(Ω;L2(0, 1))

and
δi : P ⊂ L2(Ω;L2(0, 1)) −→ S ⊂ L2(Ω)

defined above. We also know (we do not prove it here) that S ⊂ L2(Ω) and
P ⊂ L2(Ω;L2(0, 1)) are dense. So we follow the standard procedure for extending
unbounded operators. The first step is to check that they are closable:

Lemma 2.2.1. Let F ∈ L2(Ω) and Fn ∈ S, n ∈ N, be such that limn ‖Fn‖L2(Ω) = 0
and

lim
n

∥∥DiFn − Ui

∥∥
L2(Ω;L2(0,1))

= 0

for some Ui ∈ L2(Ω; L2(0, 1)). Then, Ui = 0.

Proof. We fix Ū ∈ P and use the duality formula (2.51) in order to obtain

E
( 〈

Ui, Ū
〉
L2(0,1)

)
= lim

n
E
( 〈

DiFn, Ū
〉
L2(0,1)

)
= lim

n
E
(
Fnδi(Ū)

)
= 0.

Since P ⊂ L2(Ω;L2(0, 1)) is dense, we conclude that Ui = 0. �
We are now able to introduce
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Definition 2.2.2. Let F ∈ L2(Ω). Suppose that there exists a sequence of simple
functionals Fn ∈ S, n ∈ N, such that limn Fn = F in L2(Ω) and limn D

iFn = Ui

in L2(Ω;L2(0, 1)). Then we say that F ∈ DomDi and we define DiF = Ui =
limn D

iFn.

Notice that the definition is correct: it does not depend on the sequence Fn,
n ∈ N. This is because Di is closable. This definition is the analog of the definition
of the weak derivatives in L2 sense in the finite-dimensional case. So, DomD :=
∩d
i=1 DomDi is the analog of H1(Rm) if we work on the finite-dimensional space

R
m. In order to be able to use Hölder inequalities we have to define derivatives in

Lp sense for any p > 1. This will be the analog of W 1,p(Rm).

Definition 2.2.3. Let p > 1 and let F ∈ Lp(Ω). Suppose that there exists a sequence
of simple functionals Fn, n ∈ N, such that limn Fn = F in Lp(Ω) and limn D

iFn =
Ui in Lp(Ω;L2(0, 1)), i = 1, . . . , d. Then we say that F ∈ D1,p and we define
DiF = Ui = limn D

iFn.

Notice that we still look at DiFn as at an element of L2(0, 1). The power p
concerns the expectation only. Notice also that P ⊂ Lp(Ω;L2(0, 1)) is dense for
p > 1, so the same reasoning as above allows one to prove that Di is closable as
an operator defined on S ⊂ Lp(Ω).

We introduce now the Sobolev-like norm:

|F |1,1 =

d∑
i=1

∥∥DiF
∥∥
L2(0,1)

=

d∑
i=1

(∫ 1

0

∣∣Di
sF
∣∣2 ds)1/2

and |F |1 = |F |+ |F |1,1 .
(2.55)

Moreover, we define

‖F‖1,p = ‖F‖p +
d∑

i=1

∥∥∥ ∥∥DiF
∥∥
L2(0,1)

∥∥∥
p

(2.56)

=
(
E(|F |p))1/p + d∑

i=1

(
E

((∫ 1

0

∣∣Di
sF
∣∣2 ds)p/2))1/p

.

It is easy to check that D1,p is the closure of S with respect to ‖◦‖1,p.
We go now further to the derivatives of higher order. Using (2.52) —instead

of (2.50)— it can be checked in the same way as before that, for every multiindex
α = (α1, . . . , αr) ∈ {1, . . . , d}r, the operator Dα is closable. So we may give the
following

Definition 2.2.4. Let p > 1 and let F ∈ Lp(Ω). Consider a multiindex α =
(α1, . . . , αr) ∈ N

d. Suppose that there exists a sequence of simple functionals Fn,
n ∈ N, such that limn Fn = F in Lp(Ω) and limn D

αFn = Ui in Lp(Ω;L2((0, 1)r)).
Then we define DiF = Ui = limn D

iFn. We denote by D
k,p the class of functionals

F for which Dα defined above exists for every multiindex α with |α| ≤ k.
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We introduce the norms

|F |1,k =

k∑
r=1

∑
|α|=r

‖DαF‖L2((0,1)r) , |F |k = |F |+ |F |1,k (2.57)

and

‖F‖k,p =
(
E(|F |pk)

)1/p
= ‖F‖p +

k∑
r=1

∑
|α|=r

∥∥∥ ‖DαF‖L2((0,1)r)

∥∥∥
p

(2.58)

=
(
E(|F |p))1/p + k∑

r=1

∑
|α|=r

(
E

((∫
(0,1)r

∣∣Dα
s1,...,srF

∣∣2 ds1 · · · dsr)p/2))1/p

.

It is easy to check that Dk,p is the closure of S with respect to ‖◦‖k,p. Clearly,

D
k,p ⊂ D

k′,p′
if k ≥ k′, p ≥ p′.

We define

D
k,∞ =

⋂
p>1

D
k,p, D

∞ =

∞⋂
k=1

⋂
p>1

D
k,p.

Notice that the correct notation would be D
k,∞− and D

∞− in order to avoid the
confusion with the possible use of ‖◦‖∞; for simplicity, we shall omit “−”.

We turn now to the extension of δi. This operator is closable (the same
argument as above can be applied, based on the duality relation (2.50) and on the
fact that S ⊂ Lp(Ω) is dense). So we may give the following

Definition 2.2.5. Let p > 1 and let U ∈ Lp(Ω;L2(0, 1)). Suppose that there ex-
ists a sequence of simple processes Un ∈ P, n ∈ N, such that limn Un = UF
in Lp(Ω;L2(0, 1)) and limn δi(Un) = F in Lp(Ω). In this situation, we define
δi(U) = limn δi(Un). We denote by Domp(δ) the space of those processes U ∈
Lp(Ω;L2(0, 1)) for which the above property holds for every i = 1, . . . , d.

In a similar way we may define the extension of L.

Definition 2.2.6. Let p > 1 and let F ∈ Lp(Ω). Suppose that there exists a se-
quence of simple functionals Fn ∈ S, n ∈ N, such that limn Fn = F in Lp(Ω) and
limn LFn = F in Lp(Ω). Then we define LF = limn LFn. We denote by Domp(L)
the space of those functionals F ∈ Lp(Ω) for which the above property holds.

These are the basic operators in Malliavin calculus. There exists a fundamen-
tal result about the equivalence of norms due to P. Meyer (and known as Meyer’s
inequalities) which relates the Sobolev norms defined in (2.58) with another class
of norms based on the operator L. We will not prove this nontrivial result here
referring the reader to the books Nualart [41] and Sanz-Solé [44].
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Theorem 2.2.7. Let F ∈ D
∞. For each k ∈ N and p > 1 there exist constants ck,p

and Ck,p such that

ck,p ‖F‖k,p ≤
k∑

i=0

∥∥∥Li/2F
∥∥∥
p
≤ Ck,p ‖F‖k,p . (2.59)

In particular, D∞ ⊂ DomL.

As an immediate consequence of Theorem 2.2.7, for each k ∈ N and p > 1
there exists a constant Ck,p such that

‖LF‖k,p ≤ Ck,p‖F‖k+2,p. (2.60)

2.2.2 Computation rules and integration by parts formulas

In this subsection we give the basic computation formulas, the integration by parts
formulas (IBP formulas for short) and estimates of the weights which appear in
the IBP formulas. We proceed in the following way. We first fix n and consider
functionals in Sn. In this case we fit in the framework from Section 2.1. We identify
the objects and translate the results obtained therein to the specific context of the
Malliavin calculus. And, in a second step, we pass to the limit and obtain similar
results for general functionals.

We recall that in Section 2.1 we looked at functionals of the form F = f(V )
with V = (V1, . . . , VJ), where J ∈ N. And the law of V is absolutely continuous
with respect to the Lebesgue measure and has the density pJ . In our case we fix n
and consider F ∈ Sn. Then we take V to be Δk,i

n = W i(k/2n)−W i((k − 1)/2n),
k = 1, . . . , 2n, i = 1, . . . , d. So, J = d× 2n and pJ is a Gaussian density. We work
with the weights πi = 2−n/2. The derivative defined in (2.1) is (with i replaced by
(k, i))

Dk,iF =
1

2n/2
∂F

Δk,i
n

.

It follows that the relation between the derivative defined in (2.1) and the one
defined in (2.48) is given by

Di
sF = 2n/2Dk,iF =

∂F

∂Δk,i
n

, for
k − 1

2n
≤ s <

k

2n
.

Coming to the norm defined in (2.14) we have

|DF |2 :=

d∑
i=1

2n∑
k=1

|Dk,iF |2 =

d∑
i=1

∫ 1

0

∣∣Di
sF
∣∣2 ds = d∑

i=1

∥∥DiF
∥∥2
L2(0,1)

.

We identify in the same way the higher-order derivatives and thus obtain the
following expression for the norms defined in (2.15):

|F |21,l =
l∑

k=1

∑
|β|=k

∥∥DβF
∥∥2
L2(0,1)k

, |F |l = |F |+ |F |1,l .
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We turn now to the Skorohod integral. According to (2.2), if we take πk,i = 2−n/2

and V = Δn, we obtain for U = (2−n/2uk,i(Δn))k,i:

δ(U) =
d∑

i=1

2n∑
k=1

δk,i(U) = −2−n
d∑

i=1

2n∑
k=1

(
∂Δk,i

n
uk,i + uk,i∂Δk,i

n
ln pΔk,i

n

)
(Δn)

= −2−n
d∑

i=1

2n∑
k=1

(
∂Δk,i

n
uk,i(Δn)− uk,i(Δn)

Δk,i
n

2−n

)

=
d∑

i=1

2n∑
k=1

uk,i(Δn)Δ
k,i
n −

d∑
i=1

2n∑
k=1

∂Δk,i
n
uk,i(Δn)

1

2n
.

It follows that

L(DF ) = δ(DF ) =

d∑
i=1

2n∑
k=1

1Ii
k
(s)Di

sF ×Δk,i
n −

d∑
i=1

2n∑
k=1

1Ii
k
(s)Di

sD
i
sF

1

2n
,

and this shows that the definition of L given in (2.53) coincides with the one given
in (2.3).

We come now to the computation rules. We will extend the properties defined
in the finite-dimensional case to the infinite-dimensional one.

Lemma 2.2.8. Let φ : Rd → R be a smooth function and F = (F 1, . . . , F d) ∈
(D1,p)d for some p > 1. Then φ(F ) ∈ D

1,p and

Dφ(F ) =

d∑
r=1

∂rφ(F )DF r. (2.61)

If F ∈ D
1,p and U ∈ Dom δ, then

δ(FU) = Fδ(U)− 〈DF,U〉L2(0,1) . (2.62)

Moreover, for F = (F 1, . . . , F d) ∈ (DomL)d, we have

Lφ(F ) =

d∑
r=1

∂rφ(F )LF r −
d∑

r,r′=1

∂r,r′φ(F )〈DF r, DF r′〉L2(0,1). (2.63)

Proof. If F ∈ Sd
n, equality (2.61) coincides with (2.5). For general F ∈ (D1p)d

we take a sequence F ∈ Sd such that Fn → F in Lp(Ω) and DFn → DF in
Lp(Ω;L2(0, 1)). Passing to a subsequence, we obtain almost sure convergence and
so we may pass to the limit in (2.61). The other equalities are obtained in a similar
way. �
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For F ∈ (D1,p)d we define the Malliavin covariance matrix σF by

σi,j
F =

〈
DF i, DF j

〉
L2((0,1);Rd)

=

d∑
r=1

∫ 1

0

Dr
sF

iDr
sF

jds, i, j = 1, . . . , d. (2.64)

If ω ∈ {detσF �= 0}, we define γF (ω) = σ−1
F (ω). We can now state the main results

of this section, the integration by parts formula given by Malliavin.

Theorem 2.2.9. Let F = (F 1, . . . , F d) ∈ (D1,∞)d and suppose that

E
( |detσF |−p )

< ∞ ∀p ≥ 1. (2.65)

Let φ : Rd → R be a smooth bounded function with bounded derivatives.

(i) If F = (F 1, . . . , F d) ∈ (D2,∞)d and G ∈ D1,∞, then for every r = 1, . . . , d
we have

E (∂rφ(F )G) = E (φ(F )Hr(F,G)) , (2.66)

where

Hr(F,G) =

d∑
r′=1

δ
(
Gγr′,r(F )DF r′)

=

d∑
r′=1

(
Gδ(γr′,r

F DF r′)− γr′,r
F 〈DF r′ , DG〉L2(0,1)

)
.

(2.67)

(ii) If F = (F 1, . . . , F d) ∈ (Dq+1,∞)d and G ∈ D
q,∞, then, for every multiindex

α = (α1, . . . , αd) ∈ {1, . . . , d}q we have

E
(
∂αφ(F )G

)
= E
(
φ(F )Hq

α(F,G)
)
, (2.68)

with Hα(F,G) defined by recurrence:

Hq+1
(α,i)(F,G) = Hi(F,H

q
α(F,G)). (2.69)

Proof. We take a sequence Fn, n ∈ N, of simple functionals such that Fn → F in
‖◦‖2,p for every p ∈ N, and a sequence Gn, n ∈ N, of simple functionals such that
Gn → G in ‖◦‖1,p for every p ∈ N. We use Theorem 2.1.4 in order to obtain the
integration by parts formula (2.66) for Fn and Gn, and then we pass to the limit
and we obtain it for F and G. This reasoning has a weak point: we know that the
non-degeneracy property (2.65) holds for F but not for Fn (and this is necessary
in order to be able to use Theorem 2.1.4). Although this is an unpleasant technical
problem, there is no real difficulty here, and we may remove it in the following
way: we consider a d-dimensional standard Gaussian random vector U which is
independent of the basic Brownian motion (we can construct it on an extension of
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the probability space) and we define Fn = Fn+
1
nU . We will use the integration by

parts formula for the couple Δn (the increments of the Brownian motion) and U .
Then, the Malliavin covariance matrix will be σFn

= σFn
+ 1

nI, where I is the

identity matrix. Now detσFn
≥ n−d > 0 so we obtain (2.66) for Fn and Gn. Then

we pass to the limit. So (i) is proved. And (ii) follows by recurrence. �

Remark 2.2.10. Another way to prove the above theorem is to reproduce exactly
the reasoning from the proof of Theorem 2.1.4. This is possible because the only
thing which is used there is the chain rule and we have it for general functionals on
the Wiener space, see (2.61). In fact, this is the natural way to do the proof, and
this is the reason to define an infinite-dimensional differential calculus. We have
proposed the proof based on approximation just to illustrate the link between the
finite-dimensional calculus and the infinite-dimensional one.

We give now the basic estimates for Hq
β(F,G). One can follow the same

arguments that allowed to get Theorem 2.1.10. So, for F ∈ (D1,2)d we set

m(σF ) = max

(
1,

1

detσF

)
. (2.70)

Theorem 2.2.11. (i) Let q ∈ N
∗, F ∈ (Dq+1,∞)d, and G ∈ D

q,∞. There exists a
universal constant Cq,d such that, for every multiindex β = (β1, . . . , βq),∣∣∣Hq

β(F,G)
∣∣∣ ≤ Cq,dAq(F )q|G|q, (2.71)

with
Aq(F ) = m(σF )

q+1
(
1 + |F |2d(q+2)

q+1 + |LF |q−1

)
.

Here, we make the convention Aq(F ) = ∞ if detσF = 0.

(ii) Let q ∈ N
∗, F, F ∈ (Dq+1,∞)d, and G,G ∈ D

q,∞. There exists a universal
constant Cq,d such that, for every multiindex β = (β1, . . . , βq),∣∣Hq

β(F,G)−Hq
β(F ,G)

∣∣ ≤ Cq,dAq(F, F )
q(q+1)

2 × (1 + |G|q + |G|q
)q

× ( ∣∣F − F
∣∣
q+1

+
∣∣L(F − F )

∣∣
q−1

+
∣∣G−G

∣∣
q

)
,

(2.72)

with

Aq(F, F )=m(σF )
q+1m(σF )

q+1
(
1+|F |2d(q+3)

q+1 +|F |2d(q+3)
q+1 +|LF |q−1+|LF |q−1

)
.

Proof. This is obtained by passing to the limit in Theorem 2.1.10: we take a
sequence Fn, n ∈ N, of simple functionals such that Fn → F , DαFn → DαF , and
LFn → LF almost surely (knowing that all the approximations hold in Lp, we
may pass to a subsequence and obtain almost sure convergence). We also take a
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sequence Gn, n ∈ N, of simple functionals such that Gn → G and DαGn → DαG
almost surely. Then, we use Theorem 2.1.10 to obtain

|Hq
β(Fn, Gn)| ≤ Cq,dAq(Fn)

q|Gn|q.

Notice that we may have detσFn
= 0, but in this case we put Aq(Fn) = ∞ and

the inequality still holds. Then we pass to the limit and we obtain |Hq
β(F,G)| ≤

Cq,dAq(F )q|G|q. Here it is crucial that the constants Cq,d given in Theorem 2.1.10
are universal constants (which do not depend on the dimension J of the random
vector V involved in that theorem). �

So, the estimate from Theorem 2.2.11 gives bounds for the Lp norms of the
weights and for the difference between two weights, as it immediately follows by
applying the Hölder and Meyer inequalities (2.60). We resume the results in the
following corollary.

Corollary 2.2.12. (i) Let q, p ∈ N
∗, F ∈ (Dq+1,∞)d, and G ∈ D

q,∞ such that
(detσF )

−1 ∈ ∩p>1L
p. There exist two universal constants C, l (depending

on p, q, d only) such that, for every multiindex β = (β1, . . . , βq),

‖Hq
β(F,C)‖p ≤ C Bq,l(F )q ‖G‖q,l, (2.73)

where

Bq,l(F ) =
(
1 + ‖(detσF )

−1‖l
)q+1(

1 + ‖F‖q+1,l

)2d(q+2)
. (2.74)

(ii) Let q, p ∈ N
∗, F, F ∈ (Dq+1,∞)d, and G,G ∈ D

q,∞ be such that (detσF )
−1 ∈

∩p>1L
p and (detσF )

−1 ∈ ∩p>1L
p. There exists two universal constants C, l

(depending on p, q, d only) such that, for every multiindex β = (β1, . . . , βq),

‖Hq
β(F,G)−Hq

β(F ,G)‖p ≤ C Bq,l(F, F )
q(q+1)

2

(
1 + ‖G‖qq,l + ‖G‖qq,l

)
× (‖F − F‖q+1,l + ‖G−G‖q+1,l

)
,

(2.75)

where

Bq,l(F, F ) =
(
1 + ‖(detσF )

−1‖l + ‖(detσF )
−1‖l
)2(q+1)

(
1 + ‖F‖q+1,l + ‖F‖q+1,l

)2d(q+3)
.

(2.76)

We introduce now a localization random variable. Let m ∈ N and let φ ∈
C∞

p (Rm). We denote by Aφ the complement of the set Int{φ = 0}. Notice that
the derivatives of φ are null on Ac

φ = Int{φ = 0}. Consider now Θ ∈ (D∞)m and
let V = φ(Θ). Clearly, V ∈ D

∞. The important point is that

V = 1Aφ
(Θ)V and DαV = 1Aφ

(Θ)DαV (2.77)
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for every multiindex α. Coming back to (2.67) and (2.69), we get

Hq
β

(
F,Gφ(Θ)

)
= 1Aφ

(Θ)Hq
β

(
F,Gφ(Θ)

)
. (2.78)

So, in (2.71) we may replace Aq(F ) and G with 1Aφ
(Θ)Aq(F ) and Gφ(Θ), respec-

tively. Similarly, in (2.72) we may replace Aq(F, F ) and G with 1Aφ
(Θ)Aq(F, F )

and Gφ(Θ), respectively. And, by using again the Hölder and Meyer inequalities,
we immediately get

Corollary 2.2.13. (i) Let q, p ∈ N
∗, F ∈ (Dq+1,∞)d, G ∈ D

q,∞, φ ∈ C∞
p (Rm)

and Θ ∈ (D∞)m. We denote V = φ(Θ). We assume that 1Aφ
(Θ)(detσF )

−1 ∈
∩p>1L

p. There exists some universal constant C, l (depending on p, q, d only),
such that, for every multiindex β = (β1, . . . , βq),∥∥∥Hq

β(F,GV )
∥∥∥
p
≤ CBV

q,l(F )q ‖G‖q,l, (2.79)

where

BV
q,l(F ) =

(
1 + ‖1Aφ

(Θ)(detσF )
−1‖l
)q+1‖φ(Θ)‖q,l

(
1 + ‖F‖q+1,l

)2d(q+2)
.

(2.80)

(ii) Let q, p ∈ N
∗, F, F ∈ (Dq+1,∞)d, and G,G ∈ Dq,∞ and assume that

1Aφ
(Θ)(detσF )

−1 ∈ ∩r>1L
r and 1Aφ

(Θ)(detσF )
−1 ∈ ∩r>1L

r. There ex-
ists some universal constants C, l (depending on p, q, d only) such that, for
every multiindex β = (β1, . . . , βq),

‖Hq
β(F,GV )−Hq

β(F ,GV )‖p ≤ C BV
q,l(F, F )

q(q+1)
2

(
1 + ‖G‖qq,l + ‖G‖qq,l

)
× (‖F − F‖q+1,l + ‖G−G‖q+1,l

)
,

(2.81)

where

BV
q,l(F, F ) =

(
1 + ‖1Aφ

(Θ)(detσF )
−1‖l + ‖1Aφ

(Θ)(detσF )
−1‖l
)2(q+1)

× (1 + ‖Φ(Θ)‖q+1,l

)2(
1 + ‖F‖q+1,l + ‖F‖q+1,l

)2d(q+3)
.

(2.82)

Notice that we used the localization 1Aφ
(Θ) for (detσF )

−1, but not for

‖F‖q+1,p. This is because we used Meyer’s inequality to bound
∥∥1Aφ

(Θ)LF
∥∥
q−1,p

from above, and this is not possible if we keep 1Aφ
(Θ).

2.3 Representation and estimates for the density

In this section we give the representation formula for the density of the law of a
Wiener functional using the Poisson kernel Qd and, moreover, we give estimates
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of the tails and of the densities. These are immediate applications of the general
results presented in Section 1.8. We first establish the link between the estimates
from the previous sections and the notation in 1.8. We recall that there we used
the norm ‖G‖W q,p

F
, and in Remark 1.8.2 we gave an upper bound for this quan-

tity in terms of the weights ‖Hq
α(F,G)‖p. Combining this with (2.73), we have

the following: for each q ∈ N, p ≥ 1, there exists some universal constants C, l,
depending only on d, q, p, such that

‖G‖W q,p
F

≤ CBq,l(F )q‖G‖q,l, (2.83)

where Bq,l(F ) is defined by (2.74). And in the special case G = 1 and q = 1, we
get

‖1‖W 1,p
F

≤ CB1,l(F ), (2.84)

for suitable C, l > 0 depending on p and d. This allows us to use Theorems 1.8.3
and 1.5.2, to derive the following result.

Theorem 2.3.1. (i) Let F = (F 1, . . . , F d) ∈ (D2,∞)d be such that, for every
p > 0, E(|detσF |−p

) < ∞. Then, the law of F is absolutely continuous with
respect to the Lebesgue measure and has a continuous density pF ∈ C(Rd)
which is represented as

pF (x) =

d∑
i=1

E
(
∂iQd(F − x)Hi(F, 1)

)
, (2.85)

where Hi(F, 1) is defined as in (2.67). Moreover, with p > d and kp,d =
(d− 1)/(1− d/p), there exist C > 0 and p′ > d depending on p, d, such that

E
( |∇Qd(F − x)| p

p−1
) p−1

p ≤ CB1,p′(F )kp,d , (2.86)

where B1,p′(F ) is given by (2.74).

(ii) With p > d, kp,d = (d − 1)/(1 − d/p), and 0 < a < 1/d − 1/p, there exist
C > 0 and p′ > d depending on p, d, such that

pF (x) ≤ CB1,p′(F )1+kp,dP
(
F ∈ B2(x)

)a
. (2.87)

(iii) If F ∈ (Dq+2∞)d, then pF ∈ Cq(Rd) and, for |α| ≤ q, we have

∂αpF (x) =

d∑
i=1

E
(
∂iQd(F − x)H(i,α)(F, 1)

)
.

Moreover, with p > d, kp,d = (d− 1)/(1− d/p), and 0 < a < 1/d− 1/p, there
exist C > 0 and p′ > d depending on p, d, such that, for every multiindex α
of length less than or equal to q,

|∂αpF (x)| ≤ CBq+1,p′(F )q+1+kp,dP
(
F ∈ B2(x)

)a
. (2.88)
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In particular, for every l and |x| > 2 we have

|∂αpF (x)| ≤ CBq+1,p′(F )q+1+kp,d ‖F‖ll/a
1

(|x| − 2)l
. (2.89)

Another class of results concern the regularity of conditional expectations.
Let F = (F1, . . . , Fd) and G be random variables such that the law of F is abso-
lutely continuous with density pF . We define

pF,G(x) = pF (x)E(G | F = x).

This is a measurable function. As a consequence of the general Theorem 1.8.4 we
obtain the following result.

Theorem 2.3.2. (i) Let F = (F 1, . . . , F d) ∈ (D2,∞)d be such that for every p > 0
we have E(|detσF |−p

) < ∞, and let G ∈ W 1,∞. Then, pF,G ∈ C(Rd) and it
is represented as

pF,G(x) =

d∑
i=1

E
(
∂iQd(F − x)Hi(F,G)

)
. (2.90)

(ii) If F ∈ (Dq+2,∞)d and G ∈ W q+1,∞, then pF,G ∈ Cq(Rd) and there exist
constants C, l such that, for every multiindex α of length less than or equal
to q, ∣∣∂αpF,G(x)

∣∣ ≤ CBq+1,l(F )q+1+kp,d‖G‖q+1,l. (2.91)

2.4 Comparisons between density functions

We present here some results from [3] allowing to get comparisons between two
density functions. In order to show some nontrivial applications of these results,
we need to generalize to the concept of “localized probability density functions”
that is, densities related to “localized” (probability) measures.

2.4.1 Localized representation formulas for the density

Consider a random variable U taking values on [0, 1] and set

dPU = UdP.

PU is a nonnegative measure (but generally not a probability measure) and we set
EU to be the expectation (integral) with respect to PU . For F ∈ D

k,p, we define

‖F‖pp,U = EU (|F |p)
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and

‖F‖pk,p,U =
(
EU (|F |p))1/p

+

k∑
r=1

∑
|α|=r

(
E

((∫
(0,1)k

∣∣Dα
s1,...,sk

F
∣∣2 ds1 · · · dsk)p/2))1/p

.

In other words, ‖ · ‖p,U and ‖ · ‖k,p,U are the standard Sobolev norms in Malliavin
calculus with P replaced by the localized measure PU .

For U ∈ D
q,∞ with q ∈ N

∗, and for p ∈ N, we set

mq,p(U) := 1 + ‖D lnU‖q−1,p,U . (2.92)

Equation (2.92) could seem problematic because U may vanish and then D(lnU)
is not well defined. Nevertheless, we make the convention that

D(lnU) =
1

U
DU 1{U =0}

(in fact this is the quantity we are really concerned with). Since U > 0, PU -a.s.
and DU is well defined, the relation ‖ lnU‖q,p,U < ∞ makes sense.

We give now the integration by parts formula with respect to PU (that is,
locally) and we study some consequences concerning the regularity of the law,
starting from the results in Chapter 1.

Once and for all, in addition to mq,p(U) as in (2.92), we define the following
quantities: for p ≥ 1, q ∈ N,

SF,U (p) = 1 + ‖(detσF )
−1‖p,U , F ∈ (D1,∞)d

QF,U (q, p) = 1 + ‖F‖q,p,U , F ∈ (Dq,∞)d

QF,F ,U (q, p) = 1 + ‖F‖q,p,U + ‖F‖q,p,U , F ∈ (Dq,∞)d,

(2.93)

with the convention SF,U (p) = +∞ if the right-hand side is not finite.

Proposition 2.4.1. Let κ ∈ N
∗ and assume that mκ,p(U) < ∞ for all p ≥ 1, with

mκ,p(U) defined as in (2.92). Let F = (F1, . . . , Fd) ∈ (Dκ+1,∞)d be such that
SF,U (p) < ∞ for every p ∈ N. Let γF be the inverse of σF on the set {U �= 0}.
Then, the following localized integration by parts formula holds: for every f ∈
C∞

b (Rd), G ∈ D
κ,∞, and for every multiindex α of length equal to q ≤ κ, we have

EU (∂αf(F )G) = EU

(
f(F )Hq

α,U (F,G)
)
,

where, for i = 1, . . . , d,

Hi,U (F,G) =

d∑
j=1

(
Gγji

F LF j − 〈D(Gγji
F ), DF j〉 −Gγji

F 〈D lnU,DF j〉)
= Hi(F,G)−

d∑
j=1

Gγji
F 〈D lnU,DF j〉;

(2.94)
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and, for a general multiindex β with |β| = q,

Hq
β,U (F,G) = Hβq,U

(
F,Hq−1

(β1,...,βq−1),U
(F,G)

)
.

Moreover, let l ∈ N be such that ml+κ,p(U) < ∞ for all p ≥ 1, let F, F ∈
(Dl+κ+1,∞)d with SF,U (p), SF,U (p) < ∞ for every p, and let G,G ∈ D

l+κ,∞. Then,
for every p ≥ 1 there are two universal constants C > 0 and p′ > d (depending on
κ, d) such that, for every multiindex β with |β| = q ≤ κ,

‖Hq
β,U (F,G)‖l,p,U ≤ C Bl+q,p′,U (F )q ‖G‖l+q,p′,U , (2.95)

‖Hq
β,U (F,G)−Hq

β,U (F ,G)‖l,p,U ≤ C Bl+q,p′,U (F, F )
q(q+1)

2 QG,U (l + q, p′, U)

× (‖F − F‖l+q+1,p′,U + ‖G−G‖l+q,p′,U
)
,

(2.96)

where

Bl,p,U (F ) = SF,U (p)
l+1QF,U (l + 1, p)2d(l+2)ml,p(U) (2.97)

Bl,p,U (F, F ) = SF,U (p)
l+1SF,U (p)

l+1QF,F ,U (l + 1, p)2d(l+3)ml,p(U). (2.98)

We recall that S·,U (p), Q·,U (l, p) and Q·,·,U (l, p) are defined in (2.93).

Proof. For |β| = 1, the integration by parts formula immediately follows from the
fact that

EU (∂if(F )G) = E(∂if(F )GU) = E(f(F )Hi(F,GU)),

so that Hi,U (F,G) = Hi(F,GU)/U , and this gives the formula for Hi,U (F,G). For
higher-order integration by parts it suffices to iterate this procedure.

Now, by using the same arguments as in Theorem 2.1.10 for simple function-
als, and then passing to the limit as in Theorem 2.2.11, we get that there exists a
universal constant C, depending on q and d, such that for every multiindex β of
length q we have

|Hq
β,U (F,G)|l ≤ C Al+q(F )q

(
1 + |D lnU |l+q−1

)q|G|l+q

and

|Hq
β,U (F,G)−Hq

β,U (F ,G)|l ≤ C Al+q(F, F )
q(q+1)

2

(
1 + |D lnU |l+q−1

) q(q+1)
2

× (1 + |G|l+q + |G|l+q

)q
× (|F − F |l+q+1 + |L(F − F )|l+q−1 + |G−G|l+q

)
,

where Al(F ) and Al(F, F ) are defined in (2.37) and (2.38), respectively (as usual,
| · |0 ≡ | · |). By using these estimates and by applying the Hölder and Meyer
inequalities, one gets (2.95) and (2.96), as done in Corollary 2.2.13. �
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Lemma 2.4.2. Let κ ∈ N
∗ and assume that mκ,p(U) < ∞ for every p ≥ 1. Let

F ∈ (Dκ+1,∞)d be such that SF,U (p) < ∞ for every p ≥ 1.

(i) Let Qd be the Poisson kernel in R
d. Then, for every p > d, there exists a

universal constant C depending on d, p such that

‖∇Qd(F − x)‖ p
p−1 ,U

≤ C‖HU (F, 1)‖kp,d

p,U , (2.99)

where kp,d = (d− 1)/(1− d/p) and HU (F, 1) denotes the vector in R
d whose

i-th entry is given by Hi,U (F, 1).

(ii) Under PU , the law of F is absolutely continuous and has a density pF,U ∈
Cκ−1(Rd) whose derivatives up to order κ− 1 may be represented as

∂αpF,U (x) =

d∑
i=1

EU

(
∂iQd(F − x)Hq+1

(i,α),U (F, 1)
)
, (2.100)

for every multiindex α with |α| = q ≤ κ. Moreover, there exist constants
C, a, and p′ > d depending on κ, d, such that, for every multiindex α with
|α| = q ≤ κ− 1,

|∂αpF,U (x)| ≤ CSF,U (p
′)aQF,U (q + 2, p′)amU (q + 1, p′)a, (2.101)

where mk,p(U), SF,U (p) and QF,U (q + 2, p) are given in (2.92) and (2.93),
respectively.

Finally, if V ∈ D
κ,∞, then for |α| = q ≤ κ− 1 we have

|∂αpF,UV (x)| ≤ CSF,U (p
′)aQF,U (q + 2, p′)amU (q + 1, p′)a ‖V ‖q+1,p′,U ,

(2.102)
where C, a, and p′ > d depend on κ, d.

Proof. (i) This item is actually Theorem 1.8.3 (recall that ‖1‖W 1,p
μF

≤ ‖H(F, 1)‖p)
with P replaced by PU .

(ii) Equation (2.100) again follows from Theorem 1.8.4 (ii) (with G = 1)
and, again, by considering PU in place of P. As for (2.101), by using the Hölder
inequality with p > d and (2.99), we have

|∂αpF,U (x)| ≤
d∑

i=1

‖∇Qd(F − x)‖ p
p−1 ,U

‖Hq+1
(i,α),U (F, 1))‖p,U

≤ C

d∑
i=1

‖HU (F, 1)‖kd,p

p,U ‖Hq+1
(i,α),U (F, 1))‖p,U ,

and the results follow immediately from (2.95).
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Take now V ∈ D
κ,∞. For any smooth function f we have

EUV (∂if(F )) = EU (V ∂if(F )) = EU (f(F )Hi,U (F, V )).

Therefore, by using the results in Theorem 1.8.4, for |α| = q ≤ κ− 1 we get

∂αpUV (x) =

d∑
i=1

EU

(
∂iQd(F − x)Hq+1

(i,α),U (F, V )
)
,

and proceeding as above we obtain

|∂αpUV (x)| ≤
d∑

i=1

‖HU (F, 1)‖kd,p

p,U ‖Hq+1
(i,α),U (F, V ) ‖p,U .

Applying again (2.95), the result follows. �

2.4.2 The distance between density functions

We compare now the densities of the laws of two random variables under PU .

Proposition 2.4.3. Let q ∈ N and assume that mq+2,p(U) < ∞ for every p ≥ 1.
Let F,G ∈ (Dq+3,∞)d be such that

SF,G,U (p) := 1 + sup
0≤λ≤1

‖(detσG+λ(F−G))
−1‖p,U < ∞, ∀p ∈ N. (2.103)

Then, under PU , the laws of F and G are absolutely continuous with respect to
the Lebesgue measure with densities pF,U and pG,U , respectively. And, for every
multiindex α with |α| = q, there exist constants C, a > 0 and p′ > d depending on
d, q such that∣∣∂αpF,U (y)− ∂αpG,U (y)

∣∣ ≤ C SF,G,U (p
′)a QF,G,U (q + 3, p′)a mq+2,p′(U)a

× ‖F −G‖q+2,p′,U ,
(2.104)

where mk,p(U) and QF,G,U (k, p) are given in (2.92) and (2.93), respectively.

Proof. Throughout this proof, C, p′, a will denote constants that can vary from
line to line and depending on d, q.

Thanks to Lemma 2.4.2, under PU the laws of F and G are both absolutely
continuous with respect to the Lebesgue measure and, for every multiindex α with
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|α| = q, we have

∂αpF,U (y)− ∂αpG,U (y)=

d∑
j=1

EU

((
∂jQd(F − y)− ∂jQd(G− y)

)
Hq+1

(j,α),U (G, 1)
)

+

d∑
j=1

EU

(
∂jQd(F − y)

(
Hq+1

(j,α),U (F, 1)−Hq+1
(j,α),U (G, 1)

))
=:

d∑
j=1

Ij +
d∑

j=1

Jj .

By using (2.99), for p > d we obtain

|Jj | ≤ C ‖∇Qd(F − y)‖ p
p−1 ,U

‖Hq+1
(j,α),U (F, 1)−Hq+1

(j,α),U (G, 1)‖p,U
≤ C ‖HU (F, 1)‖kd,p

p,U ‖Hq+1
(j,α),U (F, 1)−Hq+1

(j,α),U (G, 1)‖p,U
and, by applying (2.95) and (2.96), there exists p′ > d such that

|Jj | ≤ CBq+1,p′,U (F,G)kd,p+
(q+1)(q+2)

2 ‖F −G‖q+2,p′,U ,

with Bq+1,p′,U (F,G) being defined as in (2.98). By using the quantities SF,G,U (p)
and QF,G,U (k, p), for a suitable a > 1 we can write

|Jj | ≤ CSF,G,U (p
′)aQF,G,U (q + 2, p′)amq+1,p′(U)a × ‖F −G‖q+2,p′,U .

We now study Ij . For λ ∈ [0, 1] we denote Fλ = G + λ(F − G) and we use
the Taylor expansion to obtain

Ij =

d∑
k=1

Rk,j , with Rk,j =

∫ 1

0

EU

(
∂k∂jQd(Fλ − y)Hq+1

(j,α),U (G, 1)(F −G)k
)
dλ.

Let Vk,j = Hq+1
(j,α),U (G, 1)(F −G)k. Since for λ ∈ [0, 1], EU ((detσFλ

)−p)) < ∞ for

every p, we can use the integration by parts formula with respect to Fλ to get

Rk,j =

∫ 1

0

EU

(
∂jQd(Fλ − y)Hk,U (Fλ, Vk,j)

)
dλ.

Therefore, taking p > d and using again (2.99), (2.95) and (2.96), we get

|Rk,j | ≤
∫ 1

0

‖∂jQd(Fλ − y)‖ p
p−1 ,U

‖Hk,U (Fλ, Vk,j)‖p,Udλ

≤ C

∫ 1

0

‖HU (Fλ, 1)‖kd,p

p,U ‖Hk,U (Fλ, Vk,j)‖p,Udλ

≤ C

∫ 1

0

B1,p′,U (Fλ)
kd,p+1‖Vk,j‖1,p′U dλ.



70 Chapter 2. Construction of integration by parts formulas

Now, from (2.103) and (2.97) it follows that

B1,p,U (Fλ) ≤ CS2F,G,U (p)Q
6d
F,G,U (2, p)×m1,p(U).

Moreover,

‖Vk,j‖1,p,U = ‖Hq+1
(j,α),U (G, 1)(F −G)k‖1,p,U ≤ ‖Hq+1

(j,α),U (G, 1)‖1,p′,U‖F −G‖1,p′,U

≤ C Bq+2,p′,U (F )q+1 ‖G‖q+2,p′,U‖F −G‖1,p′,U

and, by using (2.97),

Bq+2,p′,U (F ) ≤ SF,G,U (p)
q+3QF,U (q + 3, p′)2d(q+4) ×mq+2,p′(U),

where QF,U (l, p) is defined as in (2.93). So, combining everything, we finally have

|Ij | ≤ CSF,G,U (p
′)aQF,G,U (q + 3, p′)amq+2,p′(U)a‖F −G‖1,p′,U

and the statement follows. �
Example 2.4.4. We give here an example of localizing function giving rise to a
localizing random variable U for which mq,p(U) < ∞ for every p.

For a > 0, set ψa : R → R+ as

ψa(x) = 1|x|≤a + exp

(
1− a2

a2 − (x− a)2

)
1a<|x|<2a. (2.105)

Then ψa ∈ C∞
b (R), 0 ≤ ψa ≤ 1. For every p ≥ 1 we have

sup
x

∣∣( lnψa(x)
)′∣∣pψa(x) ≤ 4p

ap
sup
t≥0

(
t2pe1−t

)
< ∞.

For Θi ∈ D
1,∞ and ai > 0, i = 1, . . . , 	, we define

U =

�∏
i=1

ψai
(Θi). (2.106)

Then U ∈ D
1,∞, U ∈ [0, 1], and m1,p(U) < ∞ for every p. In fact, we have

|D lnU |pU =

∣∣∣∣ �∑
i=1

(lnψai
)′(Θi)DΘi

∣∣∣∣p �∏
j=1

ψaj
(Θj)

≤
( �∑

i=1

∣∣(lnψai)
′(Θi)

∣∣2)p/2( �∑
i=1

∣∣DΘi

∣∣2)p/2 �∏
j=1

ψaj (Θj)

≤ cp

�∑
i=1

∣∣(lnψai)
′(Θi)

∣∣pψai(Θi)×
∣∣DΘ
∣∣p

≤ Cp

�∑
i=1

1

api

∣∣DΘ
∣∣p
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for a suitable Cp > 0, so that

E
(
U |D lnU |p) ≤ Cp

�∑
i=1

1

api
× E
(
U |DΘ|p) ≤ Cp

�∑
i=1

1

api
× ‖Θ‖p1,p,U < ∞.

This procedure can be easily generalized to higher-order derivatives: similar argu-
ments give that, for Θ ∈ D

q+1,∞,

‖D lnU‖q,p,U ≤ Cp,q ‖Θ‖q+1,p,U < ∞. (2.107)

Let us propose a further example, that will be used soon.

Example 2.4.5. Let V = ψa(H), with ψa as in (2.105) and H ∈ D
q,∞. Consider

also a (general) localizing random variable U ∈ (0, 1). Then we have

‖V ‖q,p,U ≤ C ‖H‖qq,pq,U , (2.108)

where C depends on q, p only. In fact, since any derivative of ψa is bounded,
|V |q ≤ C|H|qq and (2.108) follows by applying the Hölder inequality.

Using the localizing function in (2.105) and applying Proposition 2.4.3 we
get the following result.

Theorem 2.4.6. Let q ∈ N. Assume that mq+2,p(U) < ∞ for every p ≥ 1. Let
F,G ∈ (Dq+3,∞)d be such that SF,U (p), SG,U (p) < ∞ for every p ∈ N. Then, under
PU , the laws of F and G are absolutely continuous with respect to the Lebesgue
measure, with densities pF,U and pG,U , respectively. Moreover, there exist constants
C, a > 0, and p′ > d depending on q, d such that, for every multiindex α of length
q, we have

|∂αpF,U (y)−∂αpG,U (y)| ≤ C (SG,U (p
′) ∨ SF,U (p

′))aQF,G,U (q + 3, p′)amq+2,p′(U)a

× ‖F −G‖q+2,p′,U ,

(2.109)

where mk,p(U) and QF,G,U (k, p) are as in (2.92) and (2.93), respectively.

Proof. Set R = F − G. We use the deterministic estimate (2.28) on the distance
between the determinants of two Malliavin covariance matrices: for every λ ∈ [0, 1]
we can write

|detσG+λR − detσG| ≤ Cd |DR| (|DG|+ |DF |)2d−1

≤ (αd|DR|2(|DG|2 + |DF |2) 2d−1
2

)1/2
,

so that

detσG+λR ≥ detσG − αd

(|DR|2(|DG|2 + |DF |2) 2d−1
2

)1/2
. (2.110)
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For ψa as in (2.105), we define

V = ψ1/8(H) with H = |DR|2 (|DG|2 + |DF |2) 2d−1
2

(detσG)2
,

so that

V �= 0 =⇒ detσG+λR ≥ 1

2
detσG. (2.111)

Before continuing, let us give the following estimate for the Sobolev norm of H.
First, coming back to the notation | · |l as in (2.15), and using (2.16), we easily get

|H|l ≤ C|(detσG)
−1|2l
(
1 +
∣∣|DF |2∣∣

l
+
∣∣|DG|2∣∣

l

)d∣∣|DR|2∣∣
l
.

By using the estimate concerning the determinant from (2.27) (it is clear that we
should pass to the limit for functionals that are not necessarily simple ones) and
the straightforward estimate

∣∣|DF |2∣∣
l
≤ C|F |2l+1, we have

|H|l ≤ C|(detσG)
−1|2(l+1)

(
1 + |F |l+1 + |G|l+1

)6dl |R|2l+1.

As a consequence, and using the Hölder inequality, we obtain

‖H‖l,p,U ≤ CSG,U (p̄)
āQF,G,U (l + 1, p̄)ā‖F −G‖2l+1,p̄,U , (2.112)

where C, p̄, ā depend on l, d, p.
Now, because of (2.111), we have SF,G,UV (p) ≤ CSG,U (p) (C denoting a

suitable positive constant which will vary in the following lines). We also have
mUV (k, p) ≤ C(mU (k, p) +mV (k, p)). By (2.107) and (2.112), we get

mV (q + 2, p) ≤ C SG,U (p̄)
āQF,G,U (q + 3, p̄)ā

for some p̄, ā, so that mUV (q + 2, p) ≤ C SG,U (p̄)
āQF,G,U (q + 3, p̄)āmU (q + 2, p̄)ā.

Hence, we can apply (2.104) with localization UV and we get

|∂αpF,UV (y)− ∂αpG,UV (y)|
≤ C SG,U (p

′)aQF,G,U (q + 3, p′)amq+2,p′(U)a ‖F −G‖q+2,p′,U ,

(2.113)

with p′ > d, C > 0, and a > 1 depending on q, d. Further,

|∂αpF,U (y)− ∂αpG,U (y)| ≤ |∂αpF,UV (y)− ∂αpG,UV (y)|
+
∣∣∂αpF,U(1−V )(y)

∣∣+ |∂αpG,UV (y)| ,
and we have already seen that the first term on the right-hand side behaves as
desired. Thus, it suffices to show that the remaining two terms have also the right
behavior.
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To this purpose, we use (2.102). We have

|∂αpF,U(1−V )(x)| ≤ CSF,U (p)
aQF,U (q + 2, p)amU (q + 1, p)a ‖1− V ‖q+1,p,U .

Now, we can write

‖1− V ‖pq+1,p,U = EU (|1− V |p) + ‖DV ‖q,p,U .
But 1 − V �= 0 implies that H ≥ 1/8. Moreover, from (2.108), it follows that
‖DV ‖q,p,U ≤ ‖V ‖q+1,p,U ≤ C‖H‖q+1

q+1,p(q+1),U . So, we have

‖1− V ‖q+1,p,U ≤ C
(
PU (H > 1/8)1/p + ‖DV ‖q,p,U

)
≤ C
(‖H‖p,U + ‖H‖q+1

q+1,p(q+1),U

) ≤ C‖H‖q+1
q+1,p(q+1),U (2.114)

and, by using (2.112), we get

‖1− V ‖q+1,p,U ≤ C
(
SG,U (p̄)

2(q+2)QF,G,U (q + 2, p̄)6d(q+1)‖F −G‖2q+2,p̄,U

)q+1
.

But ‖F −G‖q+2,p̄,U ≤ QF,G,U (q + 2, p̄), whence∣∣∂αpF,U(1−V )(y)
∣∣

≤ C
(
SF,U (p

′) ∨ SG,U (p
′)
)a
QF,G,U (p

′)amU (q + 2, p′)a‖F −G‖q+2,p′,U

for p′ > d and suitable constants C > 0 and a > 1 depending on q, d. Similarly,
we get∣∣pG,U(1−V )(y)

∣∣ ≤ C SG,U (p
′)aQF,G,U (q + 2, p′)amU (q + 2, p′)a‖F −G‖q+2,p′,U ,

(2.115)
with the same constraints for p′, C, a. The statement now follows. �

2.5 Convergence in total variation for a sequence of
Wiener functionals

In the recent years a number of results concerning the weak convergence of func-
tionals on the Wiener space using Malliavin calculus and Stein’s method have been
obtained by Nourdin, Nualart, Peccati and Poly (see [38, 39] and [40]). In partic-
ular, those authors consider functionals living in a finite (and fixed) direct sum
of chaoses and prove that, under a very weak non-degeneracy condition, the con-
vergence in distribution of a sequence of such functionals implies the convergence
in total variation. Our aim is to obtain similar results for general functionals on
the Wiener space which are twice differentiable in Malliavin sense. Other deeper
results in this framework are given in Bally and Caramellino [4].

We consider a sequence of d-dimensional functionals Fn, n ∈ N, which is
bounded in D

2,p for every p ≥ 1. Under a suitable non-degeneracy condition,
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see (2.118), we prove that the convergence in distribution of such a sequence
implies the convergence in the total variation distance. In particular, if the laws of
these functionals are absolutely continuous with respect to the Lebesgue measure,
this implies the convergence of the densities in L1. As an application, we use this
method in order to study the convergence in the CLT on the Wiener space. Our
approach relies heavily on the estimate of the distance between the densities of
Wiener functionals proved in Subsection 2.4.2.

We first give a corollary of the results in Section 2.4 (we write it in a non-
localized form, even if a localization could be introduced). Let γδ be the density of
the centered normal law on R

d of covariance δI. Here, δ > 0 and I is the identity
matrix.

Lemma 2.5.1. Let q ∈ N and F ∈ (Dq+3,∞)d be such that ‖(detσF )
−1‖p < ∞

for every p. There exist universal positive constants C, l depending on d, q, and
there exists δ0 < 1 depending on d, such that, for every f ∈ Cq(Rd) and every
multiindex α with |α| ≤ q and δ < δ0, we have∣∣E(∂αf(F ))− E(∂α(f ∗ γδ)(F ))

∣∣ ≤ C
∥∥f∥∥∞AF (q + 3, l)l

√
δ (2.116)

with
AF (k, l) =

(
1 + ‖(detσF )

−1‖l)(1 + ‖F‖k,l
)
. (2.117)

Proof. During this proof C and l are constants depending on d and q only, which
may change from a line to another. We define Fδ = F+Bδ, where B is an auxiliary
d-dimensional Brownian motion independent of W . In the sequel, we consider the
Malliavin calculus with respect to (W,B). The Malliavin covariance matrix of F
with respect to (W,B) is the same as the one with respect to W (because F
does not depend on B). We denote by σFδ

the Malliavin covariance matrix of Fδ

computed with respect to (W,B). We have 〈σFδ
ξ, ξ〉 = δ|ξ|2 + 〈σF ξ, ξ〉. By [16,

Lemma 7.29], for every symmetric nonnegative definite matrix Q we have

1

detQ
≤ C1

∫
Rd

|ξ|d e−〈Qξ,ξ〉dξ ≤ C2
1

detQ
,

where C1 and C2 are universal constants. Using these two inequalities, we obtain
detσFδ

≥ detσF /C for some universal constant C. So, we obtain AFδ
(q, l) ≤

CAF (q, l).
We now denote by pF the density of the law of F and by pFδ

the density of
the law of Fδ. Using (2.89) with p = d+ 1, giving kp,d = d2 − 1, a = 1

2d(d+1) and

l = 2d, we get

|∂αpF (x)| ≤ CBq+1,p′(F )q+d2‖F‖2d4d2(d+1)

1

(|x| − 2|)2d .

We notice that Bq+1,p′(F )q+d2‖F‖2d4d2(d+1) ≤ AF (q + 3, l)l for some l depending
on q, d, so that

|∂αpF (x)| ≤ CAF (q + 3, l)l
1

(|x| − 2|)2d .
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And since AFδ
(q + 3, l) ≤ CAF (q + 3, l), we can also write∣∣∂αpFδ

(x)
∣∣ ≤ CAF (q + 3, l)l

1

(|x| − 2|)2d .

We use now Theorem 2.4.6: in (2.109), the factor multiplying ‖F − Fδ‖q+2,p′,U =
Cδ can be bounded from above by AF (q + 3, l)l for a suitable l, so we get∣∣∂αpF (x)− ∂αpFδ

(x)
∣∣ ≤ C AF (q + 3, l)l δ.

We fix now M > 2. By using these estimates, we obtain∣∣E(∂αf(F ))− E(∂α(f ∗ γδ)(F ))
∣∣

=

∣∣∣∣ ∫ f∂αpF dx−
∫

f∂αpFδ
dx

∣∣∣∣
≤
∣∣∣∣ ∫{|x|≥M}

f∂αpF dx

∣∣∣∣+ ∣∣∣ ∫{|x|≥M}
f∂αpFδ

dx

∣∣∣∣+ ∣∣∣∣ ∫{|x|<M}
f(∂αp− ∂αpδ)dx

∣∣∣∣
≤ 2C‖f‖∞AF (q + 2, l)lM−d + C‖f‖∞ AF (q + 3, l)lMdδ

≤ C‖f‖∞AF (q + 3, l)l
(
M−d +Mdδ

)
.

So, by optimizing with respect to M , we get (2.116). �
We now introduce the following distances on the space of probability mea-

sures. For k ≥ 0 and for f ∈ Ck
b (R

d) we denote

‖f‖k,∞ =
∑

0≤|α|≤k

sup
x∈Rd

|∂αf(x)| .

Then, for two probability measures μ and ν we define

dk(μ, ν) = sup

{∣∣∣∣ ∫ fdμ−
∫

fdν

∣∣∣∣ : ‖f‖k,∞ ≤ 1

}
.

For k = 0 this is the total variation distance, which will be denoted by dTV, and
for k = 1 this is the Fortet–Mourier distance, in symbols dFM. Moreover, for q ≥ 0
we define

d−q(μ, ν) = sup

{ ∑
0≤|α|≤q

∣∣∣∣ ∫ ∂αfdμ−
∫

∂αfdν

∣∣∣∣ : ‖f‖∞ ≤ 1

}
.

Notice that for q = 0 we get d−0 = dTV. We finally recall that if Fn → F in
distribution, then the sequence of the laws μFn

, n ∈ N, of Fn converges to the law
μF of F in the Wasserstein distance dW , defined by

dW(μ, ν) = sup

{∣∣∣∣ ∫ fdμ−
∫

fdν

∣∣∣∣ : ‖∇f‖∞ ≤ 1

}
.
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The Wasserstein distance dW is typically defined through Lipschitz functions, but
it can be easily seen that the two definitions actually agree. We also notice that
dW ≥ d1 = dFM, so the convergence in distribution holds in dFM as well.

We say that a sequence Fn ∈ D
1,∞, n ∈ N, is uniformly non-degenerate if for

every p ≥ 1
sup
n

∥∥(detσFn)
−1
∥∥
p
< ∞, (2.118)

and we say that a sequence Fn ∈ D
q,∞, n ∈ N, is bounded in D

q,∞ if for every
p ≥ 1

sup
n

‖Fn‖q,p < ∞. (2.119)

Theorem 2.5.2. (i) Let q ≥ 0 be given. Consider F, Fn ∈ D
q+3,∞, n ∈ N, and

assume that the sequence (Fn)n∈N is uniformly non-degenerate and bounded
in D

q+3,∞. We denote by μF the law of F and by μFn
the law of Fn. Then

for every k ∈ N,

lim
n

dk
(
μF , μFn

)
= 0 =⇒ lim

n
d−q

(
μF , μFn

)
= 0. (2.120)

Moreover, there exist universal constants C, l depending on q and d, such
that, for every k ∈ N and for every large n,

d−q(μF , μFn
) ≤ C

(
sup
n

AFn
(q + 3, l)l +AF (q + 3, l)l

)
dk(μ, μn)

1
2k+1 ,

where AFn
(k, l) and AF (k, l) are defined in (2.117). This implies that, for

every multiindex α with |α| ≤ q,∫
Rd

∣∣∂αpFn(x)− ∂αpF (x)
∣∣dx

≤ C
(
sup
n

AFn
(q + 3, l)l +AF (q + 3, l)l

)
dk(μ, μn)

1
2k+1 .

(2.121)

(ii) Suppose that F, Fn ∈ D
d+q+3,∞, n ∈ N, and assume that the sequence

(Fn)n∈N is uniformly non-degenerated and bounded in D
d+q+3,∞. Then for

every k ∈ N, limn dk(μF , μFn) = 0 implies

‖∂αpFn − ∂αpF ‖∞ ≤ C
(
sup
n

AFn(d+q+3, l)l+AF (d+q+3, l)l
)
dk(μ, μn)

1
2k+1

(2.122)
for every multiindex α with |α| ≤ q.

As a consequence of (i) in the above theorem we have that, for F, Fn ∈
D

q+3,∞, n ∈ N, such that (Fn)n∈N is uniformly non-degenerate and bounded in
D

q+3,∞, Fn → F in distribution implies that d−q(μF , μFn
) → 0 (because d1 ≤ dW

and convergence in law implies convergence in dW). In the special case q = 0, we
have d0 = dTV so that, for any sequence which is uniformly non-degenerate and
bounded in D

3,∞, convergence in law implies convergence in the total variation
distance.
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Proof of Theorem 2.5.2. During the proof, C stands for a positive constant possi-
bly varying from line to line.

(i) We denote by μ ∗ γδ the probability measure defined by
∫
fd(μ ∗ γδ) =∫

f ∗ γδdμ. We fix a function f such that ‖f‖∞ ≤ 1 and a multiindex α with
|α| ≤ q, and we write∣∣∣∣ ∫ ∂αfdμ−

∫
∂αfdμn

∣∣∣∣ ≤ ∣∣∣∣ ∫ ∂αfdμ−
∫

∂αfdμ ∗ γδ
∣∣∣∣

+

∣∣∣∣ ∫ ∂αfdμn −
∫

∂αfdμn ∗ γδ
∣∣∣∣

+

∣∣∣∣ ∫ ∂αfdμ ∗ γδ −
∫

∂αfdμn ∗ γδ
∣∣∣∣.

We notice that∫
∂αfdμn ∗ γδ =

∫
∂α(f ∗ γδ)dμn = E

(
∂α(f ∗ γδ)(Fn)

)
and

∫
∂αfdμn = E(∂αf(Fn)) so that, using Lemma 2.5.1, we can find C, l such

that, for every small δ,∣∣∣∣ ∫ ∂αfdμn −
∫

∂αfdμn ∗ γδ
∣∣∣∣ = ∣∣E(∂αf(Fn)

)− E
(
∂α(f ∗ γδ)(Fn)

)∣∣
≤ C AFn

(q + 3, l)δ1/2.

A similar estimate holds with μ instead of μn. We now write∫
∂αfdμn ∗ γδ =

∫
(∂αf) ∗ γδdμn =

∫
f ∗ ∂αγδdμn.

For each δ > 0 we have

‖f ∗ ∂αγδ‖k,∞ ≤ ‖f‖∞ δ−k ≤ δ−k

so that∣∣∣∣ ∫ ∂αfdμ ∗ γδ −
∫

∂αfdμn ∗ γδ
∣∣∣∣ = ∣∣∣∣ ∫ f ∗ ∂αγδdμ−

∫
f ∗ ∂αγδdμn

∣∣∣∣
≤ δ−kdk(μ, μn).

Finally, we obtain∣∣∣∣ ∫ ∂αfdμ−
∫

∂αfdμn

∣∣∣∣ ≤ C
(
AFn(q + 3, l)l +AF (q + 3, l)l

)
δ1/2 + δ−kdk(μ, μn).
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Using (2.118) and (2.119) and optimizing with respect to δ, we get

d−q(μFn
, μF ) ≤ C

(
sup
n

AFn
(q + 3, l)l +AF (q + 3, l)l

)
dk(μ, μn)

1
2k+1 ,

where C, l depend on q and d. The proof of (2.120) now follows by passing to the
limit.

Assume now that Fn → F in distribution. Then it converges in the Wasser-
stein distance dW and, since dW (μ, ν) ≥ d1(μ, ν), we conclude that Fn → F in d1
and hence in d−q. We write∫

|∂αpFn
(x)− ∂αpF (x)| dx ≤ sup

‖f‖∞≤1

∣∣∣∣∫ f(x)
(
∂αpFn

(x)− ∂αpF (x)
)
dx

∣∣∣∣
= sup

‖f‖∞≤1

∣∣∣∣∫ ∂αf(x)
(
pFn

(x)− pF (x)
)
dx

∣∣∣∣
= sup

‖f‖∞≤1

∣∣∣∣∫ ∂αf(x)dμn(x)−
∫

∂αf(x)dμ(x)

∣∣∣∣
≤ d−q(μn, μ),

and so (2.121) is also proved.
(ii) To establish (2.122), we write

∂αpF (x) =

∫ x1

−∞
· · ·
∫ xd

−∞
∂1 · · · ∂d∂αpF (y)dy

and we do the same for ∂αpFn
(x). This yields

‖∂αpF (x)− ∂αpFn(x)‖∞ ≤
∫
Rd

∣∣∂1 · · · ∂d∂αpF (y)− ∂1 · · · ∂d∂αpFn(y)
∣∣dy,

and the statement follows from (2.121). �
Remark 2.5.3. For q = 0, Theorem 2.5.2 can be rewritten in terms of the total
variation distance dTV. So, it gives conditions ensuring convergence in the total
variation distance.

As a consequence, we can deal with the convergence in the total variation
distance and the convergence of the densities in the Central Limit Theorem on
the Wiener space. Specifically, let X denote a square integrable d-dimensional
functional which is FT -measurable (here, FT denotes the σ-algebra generated by
the Brownian motion up to time T ), and let C(X) stand for the covariance matrix
of X, i.e., C(X) = (Cov(Xi, Xj))i,j=1,...,d, which we assume to be non-degenerate.
Let now Xk, k ∈ N, denote a sequence of independent copies of X and set

Sn =
1√
n
C(X)−1/2

n∑
k=1

(
Xk − E(Xk)

)
. (2.123)
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The Central Limit Theorem ensures that Sn, n ∈ N, converges in law to a standard
normal law in R

d: for every f ∈ Cb(R
d), limn→∞ E(f(Sn)) = E(f(N)), where N is

a standard normal d-dimensional random vector. But convergence in distribution
implies convergence in the Fortet–Mourier distance dFM = d1, so we know that
dFM(μSn , μN ) = d1(μSn , μN ) → 0 as n → ∞, where μSn denote the law of Sn and
μN is the standard normal law in R

d. And, thanks to Theorem 2.5.2, we can study
the convergence in d−q and, in particular, in the total variation distance dTV.

ForX ∈ (D1,2)d, as usual, we set σX to be the associated Malliavin covariance
matrix, and we let λX denote the smallest eigenvalue of σX :

λX = inf
|ξ|≤1

〈σXξ, ξ〉.

Theorem 2.5.4. Let X ∈ (Dq+3,∞)d. Assume that detC(X) > 0 and

E(λ−p
X ) < ∞ for every p ≥ 1.

Let μSn
denote the law of Sn as in (2.123) and μN the standard normal law in

R
d. Then, there exists a positive constant C such that

d−q(μSn
, μN ) ≤ CdFM(μSn

, μN )1/3, (2.124)

where dFM denotes the Fortet–Mourier distance. As a consequence, for q = 0 we
get

dTV(μSn
, μN ) ≤ CdFM(μSn

, μN )1/3,

where dTV denotes the total variation distance. Moreover, denoting by pSn and pN
the density of Sn and N , respectively, there exists C > 0 such that∫

Rd

∣∣∂αpSn(x)− ∂αpN (x)
∣∣dx ≤ CdFM(μSn , μN )1/3,

for every multiindex α of length ≤ q. Finally, if in addition X ∈ (Dd+q+3,∞)d,
then there exists C > 0 such that for every multiindex α with |α| ≤ q we have

‖∂αpSn − ∂αpN‖∞ ≤ CdFM(μSn , μN )1/3.

Remark 2.5.5. In the one-dimensional case, if E(detσX) > 0, then Var(X) > 0.

Indeed, if E(detσX) = 0, then |DX|2 = 0 almost surely, so that X is constant,
which is in contradiction with the fact that the variance is non-null. Notice also
that in [38] Nualart, Nourdin, and Poly show that, if X is a finite sum of multiple
integrals, then the requirement E(detσX) > 0 is equivalent to the fact that the
law of X is absolutely continuous.

Remark 2.5.6. Theorem 2.5.4 gives a result on the rate of convergence which is
not optimal. In fact, Berry–Esseen-type estimates and Edgeworth-type expansions
have been intensively studied in the total variation distance, see [15] for a complete
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overview of the recent research on this topic. The main requirement is that the law
of F have an absolutely continuous component. Now, let F ∈ (D2,p)d with p > d.
If P(detσF > 0) = 1, σF being the Malliavin covariance matrix of F , then the
celebrated criterion of Bouleau and Hirsh ensures that the law of F is absolutely
continuous (in fact, it suffices that F ∈ D

1,2). But if P(detσF > 0) < 1 this
criterion no longer works (and examples with the law of F not being absolutely
continuous can be easily produced). In [4] we proved that if P(detσF > 0) >
0, then the law of F is “locally lower bounded by the Lebesge measure”, and
this implies that the law of F has an absolutely continuous component (see [7]
for details). Finally, the coefficients in the CLT expansion in the total variation
distance usually involve the inverse of the Fourier transform (see [15]), but under
the “locally lower bounded by the Lebesge measure” property we have recently
given in [7] an explicit formula for such coefficients in terms of a linear combination
of Hermite polynomials.

Proof of Theorem 2.5.4. Notice first that we may assume, without loss of gener-
ality, that C(X) is the identity matrix and E(X) = 0. If not, we prove the result
for X = C−1/2(X)(X − E(X)) and make a change of variable at the end.

In order to use Theorem 2.5.2 with Fn = Sn and F = N , we need that
all the random variables involved be defined on the same probability space (this
is just a matter of notation). So, we take the independent copies Xk, k ∈ N, of
X in the following way. Suppose that X is FT -measurable for some T > 0, so
it is a functional of Wt, t ≤ T . Then we define Xk to be the same functional
as X, but with respect to Wt − WkT , kT ≤ t ≤ (k + 1)T . Hence, DsXk = 0
if s /∈ [kT, (k + 1)T ] and the law of (DsXk)s∈[kT,(k+1)T ] is the same as the law
of (DsX)s∈[0,T ]. A similar assertion holds for the Malliavin derivatives of higher
order. In particular, we obtain

|Sn|2l =
1

n

n∑
k=1

|Xk|2l .

We conclude that, for every p > 1,

‖Sn‖l,p ≤ ‖X‖l,p
so that Sn ∈ (Dq+3,∞)d. We take N = WT /

√
T , so that N ∈ (Dq+3,∞)d and

‖(detσN )−1‖p < ∞ for every p. Let us now discuss condition (2.118) with Fn = Sn.
We consider the Malliavin covariance matrix of Sn. We have 〈DXi

k, DXj
p〉 = 0 if

k �= p, so

σi,j
Sn

= 〈DSi
n, DSj

n〉 =
1

n

n∑
k=1

〈DXi
k, DXj

k〉 =
1

n

n∑
k=1

σi,j
Xk

.

Using the above formula, we obtain

λSn
≥ 1

n

n∑
k=1

λXk
,
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where λSn ≥ 0 and λXk
≥ 0 denote the smallest eigenvalue of σSn and σXk

,
respectively. By using the Jensen and Hölder inequalities, for p > 1 we obtain( 1

λSn

)p
≤ 1

n

n∑
k=1

( 1

λXk

)p
,

so that
E(λ−p

Sn
) ≤ E(λ−p

X )

and (2.118) does indeed hold. Now, (2.124) immediately follows by applying The-
orem 2.5.2 with k = 1. And since d−0 = dTV, we also get the estimate in the
total variation distance under the same hypothesis with q = 0. All the remaining
statements are immediate consequences of Theorem 2.5.2. �



Chapter 3

Regularity of probability laws by using
an interpolation method

One of the outstanding applications of Malliavin calculus is the criterion of reg-
ularity of the law of a functional on the Wiener space (presented in Section 2.3).
The functional involved in such a criterion has to be regular in Malliavin sense,
i.e., it has to belong to the domain of the differential operators in this calculus. As
long as solutions of stochastic equations are concerned, this amounts to regularity
properties of the coefficients of the equation. Recently, Fournier and Printems [26]
proposed another approach which permits to prove the absolute continuity of the
law of the solution of some equations with Hölder coefficients —and such func-
tionals do not fit in the framework of Malliavin calculus (are not differentiable in
Malliavin sense). This approach is based on the analysis of the Fourier transform of
the law of the random variable at hand. It has already been used in [8, 9, 10, 21, 26].
Recently, Debussche and Romito [20] proposed a variant of the above mentioned
approach based on a relative compactness criterion in Besov spaces. It has been
used by Fournier [25] in order to study the regularity of the solution of the three-
dimensional Boltzmann equation, and by Debussche and Fournier [19] for jump
type equations.

The aim of this chapter is to give an alternative approach (following [5])
based on expansions in Hermite series —developed in Appendix A— and on some
strong estimates concerning kernels built by mixing Hermite functions —studied in
Appendix C. We give several criteria concerning absolute continuity and regularity
of the law: Theorems 3.2.3, 3.2.4 and 3.3.2. And in Section 3.4 we use them in
the framework of path dependent diffusion processes and stochastic heat equation.
Moreover, we finally notice that our approach fits in the theory of interpolation
spaces, see Appendix B for general results and references.

3.1 Notations

We work on R
d and we denote by M the set of the finite signed measures on

R
d with the Borel σ-algebra. Moreover, Ma⊂ M is the set of measures which

are absolutely continuous with respect to the Lebesgue measure. For μ ∈ Ma we
denote by pμ the density of μ with respect to the Lebesgue measure. And for a
measure μ ∈ M, we denote by Lp

μ the space of measurable functions f : Rd → R

such that
∫ |f |p dμ < ∞. For f ∈ L1

μ we denote fμ ∈ M the measure (fμ)(A) =

© Springer International Publishing Switzerland 2016 
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∫
A
fdμ. For a bounded function φ : Rd → R we denote μ ∗ φ the measure defined

by
∫
fdμ ∗ φ =

∫
f ∗ φdμ =

∫ ∫
φ(x − y)f(y)dydμ(x). Then, μ ∗ φ ∈ Ma and

pμ∗φ(x) =
∫
φ(x− y)dμ(y).

From now on, we consider multiindices which are slightly different from the
ones we have worked with. One could pass from the old to the new definition
but, for the sake of clarity, in the context we are going to introduce it, it is
more convenient to deal with the new one. So, a multiindex α is now of the
form α = (α1, . . . , αd) ∈ N

d. Here, we put |α| = ∑d
i=1 αi. For a multiindex α

with |α| = k we denote by ∂α the corresponding derivative ∂α1
x1

· · · ∂αd
xd

, with the
convention that ∂αi

xi
f = f if αi = 0. In particular, we allow α to be the null

multiindex and in this case one has ∂αf = f . In the following, we set N∗ = N\{0}.
We denote ‖f‖p = (

∫ |f(x)|p dx)1/p, p ≥ 1 and ‖f‖∞ = supx∈Rd |f(x)|. Then
Lp = {f : ‖f‖p < ∞} are the standard Lp spaces with respect to the Lebesgue

measure. For f ∈ Ck(Rd) we define the norms

‖f‖k,p =
∑

0≤|α|≤k

‖∂αf‖p and ‖f‖k,∞ =
∑

0≤|α|≤k

‖∂αf‖∞ , (3.1)

and we denote

W k,p =
{
f : ‖f‖k,p < ∞} and W k,∞ =

{
f : ‖f‖k,∞ < ∞}.

For l ∈ N and a multiindex α, we denote fα,l(x) = (1 + |x|)l∂αf(x). Then, we
consider the weighted norms

‖f‖k,l,p =
∑

0≤|α|≤k

‖fα,l‖p and W k,l,p = {f : ‖f‖k,l,p < ∞}. (3.2)

We stress that in ‖ · ‖k,l,p the first index k is related to the order of the
derivatives which are involved, while the second index l is connected to the power
of the polynomial multiplying the function and its derivatives up to order k.

3.2 Criterion for the regularity of a probability law

For two measures μ, ν ∈ M and for k ∈ N, we consider the distance dk(μ, ν)
introduced in Section 2.5, that is

dk(μ, ν) = sup

{∣∣∣∣ ∫ φdμ−
∫

φdν

∣∣∣∣ : φ ∈ C∞(Rd), ‖φ‖k,∞ ≤ 1

}
. (3.3)

We recall that d0 = dTV (total variation distance) and d1 = dFM (Fortet–Mourier
distance). We also recall that d1(μ, ν) ≤ dW (μ, ν), where dW is the (more popular)
Wasserstein distance

dW(μ, ν) = sup{|
∫

φdμ−
∫

φdν| : φ ∈ C1(Rd), ‖∇φ‖∞ ≤ 1}.
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We finally recall that the Wasserstein distance is relevant from a probabilistic point
of view because it characterizes the convergence in law of probability measures.
The distances dk with k ≥ 2 are less often used. We mention, however, that in
Approximation Theory (for diffusion processes, for example, see [37, 46]) such
distances are used in an implicit way: indeed, those authors study the rate of
convergence of certain schemes, but they are able to obtain their estimates for
test functions f ∈ Ck with k sufficiently large (so dk comes on).

Let q, k ∈ N, m ∈ N∗, and p > 1. We denote by p∗ the conjugate of p. For
μ ∈ M and for a sequence μn ∈ Ma, n ∈ N, we define

πq,k,m,p(μ, (μn)n) =

∞∑
n=0

2n(q+k+d/p∗)dk(μ, μn)+

∞∑
n=0

1

22nm
‖pμn

‖2m+q,2m,p . (3.4)

We also define

ρq,k,m,p(μ) = inf πq,k,m,p(μ, (μn)n) (3.5)

where the infimum is taken over all the sequences of measures μn, n ∈ N, which
are absolutely continuous. It is easy to check that ρq,k,m,p is a norm on the space
Sq,k,m,p defined by

Sq,k,m,p =
{
μ ∈ M : ρq,k,m,p(μ) < ∞}. (3.6)

We prove in Appendix B that

Sq,k,m,p = (X,Y )γ ,

with

X = W q+2m,2m,p, Y = W k,∞
∗ , γ =

q + k + d/p∗
2m

,

and where (X,Y )γ denotes the interpolation space of order γ between the Ba-

nach spaces X and Y . The space W k,∞
∗ is the dual of W k,∞ and we notice that

dk(μ, ν) = ‖μ− ν‖Wk,∞
∗

.

The following proposition is the key estimate here. We prove it in Ap-
pendix A.

Proposition 3.2.1. Let q, k ∈ N, m ∈ N∗, and p > 1. There exists a universal
constant C (depending on q, k,m, d and p) such that, for every f ∈ C2m+q(Rd),
one has

‖f‖q,p ≤ Cρq,k,m,p(μ), (3.7)

where μ(x) = f(x)dx.

We state now our main theorem:

Theorem 3.2.2. Let q, k ∈ N,m ∈ N∗ and let p > 1.



86 Chapter 3. Regularity of probability laws by using an interpolation method

(i) Take q = 0. Then, S0,k,m,p ⊂ Lp in the sense that if μ ∈ S0,k,m,p, then μ
is absolutely continuous and the density pμ belongs to Lp. Moreover, there
exists a universal constant C such that

‖pμ‖p ≤ Cρ0,k,m,p(μ).

(ii) Take q ≥ 1. Then

Sq,k,m,p ⊂ W q,p and ‖pμ‖q,p ≤ Cρq,k,m,p(μ), μ ∈ Sq,k,m,p.

(iii) If p−1
p < 2m+q+k

d(2m−1) , then

W q+1,2m,p ⊂ Sq,k,m,p ⊂ W q,p

and there exists a constant C such that

1

C
‖pμ‖q,m,p ≤ ρq,k,m,p(μ) ≤ C ‖pμ‖q+1,m,p . (3.8)

Proof. Step 1 (Regularization). For δ ∈ (0, 1) we consider the density γδ of the
centred Gaussian probability measure with variance δ. Moreover, we consider a
truncation function Φδ ∈ C∞ such that 1Bδ−1 (0) ≤ Φδ ≤ 1B1+δ−1 (0) and its deriva-
tives of all orders are bounded uniformly with respect to δ. Then we define

Tδ : C
∞ −→ C∞, Tδf = (Φδf) ∗ γδ, (3.9)

T̃δ : C
∞ −→ C∞

c , T̃δf = Φδ(f ∗ γδ).

Moreover, for a measure μ ∈ M, we define T ∗
δ μ by

〈T ∗
δ μ, φ〉 = 〈μ, Tδφ〉 .

Then T ∗
δ μ is an absolutely continuous measure with density pT∗

δ μ ∈ C∞
c given by

pT∗
δ μ(y) = Φδ(y)

∫
γδ(x− y)dμ(x).

Step 2. Let us prove that for every μ ∈ M and μn(dx) = fn(x)dx, n ∈ N, we have

πq,k,m,p

(
T ∗
δ μ, (T

∗
δ μn)n

)
≤ Cπq,k,m,p(μ, (μn)n). (3.10)

Since ‖Tδφ‖k,∞ ≤ C ‖φ‖k,∞, we have dk(T
∗
δ μ, T

∗
δ μn) ≤ Cdk(μ, μn).

For μn(dx) = fn(x)dx we have pT∗
δ μn(y) = T̃δfn. Let us now check that

‖T̃δfn‖2m+q,2m,p ≤ C ‖fn‖2m+q,2m,p . (3.11)
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For a measurable function g : Rd → R and λ ≥ 0, we put gλ(x) = (1 + |x|)λg(x).
Since (1 + |x|)λ ≤ (1 + |y|)λ(1 + |x− y|)λ, it follows that

(T̃δg)λ(x) = (1 + |x|)λΦδ(x)

∫
Rd

γδ(y)g(x− y)dy

≤
∫
Rd

γδ,λ(y)gλ(x− y)dy = γδ,λ ∗ gλ(x).

Then, by (3.47), ‖(Tδg)λ‖p ≤ ‖γδ,λ ∗ gλ‖p ≤ C ‖γδ,λ‖1 ‖gλ‖p ≤ C ‖gλ‖p. Using this

inequality (with λ = 2m) for g = ∂αfn we obtain (3.11). Hence, (3.10) follows.

Step 3. Let μ ∈ Sq,k,m,p so that ρq,k,m,p(μ) < ∞. Using (3.7), we have ‖T ∗
δ μ‖q,p ≤

ρq,k,m,p(T
∗
δ μ) and, moreover, using (3.10),

sup
δ∈(0,1)

‖T ∗
δ μ‖q,p ≤ C sup

δ∈(0,1)

ρq,k,m,p(T
∗
δ μ) ≤ ρq,k,m,p(μ) < ∞. (3.12)

So, the family T ∗
δ μ, δ ∈ (0, 1) is bounded in W q,p, which is a reflexive space. So

it is weakly relatively compact. Consequently, we may find a sequence δn → 0
such that T ∗

δn
μ → f ∈ W q,p weakly. It is easy to check that T ∗

δn
μ → μ weakly, so

μ(dx) = f(x)dx and f ∈ W q,p. As a consequence of (3.12), ‖μ‖q,p ≤ Cρq,k,m,p(μ).

Step 4. Let us prove (iii). Let f ∈ W q+1,2m,p and μf (dx) = f(x)dx. We have
to show that ρq,k,m,p(μf ) < ∞. We consider a superkernel φ (see (3.57)) and
define fδ = f ∗ φδ. We take δn = 2−θn with θ to be chosen in a moment.
Using (3.58), we obtain dk(μf , μfδn

) ≤ C ‖f‖q+1,m,p δ
q+k+1
n and, using (3.59),

we obtain ‖fδn‖2m+q,2m,p ≤ C ‖f‖q+1,m,p δ
2m−1
n . Then we write, with Cf =

C ‖f‖q+1,m,p,

πq,k,m,p(μf , μfδn
) =

∞∑
n=0

2n(q+k+d/p∗)dk(μf , μfδn
) +

∞∑
n=0

1

22nm
‖fδn‖2m+q,2m,p

≤ Cf

∞∑
n=0

2n(q+k+d/p∗−θ(q+k+1)) + Cf

∞∑
n=0

1

2n(2m−θ(2m−1))
.

In order to obtain the convergence of the above series we need to choose θ such
that

q + k + d/p∗
q + k + 1

< θ <
2m

2m− 1
,

and this is possible under our restriction on p. �
We give now a criterion in order to check that μ ∈ Sq,k,m,p. For C, r > 0 we

denote by Λ(C, r) the family of the continuous functions λ such that

(i) λ : (0, 1) → R+ is strictly decreasing,

(ii) lim
δ→0

λ(δ) = ∞,

(iii) λ(δ) ≤ Cδ−r.

(3.13)
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Theorem 3.2.3. Let q, k ∈ N, m ∈ N∗, p > 1, and set

η >
q + k + d/p∗

2m
. (3.14)

We consider a nonnegative finite measure μ and a family of finite nonnegative and
absolutely continuous measures μδ(dx) = fδ(x)dx, δ > 0, fδ ∈ W 2m+q,2m,p. We
assume that there exist C,C ′, r > 0, and λq,m,p ∈ Λ(C, r) such that

‖fδ‖2m+q,2m,p ≤ λq,m,p(δ) and λq,m,p(δ)
ηdk(μ, μδ) ≤ C ′. (3.15)

Then, μ(dx) = f(x)dx with f ∈ W q,p.

Proof. Fix ε0 > 0. From (3.13), λq,m,p is a bijection from (0, 1) to (λq,m,p(1),∞).
So, if n−(1+ε0)22mn ≥ λq,m,p(1) we may take δn = λ−1

q,m,p(n
−(1+ε0)22mn). With

this choice we have ‖fδn‖2m+q,2m,p ≤ λq,m,p(δn) = n−(1+ε0)22mn, so that

∞∑
n=1

1

22nm
‖fδn‖2m+q,2m,p < ∞.

By the choice of η we also have

2n(q+k+d/p∗)dk(μ, μδn) ≤ 2n(q+k+d/p∗) × C ′

λq,m,p(δn)η
≤ 2n(q+k+d/p∗) × nη(1+ε0)

2nε1
,

where ε1 = 2mη − (q + k + d/p∗) > 0. Hence,

∞∑
n=1

2n(q+k+d/p∗)dk(μ, μδn) < ∞, (3.16)

and consequently πq,k,m,p(μ, (μn)) < ∞. �
Now we go further and notice that if (3.14) holds, then the convergence of

the series in (3.16) is very fast. This allows us to obtain some more regularity.

Theorem 3.2.4. Let q, k ∈ N, m ∈ N∗, and p > 1. We consider a nonnegative finite
measure μ and a family of finite nonnegative measures μδ(dx) = fδ(x)dx, δ > 0,
and fδ ∈ W 2m+q+1,2m,p, such that∫

(1 + |x|)dμ(x) + sup
δ>0

∫
(1 + |x|)dμδ(x) < ∞. (3.17)

Suppose that there exist C,C ′, r > 0, and λq+1,m,p ∈ Λ(C, r) such that

‖fδ′‖2m+q+1,2m,p ≤ λq+1,m,p(δ)

and

λq+1,m,p(δ)
ηdk(μ, μδ) ≤ C ′, with η >

q + k + d/p∗
2m

. (3.18)
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We denote

sη(q, k,m, p) =
2mη − (q + k + d/p∗)

2mη
∧ η

1 + η
. (3.19)

Then, for every multiindex α with |α| = q and every s < sη(q, k,m, p), we have
∂αf ∈ Bs,p, where Bs,p is the Besov space of index s.

Proof. The fact that (3.18) implies μ(dx) = f(x)dx with f ∈ W q,p is an immediate
consequence of Theorem 3.2.3. We prove now the regularity property: g := ∂αf ∈
Bs,p for |α| = q and s < sη(q, k,m). In order to do this we will use Lemma 3.6.1,
so we have to check (3.56).

Step 1. We begin with (3.56)(i). The reasoning is analogous with the one in the
proof of Theorem 3.2.3, but we will use the first inequality in (3.8) with q replaced
by q + 1 and k replaced by k − 1. So we define δn = λ−1

q+1,m,p(n
−222mn) and,

from (3.13)(iii), we have δn ≤ C1/r2−θn for θ < m/2r. We obtain

‖g ∗ ∂iφε‖p = ‖∂i∂α(f ∗ φε)‖p ≤ ‖f ∗ φε‖q+1,p ≤ ρq+1,k−1,m,p(μ ∗ φε)

≤
∞∑

n=1

2n(q+k+d/p∗)dk−1(μ ∗ φε, μδn ∗ φε)

+
∞∑

n=1

2−2mn ‖fδn ∗ φε‖2m+q+1,2m,p .

By the choice of δn,

‖fδn ∗ φε‖2m+q+1,2m,p ≤ ‖fδn‖2m+q+1,2m,p ≤ λq+1,m,p(δn) ≤ 1

n2
2nm

so the second series is convergent.
We now estimate the first sum. Since μ ∗φε(R

d) = μ(Rd) and μδn ∗φε(R
d) =

μδn(R
d), hypothesis (3.17) implies that supε,n d0(μ ∗ φε, μδn ∗ φε) ≤ C < ∞. It is

also easy to check that

dk−1(μ ∗ φε, μδn ∗ φε) ≤ 1

ε
dk(μ, μδn)

(∫
|x| dμ(x) +

∫
|x| dμδn(x)

)
so that, using (3.18) and the choice of δn, we obtain

2n(q+k+d/p∗)dk−1(μ ∗ φε, μδn ∗ φε) ≤ C

ε
2n(q+1+d/p∗)dk(μ, μδn)

≤ C

ε
2n(q+1+d/p∗) 1

λq+1,m,p(δn)η

≤ Cn2η

ε
2n(q+1+d/p∗−2mη).
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Now, fix ε > 0, take an nε ∈ N (to be chosen in the sequel), and write

∞∑
n=1

2n(q+k+d/p∗)dk−1(μ ∗ φε, μδn ∗ φε) ≤ C

nε∑
n=1

2n(q+k+d/p∗)

+
C

ε

∞∑
n=nε+1

n2η2n(q+k+d/p∗−2ηm).

We take a > 0 and we upper bound the above series by

2nε(q+k+d/p∗+a) +
C

ε
2nε(q+k+d/p∗+a−2ηm).

In order to optimize, we take nε such that 22mηnε = 1
ε . With this choice we obtain

2nε(q+k+d/p∗+a) ≤ Cε−
q+k+d/p∗+a

2mη .

We conclude that
‖g ∗ ∂iφε‖p ≤ Cε−

q+k+d/p∗+a
2mη ,

which means that (3.56)(i) holds for s < 1− (q + k + d/p∗)/(2mη).

Step 2. Let us check now (3.56)(ii). Take u ∈ (0, 1) (to be chosen in a moment)
and define

δn,ε = λ−1
q+1,m,p(n

−222mn × ε−(1−u)).

Then we proceed as in the previous step:∥∥∂i(g ∗ φi
ε)
∥∥
p
≤ ρq+1,k−1,m,p(μ ∗ φi

ε)

≤
∞∑

n=1

2n(q+k+d/p∗)dk−1(μ ∗ φi
ε, μδn,ε

∗ φi
ε)

+

∞∑
n=1

2−2mn
∥∥fδn,ε ∗ φi

ε

∥∥
2m+q+1,2m,p

.

It is easy to check that
∥∥h ∗ φi

ε

∥∥
p
≤ ε ‖h‖p for every h ∈ Lp, so that, by our choice

of δn,ε, we obtain

∥∥fδn,ε
∗ φi

ε

∥∥
2m+q+1,2m,p

≤ ε
∥∥fδn,ε

∥∥
2m+q+1,2m,p

≤ ε× 22mn

n2
× ε−(1−u).

It follows that the second sum is upper bounded by Cεu.
Since

∥∥∂jh ∗ φi
ε

∥∥
∞ ≤ C ‖h‖∞, it follows that

dk−1(μ ∗ φi
ε, μδn,ε

∗ φi
ε) ≤ Cdk(μ, μδn,ε

) ≤ C

λq+1,m,p(δn,ε)η
=

Cn2

22mnη
εη(1−u).
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Since 2mη > q + k + d/p∗, the first sum is convergent also, and is upper bounded
by Cεη(1−u). We conclude that∥∥∂i(g ∗ φi

ε)
∥∥
p
≤ Cεη(1−u) + Cεu.

In order to optimize we take u = η/(1 + η). �

3.3 Random variables and integration by parts

In this section we work in the framework of random variables. For a random
variable F we denote by μF the law of F , and if μF is absolutely continuous
we denote by pF its density. We will use Theorem 3.2.4 for μF so we will look
for a family of random variables Fδ, δ > 0, such that the associated family of
laws μFδ

, δ > 0 satisfies the hypothesis of that theorem. Sometimes it is easy
to construct such a family with explicit densities pFδ

, and then (3.18) can be
checked directly. But sometimes pFδ

is not known, and then the integration by
parts machinery developed in Chapter 1 is quite useful in order to prove (3.18).
So, we recall the abstract definition of integration by parts formulas and the useful
properties from Chapter 1. We have already applied these results and got estimates
that we used in essential manner in Chapter 2. Here we use a variant of these
results (specifically, of Theorem 2.3.1) which employs other norms that are more
interesting to be handled in this special context. Let us be more precise.

We consider a random vector F = (F1, . . . , Fd) and a random variable G.
Given a multiindex α = (α1, . . . , αk) ∈ {1, . . . , d}k and for p ≥ 1 we say that
IBPα,p(F,G) holds if one can find a random variable Hα(F ;G) ∈ Lp such that for
every f ∈ C∞(Rd) we have

E
(
∂αf(F )G

)
= E
(
f(F )Hα(F ;G)

)
. (3.20)

The weight Hα(F ;G) is not uniquely determined: the one which has the lowest
possible variance is E(Hα(F ;G) | σ(F )). This quantity is uniquely determined. So
we denote

θα(F,G) = E
(
Hα(F ;G) | σ(F )

)
. (3.21)

For m ∈ N and p ≥ 1, we denote by Rm,p the class of random vectors F ∈ R
d

such that IBPα,p(F, 1) holds for every multiindex α with |α| ≤ m. We define the
norm

|||F |||m,p = ‖F‖p +
∑

|α|≤m

‖θα(F, 1)‖p . (3.22)

Notice that, by Hölder’s inequality, ‖E(Hα(F, 1) | σ(F ))‖p ≤ ‖Hα(F, 1)‖p. It fol-
lows that, for every choice of the weights Hα(F, 1), we have

|||F |||m,p ≤ ‖F‖p +
∑

|α|≤m

‖Hα(F, 1)‖p . (3.23)
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Theorem 3.3.1. Let m ∈ N and p > d. Let F ∈ ⋂p̄≥1 L
p̄(Ω). If F ∈ Rm+1,p,

then the law of F is absolutely continuous and the density pF belongs to Cm(Rd).
Moreover, suppose that F ∈ Rm+1,2(d+1). Then, there exists a universal constant
C (depending on d and m only) such that, for every multiindex α with |α| ≤ m
and every k ∈ N,

|∂αpF (x)| ≤ C |||F |||d2−1
1,2(d+1) |||F |||m+1,2(d+1)

(
1 + ‖F‖

k
2p

k

)(
1 + |x| )− k

2p . (3.24)

In particular, for every q ≥ 1, k ∈ N, there exists a universal constant C (depen-
ding on d,m, k, and p only) such that

‖pF ‖m,k,q ≤ C |||F |||d2−1
1,2(d+1) |||F |||m+1,2(d+1)

(
1 + ‖F‖2(k+d+1)

4p(k+d+1)

)
. (3.25)

Proof. The statements follow from the results in Chapter 1. In order to see this
we have to explain the relation between the notation used there and the one used
here: we work with the probability measure μF (dx) = P(F ∈ dx) and in Chapter 1
we used the notation ∂μF

α g(x) = (−1)|α|E(Hα(F ; g(F )) | F = x).
The fact F ∈ Rm+1,p is equivalent to 1 ∈ Wm+1,p

μF
so, the fact that F ∼

pF (x)dx with pF ∈ Cm(Rd) is proved in Theorem 1.5.2 (take there φ ≡ 1). Con-
sider now a function ψ ∈ C∞

b (Rd) such that 1B1
≤ ψ ≤ 1B2

, where Br denotes the
ball of radius r centered at 0. In Remark 1.6.2 we have given the representation
formula

∂αpF (x) =

d∑
i=1

E
(
∂iQd(F − x)θ(α,i)

(
F ;ψ(F − x)

)
1B2

(F − x)
)
,

where Qd is the Poisson kernel on R
d and, for a multiindex α = (α1, . . . , αk), we

set (α, i) = (α1, . . . , αk, i) as usual. Using Hölder’s inequality with p > d we obtain

∣∣∂αpF (x)∣∣ ≤ d∑
i=1

∥∥∂iQd(F − x)
∥∥
p∗

∥∥θ(α,i)(F ;ψ(F − x)
)
1B2(F − x)

∥∥
p
,

where p∗ stands for the conjugate of p. We now take p = d + 1 so that p∗ =
(d+ 1)/d ≤ 2, and we apply Theorem 1.4.1: by using the norms in (3.22) and the
estimate (3.23), we get∥∥∂iQd(F − x)

∥∥
p∗

≤ C |||F |||d2−1
1,2(d+1) .

Moreover, by the computational rules in Proposition 1.1.1, we have

θi(F, fg(F )) = f(F )θi(F, g(F )) + (g∂if)(F ).

Since ψ ∈ C∞
b (Rd), setting φx(·) = φ(· − x) the above formula yields∥∥θ(α,i)(F ;ψ(F − x)

)
1B2

(F − x)
∥∥
p
≤ ∥∥θ(α,i)(F ;ψ(F − x))

∥∥
2p

P
( |F − x| ≤ 2

) 1
2p

≤ Cψ |||F ||||α|+1,2p P
( |F − x| ≤ 2

) 1
2p .



3.3. Random variables and integration by parts 93

For |x| ≥ 4

P
( |F − x| ≤ 2

) ≤ P

(
|F | ≥ 1

2
|x|
)

≤ 2k

|x|k
E(|F |k)

and the proof is complete. �
We are now ready to state Theorem 3.2.4 in terms of random variables.

Theorem 3.3.2. Let k, q ∈ N, m ∈ N∗, p > 1, and let p∗ denote the conjugate of p.
Let F, Fδ, δ > 0, be random variables and let μF , μFδ

, δ > 0, denote the associated
laws. Suppose that F ∈ ⋂p̄≥1 L

p̄(Ω).

(i) Suppose that Fδ ∈ R2m+q+1,2(d+1), δ > 0, and that there exist C > 0 and
θ ≥ 0 such that

|||Fδ|||n,2(d+1) ≤ Cδ−θn for every n ≤ 2m+ q + 1, (3.26)

dk
(
μF , μFδ

) ≤ Cδθη(d
2+q+1+2m) for some η > q+k+d/p∗

2m . (3.27)

Then, μF (dx) = pF (x)dx with pF ∈ W q,p.

(ii) Let μF , μFδ
, δ > 0, be such that

E(|F |) + sup
δ

E(|Fδ|) < ∞. (3.28)

Suppose that Fδ ∈ R2m+q+2,2(d+1), δ > 0, and that there exist C > 0 and
θ ≥ 0 such that

|||Fδ|||n,2(d+1) ≤ Cδ−θn for every n ≤ 2m+ q + 2,

dk
(
μF , μFδ

) ≤ Cδθη(d
2+q+2+2m) for some η > q+k+d/p∗

2m .

Then, for every multiindex α with |α| = q and every s < sη(q, k,m, p), we
have ∂αpF ∈ Bs,p, where Bs,p is the Besov space of index s and sη(q, k,m, p)
is given in (3.19).

Proof. Let n ∈ N, l ∈ N, and p > 1 be fixed. By using (3.25) and (3.26), we obtain

‖pF ‖n,l,p ≤ Cδ−θ(d2+n). So, as a consequence of (3.27) we obtain

‖pF ‖η2m+q,2m,p dk
(
μF , μFδ

) ≤ C.

Now the statements follow by applying Theorem 3.2.3 and Theorem 3.2.4. �
Remark 3.3.3. In the previous theorem we assumed that all the random vari-
ables Fδ, δ > 0, are defined on the same probability space (Ω,F ,P). But this
is just for simplicity of notations. In fact the statement concerns just the law of
(Fδ, Hα(Fδ, 1), |α| ≤ m), so we may assume that each Fδ is defined on a different
probability space (Ωδ,Fδ,Pδ). This remark is used in [6]: there, we have a unique
random variable F on a measurable space (Ω,F) and we look at the law of F
under different probability measures Pδ, δ > 0, on (Ω,F).
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3.4 Examples

3.4.1 Path dependent SDE’s

We denote by C(R+;R
d) the space of continuous functions from R+ to R

d, and
we consider some measurable functions

σj , b : C
(
R+;R

d
) −→ C

(
R+;R

d
)
, j = 1, . . . , n

which are adapted to the standard filtration given by the coordinate functions.
We set

σj(t, ϕ) = σj(ϕ)t and b(t, ϕ) = b(ϕ)t, j = 1, . . . , n, t ≥ 0, ϕ ∈ C
(
R+;R

d
)
.

Then we look at the process solution to the equation

dXt =

n∑
j=1

σj(t,X)dW j
t + b(t,X)dt, (3.29)

where W = (W 1, . . . ,Wn) is a standard Brownian motion. If σj and b satisfy some
Lipschitz continuity property with respect to the supremum norm on C(R+;R

d),
then this equation has a unique solution. But we do not want to make such an hy-
pothesis here, so we just consider an adapted process Xt, t ≥ 0, that verifies (3.29).

We assume that σj and b are bounded. For s < t we denote

Δs,t(w) = sup
s≤u≤t

|wu − ws| , w ∈ C
(
R+;R

d
)
,

and we assume that there exists h,C > 0 such that∣∣σj(t, w)− σj(s, w)
∣∣ ≤ C

∣∣Δs,t(w)
∣∣h, ∀j = 1, . . . , n. (3.30)

Moreover, we assume that there exists some λ > 0 such that

σσ∗(t, w) ≥ λ ∀t ≥ 0, w ∈ C
(
R+;R

d
)
. (3.31)

Theorem 3.4.1. Suppose that (3.30) and (3.31) hold. Let p > 1 be such that p −
1 < hp/2d. Then, for every T > 0, the law of XT is absolutely continuous with
respect to the Lebesgue measure and the density pT belongs to Bs,p for some s > 0
depending on p and h.

Remark 3.4.2. In the particular case of standard SDE’s we have σj(t, w) = σj(wt)

and a sufficient condition for (3.30) to hold is |σj(x)−σj(y)| ≤ C |x− y|h.
Remark 3.4.3. The proof we give below works for general Itô processes; however,
we restrict ourself to SDE’s because this is the most familiar example.
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Proof of Theorem 3.4.1. During this proof C is a constant depending on ‖b‖∞,
‖σj‖∞, and on the constants in (3.30) and (3.31), and which may change from a
line to another. We take δ > 0 and define

Xδ
T = XT−δ +

n∑
j=1

σj

(
T − δ,X

)(
W j

T −W j
T−δ

)
.

Using (3.30) it follows that, for T − δ ≤ t ≤ T , we have (for small δ > 0)

E
(∣∣XT −Xδ

T

∣∣2) ≤ Cδ2 +

∫ T

T−δ

E
(∣∣σj(t,X)− σj(T − δ,X)

∣∣2)dt
≤ Cδ2 + CδE

(
ΔT−δ,T (X)2h

) ≤ Cδ1+h,

so
d1
(
μXT

, μXδ
T

) ≤ E
(∣∣XT −Xδ

T

∣∣) ≤ Cδ
1
2 (1+h),

where μXT
and μXδ

T
denote the law of XT and of Xδ

T , respectively.

Moreover, conditionally to σ(Wt, t ≤ T − δ), the law of Xδ
T is Gaussian with

covariance matrix larger than λ > 0. It follows that the law of Xδ
T is absolutely

continuous. And, for every m ∈ N and every multiindex α, the density pδ verifies

‖pδ‖2m+1,2m,p ≤ Cδ−
1
2 (2m+1).

We will use Theorem 3.2.4 with q = 0 and k = 1. Take ε > 0 and

η =
1 + d/p∗ + ε

2m
>

1 + d/p∗
2m

.

Then we obtain

‖pδ‖η2m+q+1,2m,p d1
(
μXT

, μXδ
T

) ≤ Cδ
1
2 (1+h)− 1

2 (2m+1)η,

where

θ =
1

2
(1 + h)− 1

2
(2m+ 1)

1 + d/p∗ + ε

2m
.

We may take m as large as we want and ε as small as we want so we obtain
θ ≥ h/2− d/p∗ and this quantity is strictly larger than zero if h/2 > d(p− 1)/p.
And this is true by our assumptions on p. �

3.4.2 Diffusion processes

In this subsection we restrict ourselves to standard diffusion processes, thus σj , b :
R

d → R
d, j = 1, . . . , n, and the equation is

dXt =

n∑
j=1

σj(Xt)dW
j
t + b(Xt)dt. (3.32)
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We consider h > 0 and q ∈ N and we denote by Cq,h
b (Rd) the space of those

functions which are q times differentiable, bounded, and with bounded derivatives,
and the derivatives of order q are Hölder continuous of order h.

Theorem 3.4.4. Suppose that σj ∈ Cq,h
b (Rd), j = 1, . . . , n, and b ∈ Cq−1,h

b (Rd) for
some q ∈ N (in the case q = 0, σj is just Hölder continuous of index h, and b is
just measurable and bounded). Suppose also that

σσ∗(x) ≥ λ > 0 ∀x ∈ R
d. (3.33)

Then for every T > 0 the law of XT is absolutely continuous with respect to the
Lebesgue measure, and the density pT belongs to W q,p with 1 < p < d/(d − h).
Moreover, there exists s∗ (depending on q, p and which may be computed explicitly)
such that, for every multiindex α of length q, we have ∂αpT ∈ Bs,p for s < s∗.

Proof. We treat only the case q = 1 (the general case is analogous). During this
proof C is a constant which depends on the upper bounds of σj , b, and their
derivatives, on the Hölder constant, and on the constants in (3.33). We take δ > 0
and define

Xδ
T = XT−δ +

n∑
j=1

σj

(
XT−δ

)(
W j

T −W j
T−δ

)
+

n∑
j,k=1

∂σk
σj

(
XT−δ

) ∫ T

T−δ

(
W j

t −W j
T−δ

)
dW k

t + b
(
XT−δ

)
δ,

with ∂σk
σj =

∑d
i=1 σ

i
k∂iσj . Then,

XT −Xδ
T =

n∑
j,k=1

∫ T

T−δ

∫ t

T−δ

(
∂σk

σj(Xs)− ∂σk
σj(XT−δ)

)
dW k

s dW
j
t

+

n∑
j=1

∫ T

T−δ

∫ t

T−δ

(
∂bσj(Xs)− ∂bσj(XT−δ)

)
dsdW j

t

+

∫ T

T−δ

(b(Xt)− b(XT−δ))dt.

It follows that

E
(∣∣XT −Xδ

T

∣∣2) ≤ C

∫ T

T−δ

∫ t

T−δ

E
(∣∣Xs −XT−δ

∣∣2h)dsdt
+ Cδ

∫ T

T−δ

E
(∣∣Xt −XT−δ

∣∣2h)dt
≤ Cδ2E

(
sup

T−δ≤t≤T

∣∣Xt −XT−δ

∣∣2h) ≤ Cδ2+h
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and, consequently,
d1
(
XT , X

δ
T

) ≤ Cδ1+h/2.

We have to control the density of the law of Xδ
T . But now we no longer have an

explicit form for this density (as in the proof of the previous example) so, we have
to use integration by parts formulas built using Malliavin calculus for Wt−WT−δ,
t ∈ (T − δ, T ), conditionally to σ(Wt, t ≤ T − δ). This is a standard easy exercise,
and we obtain

E
(
∂αf(X

δ
T )
)
= E
(
f(Xδ

T )Hα(XT , 1)
δ)
)
,

where Hα(X
δ
T , 1) is a suitable random variable which verifies∥∥Hα(X

δ
T , 1)
∥∥
p
≤ Cδ−

1
2 |α|.

Here, δ appears because we use Malliavin calculus on an interval of length δ. The
above estimate holds for each p ≥ 1 and for each multiindex α (notice that, since we
work conditionally to σ(Wt, t ≤ T − δ), σj(XT−δ) and b(XT−δ) are not involved
in the calculus —they act as constants). We conclude that Xδ

T verifies (3.28)
and (3.26). We fix now p > 1 and m ∈ N. Then the hypothesis (3.27) (with q = 1
and k = 1) reads

δ1+
h
2 ≤ Cδ

η
2 (d

2+1+2m), with η >
2 + d

p∗

2m
.

This is possible if

1 +
h

2
>

(
1 +

d

2p∗

)(
1 +

d2 + 1

2m

)
.

Since we can choose m as large as we want, the above inequality can be achieved
if p > 1 is sufficiently small in order to have h > d/p∗. Now, we use Theorem 3.3.2
and we conclude. �

Remark 3.4.5. In the proof of Theorem 3.4.4 we do not have an explicit expression
of the density of the law of Xδ

T so, this is a situation where the statement of our
criterion in terms of integration by parts becomes useful.

Remark 3.4.6. The results in the previous theorems may be proved for diffusions
with boundary conditions and under a local regularity hypothesis. Hörmander non-
degeneracy conditions may also be considered, see [6]. Since this developments are
rather technical, we leave them out here.

3.4.3 Stochastic heat equation

In this section we investigate the regularity of the law of the solution to the
stochastic heat equation introduced by Walsh in [48]. Formally this equation is

∂tu(t, x) = ∂2
xu(t, x) + σ(u(t, x))W (t, x) + b(u(t, x)), (3.34)
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where W denotes a white noise on R+ × [0, 1]. We consider Neumann bound-
ary conditions, that is ∂xu(t, 0) = ∂xu(t, 1) = 0, and the initial condition is
u(0, x) = u0(x). The rigorous formulation to this equation is given by the mild
form constructed as follows. Let Gt(x, y) be the fundamental solution to the deter-
ministic heat equation ∂tv(t, x) = ∂2

xv(t, x) with Neumann boundary conditions.
Then u satisfies

u(t, x) =

∫ 1

0

Gt(x, y)u0(y)dy +

∫ t

0

∫ 1

0

Gt−s(x, y)σ(u(s, y))dW (s, y) (3.35)

+

∫ t

0

∫ 1

0

Gt−s(x, y)b(u(s, y))dyds,

where dW (s, y) is the Itô integral introduced by Walsh. The function Gt(x, y) is
explicitly known (see [11, 48]), but here we will use just the few properties listed
below (see the appendix in [11] for the proof). More precisely, for 0 < ε < t, we
have ∫ t

t−ε

∫ 1

0

G2
t−s(x, y)dyds ≤ Cε1/2. (3.36)

Moreover, for 0 < x1 < · · · < xd < 1 there exists a constant C depending on
mini=1,...,d(xi − xi−1) such that

Cε1/2 ≥ inf
|ξ|=1

∫ t

t−ε

∫ 1

0

( d∑
i=1

ξiGt−s(xi, y)

)2

dyds ≥ C−1ε1/2. (3.37)

This is an easy consequence of the inequalities (A2) and (A3) from [11].
In [42], sufficient conditions for the absolute continuity of the law of u(t, x) for

(t, x) ∈ (0,∞)× [0, 1] are given; and, in [11], under appropriate hypotheses, a C∞

density for the law of the vector (u(t, x1), . . . , u(t, xd)) with (t, xi) ∈ (0,∞)×{σ �=
0}, i = 1, . . . , d, is obtained. The aim of this subsection is to obtain the same
type of results, but under much weaker regularity hypothesis on the coefficients.
We can discuss, first, the absolute continuity of the law and, further, under more
regularity hypotheses on the coefficients, the regularity of the density. Here, in
order to avoid technicalities, we restrict ourself to the absolute continuity property.
We also assume global ellipticity, i.e.,

σ(x) ≥ cσ > 0 for every x ∈ [0, 1]. (3.38)

A local ellipticity condition may also be used but, again, this gives more techni-
cal complications that we want to avoid. This is somehow a benchmark for the
efficiency of the method developed in the previous sections.

We assume the following regularity hypothesis: σ, b are measurable and boun-
ded functions and there exists h,C > 0 such that∣∣σ(x)− σ(y)

∣∣ ≤ C
∣∣x− y

∣∣h, for every x, y ∈ [0, 1]. (3.39)
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This hypothesis is not sufficient in order to ensure existence and uniqueness for the
solution to (3.35) (one also needs σ and b to be globally Lipschitz continuous). So,
in the following we will just consider a random field u(t, x), (t, x) ∈ (0,∞)× [0, 1]
which is adapted to the filtration generated by W (see Walsh [48] for precise
definitions) and which solves (3.35).

Proposition 3.4.7. Suppose that (3.38) and (3.39) hold. Then, for every 0 < x1 <
· · · < xd < 1 and T > 0, the law of the random vector U = (u(T, x1), . . . , u(T, xd))
is absolutely continuous with respect to the Lebesgue measure. Moreover, if p > 1
is such that p− 1 < hp/d, then the density pU belongs to the Besov space Bs,p for
some s > 0 depending on h and p.

Proof. Given 0 < ε < T , we decompose

u(T, x) = uε(T, x) + Iε(T, x) + Jε(T, x), (3.40)

with

uε(T, x) =

∫ 1

0

Gt(x, y)u0(y)dy +

∫ T

0

∫ 1

0

GT−s(x, y)σ
(
u(s ∧ (T − ε), y)

)
dW (s, y)

+

∫ T−ε

0

∫ 1

0

GT−s(x, y)b(u(s, y))dyds,

Iε(T, x) =

∫ T

T−ε

∫ 1

0

GT−s(x, y)
(
σ(u(s, y))− σ(u(s ∧ (T − ε), y))

)
dW (s, y),

Jε(T, x) =

∫ T

T−ε

∫ 1

0

GT−s(x, y)b(u(s, y))dyds.

Step 1. Using the isometry property (3.39) and (3.36),

E |Iε(T, x)|2 =

∫ T

T−ε

∫ 1

0

G2
T−s(x, y)E

(
σ(u(s, y)− σ(u(s ∧ (T − ε), y)))2

)
dyds

≤ C

∫ T

T−ε

∫ 1

0

G2
T−s(x, y)E

(
sup

T−δ≤s≤T

∣∣u(s, y)− u(T − δ, y)
∣∣2h)dyds

≤ Cε
1
2 (1+h),

where the last inequality is a consequence of the Hölder property of u(s, y) with
respect to s. One also has

E
∣∣Jε(T, x)∣∣2 ≤ ‖b‖2∞

(∫ T

T−ε

∫ 1

0

GT−s(x, y)dyds

)2

≤ Cε2

so, finally,

E
∣∣u(T, x)− uε(T, x)

∣∣2 ≤ Cε
1
2 (1+h).
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Let μ be the law of U = (u(T, x1), . . . , u(T, xd)) and με be the law of Uε =
(uε(T, x1), . . . , uε(T, xd)). Using the above estimate we obtain

d1(μ, με) ≤ Cε
1
4 (1+h). (3.41)

Step 2. Conditionally to FT−ε, the random vector Uε = (uε(T, x1), . . . , uε(T, xd))
is Gaussian with covariance matrix

Σi,j(Uε) =

∫ T

T−ε

∫ 1

0

GT−s(xi, y)GT−s(xj , y)σ
2
(
u(s ∧ (T − ε), y)

)
dyds,

for i, j = 1, . . . , d. By (3.37),

C
√
ε ≥ Σ(Uε) ≥ 1

C

√
ε

where C is a constant depending on the upper bounds of σ, and on cσ.
We use now the criterion given in Theorem 3.2.4 with k = 1 and q = 0. Let

pUε be the density of the law of Uε. Conditionally to FT−ε, this is a Gaussian
density and direct estimates give

‖pUε
‖2m+1,2m,p ≤ Cε−(2m+1)/4 ∀m ∈ N.

We now take ε > 0 and η = (1 + d/p∗ + ε)/2m > (1 + d/p∗)/2m, and we write

‖pUε
‖η2m+1,2m,p d1(μ, με) ≤ Cε(1+h)/4−η(2m+1)/4.

Finally, for sufficiently large m ∈ N and sufficiently small ε > 0, we have

1

4
(1 + h)− 1

4
η(2m+ 1) ≥ 1

4
(1 + h)− 2m+ 1

2m
× 1 + d/p∗ + ε

4
≥ 0. �

3.5 Appendix A:
Hermite expansions and density estimates

The aim of this Appendix is to give the proof of Proposition 3.2.1. Actually, we
are going to prove more. Recall that, for μ ∈ M and μn(x) = fn(x)dx, n ∈ N, and
for p > 0 (with p∗ the conjugate of p) we consider

πq,k,m,p(μ, (μn)n) =

∞∑
n=0

2n(q+k+d/p∗)dk(μ, μn) +

∞∑
n=0

1

22nm
‖fn‖2m+q,2m,p .

Our goal is to prove the following result.

Proposition 3.5.1. Let q, k ∈ N, m ∈ N∗, and p > 1. There exists a universal
constant C (depending on q, k,m, d, and p) such that, for every f, fn ∈ C2m+q(Rd),
n ∈ N, one has

‖f‖q,p ≤ Cπq,k,m,p

(
μ, (μn)n

)
, (3.42)

where μ(x) = f(x)dx and μn(x) = fn(x)dx.
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The proof of Proposition 3.5.1 will follow from the next results and properties
of Hermite polynomials, so we postpone it to the end of this appendix.

We begin with a review of some basic properties of Hermite polynomials and
functions. The Hermite polynomials on R are defined by

Hn(t) = (−1)net
2 dn

dtn
e−t2 , n = 0, 1, . . .

They are orthogonal with respect to e−t2dt. We denote the L2 normalized Hermite
functions by

hn(t) =
(
2nn!

√
π
)−1/2

Hn(t)e
−t2/2

and we have∫
R

hn(t)hm(t)dt = (2nn!
√
π)−1

∫
R

Hn(t)Hm(t)e−t2dt = δn,m.

The Hermite functions form an orthonormal basis in L2(R). For a multiindex
α = (α1, . . . , αd) ∈ N

d, we define the d-dimensional Hermite function as

Hα(x) :=

d∏
i=1

hαi
(xi), x = (x1, . . . , xd).

The d-dimensional Hermite functions form an orthonormal basis in L2(Rd). This
corresponds to the chaos decomposition in dimension d (but the notation we gave
above is slightly different from the one customary in probability theory; see [33, 41,
44], where Hermite polynomials are used. We can come back by a renormalization).

The Hermite functions are the eigenvectors of the Hermite operatorD = −Δ+|x|2,
where Δ denotes the Laplace operator. We have

DHα =
(
2 |α|+ d

)Hα, with |α| = α1 + · · ·+ αd. (3.43)

We denote Wn = Span{Hα : |α| = n} and we have L2(Rd) =
⊕∞

n=0 Wn.
For a function Φ: Rd × R

d → R and a function f : Rd → R, we use the
notation

Φ � f(x) =
∫
Rd

Φ(x, y)f(y)dy.

We denote by Jn the orthogonal projection on Wn, and then we have

Jnv(x) = H̄n � v(x) with H̄n(x, y) :=
∑
|α|=n

Hα(x)Hα(y). (3.44)

Moreover, we consider a function a : R+ → R whose support is included in [ 14 , 4]
and we define

H̄a
n(x, y) =

∞∑
j=0

a

(
j

4n

)
H̄j(x, y) =

4n+1−1∑
j=4n−1+1

a

(
j

4n

)
H̄j(x, y), x, y ∈ R

d,



102 Chapter 3. Regularity of probability laws by using an interpolation method

the last equality being a consequence of the assumption on the support of a.
The following estimate is a crucial point in our approach. It has been proved

in [23, 24, 43] (we refer to [43, Corollary 2.3, inequality (2.17)]).

Theorem 3.5.2. Let a : R+ → R+ be a nonnegative C∞ function with the support

included in [1/4, 4]. We denote ‖a‖l =
∑l

i=0 supt≥0

∣∣a(i)(t)∣∣. For every multiindex
α and every k ∈ N there exists a constant Ck (depending on k, α, d) such that, for
every n ∈ N and every x, y ∈ R

d,∣∣∣∣ ∂|α|

∂xα
H̄a

n(x, y)

∣∣∣∣ ≤ Ck ‖a‖k
2n(|α|+d)

(1 + 2n |x− y|)k . (3.45)

Following the ideas in [43], we consider a function a : R+ → R+ of class C∞
b

with the support included in [1/4, 4] and such that a(t)+a(4t) = 1 for t ∈ [1/4, 1].
We construct a in the following way: we take a function a : [0, 1] → R+ with
a(t) = 0 for t ≤ 1/4 and a(1) = 1. We choose a such that a(l)(1/4+) = a(l)(1−) = 0
for every l ∈ N. Then, we define a(t) = 1 − a(t/4) for t ∈ [1, 4] and a(t) = 0 for
t ≥ 4. This is the function we will use in the following. Notice that a has the
property:

∞∑
n=0

a

(
t

4n

)
= 1 ∀t ≥ 1. (3.46)

In order to check this we fix nt such that 4nt−1 ≤ t < 4nt and we notice that
a(t/4n) = 0 if n /∈ {nt − 1, nt}. So,

∑∞
n=0 a(t/4

n) = a(4s) + a(s) = 1, with
s = t/4nt ∈ [ 14 , 1]. In the following we fix a function a and the constants in our
estimates will depend on ‖a‖l for some fixed l. Using this function we obtain the
following representation formula:

Proposition 3.5.3. For every f ∈ L2(Rd) one has that

f =
∞∑

n=0

H̄a
n � f,

the series being convergent in L2(Rd).

Proof. We fix N and denote

Sa
N =

N∑
n=1

H̄a
n � f, SN =

4N∑
j=1

H̄j � f, and Ra
N =

4N+1∑
j=4N+1

(H̄j � f)a
(

j

4N+1

)
.

Let j ≤ 4N+1. For n ≥ N + 2 we have a(j/4n) = 0. So, using (3.46), we obtain

N∑
n=1

a

(
j

4n

)
=

∞∑
n=1

a

(
j

4n

)
− a

(
j

4N+1

)
= 1− a

(
j

4N+1

)
.
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Moreover, for j ≤ 4N , we have a(j/4N+1) = 0. It follows that

Sa
N =

N∑
n=1

∞∑
j=0

a

(
j

4n

)
H̄j � f =

N∑
n=1

4N+1∑
j=0

a

(
j

4n

)
H̄j � f =

4N+1∑
j=0

(H̄j � f)
N∑

n=1

a

(
j

4n

)

=

4N+1∑
j=0

H̄j � f −
4N+1∑

j=4N+1

(H̄j � f
)
a

(
j

4N+1

)
= SN+1 −Ra

N .

One has SN → f in L2 and ‖Ra
N‖2 ≤ ‖a‖∞

∑4N+1

j=4N+1

∥∥H̄j � f
∥∥
2
→ 0, so the proof

is complete. �

In the following we consider the function ρn(z) =
(
1 + 2n |z| )−(d+1)

, and we
will use the following properties (recall that ∗ denotes convolution):

‖ρn ∗ f‖p ≤ ‖ρn‖1 ‖f‖p ≤ C

2nd
‖f‖p and ‖ρn‖p ≤ C

2nd/p
. (3.47)

Proposition 3.5.4. Let p > 1 and let p∗ be the conjugate of p. Let α be a multiindex.

(i) There exists a universal constant C (depending on α, d, and p) such that

a)
∥∥∂αH̄a

n � f∥∥
p
≤ C ‖a‖d+1 × 2n|α| ‖f‖p ,

b)
∥∥∂αH̄a

n � f∥∥∞ ≤ C ‖a‖d+1 × 2n(|α|+d/p∗) ‖f‖p∗ .
(3.48)

(ii) Let m ∈ N∗. There exists a universal constant C (depending on α,m, d, and
p) such that ∥∥H̄a

n � ∂αf
∥∥
p
≤ C ‖a‖2d+1

4nm
‖f‖2m+|α|,2m,p . (3.49)

(iii) Let k ∈ N. There exists a universal constant C (depending on α, k, d, and p)
such that∥∥H̄a

n � ∂α(f − g)
∥∥
p
≤ C ‖a‖d+1 × 2n(|α|+k+d/p∗)dk(μf , μg). (3.50)

Proof. (i) Using (3.45) with k = d+ 1, we get∣∣∂αH̄a
n � f(x)∣∣ ≤ C2n(|α|+d) ‖a‖d+1

∫
ρn(x− y) |f(y)| dy. (3.51)

Then, using (3.47), we obtain∥∥∂αH̄a
n � f∥∥

p
≤ C2n(|α|+d) ‖a‖d+1 ‖ρn ∗ |f |‖p ≤ C2n(|α|+d) ‖a‖d+1 ‖ρn‖1 ‖f‖p
≤ C2n|α| ‖a‖d+1 ‖f‖p
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and (a) is proved. Again by (3.51) and using Hölder’s inequality, we obtain∣∣∂αH̄a
n � f(x)∣∣ ≤ C ‖a‖d+1 2

n(|α|+d)

∫
ρn(x− y) |f(y)| dy

≤ C ‖a‖d+1 2
n(|α|+d) ‖ρn‖p ‖f‖p∗ .

Using the second inequality in (3.47), (b) is proved as well.

(ii) We define the functions am(t) = a(t)t−m. Since a(t) = 0 for t ≤ 1/4 and
for t ≥ 4, we have ‖am‖d+1 ≤ Cm,d ‖a‖d+1. Moreover, DH̄j � v = (2j + d)H̄j � v,
so we obtain

H̄j � v =
1

2j
(D − d)H̄j � v.

We denote Lm,α=(D−d)m∂α. Notice that Lm,α =
∑

|β|≤2m

∑
|γ|≤2m+|α| cβ,γx

β∂γ ,
where cβ,γ are universal constants. It follows that there exists a universal constant
C such that

‖Lm,αf‖(p) ≤ C ‖f‖2m+|α|,2m,p . (3.52)

We take now v ∈ Lp∗ and write

〈
v, H̄a

n � (∂αf)
〉
=
〈H̄a

n � v, ∂αf
〉
=

∞∑
j=0

a

(
j

4n

)〈H̄j � v, ∂αf
〉

=

∞∑
j=1

a

(
j

4n

)
1

(2j)m
〈
(D − d)mH̄j � v, ∂αf

〉
=

1

2m
× 1

4nm

∞∑
j=1

am

(
j

4n

)〈H̄j � v, Lm,αf
〉

=
1

2m
× 1

4nm
〈H̄am

n � v, Lm,αf
〉
.

Using the decomposition in Proposition 3.5.3, we write Lm,αf =
∑∞

j=0 H̄a
j �Lm,αf .

For j < n − 1 and for j > n + 1 we have
〈H̄am

n � v, H̄a
j � Lm,αf

〉
= 0. So, using

Hölder’s inequality,

∣∣〈v, H̄a
n � (∂αf)

〉∣∣ ≤ 1

4nm

n+1∑
j=n−1

∣∣〈H̄am
n � v, H̄a

j � Lm,αf
〉∣∣

≤ 1

4nm

n+1∑
j=n−1

∥∥H̄am
n � v∥∥

p∗

∥∥H̄a
j � Lm,αf

∥∥
p
.

Using item (i)(a) with α equal to the empty index, we obtain∥∥H̄am
n � v∥∥

p∗
≤ C ‖am‖d+1 ‖v‖p∗ ≤ C × Cm,d ‖a‖d+1 ‖v‖p∗ .
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Moreover, we have∥∥H̄a
j � Lm,αf

∥∥
p
≤ C ‖a‖d+1 ‖Lm,αf‖p ≤ C ‖a‖d+1 ‖f‖2m+|α|,2m,p ,

the last inequality being a consequence of (3.52). We obtain

∣∣〈v, H̄a
n � (∂αf)

〉∣∣ ≤ C ‖a‖2d+1

4nm
‖v‖p∗ ‖f‖2m+|α|,2m,p

and, since Lp is reflexive, (3.49) is proved.

(iii) Write∣∣〈v, H̄a
n � (∂α(f − g))

〉∣∣ = ∣∣〈H̄a
n � v, ∂α(f − g)

〉∣∣ = ∣∣〈∂αH̄a
n � v, f − g)

〉∣∣
=

∣∣∣∣ ∫ ∂αH̄a
n � vdμf −

∫
∂αH̄a

n � vdμg

∣∣∣∣.
We use (3.48)(b) and get∣∣∣∣ ∫ ∂αH̄a

n � vdμf −
∫

∂αH̄a
n � vdμg

∣∣∣∣ ≤ ∥∥∂αH̄a
n � v∥∥

k,∞ dk(μf , μg)

≤ ∥∥H̄a
n � v∥∥

k+|α|,∞ dk(μf , μg)

≤ C ‖a‖d+1 2
n(k+|α|+d/p∗) ‖v‖p∗ dk(μf , μg),

which implies (3.50). �

We are now ready to prove Proposition 3.5.1.

Proof of Proposition 3.5.1. Let α be a multiindex with |α| ≤ q. Using Proposi-
tion 3.5.3,

∂αf =

∞∑
n=1

H̄a
n � ∂αf =

∞∑
n=1

H̄a
n � ∂α(f − fn) +

∞∑
n=1

H̄a
n � ∂αfn

and, using (3.50) and (3.49),

‖∂αf‖p ≤
∞∑

n=1

∥∥H̄a
n � ∂α(f − fn)

∥∥
p
+

∞∑
n=1

∥∥H̄a
n � ∂αfn

∥∥
p

≤ C

∞∑
n=1

2n(|α|+k+d/p∗)dk(μf , μfn) + C

∞∑
n=1

1

22nm
‖fn‖2m+|α|,2m,p .

Hence, (3.42) is proved. �
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3.6 Appendix B:
Interpolation spaces

In this Appendix we prove that the space Sq,k,m,p is an interpolation space between

W k,∞
∗ (the dual of W k,∞) and W q,2m,p. To begin with, we recall the framework

of interpolation spaces.
We are given two Banach spaces (X, ‖·‖X), (Y, ‖·‖Y ) with X ⊂ Y (with

continuous embedding). We denote by L(X,X) the space of linearly bounded
operators from X into itself, and we denote by ‖L‖X,X the operator norm. A
Banach space (W, ‖·‖W ) such that X ⊂ W ⊂ Y (with continuous embedding)
is called an interpolation space for X and Y if L(X,X) ∩ L(Y, Y ) ⊂ L(W,W )
(with continuous embedding). Let γ ∈ (0, 1). If there exists a constant C such

that ‖L‖W,W ≤ C ‖L‖γX,X ‖L‖1−γ
Y,Y for every L ∈ L(X,X) ∩ L(Y, Y ), then W

is an interpolation space of order γ. And if we can take C = 1, then W is an
exact interpolation space of order γ. There are several methods for constructing
interpolation spaces. We focus here on the so-called K-method. For y ∈ Y and
t > 0 define K(y, t) = infx∈X(‖y − x‖Y + t ‖x‖X) and

‖y‖γ =

∫ ∞

0

t−γK(y, t)
dt

t
, (X,Y )γ =

{
y ∈ Y : ‖y‖γ < ∞}.

Then it is proven that (X,Y )γ is an exact interpolation space of order γ. One may
also use the following discrete variant of the above norm. Let γ ≥ 0. For y ∈ Y
and for a sequence xn ∈ X, n ∈ N, we define

πγ(y, (xn)n) =

∞∑
n=1

2nγ ‖y − xn‖Y +
1

2n
‖xn‖X (3.53)

and
ρX,Y
γ (y) = inf πγ

(
y, (xn)n

)
,

with the infimum taken over all the sequences xn ∈ X, n ∈ N. Then a standard
result in interpolation theory (the proof is elementary) says that there exists a
constant C > 0 such that

1

C
‖y‖γ ≤ ρX,Y

γ (y) ≤ C ‖y‖γ (3.54)

so that
Sγ(X,Y ) =:

{
y : ρX,Y

γ (y) < ∞} = (X,Y )γ .

Take now q, k ∈ N, m ∈ N∗, p > 1, Y = W k,∞
∗ , and X = W q,2m,p. Then, with the

notation from (3.5) and (3.6),

ρq,k,m,p(μ) = ρX,Y
γ (μ), Sq,k,m,pp

= Sγ(X,Y ), (3.55)
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where γ = (q+ k+ d/p∗)/2m. Notice that, in the definition of Sq,k,m,p, we do not

use exactly πγ(y, (xn)n), but π
(m)
γ (y, (xn)n), defined by

π(m)
γ (y, (xn)n) =

∞∑
n=1

2n(q+k+d/p∗) ‖y − xn‖Y +
1

22mn
‖xn‖X

=

∞∑
n=1

22mnγ ‖y − xn‖Y +
1

22mn
‖xn‖X ,

where γ = (q + k + d/p∗)/2m. The fact that we use 22mn instead of 2n has no
impact except for changing the constants in (3.54). So the spaces are the same.

We now turn to a different point. For p > 1 and 0 < s < 1, we denote by Bs,p

the Besov space and by ‖f‖Bs,p the Besov norm (see Triebel [47] for definitions
and notations). Our aim is to give a criterion which guarantees that a function f
belongs to Bs,p. We will use the classical equality (W 1,p, Lp)s = Bs,p.

Lemma 3.6.1. Let p > 1 and 0 < s′ < s < 1. Consider a function φ ∈ C∞ such
that φ ≥ 0 and

∫
φ = 1, and let φδ(x) = φ(x/δ)/δd and φi

δ(x) = xiφδ(x). We
assume that f ∈ Lp verifies the following hypotheses: for every i = 1, . . . , d,

(i) lim
δ→0

δ1−s ‖∂i(f ∗ φδ)‖p < ∞
(ii) lim

δ→0
δ−s
∥∥∂i(f ∗ φi

δ)
∥∥
p
< ∞.

(3.56)

Then, f ∈ Bs′,p for every s′ < s.

Proof. Let f ∈ C1. We use a Taylor expansion of order one and we obtain

f(x)− f ∗ φε(x) =

∫
(f(x)− f(x− y))φε(y)dy

=

∫ 1

0

dλ

∫
〈∇f(x− λy), y〉φε(y)dy

=

∫ 1

0

dλ

∫
〈∇f(x− z), z〉 1

λ
φε

(
z

λ

)
dz

λd

=

∫ 1

0

dλ

∫
〈∇f(x− z), z〉φελ(z)

dz

λ

=
d∑

i=1

∫ 1

0

∂i(f ∗ φi
ελ)(x)

dλ

λ
.

It follows that

‖f − f ∗ φε‖p ≤
d∑

i=1

∫ 1

0

∥∥∂i(f ∗ φi
ελ)
∥∥
p

dλ

λ
≤ dεs

∫ 1

0

dλ

λ1−s
= Cεs.
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We also have ‖f ∗ φε‖W 1,p ≤ Cε−(1−s), so that

K(f, ε) ≤ ‖f − f ∗ φε‖p + ε ‖f ∗ φε‖W 1,p ≤ Cεs.

We conclude that for s′ < s we have∫ 1

0

1

εs′
K(f, ε)

dε

ε
≤ C

∫ 1

0

εs

εs′
dε

ε
< ∞

so f ∈ (W 1,p, Lp)s′ = Bs′,p. �

3.7 Appendix C:
Superkernels

A superkernel φ : Rd → R is a function which belongs to the Schwartz space S
(infinitely differentiable functions with polynomial decay at infinity),

∫
φ(x)dx =

1, and such that for every non-null multi index α = (α1, . . . , αd) ∈ N
d we have∫

yαφ(y)dy = 0, yα =

d∏
i=1

yαi
i . (3.57)

See Remark 1 in [29, Section 3] for the construction of a superkernel. The corre-
sponding φδ, δ ∈ (0, 1), is defined by

φδ(y) =
1

δd
φ

(
y

δ

)
.

For a function f we denote fδ = f ∗ φδ. We will work with the norms ‖f‖k,∞ and
‖f‖q,l,p defined in (3.1) and in (3.2). We have

Lemma 3.7.1. (i) Let k, q ∈ N, l > d, and p > 1. There exists a universal
constant C such that, for every f ∈ W q,l,p, we have

‖f − fδ‖Wk,∞
∗

≤ C ‖f‖q,l,p δq+k. (3.58)

(ii) Let l > d, n, q ∈ N, with n ≥ q, and let p > 1. There exists a universal
constant C such that

‖fδ‖n,l,p ≤ C ‖f‖q,l,p δ−(n−q). (3.59)

Proof. (i) Without loss of generality, we may suppose that f ∈ C∞
b . Using a Taylor

expansion of order q + k,

f(x)− fδ(x) =

∫
(f(x)− f(y))φδ(x− y)dy

=

∫
I(x, y)φδ(x− y)dy +

∫
R(x, y)φδ(x− y)dy
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with

I(x, y) =

q+k−1∑
i=1

1

i!

∑
|α|=i

∂αf(x)(x− y)α,

R(x, y) =
1

(q + k)!

∑
|α|=q+k

∫ 1

0

∂αf(x+ λ(y − x))(x− y)αdλ.

Using (3.57), we obtain
∫
I(x, y)φδ(x− y)dy = 0 and, by a change of variable, we

get ∫
R(x, y)φδ(x− y)dy =

1

(q + k)!

∑
|α|=q+k

∫ 1

0

∫
dzφδ(z)∂αf(x+ λz)zαdλ.

We consider now g ∈ W k,∞ and write∫
(f(x)−fδ(x))g(x)dx =

1

(q + k)!

∑
|α|=q+k

∫ 1

0

dλ

∫
dzφδ(z)z

α

∫
∂αf(x+λz)g(x)dx.

We write ∂γf(x) = ul(x)vγ(x) with ul(x) = (1 + |x|2)−l/2 and vγ(x) = (1 +

|x|2)l/2∂γf(x). Notice that for every l > d, ‖ul‖p∗ < ∞. Then using Hölder’s
inequality we have∫

|∂γf(x)| dx ≤ C ‖ul‖p∗ ‖vγ‖p ≤ C ‖ul‖p∗ ‖f‖q,l,p ,

and so∣∣∣∣ ∫ 1

0

∫
dzφδ(z)z

α

∫
∂αf(x+ λz)g(x)dxdλ

∣∣∣∣ ≤ C ‖f‖q,l,p ‖g‖k,∞
∫

φδ(z) |z|k+q
dz

≤ C ‖f‖q,l,p ‖g‖k,∞ δk+q.

(ii) Let α be a multiindex with |α| = n and let β, γ be a splitting of α
with |β| = q and |γ| = n − q. Using the triangle inequality, for every y we have
1 + |x| ≤ (1 + |y|)(1 + |x− y|). Then,

u(x) := (1 + |x|)l |∂αfδ(x)| = (1 + |x|)l |∂βf ∗ ∂γφδ(x)|

≤
∫
(1 + |x|)l |∂βf(y)| |∂γφδ(x− y)| dy ≤ α ∗ β(x),

with
α(y) = (1 + |y|)l ∣∣∂βf(y)

∣∣ , β(z) = (1 + |z|)l |∂γφδ(z)| .
Using (3.47) we obtain

‖u‖p ≤ ‖α ∗ β‖p ≤ ‖β‖1 ‖α‖p ≤ C

δn−q
‖α‖p =

C

δn−q
‖fβ,l‖p . �
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[18] H. Brezis, Analyse Fonctionelle. Théorie et Applications. Masson, Paris, 1983.

[19] A. Debussche and N. Fournier, Existence of densities for stable-like driven
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Part II

Functional Itô Calculus and
Functional Kolmogorov

Equations

Rama Cont





Preface

The Functional Itô Calculus is a non-anticipative functional calculus which ex-
tends the Itô calculus to path-dependent functionals of stochastic processes. We
present an overview of the foundations and key results of this calculus, first using
a pathwise approach, based on the notion of directional derivative introduced by
Dupire, then using a probabilistic approach, which leads to a weak, Sobolev type,
functional calculus for square-integrable functionals of semimartingales, without
any smoothness assumption on the functionals. The latter construction is shown
to have connections with the Malliavin Calculus and leads to computable martin-
gale representation formulae. Finally, we show how the Functional Itô Calculus
may be used to extend the connections between diffusion processes and parabolic
equations to a non-Markovian, path-dependent setting: this leads to a new class
of ‘path-dependent’ partial differential equations, namely the so-called functional
Kolmogorov equations, of which we study the key properties.

These notes are based on a series of lectures given at various summer schools:
Tokyo (Tokyo Metropolitan University, July 2010), Munich (Ludwig Maximilians
University, October 2010), the Spring School “Stochastic Models in Finance and
Insurance” (Jena, 2011), the International Congress for Industrial and Applied
Mathematics (Vancouver, 2011), and the “Barcelona Summer School on Stochastic
Analysis” (Barcelona, July 2012).

I am grateful to Hans Engelbert, Jean Jacod, Hans Föllmer, Yuri Kabanov,
Arman Khaledian, Shigeo Kusuoka, Bernt Oksendal, Candia Riga, Josep Vives,
and especially the late Paul Malliavin for helpful comments and discussions.
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Chapter 4

Overview

4.1 Functional Itô Calculus

Many questions in stochastic analysis and its applications in statistics of processes,
physics, or mathematical finance involve path-dependent functionals of stochas-
tic processes and there has been a sustained interest in developing an analytical
framework for the systematic study of such path-dependent functionals.

When the underlying stochastic process is the Wiener process, the Malliavin
Calculus [4, 52, 55, 56, 67, 73] has proven to be a powerful tool for investigat-
ing various properties of Wiener functionals. The Malliavin Calculus, which is as
a weak functional calculus on Wiener space, leads to differential representations
of Wiener functionals in terms of anticipative processes [5, 37, 56]. However, the
interpretation and computability of such anticipative quantities poses some chal-
lenges, especially in applications such as mathematical physics or optimal control,
where causality, or non-anticipativeness, is a key constraint.

In a recent insightful work, motivated by applications in mathematical fi-
nance, Dupire [21] has proposed a method for defining a non-anticipative calculus
which extends the Itô Calculus to path-dependent functionals of stochastic pro-
cesses. The idea can be intuitively explained by first considering the variations
of a functional along a piecewise constant path. Any (right continuous) piecewise
constant path, represented as

ω(t) =

n∑
k=1

xk1[tk,tk+1[(t),

is simply a finite sequence of ‘horizonal’ and ‘vertical’ moves, so the variation of a
(time dependent) functional F (t, ω) along such a path ω is composed of

(i) ‘horizontal increments’: variations of F (t, ω) between each time point ti and
the next, and

(ii) ‘vertical increments’: variations of F (t, ω) at each discontinuity point of ω.

If one can control the behavior of F under these two types of path perturbations,
then one can reconstitute its variations along any piecewise constant path. Under
additional continuity assumptions, this control can be extended to any càdlàg path
using a density argument.

This intuition was formalized by Dupire [21] by introducing directional deri-
vatives corresponding to infinitesimal versions of these variations: given a (time de-
pendent) functional F : [0, T ]×D([0, T ],R) → R defined on the space D([0, T ],R)
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of right continuous paths with left limits, Dupire introduced a directional deriva-
tive which quantifies the sensitivity of the functional to a shift in the future portion
of the underlying path ω ∈ D([0, T ],R):

∇ωF (t, ω) = lim
ε→0

F (t, ω + ε1[t,T ])− F (t, ω)

ε
,

as well as a time derivative corresponding to the sensitivity of F to a small ‘hor-
izontal extension’ of the path. Since any càdlàg path may be approximated, in
supremum norm, by piecewise constant paths, this suggests that one may control
the functional F on the entire space D([0, T ],R) if F is twice differentiable in
the above sense and F,∇ωF,∇2

ωF are continuous in supremum norm; under these
assumptions, one can then obtain a change of variable formula for F (X) for any
Itô process X.

As this brief description already suggests, the essence of this approach is
pathwise. While Dupire’s original presentation [21] uses probabilistic arguments
and Itô Calculus, one can in fact do it entirely without such arguments and derive
these results in a purely analytical framework without any reference to probability.
This task, undertaken in [8, 9] and continued in [6], leads to a pathwise functional
calculus for non-anticipative functionals which clearly identifies the set of paths
to which the calculus is applicable. The pathwise nature of all quantities involved
makes this approach quite intuitive and appealing for applications, especially in
finance; see Cont and Riga [13].

However, once a probability measure is introduced on the space of paths,
under which the canonical process is a semimartingale, one can go much further:
the introduction of a reference measure allows to consider quantities which are
defined almost everywhere and construct a weak functional calculus for stochas-
tic processes defined on the canonical filtration. Unlike the pathwise theory, this
construction, developed in [7, 11], is applicable to all square-integrable functionals
without any regularity condition. This calculus can be seen as a non-anticipative
analog of the Malliavin Calculus.

The Functional Itô Calculus has led to various applications in the study of
path dependent functionals of stochastic processes. Here, we focus on two partic-
ular directions: martingale representation formulas and functional (‘path depen-
dent’) Kolmogorov equations [10].

4.2 Martingale representation formulas

The representation of martingales as stochastic integrals is an important result in
stochastic analysis, with many applications in control theory and mathematical
finance. One of the challenges in this regard has been to obtain explicit versions of
such representations, which may then be used to compute or simulate such martin-
gale representations. The well-known Clark–Haussmann–Ocone formula [55, 56],
which expresses the martingale representation theorem in terms of the Malliavin
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derivative, is one such tool and has inspired various algorithms for the simulation
of such representations, see [33].

One of the applications of the Functional Itô Calculus is to derive explicit,
computable versions of such martingale representation formulas, without resort-
ing to the anticipative quantities such as the Malliavin derivative. This approach,
developed in [7, 11], leads to simple algorithms for computing martingale repre-
sentations which have straightforward interpretations in terms of sensitivity anal-
ysis [12].

4.3 Functional Kolmogorov equations and
path dependent PDEs

One of the important applications of the Itô Calculus has been to characterize the
deep link between Markov processes and partial differential equations of parabolic
type [2]. A pillar of this approach is the analytical characterization of a Markov
process by Kolmogorov’s backward and forward equations [46]. These equations
have led to many developments in the theory of Markov processes and stochastic
control theory, including the theory of controlled Markov processes and their links
with viscosity solutions of PDEs [29].

The Functional Itô Calculus provides a natural setting for extending many
of these results to more general, non-Markovian semimartingales, leading to a
new class of partial differential equations on path space —functional Kolmogorov
equations— which have only started to be explored [10, 14, 22]. This class of PDEs
on the space of continuous functions is distinct from the infinite-dimensional Kol-
mogorov equations studied in the literature [15]. Functional Kolmogorov equations
have many properties in common with their finite-dimensional counterparts and
lead to new Feynman–Kac formulas for path dependent functionals of semimartin-
gales [10]. We will explore this topic in Chapter 8. Extensions of these connections
to the fully nonlinear case and their connections to non-Markovian stochastic con-
trol and forward-backward stochastic differential equations (FBSDEs) currently
constitute an active research topic, see for exampe [10, 14, 22, 23, 60].

4.4 Outline

These notes, based on lectures given at the Barcelona Summer School on Stochastic
Analysis (2012), constitute an introduction to the foundations and applications of
the Functional Itô Calculus.

• We first develop a pathwise calculus for non-anticipative functionals possess-
ing some directional derivatives, by combining Dupire’s idea with insights
from the early work of Hans Föllmer [31]. This construction is purely analyt-
ical (i.e., non-probabilistic) and applicable to functionals of paths with finite
quadratic variation. Applied to functionals of a semimartingale, it yields a



122 Chapter 4. Overview

functional extension of the Itô formula applicable to functionals which are
continuous in the supremum norm and admit certain directional derivatives.
This construction and its various extensions, which are based on [8, 9, 21]
are described in Chapters 5 and 6. As a by-product, we obtain a method for
constructing pathwise integrals with respect to paths of infinite variation but
finite quadratic variation, for a class of integrands which may be described as
‘vertical 1-forms’; the connection between this pathwise integral and ‘rough
path’ theory is described in Subsection 5.3.3.

• In Chapter 7 we extend this pathwise calculus to a ‘weak’ functional calculus
applicable to square-integrable adapted functionals with no regularity condi-
tion on the path dependence. This construction uses the probabilistic struc-
ture of the Itô integral to construct an extension of Dupire’s derivative op-
erator to all square-integrable semimartingales and introduce Sobolev spaces
of non-anticipative functionals to which weak versions of the functional Itô
formula applies. The resulting operator is a weak functional derivative which
may be regarded as a non-anticipative counterpart of the Malliavin deriva-
tive (Section 7.4). This construction, which extends the applicability of the
Functional Itô Calculus to a large class of functionals, is based on [11]. The
relation with the Malliavin derivative is described in Section 7.4. One of the
applications of this construction is to obtain explicit and computable integral
representation formulas for martingales (Section 7.2 and Theorem 7.3.4).

• Chapter 8 uses the Functional Itô Calculus to introduce Functional Kol-
mogorov equations, a new class of partial differential equations on the space of
continuous functions which extend the classical backward Kolmogorov PDE
to processes with path dependent characteristics. We first present some key
properties of classical solutions for this class of equations, and their rela-
tion with FBSDEs with path dependent coefficients (Section 8.2) and non-
Markovian stochastic control problems (Section 8.3). Finally, in Section 8.4
we introduce a notion of weak solution for the functional Kolmogorov equa-
tion and characterize square-integrable martingales as weak solutions of the
functional Kolmogorov equation.
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Notations

For the rest of the manuscript, we denote by

• S+
d , the set of symmetric positive d× d matrices with real entries;

• D([0, T ],Rd), the space of functions on [0, T ] with values in R
d which are

right continuous functions with left limits (càdlàg); and

• C0([0, T ],Rd), the space of continuous functions on [0, T ] with values in R
d.

Both spaces above are equipped with the supremum norm, denoted ‖ · ‖∞. We
further denote by

• Ck(Rd), the space of k-times continuously differentiable real-valued functions
on R

d;

• H1([0, T ],R), the Sobolev space of real-valued absolutely continuous func-
tions on [0, T ] whose Radon–Nikodým derivative with respect to the Lebesgue
measure is square-integrable.

For a path ω ∈ D([0, T ],Rd), we denote by

• ω(t−) = lims→t,s<t ω(s), its left limit at t;

• Δω(t) = ω(t)− ω(t−), its discontinuity at t;

• ‖ω‖∞ = sup{|ω(t)|, t ∈ [0, T ]};
• ω(t) ∈ R

d, the value of ω at t;

• ωt = ω(t ∧ ·), the path stopped at t; and

• ωt− = ω 1[0,t[ + ω(t−) 1[t,T ].

Note that ωt− ∈ D([0, T ],Rd) is càdlàg and should not be confused with the càglàd
path u �→ ω(u−). For a càdlàg stochastic process X we similarly denote by

• X(t), its value;

• Xt = (X(u ∧ t), 0 ≤ u ≤ T ), the process stopped at t; and

• Xt−(u) = X(u) 1[0,t[(u) +X(t−) 1[t,T ](u).

For general definitions and concepts related to stochastic processes, we refer to
the treatises by Dellacherie and Meyer [19] and by Protter [62].



Chapter 5

Pathwise calculus for non-anticipative
functionals

The focus of these lectures is to define a calculus which can be used to describe
the variations of interesting classes of functionals of a given reference stochastic
process X. In order to cover interesting examples of processes, we allow X to have
right-continuous paths with left limits, i.e., its paths lie in the space D([0, T ],Rd)
of càdlàg paths. In order to include the important case of Brownian diffusion and
diffusion processes, we allow these paths to have infinite variation. It is then known
that the results of Newtonian calculus and Riemann–Stieltjes integration do not
apply to the paths of such processes. Itô’s stochastic calculus [19, 40, 41, 53, 62]
provides a way out by limiting the class of integrands to non-anticipative, or
adapted processes; this concept plays an important role in what follows.

Although the classical framework of Itô Calculus is developed in a probabilis-
tic setting, Föllmer [31] was the first to point out that many of the ingredients at
the core of this theory —in particular the Itô formula— may in fact be constructed
pathwise. Föllmer [31] further identified the concept of finite quadratic variation
as the relevant property of the path needed to derive the Itô formula.

In this first part, we combine the insights from Föllmer [31] with the ideas
of Dupire [21] to construct a pathwise functional calculus for non-anticipative
functionals defined on the space Ω = D([0, T ],Rd) of càdlàg paths. We first intro-
duce the notion of non-anticipative, or causal, functional (Section 5.1) and show
how these functionals naturally arise in the representation of processes adapted
to the natural filtration of a given reference process. We then introduce, following
Dupire [21], the directional derivatives which form the basis of this calculus: the
horizontal and the vertical derivatives, introduced in Section 5.2. The introduc-
tion of these particular directional derivatives, unnatural at first sight, is justified a
posteriori by the functional change of variable formula (Section 5.3), which shows
that the horizonal and vertical derivatives are precisely the quantities needed to
describe the variations of a functional along a càdlàg path with finite quadratic
variation.

The results in this chapter are entirely ‘pathwise’ and do not make use of
any probability measure. In Section 5.5, we identify important classes of stochastic
processes for which these results apply almost surely.
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5.1 Non-anticipative functionals

Let X be the canonical process on Ω = D([0, T ],Rd), and let F0 = (F0
t )t∈[0,T ] be

the filtration generated by X.
A process Y on (Ω,F0

T ) adapted to F
0 may be represented as a family of

functionals Y (t, ·) : Ω → R with the property that Y (t, ·) only depends on the
path stopped at t,

Y (t, ω) = Y (t, ω(. ∧ t) ),

so one can represent Y as

Y (t, ω) = F (t, ωt) for some functional F : [0, T ]×D([0, T ],Rd) −→ R,

where F (t, ·) only needs to be defined on the set of paths stopped at t.
This motivates us to view adapted processes as functionals on the space of

stopped paths: a stopped path is an equivalence class in [0, T ] × D([0, T ],Rd) for
the following equivalence relation:

(t, ω) ∼ (t′, ω′) ⇐⇒ (t = t′ and ωt = ωt′) , (5.1)

where ωt = ω(t ∧ ·).
The space of stopped paths can be defined as the quotient space of [0, T ] ×

D([0, T ],Rd) by the equivalence relation (5.1):

Λd
T = {(t, ωt) , (t, ω) ∈ [0, T ]×D([0, T ],Rd)} = [0, T ]×D([0, T ],Rd) / ∼ .

We endow this set with a metric space structure by defining the distance:

d∞((t, ω), (t′, ω′)) = sup
u∈[0,T ]

|ω(u ∧ t)− ω′(u ∧ t′)|+ |t− t′|.

= ‖ωt − ω′
t′‖∞ + |t− t′|.

Then, (Λd
T , d∞) is a complete metric space and the set of continuous stopped paths

Wd
T = {(t, ω) ∈ Λd

T , ω ∈ C0([0, T ], Rd)}

is a closed subset of (Λd
T , d∞). When the context is clear we will drop the super-

script d, and denote these spaces ΛT and WT , respectively.
We now define a non-anticipative functional as a measurable map on the

space (ΛT , d∞) of stopped paths [8]:

Definition 5.1.1 (Non-anticipative (causal) functional). A non-anticipative func-
tional on D([0, T ],Rd) is a measurable map F : (ΛT , d∞) → R on the space of
stopped paths, (ΛT , d∞).

This notion of causality is natural when dealing with physical phenomena as
well as in control theory [30].
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A non-anticipative functional may also be seen as a family F = (Ft)t∈[0,T ]

of F0
t -measurable maps Ft : (D([0, t],Rd), ‖.‖∞) → R. Definition 5.1.1 amounts to

requiring joint measurability of these maps in (t, ω).
One can alternatively represent F as a map

F :
⋃

t∈[0,T ]

D
(
[0, t],Rd

) −→ R

on the vector bundle
⋃

t∈[0,T ] D([0, t],Rd). This is the original point of view devel-

oped in [8, 9, 21], but leads to slightly more complicated notations. We will follow
here Definition 5.1.1, which has the advantage of dealing with paths defined on a
fixed interval and alleviating notations.

Any progressively measurable process Y defined on the filtered canonical
space (Ω, (F0

t )t∈[0,T ]) may, in fact, be represented by such a non-anticipative func-
tional F :

Y (t) = F (t,X(t ∧ ·)) = F (t,Xt);

see [19, Vol. I]. We will write Y = F (X). Conversely, any non-anticipative func-
tional F applied to X yields a progressively measurable process Y (t) = F (t,Xt)
adapted to the filtration F0

t .
We now define the notion of predictable functional as a non-anticipative func-

tional whose value depends only on the past, but not the present value, of the path.
Recall the notation:

ωt− = ω 1[0,t[ + ω(t−)1[t,T ].

Definition 5.1.2 (Predictable functional). A non-anticipative functional

F : (ΛT , d∞) −→ R

is called predictable if F (t, ω) = F (t, ωt−) for every (t, ω) ∈ ΛT .

This terminology is justified by the following property: if X is a càdlàg and
Ft-adapted process and F is a predictable functional, then Y (t) = F (t,Xt) defines
an Ft-predictable process.

Having equipped the space of stopped paths with the metric d∞, we can now
define various notions of continuity for non-anticipative functionals.

Definition 5.1.3 (Joint continuity in (t, ω)). A continuous non-anticipative func-
tional is a continuous map F : (ΛT , d∞) → R such that: ∀(t, ω) ∈ ΛT ,

∀ε > 0, ∃η > 0, ∀(t′, ω′) ∈ ΛT , d∞((t, ω), (t′, ω′)) < η ⇒ |F (t, ω)− F (t′, ω′)| < ε.

The set of continuous non-anticipative functionals is denoted by C
0,0(ΛT ).

A non-anticipative functional F is said to be continuous at fixed times if for
all t ∈ [0, T [, the map

F (t, .) : (D([0, T ],Rd), ‖.‖∞) −→ R



128 Chapter 5. Pathwise calculus for non-anticipative functionals

is continuous.
The following notion, which we will use most, distinguishes the time variable

and is more adapted to probabilistic applications.

Definition 5.1.4 (Left-continuous non-anticipative functionals). Define C
0,0
l (ΛT )

as the set of non-anticipative functionals F which are continuous at fixed times,
and which satisfy: ∀(t, ω) ∈ ΛT , ∀ε > 0, ∃η > 0, ∀(t′, ω′) ∈ ΛT ,

t′ < t and d∞((t, ω), (t′, ω′) ) < η =⇒ |F (t, ω)− F (t′, ω′)| < ε.

The image of a left-continuous path by a left-continuous functional is again
left-continuous: ∀F ∈ C

0,0
l (ΛT ), ∀ω ∈ D([0, T ],Rd), t �→ F (t, ωt−) is left-continu-

ous.
Let U be a càdlàg F0

t -adapted process. A non-anticipative functional F ap-
plied to U generates a process adapted to the natural filtration FU

t of U :

Y (t) = F (t, {U(s), 0 ≤ s ≤ t}) = F (t, Ut).

The following result is shown in [8, Proposition 1]:

Proposition 5.1.5. Let F ∈ C
0,0
l (ΛT ) and U be a càdlàg F0

t -adapted process. Then,

(i) Y (t) = F (t, Ut−) is a left-continuous F0
t -adapted process;

(ii) Z : [0, T ]× Ω → F (t, Ut(ω)) is an optional process;

(iii) if F ∈ C
0,0(ΛT ), then Z(t) = F (t, Ut) is a càdlàg process, continuous at all

continuity points of U .

We also introduce the notion of ‘local boundedness’ for functionals: we call
a functional F “boundedness preserving” if it is bounded on each bounded set of
paths:

Definition 5.1.6 (Boundedness preserving functionals). Define B(ΛT ) as the set of
non-anticipative functionals F : ΛT → R such that, for any compact K ⊂ R

d and
t0 < T,

∃CK,t0 > 0, ∀t ≤ t0, ∀ω ∈ D([0, T ], Rd), ω([0, t]) ⊂ K =⇒ |F (t, ω)| ≤ CK,t0 .
(5.2)

5.2 Horizontal and vertical derivatives

To understand the key idea behind this pathwise calculus, consider first the case
of a non-anticipative functional F applied to a piecewise constant path

ω =
n∑

k=1

xk1[tk,tk+1[ ∈ D([0, T ],Rd).

Any such piecewise constant path ω is obtained by a finite sequence of operations
consisting of
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• “horizontal stretching” of the path from tk to tk+1, followed by

• the addition of a jump at each discontinuity point.

In terms of the stopped path (t, ω), these two operations correspond to

• incrementing the first component: (tk, ωtk) → (tk+1, ωtk), and

• shifting the path by (xk+1 − xk)1[tk+1,T ]:

ωtk+1
= ωtk + (xk+1 − xk)1[tk+1,T ].

The variation of a non-anticipative functional along ω can also be decomposed
into the corresponding ‘horizontal’ and ‘vertical’ increments:

F (tk+1, ωtk+1
)− F (tk, ωtk) =

F (tk+1, ωtk+1
)− F (tk+1, ωtk)︸ ︷︷ ︸

vertical increment

+F (tk+1, ωtk)− F (tk, ωtk)︸ ︷︷ ︸
horizontal increment

.

Thus, if one can control the behavior of F under these two types of path pertur-
bations, then one can compute the variations of F along any piecewise constant
path ω. If, furthermore, these operations may be controlled with respect to the
supremum norm, then one can use a density argument to extend this construction
to all càdlàg paths.

Dupire [21] formalized this idea by introducing directional derivatives corre-
sponding to infinitesimal versions of these variations: the horizontal and vertical
derivatives, which we now define.

5.2.1 Horizontal derivative

Let us introduce the notion of horizontal extension of a stopped path (t, ωt) to
[0, t+ h]: this is simply the stopped path (t+ h, ωt). Denoting ωt = ω(t ∧ ·) recall
that, for any non-anticipative functional,

∀(t, ω) ∈ [0, T ]×D
(
[0, T ],Rd

)
, F (t, ω) = F (t, ωt).

Definition 5.2.1 (Horizontal derivative). A non-anticipative functional F : ΛT → R

is said to be horizontally differentiable at (t, ω) ∈ ΛT if the limit

DF (t, ω) = lim
h→0+

F (t+ h, ωt)− F (t, ωt)

h
exists. (5.3)

We call DF (t, ω) the horizontal derivative DF of F at (t, ω).

Importantly, note that given the non-anticipative nature of F , the first term
in the numerator of (5.3) depends on ωt = ω(t ∧ ·), not ωt+h. If F is horizontally
differentiable at all (t, ω) ∈ ΛT , then the map DF : (t, ω) �→ DF (t, ω) defines a
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non-anticipative functional which is F0
t -measurable, without any assumption on

the right-continuity of the filtration.
If F (t, ω) = f(t, ω(t)) with f ∈ C1,1([0, T ]×R

d), then DF (t, ω) = ∂tf(t, ω(t))
is simply the partial (right) derivative in t: the horizontal derivative is thus an ex-
tension of the notion of ‘partial derivative in time’ for non-anticipative functionals.

5.2.2 Vertical derivative

We now define the Dupire derivative or vertical derivative of a non-anticipative
functional [8, 21]: this derivative captures the sensitivity of a functional to a ‘ver-
tical perturbation’

ωe
t = ωt + e1[t,T ] (5.4)

of a stopped path (t, ω).

Definition 5.2.2 (Vertical derivative [21]). A non-anticipative functional F is said
to be vertically differentiable at (t, ω) ∈ ΛT if the map

R
d −→ R,

e �−→ F (t, ωt + e1[t,T ])

is differentiable at 0. Its gradient at 0 is called the vertical derivative of F at (t, ω):

∇ωF (t, ω) = (∂iF (t, ω), i = 1, . . . , d), where

∂iF (t, ω) = lim
h→0

F (t, ωt + hei1[t,T ])− F (t, ωt)

h
. (5.5)

If F is vertically differentiable at all (t, ω) ∈ ΛT , then ∇ωF is a non-anticipative
functional called the vertical derivative of F .

For each e ∈ R
d, ∇ωF (t, ω) · e is simply the directional derivative of F (t, ·)

in the direction 1[t,T ]e. A similar notion of functional derivative was introduced
by Fliess [30] in the context of optimal control, for causal functionals on bounded
variation paths.

Note that ∇ωF (t, ω) is ‘local’ in time: ∇ωF (t, ω) only depends on the partial
map F (t, ·). However, even if ω ∈ C0([0, T ],Rd), to compute ∇ωF (t, ω) we need
to compute F outside C0([0, T ],Rd). Also, all terms in (5.5) only depend on ω
through ωt = ω(t ∧ ·) so, if F is vertically differentiable, then

∇ωF : (t, ω) �−→ ∇ωF (t, ω)

defines a non-anticipative functional. This is due to the fact that the perturbations
involved only affect the future portion of the path, in contrast, for example, with
the Fréchet derivative, which involves perturbating in all directions. One may
repeat this operation on ∇ωF and define ∇2

ωF,∇k
ωF, . . .. For instance, ∇2

ωF (t, ω)
is defined as the gradient at 0 (if it exists) of the map

e ∈ R
d �−→ ∇ωF (t, ω + e 1[t,T ]).
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Figure 5.1: The vertical perturbation (t, ωe
t ) of the stopped path (t, ω) ∈ ΛT in

the direction e ∈ R
d is obtained by shifting the future portion of the path by e:

ωe
t = ωt + e1[t,T ].

5.2.3 Regular functionals

A special role is played by non-anticipative functionals which are horizontally dif-
ferentiable, twice vertically differentiable, and whose derivatives are left-continuous
in the sense of Definition 5.1.4 and boundedness preserving (in the sense of Defi-
nition 5.1.6):

Definition 5.2.3 (C1,2
b functionals). Define C

1,2
b (ΛT ) as the set of left-continuous

functionals F ∈ C
0,0
l (ΛT ) such that

(i) F admits a horizontal derivative DF (t, ω) for all (t, ω) ∈ ΛT , and the map
DF (t., ) : (D([0, T ],Rd, ‖.‖∞) → R is continuous for each t ∈ [0, T [;

(ii) ∇ωF,∇2
ωF ∈ C

0,0
l (ΛT );

(iii) DF,∇ωF,∇2
ωF ∈ B(ΛT ) (see Definition 5.1.6).

Similarly, we can define the class C1,k
b (ΛT ).

Note that this definition only involves certain directional derivatives and is
therefore much weaker than requiring (even first-order) Fréchet or even Gâteaux
differentiability: it is easy to construct examples of F ∈ C

1,2
b (ΛT ) for which even

the first order Fréchet derivative does not exist.

Remark 5.2.4. In the proofs of the key results below, one needs either left- or
right-continuity of the derivatives, but not both. The pathwise statements of this
chapter and the results on functionals of continuous semimartingales hold in either
case. For functionals of càdlàg semimartingales, however, left- and right-continuity
are not interchangeable.

We now give some fundamental examples of classes of smooth functionals.
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Example 5.2.5 (Cylindrical non-anticipative functionals). For g ∈ C0(Rn×d), h ∈
Ck(Rd), with h(0) = 0, let

F (t, ω) = h (ω(t)− ω(tn−)) 1t≥tn g(ω(t1−), ω(t2−), . . . , ω(tn−)).

Then, F ∈ C
1,k
b (ΛT ), DF (t, ω) = 0 and, for every j = 1, . . . , k, we have

∇j
ωF (t, ω) = ∇jh (ω(t)− ω(tn−)) 1t≥tng (ω(t1−), ω(t2−), . . . , ω(tn−)) .

Example 5.2.6 (Integral functionals). Let g ∈ C0(Rd) and ρ : R+ → R be bounded
and measurable. Define

F (t, ω) =

∫ t

0

g(ω(u))ρ(u)du. (5.6)

Then, F ∈ C
1,∞
b (ΛT ) with

DF (t, ω) = g(ω(t))ρ(t), ∇j
ωF (t, ω) = 0.

Integral functionals of type (5.6) are thus ‘purely horizontal’ (i.e., they have
zero vertical derivative), while cylindrical functionals are ‘purely vertical’ (they
have zero horizontal derivative). In Section 5.3, we will see that any smooth func-
tional may in fact be decomposed into horizontal and vertical components.

Another important class of functionals are conditional expectation operators.
We now give an example of smoothness result for such functionals, see [12].

Example 5.2.7 (Weak Euler–Maruyama scheme). Let σ : (ΛT , d∞) → R
d×d be a

Lipschitz map and W a Wiener process on (Ω,F ,P). Then the path dependent
SDE

X(t) = X(0) +

∫ t

0

σ(u,Xu)dW (u) (5.7)

has a unique FW
t -adapted strong solution. The (piecewise constant) Euler–Maru-

yama approximation for (5.7) then defines a non-anticipative functional nX, given
by the recursion

nX(tj+1, ω) = nX(tj , ω) + σ
(
tj , nXtj (ω)

) · (ω(tj+1−)− ω(tj−)
)
. (5.8)

For a Lipschitz functional g : (D([0, T ],Rd), ‖.‖∞) → R, consider the ‘weak Euler
approximation’

Fn(t, ω) = E
[
g (nXT (WT )) |FW

t

]
(ω) (5.9)

for the conditional expectation E
[
g(XT )|FW

t

]
, computed by initializing the sche-

me on [0, t] with ω, and then iterating (5.8) with the increments of the Wiener
process between t and T . Then Fn ∈ C

1,∞
b (WT ), see [12].
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This last example implies that a large class of functionals defined as condi-
tional expectations may be approximated in Lp norm by smooth functionals [12].
We will revisit this important point in Chapter 7.

If F ∈ C
1,2
b (ΛT ), then, for any (t, ω) ∈ ΛT , the map

g(t,ω) : e ∈ R
d �−→ F (t, ω + e1[t,T ])

is twice continuously differentiable on a neighborhood of the origin, and

∇ωF (t, ω) = ∇g(t,ω)(0), ∇2
ωF (t, ω) = ∇2g(t,ω)(0).

A second-order Taylor expansion of the map g(t,ω) at the origin yields that any

F ∈ C
1,2
b (ΛT ) admits a second-order Taylor expansion with respect to a vertical

perturbation: ∀(t, ω) ∈ ΛT , ∀e ∈ R
d,

F (t, ω + e1[t,T ]) = F (t, ω) +∇ωF (t, ω) · e+ < e,∇2
ωF (t, ω) · e > + o(‖e‖2).

Schwarz’s theorem applied to g(t,ω) then entails that∇2
ωF (t, ω) is a symmetric

matrix. As is well known, the continuity assumption of the derivatives cannot be
relaxed in Schwarz’s theorem, so one can easily construct counterexamples where
∇2

ωF (t, ω) exists but is not symmetric by removing the continuity requirement on
∇2

ωF .
However, unlike the usual partial derivatives in finite dimensions, the horizon-

tal and vertical derivative do not commute, i.e., in general, D(∇ωF ) �= ∇ω(DF ).
This stems from the fact that the elementary operations of ‘horizontal ex-

tension’ and ‘vertical perturbation’ defined above do not commute: a horizontal
extension of the stopped path (t, ω) to t + h followed by a vertical perturbation
yields the path ωt + e1[t+h,T ], while a vertical perturbation at t followed by a
horizontal extension to t + h yields ωt + e1[t,T ] �= ωt + e1[t+h,T ]. Note that these
two paths have the same value at t + h, so only functionals which are truly path
dependent (as opposed to functions of the path at a single point in time) will be
affected by this lack of commutativity. Thus, the ‘functional Lie bracket’

[D,∇ω]F = D(∇ωF )−∇ω(DF )

may be used to quantify the ‘path dependency’ of F .

Example 5.2.8. Let F be the integral functional given in Example 5.2.6, with
g ∈ C1(Rd). Then, ∇ωF (t, ω) = 0 so D(∇ωF ) = 0. However, DF (t, ω) = g(ω(t))
and hence,

∇ωDF (t, ω) = ∇g(ω(t)) �= D(∇ωF )(t, ω) = 0.

Locally regular functionals. Many examples of functionals, especially those in-
volving exit times, may fail to be globally smooth, but their derivatives may still
be well behaved, except at certain stopping times. The following is a prototypical
example of a functional involving exit times.
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Example 5.2.9 (A functional involving exit times). LetW be real Brownian motion,
b > 0, and M(t) = sup0≤s≤t W (s). Consider the FW

t -adapted martingale:

Y (t) = E[1M(T )≥b|FW
t ].

Then Y has the functional representation Y (t) = F (t,Wt), where

F (t, ω) = 1sup0≤s≤t ω(s)≥b + 1sup0≤s≤t ω(s)<b

[
2− 2N

(
b− ω(t)√
T − t

)]
,

and where N is the N(0, 1) distribution. Observe that F /∈ C
0,0
l (ΛT ): a path ωt

where ω(t) < b, but sup0≤s≤t ω(s) = b can be approximated in sup norm by paths
where sup0≤s≤t ω(s) < b. However, one can easily check that ∇ωF , ∇2

ωF , and DF
exist almost everywhere.

We recall that a stopping time (or a non-anticipative random time) on
(Ω, (F0

t )t∈[0,T ]) is a measurable map τ : Ω → [0,∞) such that ∀t ≥ 0,{
ω ∈ Ω, τ(ω) ≤ t

} ∈ F0
t .

In the example above, regularity holds except on the graph of a certain stopping
time. This motivates the following definition:

Definition 5.2.10 (C1,2
loc(ΛT )). F ∈ C

0,0
b (ΛT ) is said to be locally regular if there

exists an increasing sequence (τk)k≥0 of stopping times with τ0 = 0, τk ↑ ∞, and

F k ∈ C
1,2
b (ΛT ) such that

F (t, ω) =
∑
k≥0

F k(t, ω)1[τk(ω),τk+1(ω)[(t).

Note that C
1,2
b (ΛT ) ⊂ C

1,2
loc(ΛT ), but the notion of local regularity allows

discontinuities or explosions at the times described by (τk, k ≥ 1).
Revisiting Example 5.2.9, we can see that Definition 5.2.10 applies: recall

that

F (t, ω) = 1sup0≤s≤t ω(s)≥b + 1sup0≤s≤t ω(s)<b

[
2− 2N

(
b− ω(t)√
T − t

)]
.

If we define

τ1(ω) = inf{t ≥ 0|ω(t) = b} ∧ T, F 0(t, ω) = 2− 2N

(
b− ω(t)√
T − t

)
,

τi(ω) = T + i− 2, for i ≥ 2; F i(t, ω) = 1, i ≥ 1,

then F i ∈ C
1,2
b (ΛT ), so F ∈ C

1,2
loc(ΛT ).
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5.3 Pathwise integration and functional change of
variable formula

In the seminal paper [31], Föllmer proposed a non-probabilistic version of the
Itô formula: Föllmer showed that if a càdlàg (right continuous with left limits)
function x has finite quadratic variation along some sequence πn = (0 = tn0 <
tn1 < · · · < tnn = T ) of partitions of [0, T ] with step size decreasing to zero, then
for f ∈ C2(Rd) one can define the pathwise integral∫ T

0

∇f(x(t))dπx = lim
n→∞

n−1∑
i=0

∇f
(
x(tni )

) · (x(tni+1)− x(tni )
)

(5.10)

as a limit of Riemann sums along the sequence π = (πn)n≥1 of partitions, and ob-
tain a change of variable formula for this integral, see [31]. We now revisit Föllmer’s
approach and show how may it be combined with Dupire’s directional derivatives
to obtain a pathwise change of variable formula for functionals in C

1,2
loc(ΛT ).

5.3.1 Quadratic variation of a path along a sequence of partitions

We first define the notion of quadratic variation of a path along a sequence of
partitions. Our presentation is different from Föllmer [31], but can be shown to
be mathematically equivalent.

Throughout this subsection π = (πn)n≥1 will denote a sequence of partitions
of [0, T ] into intervals:

πn =
(
0 = tn0 < tn1 < · · · < tnk(n) = T

)
,

and |πn| = sup{|tni+1 − tni |, i = 1, . . . , k(n)} will denote the mesh size of the
partition πn.

As an example, one can keep in mind the dyadic partition, for which tni =
iT/2n, i = 0, . . . , k(n) = 2n, and |πn| = 2−n. This is an example of a nested
sequence of partitions: for n ≥ m, every interval [tni , t

n
i+1] of the partition πn is

included in one of the intervals of πm. Unless specified, we will assume that the
sequence πn is a nested sequence of partitions.

Definition 5.3.1 (Quadratic variation of a path along a sequence of partitions). Let
πn = (0 = tn0 < tn1 < · · · < tnk(n) = T ) be a sequence of partitions of [0, T ] with step

size decreasing to zero. A path x ∈ D([0, T ],R) is said to have finite quadratic
variation along the sequence of partitions (πn)n≥1 if for any t ∈ [0, T ] the limit

[x]π(t) := lim
n→∞

∑
tni+1≤t

(
x(tni+1)− x(tni )

)2
< ∞ (5.11)

exists and the increasing function [x] has a Lebesgue decomposition

[x]π(t) = [x]cπ(t) +
∑

0<s≤t

∣∣Δx(s)
∣∣2,
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where [x]cπ is a continuous, increasing function.

The increasing function [x]π : [0, T ] → R+ defined by (5.11) is then called the
quadratic variation of the path x along the sequence of partitions π = (πn)n≥1, and
[x]cπ is the continuous quadratic variation of x along π. We denote by Qπ([0, T ],R)
the set of càdlàg paths with finite quadratic variation along the sequence of parti-
tions π = (πn)n≥1.

In general, the quadratic variation of a path x along a sequence of partitions
π depends on the choice of the sequence π, as the following example shows.

Example 5.3.2. Let ω ∈ C0([0, T ],R) be an arbitrary continuous function. Let us
construct recursively a sequence πn of partitions of [0, T ] such that

|πn| ≤ 1

n
and

∑
πn

∣∣ω(tnk+1)− ω(tnk )
∣∣2 ≤ 1

n
.

Assume we have constructed πn with the above property. Adding to πn the points
kT/(n + 1), k = 1, . . . , n, we obtain a partition σn = (sni , i = 0, . . . ,Mn) with
|σn| ≤ 1/(n + 1). For i = 0, . . . , (Mn − 1), we further refine [sni , s

n
i+1] as follows.

Let J(i) be an integer with

J(i) ≥ (n+ 1)Mn

∣∣ω(sni+1)− ω(sni )
∣∣2,

and define τni,1 = sni and, for k = 1, . . . , J(i),

τni,k+1 = inf

{
t ≥ τni,k, ω(t) = ω(sni ) +

k
(
ω(sni+1)− ω(sni )

)
J(i)

}
.

Then the points (τni,k, k = 1, . . . , J(i)), define a partition of [sni , s
n
i+1] with

∣∣τni,k+1 − τni,k
∣∣ ≤ 1

n+ 1
and

∣∣ω(τni,k+1)− ω(τni,k)
∣∣ = |ω(sni+1)− ω(sni )|

J(i)
,

so
J(i)∑
k=1

∣∣ω(τni,k+1)− ω(τni,k)
∣∣2 ≤ J(i)

|ω(sni+1)− ω(sni )|2
J(i)2

=
1

(n+ 1)Mn
.

Sorting (τni,k, i = 0, . . . ,Mn, k = 1, . . . , J(i)) in increasing order, we thus obtain a

partition πn+1 = (tn+1
j ) of [0, T ] such that

|πn+1| ≤ 1

n+ 1
,
∑
πn+1

∣∣ω(tni+1)− ω(tni )
∣∣2 ≤ 1

n+ 1
.

Taking limits along this sequence π = (πn, n ≥ 1) then yields [ω]π = 0.
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This example shows that “having finite quadratic variation along some se-
quence of partitions” is not an interesting property, and that the notion of quadra-
tic variation along a sequence of partitions depends on the chosen partition. Defi-
nition 5.3.1 becomes non-trivial only if one fixes the partition beforehand. In the
sequel, we fix a sequence π = (πn, n ≥ 1) of partitions with |πn| → 0 and all
limits will be considered along the same sequence π, thus enabling us to drop the
subscript in [x]π whenever the context is clear.

The notion of quadratic variation along a sequence of partitions is different
from the p-variation of the path ω for p = 2: the p-variation involves taking a
supremum over all partitions, not necessarily formed of intervals, whereas (5.11)
is a limit taken along a given sequence (πn)n≥1. In general [x]π, given by (5.11), is
smaller than the 2-variation and there are many situations where the 2-variation is
infinite, while the limit in (5.11) is finite. This is in fact the case, for instance, for
typical paths of Brownian motion, which have finite quadratic variation along any
sequence of partitions with mesh size o(1/ log n) [20], but have infinite p-variation
almost surely for p ≤ 2, see [72].

The extension of this notion to vector-valued paths is somewhat subtle,
see [31].

Definition 5.3.3. A d-dimensional path x = (x1, . . . , xd) ∈ D([0, T ],Rd) is said
to have finite quadratic variation along π = (πn)n≥1 if xi ∈ Qπ([0, T ],R) and
xi + xj ∈ Qπ([0, T ],R) for all i, j = 1, . . . , d. Then, for any i, j = 1, . . . , d and
t ∈ [0, T ], we have

∑
tnk∈πn,tnk≤t

(
xi(tnk+1)− xi(tnk )

) · (xj(tnk+1)− xj(tnk )
) n→∞−→ [x]ij(t)

=
[xi + xj ](t)− [xi](t)− [xj ](t)

2
.

The matrix-valued function [x] : [0, T ] → S+
d whose elements are given by

[x]ij(t) =
[xi + xj ](t)− [xi](t)− [xj ](t)

2

is called the quadratic covariation of the path x: for any t ∈ [0, T ],∑
tni ∈πn,tn≤t

(
x(tni+1)− x(tni )

) ·t(x(tni+1)− x(tni )
) n→∞−→ [x](t) ∈ S+

d ,

and [x] is increasing in the sense of the order on positive symmetric matrices: for
h ≥ 0, [x](t+ h)− [x](t) ∈ S+

d .

We denote by Qπ([0, T ],Rd) the set of Rd-valued càdlàg paths with finite
quadratic variation with respect to the sequence of partitions π = (πn)n≥1.
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Remark 5.3.4. Note that Definition 5.3.3 requires that xi+xj ∈ Qπ([0, T ],R); this
does not necessarily follow from requiring xi, xj ∈ Qπ([0, T ],R). Indeed, denoting
δxi = xi(tk+1)− xi(tk), we have∣∣δxi + δxj

∣∣2 = |δxi|2 + |δxj |2 + 2δxiδxj ,

and the cross-product may be positive, negative, or have an oscillating sign which
may prevent convergence of the series

∑
πn

δxiδxj [64]. However, if xi, xj are dif-

ferentiable functions of the same path ω, i.e., xi = fi(ω) with fi ∈ C1(Rd,R),
then

δxiδxj = f ′
i(ω(t

n
k )f

′
j(ω(t

n
k ))|δω|2 + o(|δω|2)

so,
∑

πn
δxiδxj converges and

lim
n→∞

∑
πn

δxiδxj = [xi, xj ]

is well-defined. This remark is connected to the notion of ‘controlled rough path’
introduced by Gubinelli [35], see Remark 5.3.9 below.

For any x ∈ Qπ([0, T ],Rd), since [x] : [0, T ] → S+
d is increasing (in the sense

of the order on S+
d ), we can define the Riemann–Stieltjes integral

∫ T
0
fd[x] for any

f ∈ C0
b ([0, T ]). A key property of Qπ([0, T ],Rd) is the following.

Proposition 5.3.5 (Uniform convergence of quadratic Riemann sums). For every
ω ∈ Qπ([0, T ], Rd), every h ∈ C0

b ([0, T ], R
d×d), and every t ∈ [0, T ], we have

∑
tni ∈πn,tni ≤t

tr
(
h(tni )

(
ω(tni+1)− ω(tni )

)
t
(
ω(tni+1)− ω(tni )

)) n→∞−→
∫ t

0

〈h, d[ω]〉,

where we use the notation 〈A,B〉 = tr(tA ·B) for A,B ∈ R
d×d.

Furthermore, if ω ∈ C0([0, T ],Rd), the convergence is uniform in t ∈ [0, T ].

Proof. It suffices to show this property for d = 1. Let ω ∈ Qπ([0, T ],R) and

h ∈ D([0, T ],R). Then the integral
∫ t
0
h d[ω] may be defined as a limit of Riemann

sums: ∫ t

0

hd[ω] = lim
n→∞

∑
πn

h(tni )
(
[ω](tni+1)− [ω](tni )

)
.

Using the definition of [ω], the result is thus true for h : [0, T ] → R of the form
h =

∑
πn

ak1[tnk ,tnk+1[
. Consider now h ∈ C0

b ([0, T ],R) and define the piecewise
constant approximations

hn =
∑
πn

h(tnk )1[tnk ,tnk+1[
.
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Then hn converges uniformly to h: ‖h−hn‖∞ → 0 as n → ∞ and, for each n ≥ 1,

∑
tki ∈πk,tki ≤t

hn(tki )
(
ω(tki+1)− ω(tki )

)2 k→∞−→
∫ t

0

hnd[ω].

Since h is bounded on [0, T ], this sequence is dominated. We can then conclude
using a diagonal convergence argument. �

Proposition 5.3.5 implies weak convergence on [0, T ] of the discrete measures

ξn =

k(n)−1∑
i=0

(
ω(tni+1)− ω(tni )

)2
δtni

n→∞
=⇒ ξ = d[ω],

where δt is the Dirac measure (point mass) at t.1

5.3.2 Functional change of variable formula

Consider now ω ∈ Qπ([0, T ],Rd). Since ω has at most a countable set of jump
times, we may always assume that the partition ‘exhausts’ the jump times in the
sense that

sup
t∈[0,T ]−πn

∣∣ω(t)− ω(t−)
∣∣ n→∞−→ 0. (5.12)

Then the piecewise constant approximation

ωn(t) =

k(n)−1∑
i=0

ω(ti+1−)1[ti,ti+1[(t) + ω(T )1{T}(t) (5.13)

converges uniformly to ω:

sup
t∈[0,T ]

∥∥ωn(t)− ω(t)
∥∥ n→∞−→ 0.

By decomposing the variations of the functional into vertical and horizontal in-
crements along the partition πn, we obtain the following result:

Theorem 5.3.6 (Pathwise change of variable formula for C1,2 functionals, [8]). Let
ω ∈ Qπ([0, T ],Rd) verifying (5.12). Then, for any F ∈ C

1,2
loc(ΛT ), the limit

∫ T

0

∇ωF (t, ωt−)dπω := lim
n→∞

k(n)−1∑
i=0

∇ωF (tni , ω
n
tni
)
(
ω(tni+1)− ω(tni )

)
(5.14)

1In fact, this weak convergence property was used by Föllmer [31] as the definition of path-
wise quadratic variation. We use the more natural definition (Definition 5.3.1) of which Propo-
sition 5.3.5 is a consequence.
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exists, and

F (T, ωT )− F (0, ω0) =

∫ T

0

DF (t, ωt)dt+

∫ T

0

1

2
tr
(
t∇2

ωF (t, ωt−)d[ω]c(t)
)

+

∫ T

0

∇ωF (t, ωt−)dπω +
∑

t∈]0,T ]

[F (t, ωt)− F (t, ωt−)−∇ωF (t, ωt−) ·Δω(t)].

The detailed proof of Theorem 5.3.6 may be found in [8] under more general
assumptions. Here, we reproduce a simplified version of this proof in the case
where ω is continuous.

Proof of Theorem 5.3.6. First we note that, up to localization by a sequence of
stopping times, we can assume that F ∈ C

1,2
b (ΛT ), which we shall do in the sequel.

Denote δωn
i = ω(tni+1) − ω(tni ). Since ω is continuous on [0, T ], it is uniformly

continuous, so

ηn = sup
{|ω(u)− ω(tni+1)|+ |tni+1 − tni |, 0 ≤ i ≤ k(n)− 1, u ∈ [tni , t

n
i+1[
} n→∞−→ 0.

Since∇2
ωF,DF satisfy the boundedness preserving property (5.2), for n sufficiently

large there exists C > 0 such that for every t < T and for every ω′ ∈ ΛT ,

d∞
(
(t, ω), (t′, ω′)

)
< ηn =⇒ ∣∣DF (t′, ω′)

∣∣ ≤ C,
∣∣∇2

ωF (t′, ω′)
∣∣ ≤ C.

For i ≤ k(n) − 1, consider the decomposition of increments into ‘horizontal’ and
‘vertical’ terms:

F
(
tni+1, ω

n
tni+1−

)− F
(
tni , ω

n
tni −
)
= F
(
tni+1, ω

n
tni+1−

)− F
(
tni , ω

n
tni

)
+ F (tni , ω

n
tni
)− F (tni , ω

n
tni −). (5.15)

The first term in (5.15) can be written ψ(hn
i )− ψ(0), where hn

i = tni+1 − tni and

ψ(u) = F
(
tni + u, ωn

tni

)
.

Since F ∈ C
1,2
b (ΛT ), ψ is right differentiable. Moreover, by Proposition 5.1.5, ψ is

left continuous so,

F
(
tni+1, ω

n
tni

)− F
(
tni , ω

n
tni

)
=

∫ tni+1−tni

0

DF
(
tni + u, ωn

tni

)
du.

The second term in (5.15) can be written φ(δωn
i )− φ(0), where

φ(u) = F
(
tni , ω

n
tni − + u1[tni ,T ]

)
.

Since F ∈ C
1,2
b (ΛT ), φ ∈ C2(Rd) with

∇φ(u) = ∇ωF
(
tni , ω

n
tni − + u1[tni ,T ]

)
, ∇2φ(u) = ∇2

ωF
(
tni , ω

n
tni − + u1[tni ,T ]

)
.



5.3. Pathwise integration and functional change of variable formula 141

A second-order Taylor expansion of φ at u = 0 yields

F
(
tni , ω

n
tni

)− F
(
tni , ω

n
tni −
)
= ∇ωF

(
tni , ω

n
tni −
)
δωn

i

+
1

2
tr
(∇2

ωF
(
tni , ω

n
tni −
) ·t δωn

i δω
n
i

)
+ rni ,

where rni is bounded by

K
∣∣δωn

i

∣∣2 sup
x∈B(0,ηn)

∣∣∇2
ωF
(
tni , ω

n
tni − + x1[tni ,T ]

)−∇2
ωF
(
tni , ω

n
tni −
)∣∣.

Denote in(t) the index such that t ∈ [tnin(t), t
n
in(t)+1[. We now sum all the terms

above from i = 0 to k(n)− 1:

• The left-hand side of (5.15) yields F (T, ωn
T−) − F (0, ωn

0 ), which converges
to F (T, ωT−) − F (0, ω0) by left continuity of F , and this quantity equals
F (T, ωT )− F (0, ω0) since ω is continuous.

• The first line in the right-hand side can be written∫ T

0

DF
(
u, ωn

tn
in(u)

)
du, (5.16)

where the integrand converges to DF (u, ωu) and is bounded by C. Hence,
the dominated convergence theorem applies and (5.16) converges to∫ T

0

DF (u, ωu)du

• The second line can be written

k(n)−1∑
i=0

∇ωF
(
tni , ω

n
tni −) · (ω(t

n
i+1)− ω(tni )

)
+

k(n)−1∑
i=0

1

2
tr
(∇2

ωF (tni (ω
n
tni −)

tδωn
i δω

n
i

)
+

k(n)−1∑
i=0

rni .

The term ∇2
ωF (tni , ω

n
tni −)1]tni ,tni+1]

is bounded by C and, by left continuity

of ∇2
ωF , converges to ∇2

ωF (t, ωt); the paths of both are left continuous by
Proposition 5.1.5. We now use a ‘diagonal lemma’ for weak convergence of
measures [8].

Lemma 5.3.7 (Cont–Fournié [8]). Let (μn)n≥1 be a sequence of Radon mea-
sures on [0, T ] converging weakly to a Radon measure μ with no atoms, and
let (fn)n≥1 and f be left-continuous functions on [0, T ] such that, for every
t ∈ [0, T ],

lim
n

fn(t) = f(t) and ‖fn(t)‖ ≤ K.



142 Chapter 5. Pathwise calculus for non-anticipative functionals

Then, ∫ t

s

fndμn
n→∞−→

∫ t

s

fdμ.

Applying the above lemma to the second term in the sum, we obtain:∫ T

0

1

2
tr
(
t∇2

ωF (tni , ω
n
tni −)dξ

n
) n→∞−→

∫ T

0

1

2
tr
(
t∇2

ωF (u, ωu) d[ω](u)
)
.

Using the same lemma, since |rni | is bounded by εni |δωn
i |2, where εni converges

to 0 and is bounded by C,

in(t)−1∑
i=in(s)+1

rni
n→∞−→ 0.

Since all other terms converge, the limit

lim
n→∞

k(n)−1∑
i=0

∇ωF
(
tni , ω

n
tni −
)(
ω(tni+1)− ω(tni )

)
exists. �

5.3.3 Pathwise integration for paths of finite quadratic variation

A byproduct of Theorem 5.3.6 is that we can define, for ω ∈ Qπ([0, T ],Rd), the

pathwise integral
∫ T
0
φdπω as a limit of non-anticipative Riemann sums

∫ T

0

φ dπω := lim
n→∞

k(n)−1∑
i=0

φ
(
tni , ω

n
tni

)(
ω(tni+1)− ω(tni )

)
,

for any integrand of the form

φ(t, ω) = ∇ωF (t, ω),

where F ∈ C
1,2
loc(ΛT ), without requiring that ω be of finite variation. This con-

struction extends Föllmer’s pathwise integral, defined in [31] for integrands of the
form φ = ∇f ◦ ω with f ∈ C2(Rd), to path dependent integrands of the form
φ(t, ω), where φ belongs to the space

V (ΛT ) =
{∇ωF (·, ·), F ∈ C

1,2
b (Λd

T )
}
. (5.17)

Here, Λd
T denotes the space of Rd-valued stopped càdlàg paths. We call such inte-

grands vertical 1-forms. Since, as noted before, the horizontal and vertical deriva-
tives do not commute, V (Λd

T ) does not coincide with C
1,1
b (Λd

T ).
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This set of integrands has a natural vector space structure and includes as
subsets the space S(π,Λd

T ) of simple predictable cylindrical functionals as well as
Föllmer’s space of integrands {∇f, f ∈ C2(Rd,R)}. For φ = ∇ωF ∈ V (Λd

T ), the

pathwise integral
∫ t
0
φ(t, ωt−)dπω is, in fact, given by∫ T

0

φ(t, ωt−)dπω = F (T, ωT )− F (0, ω0)− 1

2

∫ T

0

〈∇ωφ(t, ωt−), d[ω]π〉

−
∫ T

0

DF (t, ωt−)dt−
∑

0≤s≤T

F (t, ωt)− F (t, ωt−)− φ(t, ωt−) ·Δω(t).

(5.18)

The following proposition, whose proof is given in [6], summarizes some key prop-
erties of this integral.

Proposition 5.3.8. Let ω ∈ Qπ([0, T ],Rd). The pathwise integral (5.18) defines a
map

Iω : V (Λd
T ) −→ Qπ([0, T ],Rd),

φ �−→
∫ .

0

φ(t, ωt−)dπω(t)

with the following properties:

(i) pathwise isometry formula: ∀φ ∈ S(π,Λd
T ), ∀s ∈ [0, T ],

[Iω(φ)]π(s) =

[ ∫ .

0

φ(t, ωt−)dπω
]
π

(s) =

∫ t

0

〈φ(t, ωt−)tφ(t, ωt−), d[ω]〉;

(ii) quadratic covariation formula: for φ, ψ ∈ S(π,Λd
T ), the limit

[Iω(φ), Iω(ψ)] := lim
n→∞

∑
πn

(
Iω(φ)(t

n
k+1)−Iω(φ(t

n
k )
) ·(Iω(ψ)(tnk+1)−Iω(ψ)(t

n
k )
)

exists and is given by

[
Iω(φ), Iω(ψ)

]
=

∫ .

0

〈ψ(t, ωt−
)t
φ
(
t, ωt−

)
, d[ω]〉;

(iii) associativity: let φ ∈ V (Λd
T ), ψ ∈ V (Λ1

T ), and x ∈ D([0, T ],R) defined by

x(t) =
∫ t
0
φ(t, ωt−)dπω. Then,∫ t

0

ψ(t, xt−)dπx =

∫ t

0

ψ(t, (

∫ t

0

φ(u, ωu−)dπω)t−)φ(t, ωt−)dπω.
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This pathwise integration has interesting applications in Mathematical Fi-
nance [13, 32] and stochastic control [32], where integrals of such vertical 1-forms
naturally appear as hedging strategies [13], or optimal control policies and path-
wise interpretations of quantities are arguably necessary to interpret the results
in terms of the original problem.

Thus, unlike Qπ([0, T ],Rd) itself, which does not have a vector space struc-
ture, the image C

1,2
b (ω) of ω by regular functionals is a vector space of paths with

finite quadratic variation whose properties are ‘controlled’ by ω, on which the
quadratic variation along the sequence of partitions π is well defined. As argued
in [6], this space, and not Qπ([0, T ],Rd), is the appropriate setting for studying
the pathwise calculus developed here.

Remark 5.3.9 (Relation with ‘rough path’ theory). For F ∈ C
1,2
b , integrands of

the form ∇ωF (t, ω) with may be viewed as ‘controlled rough paths’ in the sense of
Gubinelli [35]: their increments are ‘controlled’ by those of ω. However, unlike the
approach of rough path theory [35, 49], the pathwise integration defined here does
not resort to the use of p-variation norms on iterated integrals: convergence of
Riemann sums is pointwise (and, for continuous paths, uniform in t). The reason
is that the obstruction to integration posed by the Lévy area, which is the focus
of rough path theory, vanishes when considering integrands which are vertical 1-
forms. Fortunately, all integrands one encounters when applying the change of
variable formula, as well as in applications involving optimal control, hedging,
etc, are precisely of the form (5.17). This observation simplifies the approach and,
importantly, yields an integral which may be expressed as a limit of (ordinary)
Riemann sums, which have an intuitive (physical, financial, etc.) interpretation,
without resorting to ‘rough path’ integrals, whose interpretation is less intuitive.

If ω has finite variation, then the Föllmer integral reduces to the Riemann–
Stieltjes integral and we obtain the following result.

Proposition 5.3.10. For any F ∈ C
1,1
loc(ΛT ) and any ω ∈ BV ([0, T ])∩D([0, T ],Rd),

F (T, ωT )− F (0, ω0) =

∫ T

0

DF (t, ωt−)du+

∫ T

0

∇ωF (t, ωt−)dω

+
∑

t∈]0,T ]

[F (t, ωt)− F (t, ωt−)−∇ωF (t, ωt−) ·Δω(t)],

where the integrals are defined as limits of Riemann sums along any sequence of
partitions (πn)n≥1 with |πn| → 0.

In particular, if ω is continuous with finite variation, we have that, for every
F ∈ C

1,1
loc(ΛT ) and every ω ∈ BV ([0, T ]) ∩ C0

(
[0, T ],Rd

)
,

F (T, ωT )− F (0, ω0) =

∫ T

0

DF (t, ωt)dt+

∫ T

0

∇ωF (t, ωt)dω.
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Thus, the restriction of any functional F ∈ C
1,1
loc(ΛT ) to BV ([0, T ])∩C0([0, T ],Rd)

may be decomposed into ‘horizontal’ and ‘vertical’ components.

5.4 Functionals defined on continuous paths

Consider now an F-adapted process (Y (t))t∈[0,T ] given by a functional represen-
tation

Y (t) = F (t,Xt), (5.19)

where F ∈ C
0,0
l (ΛT ) has left-continuous horizontal and vertical derivatives DF ∈

C
0,0
l (ΛT ) and ∇ωF ∈ C

0,0
l (ΛT ).

If the process X has continuous paths, Y only depends on the restriction of
F to

WT =
{
(t, ω) ∈ ΛT , ω ∈ C0([0, T ],Rd)

}
,

so the representation (5.19) is not unique. However, the definition of ∇ωF (Defi-
nition 5.2.2), which involves evaluating F on paths to which a jump perturbation
has been added, seems to depend on the values taken by F outside WT . It is cru-
cial to resolve this point if one is to deal with functionals of continuous processes
or, more generally, processes for which the topological support of the law is not
the full space D([0, T ],Rd); otherwise, the very definition of the vertical derivative
becomes ambiguous.

This question is resolved by Theorems 5.4.1 and 5.4.2 below, both derived
in [10].

The first result below shows that if F ∈ C
1,1
l (ΛT ), then ∇ωF (t,Xt) is

uniquely determined by the restriction of F to continuous paths.

Theorem 5.4.1 (Cont and Fournié [10]). Consider F 1, F 2 ∈ C
1,1
l (ΛT ) with left-

continuous horizontal and vertical derivatives. If F 1 and F 2 coincide on continu-
ous paths, i.e.,

∀t ∈ [0, T [, ∀ω ∈ C0([0, T ],Rd), F 1(t, ωt) = F 2(t, ωt),

then
∀t ∈ [0, T [, ∀ω ∈ C0([0, T ],Rd), ∇ωF

1(t, ωt) = ∇ωF
2(t, ωt).

Proof. Let F = F 1 − F 2 ∈ C
1,1
l (ΛT ) and ω ∈ C0([0, T ],Rd). Then F (t, ω) = 0 for

all t ≤ T . It is then obvious that DF (t, ω) is also 0 on continuous paths. Assume
now that there exists some ω ∈ C0([0, T ],Rd) such that, for some 1 ≤ i ≤ d and
t0 ∈ [0, T ), ∂iF (t0, ωt0) > 0. Let α = ∂iF (t0, ωt0)/2. By the left-continuity of
∂iF and, using the fact that DF ∈ B(ΛT ), there exists ε > 0 such that for any
(t′, ω′) ∈ ΛT ,[

t′ < t0, d∞((t0, ω), (t
′, ω′)) < ε

]
=⇒ [∂iF (t′, ω′) > α and |DF (t′, ω′)| < 1

]
.
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Choose t < t0 such that d∞(ωt, ωt0) < ε/2, put h := t0 − t, define the following
extension of ωt to [0, T ],

z(u) = ω(u), u ≤ t,

zj(u) = ωj(t) + 1i=j(u− t), t ≤ u ≤ T, 1 ≤ j ≤ d,

and define the following sequence of piecewise constant approximations of zt+h:

zn(u) = z̃n = z(u) for u ≤ t,

znj (u) = ωj(t) + 1i=j
h

n

n∑
k=0

1 kh
n ≤u−t, for t ≤ u ≤ t+ h, 1 ≤ j ≤ d.

Since ‖zt+h − znt+h‖∞ = h
n → 0,∣∣F (t+ h, zt+h)− F (t+ h, znt+h)

∣∣ n→+∞−→ 0.

We can now decompose F (t+ h, znt+h)− F (t, ω) as

F
(
t+ h, znt+h

)− F (t, ω) =

n∑
k=1

(
F
(
t+

kh

n
, zn

t+ kh
n

)
− F
(
t+

kh

n
, zn

t+ kh
n −
))

+
n∑

k=1

(
F
(
t+

kh

n
, zn

t+ kh
n −
)
− F
(
t+

(k − 1)h

n
, zn

t+
(k−1)h

n

))
,

where the first sum corresponds to jumps of zn at times t+ kh/n and the second
sum to the ‘horizontal’ variations of zn on [t+ (k − 1)h/n, t+ kh/n]. Write

F
(
t+

kh

n
, zn

t+ kh
n

)
− F
(
t+

kh

n
, zn

t+ kh
n −
)
= φ
(h
n

)
− φ(0),

where

φ(u) = F
(
t+

kh

n
, zn

t+ kh
n − + uei1[t+ kh

n ,T ]

)
.

Since F is vertically differentiable, φ is differentiable and

φ′(u) = ∂iF
(
t+

kh

n
, zn

t+ kh
n − + uei1[t+ kh

n ,T ]

)
is continuous. For u ≤ h/n we have

d∞

(
(t, ωt),

(
t+

kh

n
, zn(t+kh/n)− + uei1[t+ kh

n ,T ]

))
≤ h

so, φ′(u) > α hence,

n∑
k=1

F
(
t+

kh

n
, zn

t+ kh
n

)
− F
(
t+

kh

n
, zn

t+ kh
n −
)
> αh.
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On the other hand write

F
(
t+

kh

n
, zn

t+ kh
n −
)
− F
(
t+

(k − 1)h

n
, zn

t+
(k−1)h

n

)
= ψ
(h
n

)
− ψ(0),

where

ψ(u) = F
(
t+

(k − 1)h

n
+ u, zn

t+
(k−1)h

n

)
.

So, ψ is right-differentiable on ]0, h/n[ with right derivative

ψ′
r(u) = DF

(
t+

(k − 1)h

n
+ u, zn

t+
(k−1)h

n

)
.

Since F ∈ C
1,1
l (ΛT ), ψ is left-continuous by Proposition 5.1.5, so

n∑
k=1

(
F
(
t+

kh

n
, zn

t+ kh
n −
)
− F
(
t+

(k − 1)h

n
, zn

t+
(k−1)h

n

))
=

∫ h

0

DF
(
t+ u, znt

)
du.

Noting that

d∞
(
(t+ u, znt+u), (t+ u, zt+u)

) ≤ h

n
,

we obtain
DF
(
t+ u, znt+u

) n→+∞−→ DF
(
t+ u, zt+u

)
= 0,

since the path of zt+u is continuous. Moreover, |DF (t+ u, znt+u)| ≤ 1 since d∞((t+
u, znt+u), (t0, ω)) ≤ ε so, by dominated convergence, the integral converges to 0 as
n → ∞. Writing

F (t+h, zt+h)−F (t, ω) = [F (t+h, zt+h)−F (t+h, znt+h)]+[F (t+h, znt+h)−F (t, ω)],

and taking the limit on n → ∞ leads to F (t + h, zt+h) − F (t, ω) ≥ αh, a contra-
diction. �

The above result implies in particular that, if ∇ωF
i ∈ C

1,1(ΛT ), D(∇ωF ) ∈
B(ΛT ), and F 1(ω) = F 2(ω) for any continuous path ω, then ∇2

ωF
1 and ∇2

ωF
2

must also coincide on continuous paths. The next theorem shows that this result
can be obtained under the weaker assumption that F i ∈ C

1,2(ΛT ), using a proba-
bilistic argument. Interestingly, while the uniqueness of the first vertical derivative
(Theorem 5.4.1) is based on the fundamental theorem of calculus, the proof of the
following theorem is based on its stochastic equivalent, the Itô formula [40, 41].

Theorem 5.4.2. If F 1, F 2 ∈ C
1,2
b (ΛT ) coincide on continuous paths, i.e.,

∀ω ∈ C0([0, T ],Rd), ∀t ∈ [0, T ), F 1(t, ωt) = F 2(t, ωt),

then their second vertical derivatives also coincide on continuous paths:

∀ω ∈ C0([0, T ],Rd), ∀t ∈ [0, T ), ∇2
ωF

1(t, ωt) = ∇2
ωF

2(t, ωt).



148 Chapter 5. Pathwise calculus for non-anticipative functionals

Proof. Let F = F 1 − F 2. Assume that there exists ω ∈ C0([0, T ],Rd) such that,
for some 1 ≤ i ≤ d and t0 ∈ [0, T ), and for some direction h ∈ R

d, ‖h‖ = 1, we
have th · ∇2

ωF (t0, ωt0) · h > 0, and denote α = (th · ∇2
ωF (t0, ωt0) · h)/2. We will

show that this leads to a contradiction. We already know that ∇ωF (t, ωt) = 0 by
Theorem 5.4.1. There exists η > 0 such that

∀(t′, ω′) ∈ ΛT ,
{
t′ ≤ t0, d∞

(
(t0, ω), (t

′, ω′)
)
< η
}
=⇒ (5.20)

max (|F (t′, ω′)−F (t0, ωt0)|, |∇ωF (t′, ω′)|, |DF (t′, ω′)|) < 1, th∇2
ωF (t′, ω′)h > α.

Choose t < t0 such that d∞(ωt, ωt0) < η/2, and denote ε = η
2 ∧(t0−t). Let W be a

real Brownian motion on an (auxiliary) probability space (Ω̃,B,P) whose generic
element we will denote w, (Bs)s≥0 its natural filtration, and let

τ = inf
{
s > 0, |W (s)| = ε

2

}
.

Define, for t′ ∈ [0, T ], the ‘Brownian extrapolation’

Ut′(ω) = ω(t′)1t′≤t +
(
ω(t) +W ((t′ − t) ∧ τ)h

)
1t′>t.

For all s < ε/2, we have

d∞
(
(t+ s, Ut+s(ω), (t, ωt)

)
< ε, P-a.s. (5.21)

Define the following piecewise constant approximation of the stopped process Wτ :

Wn(s) =

n−1∑
i=0

W
(
i
ε

2n
∧ τ
)
1s∈[i ε

2n ,(i+1) ε
2n ) +W

( ε
2
∧ τ
)
1s= ε

2
, 0 ≤ s ≤ ε

2
.

Denoting

Z(s) = F (t+ s, Ut+s), s ∈ [0, T − t], Zn(s) = F (t+ s, Un
t+s), (5.22)

Un
t′ (ω) = ω(t′)1t′≤t +

(
ω(t) +Wn((t′ − t) ∧ τ)h

)
1t′>t,

we have the following decomposition:

Z
( ε
2

)
− Z(0) = Z

( ε
2

)
− Zn

( ε
2

)
+

n∑
i=1

(
Zn
(
i
ε

2n

)
− Zn

(
i
ε

2n
−
))

+

n−1∑
i=0

(
Zn
(
(i+ 1)

ε

2n
−
)
− Zn

(
i
ε

2n

))
. (5.23)

The first term in (5.23) vanishes almost surely, since∥∥Ut+ ε
2
− Un

t+ ε
2

∥∥
∞

n→∞−→ 0.
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The second term in (5.23) may be expressed as

Zn
(
i
ε

2n

)
− Zn

(
i
ε

2n
−
)
= φi

(
W
(
i
ε

2n

)
−W

(
(i− 1)

ε

2n

))
− φi(0), (5.24)

where
φi(u, ω) = F

(
t+ i

ε

2n
,Un

t+i ε
2n−(ω) + uh1[t+i ε

2n ,T ]

)
.

Note that φi(u, ω) is measurable with respect to B(i−1)ε/2n, whereas (5.24) is

independent with respect to B(i−1)ε/2n. Let Ω1 ⊂ Ω̃ and P(Ω1) = 1 such that
W has continuous sample paths on Ω1. Then, on Ω1, φi(·, ω) ∈ C2(R) and the
following relations hold P-almost surely:

φ′
i(u, ω) = ∇ωF

(
t+ i

ε

2n
,Un

t+i ε
2n−(ωt) + uh1[t+i ε

2n ,T ]

)
· h,

φ′′
i (u, ω) =

th∇2
ωF
(
t+ i

ε

2n
,Un

t+i ε
2n
, ωt) + uh1[t+i ε

2n ,T ]

)
· h.

So, using the above arguments, we can apply the Itô formula to (5.24) on Ω1.
Therefore, summing on i and denoting i(s) the index such that s ∈ [(i(s) −
1)ε/2n, i(s)ε/2n), we obtain

n∑
i=1

(
Zn
(
i
ε

2n

)
− Zn

(
i
ε

2n
−
))

=

∫ ε
2

0

∇ωF

(
t+ i(s)

ε

2n
,Un

t+i(s) ε
2n−

+
(
W (s)−W

((
i(s)− 1)

ε

2n

))
h1[t+i(s) ε

2n ,T ]

)
dW (s)

+
1

2

∫ ε
2

0

〈h,∇2
ωF

(
t+ i(s)

ε

2n
,Un

t+i(s) ε
2n−

+
(
W (s)−W

((
i(s)− 1)

ε

2n

))
h1[t+i(s) ε

2n ,T ]

)
· h〉ds.

Since the first derivative is bounded by (5.20), the stochastic integral is a martin-
gale so, taking expectation leads to

E

[ n∑
i=1

Zn
(
i
ε

2n

)
− Zn

(
i
ε

2n
−
)]

≥ α
ε

2
.

Write
Zn
(
(i+ 1)

ε

2n
−
)
− Zn

(
i
ε

2n

)
= ψ
( ε

2n

)
− ψ(0),

where
ψ(u) = F

(
t+ i

ε

2n
+ u, Un

t+i ε
2n

)
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is right-differentiable with right derivative

ψ′(u) = DF
(
t+ i

ε

2n
+ u, Un

t+i ε
2n

)
.

Since F ∈ C
0,0
l ([0, T ]), ψ is left-continuous and the fundamental theorem of calcu-

lus yields

n−1∑
i=0

(
Zn
(
(i+ 1)

ε

2n
−
)
− Zn

(
i
ε

2n

))
=

∫ ε
2

0

DF
(
t+ s, Un

t+(i(s)−1) ε
2n

)
ds.

The integrand converges to DF (t+ s, Ut+s) = 0 as n → ∞, since DF (t+ s, ω) = 0
whenever ω is continuous. Since this term is also bounded, by dominated conver-
gence, we have ∫ ε

2

0

DF
(
t+ s, Un

t+(i(s)−1) ε
2n

)
ds

n→∞−→ 0.

It is obvious that Z(ε/2) = 0, since F (t, ω) = 0 whenever ω is a continuous path.
On the other hand, since all derivatives of F appearing in (5.23) are bounded, the
dominated convergence theorem allows to take expectations of both sides in (5.23)
with respect to the Wiener measure, and obtain αε/2 = 0, a contradiction. �

Theorem 5.4.2 is a key result: it enables us to define the class C
1,2
b (WT ) of

non-anticipative functionals such that their restriction toWT fulfills the conditions
of Theorem 5.4.2, say

F ∈ C
1,2
b (WT ) ⇐⇒ ∃F̃ ∈ C

1,2
b (ΛT ), F̃|WT

= F,

without having to extend the functional to the full space ΛT .

For such functionals, coupling the proof of Theorem 5.3.6 with Theorem 5.4.2
yields the following result.

Theorem 5.4.3 (Pathwise change of variable formula for C
1,2
b (WT ) functionals).

For any F ∈ C
1,2
b (WT ) and ω ∈ C0([0, T ],Rd) ∩Qπ([0, T ],Rd), the limit

∫ T

0

∇ωF (t, ωt)d
πω := lim

n→∞

k(n)−1∑
i=0

∇ωF (tni , ω
n
tni
) · (ω(tni+1)− ω(tni ))

exists and

F (T, ωT )− F (0, ω0) =∫ T

0

DF (t, ωt)dt+

∫ T

0

∇ωF (t, ωt)d
πω +

∫ T

0

1

2
tr
(
t∇2

ωF (t, ωt)d[ω]
)
.
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5.5 Application to functionals of stochastic processes

Consider now a stochastic process Z : [0, T ] × Ω → R
d on (Ω,F , (Ft)t∈[0,T ],P).

The previous formula holds for functionals of Z along a sequence of partitions π
on the set

Ωπ(Z) =
{
ω ∈ Ω, Z(., ω) ∈ Qπ([0, T ],Rd)

}
.

If we can construct a sequence of partitions π such that P(Ωπ(Z)) = 1, then the
functional Itô formula will hold almost surely. Fortunately, this turns out be the
case for many important classes of stochastic processes:

(i) Wiener process: if W is a Wiener process under P, then, for any nested
sequence of partitions π with |πn| → 0, the paths of W lie in Qπ([0, T ],Rd)
with probability 1 (see [47]):

P(Ωπ(W )) = 1 and ∀ω ∈ Ωπ(W ),
[
W (·, ω)]

π
(t) = t.

This is a classical result due to Lévy [47, Sec. 4, Theorem 5]. The nesting
condition may be removed if one requires that |πn| log n → 0, see [20].

(ii) Fractional Brownian motion: if BH is a fractional Brownian motion with
Hurst index H ∈ (0.5, 1), then, for any sequence of partitions π with n|πn| →
0, the paths of BH lie in Qπ([0, T ],Rd) with probability 1 (see [20]):

P
(
Ωπ(B

H)
)
= 1 and ∀ω ∈ Ωπ(B

H), [BH(·, ω)](t) = 0.

(iii) Brownian stochastic integrals: Let σ : (ΛT , d∞) → R be a Lipschitz map, B
a Wiener process, and consider the Itô stochastic integral

X. =

∫ .

0

σ(t, Bt)dB(t).

Then, for any sequence of partitions π with |πn| log n → 0, the paths of X
lie in Qπ([0, T ],R) with probability 1 and

[X](t, ω) =

∫ t

0

∣∣σ(u,Bu(ω))
∣∣2du.

(iv) Lévy processes: if L is a Lévy process with triplet (b, A, ν), then for any
sequence of partitions π with n|πn| → 0, P(Ωπ(L)) = 1 and

∀ω ∈ Ωπ(L), [L(·, ω)](t) = tA+
∑

s∈[0,t]

∣∣L(s, ω)− L(s−, ω)
∣∣2.

Note that the only property needed for the change of variable formula to
hold (and, thus, for the integral to exist pathwise) is the finite quadratic variation
property, which does not require the process to be a semimartingale.
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The construction of the Föllmer integral depends a priori on the sequence π
of partitions. But in the case of a semimartingale, one can identify these limits of
(non-anticipative) Riemann sums as Itô integrals, which guarantees that the limit
is a.s. unique, independent of the choice of π. We now take a closer look at the
semimartingale case.



Chapter 6

The functional Itô formula

6.1 Semimartingales and quadratic variation

We now consider a semimartingale X on a probability space (Ω,F ,P), equipped
with the natural filtration F = (Ft)t≥0 of X; X is a càdlàg process and the
stochastic integral

φ ∈ S(F) �−→
∫

φ dX

defines a functional on the set S(F) of simple F-predictable processes, with the
following continuity property: for any sequence φn ∈ S(F) of simple predictable
processes,

sup
[0,T ]×Ω

∣∣φn(t, ω)− φ(t, ω)
∣∣ n→∞−→ 0 =⇒

∫
0

φndX
UCP−→
n→∞

∫
0

φ dX,

where UCP stands for uniform convergence in probability on compact sets, see [62].
For any càglàd adapted process φ, the Itô integral

∫ .
0
φdX may be then constructed

as a limit (in probability) of nonanticipative Riemann sums: for any sequence
(πn)n≥1 of partitions of [0, T ] with |πn| → 0,

∑
πn

φ(tnk ).
(
X(tnk+1)−X(tnk )

) P−→
n→∞

∫ T

0

φ dX.

Let us recall some important properties of semimartingales (see [19, 62]):

(i) Quadratic variation: for any sequence of partitions π = (πn)n≥1 of [0, T ] with
|πn| → 0 a.s,∑

(X(tnk+1)−X(tnk ))
2 P−→ [X]T = [X]c(T ) +

∑
0≤s≤T

ΔX(s)2 < ∞;

(ii) Itô formula: for every f ∈ C2(Rd,R),

f(X(t)) = f(X(0)) +

∫ t

0

∇f(X)dX +

∫ t

0

1

2
tr
(
∂2
xxf(X)d[X]c

)
+
∑

0≤s≤t

(
f
(
X(s−) + ΔX(s)

)− f(X(s−)
)−∇f(X(s−)) ·ΔX(s)

)
;
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(iii) semimartingale decomposition: X has a unique decomposition

X = Md +M c +A,

where M c is a continuous F-local martingale, Md is a pure-jump-F-local
martingale, and A is a continuous F-adapted finite variation process;

(iv) the increasing process [X] has a unique decomposition [X] = [M ]d + [M ]c,
where [M ]d(t) =

∑
0≤s≤t ΔX(s)2 and [M ]c is a continuous increasing F-

adapted process;

(v) if X has continuous paths, then it has a unique decomposition X = M +A,
where M is a continuous F-local martingale and A is a continuous F-adapted
process with finite variation.

These properties have several consequences. First, if F ∈ C
0,0
l (ΛT ), then the non-

anticipative Riemann sums∑
tnk∈πn

F
(
tnk , Xtnk−

) · (X(tnk+1)−X(tnk )
)

converge in probability to the Itô stochastic integral
∫
F (t,X)dX. So, by the a.s.

uniqueness of the limit, the Föllmer integral constructed along any sequence of
partitions π = (πn)n≥1 with |πn| → 0 almost surely coincides with the Itô integral.
In particular, the limit is independent of the choice of partitions, so we omit in
the sequel the dependence of the integrals on the sequence π.

The semimartingale property also enables one to construct a partition with
respect to which the paths of the semimartingale have the finite quadratic variation
property with probability 1.

Proposition 6.1.1. Let S be a semimartingale on (Ω,F ,P,F = (Ft)t≥0), T > 0.
There exists a sequence of partitions π = (πn)n≥1 of [0, T ] with |πn| → 0, such
that the paths of S lie in Qπ([0, T ],Rd) with probability 1:

P
({

ω ∈ Ω, S(·, ω) ∈ Qπ([0, T ],Rd)
})

= 1.

Proof. Consider the dyadic partition tnk = kT/2n, k = 0, . . . , 2n. Since∑
πn

(S(tnk+1)− S(tnk ))
2 → [S]T

in probability, there exists a subsequence (πn)n≥1 of partitions such that∑
ti∈πn

(
S(tni )− S(tni+1)

)2 n→∞−→ [S]T , P-a.s.

This subsequence achieves the result. �
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The notion of semimartingale in the literature usually refers to a real-valued
process but one can extend this to vector-valued semimartingales, [43]. For an R

d-
valued semimartingale X = (X1, . . . , Xd), the above properties should be under-
stood in the vector sense, and the quadratic (co-)variation process is an S+

d -valued
process, defined by∑

tni ∈πn, tni ≤t

(
X(tni )−X(tni+1)

)
.t
(
X(tni )−X(tni+1)

) P−→
n→∞ [X](t),

where t → [X](t) is a.s. increasing in the sense of the order on positive symmetric
matrices:

∀t ≥ 0, ∀h > 0, [X](t+ h)− [X](t) ∈ S+
d .

6.2 The functional Itô formula

Using Proposition 6.1.1, we can now apply the pathwise change of variable for-
mula derived in Theorem 5.3.6 to any semimartingale. The following functional Itô
formula, shown in [8, Proposition 6], is a consequence of Theorem 5.3.6 combined
with Proposition 6.1.1.

Theorem 6.2.1 (Functional Itô formula: càdlàg case). Let X be an R
d-valued semi-

martingale and denote, for t > 0, Xt−(u) = X(u)1[0,t[(u) + X(t−)1[t,T ](u). For

any F ∈ C
1,2
loc(ΛT ), and t ∈ [0, T [ ,

F (t,Xt)−F (0, X0)=

∫ t

0

DF (u,Xu)du (6.1)

+

∫ t

0

∇ωF (u,Xu)dX(u) +

∫ t

0

1

2
tr
(∇2

ωF (u,Xu) d[X](u)
)

+
∑

u∈]0,t]

[
F (u,Xu)− F (u,Xu−)−∇ωF (u,Xu−) ·ΔX(u)

]
a.s.

In particular, Y (t) = F (t,Xt) is a semimartingale: the class of semimartingales
is stable under transformations by C

1,2
loc(ΛT ) functionals.

More precisely, we can choose π = (πn)n≥1 with∑
πn

(
X(tni )−X(tni+1)

)
t(X(tni )−X(tni+1))

n→∞−→ [X](t) a.s.

So, setting

ΩX =
{
ω ∈ Ω,

∑
πn

(
X(ti)−X(ti+1)

)
t
(
X(ti)−X(ti+1)

) n→∞−→ [X](T ) < ∞},
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we have that P(ΩX) = 1 and, for any F ∈ C
1,2
loc(ΛT ) and any ω ∈ ΩX , the limit∫ t

0

∇ωF
(
u,Xu(ω)

)
dπX(ω) := lim

n→∞

∑
tni ∈πn

∇ωF
(
tni , X

n
tni
(ω)·(X(tni+1, ω)−X(tni , ω)

)
exists and, for all t ∈ [0, T ],

F (t,Xt(ω))− F (0, X0(ω)) =

∫ t

0

DF (u,Xu(ω))du+

∫ t

0

∇ωF (u,Xu(ω))dX(ω)

+

∫ t

0

1

2
tr
(∇2

ωF (u,Xu(ω)) d[X(ω)]
)

+
∑

u∈]0,T ]

[
F (u,Xu(ω))− F (u,Xu−(ω))

−∇ωF (u,Xu−(ω)) ·ΔX(ω)(u)
]
.

Remark 6.2.2. Note that, unlike the usual statement of the Itô formula (see, e.g.,
[62, Ch. II, Sect. 7]), the statement here is that there exists a set ΩX on which
the equality (6.1) holds pathwise for any F ∈ C

1,2
b ([0, T ]). This is particularly

useful when one needs to take a supremum over such F , such as in optimal control
problems, since the null set does not depend on F .

In the continuous case, the functional Itô formula reduces to the following
theorem from [8, 9, 21], which we give here for the sake of completeness.

Theorem 6.2.3 (Functional Itô formula: continuous case [8, 9, 21]). Let X be a
continuous semimartingale and F ∈ C

1,2
loc(WT ). For any t ∈ [0, T [,

F (t,Xt)− F (0, X0) =

∫ t

0

DF (u,Xu)du (6.2)

+

∫ t

0

∇ωF (u,Xu)dX(u) +

∫ t

0

1

2
tr
(
t∇2

ωF (u,Xu)d[X]
)
a.s.

In particular, Y (t) = F (t,Xt) is a continuous semimartingale.

If F (t,Xt) = f(t,X(t)), where f ∈ C1,2([0, T ] × R
d), this reduces to the

standard Itô formula.
Note that, using Theorem 5.4.2, it is sufficient to require that F ∈ C

1,2
loc(WT ),

rather than F ∈ C
1,2
loc(ΛT ).

Theorem 6.2.3 shows that, for a continuous semimartingale X, any smooth
non-anticipative functional Y = F (X) depends on F and its derivatives only via
their values on continuous paths, i.e., on WT ⊂ ΛT . Thus, Y = F (X) can be
reconstructed from the “second order jet” (∇ωF,DF,∇2

ωF ) of the functional F
on WT .
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Although these formulas are implied by the stronger pathwise formula (Theo-
rem 5.3.6), one can also give a direct probabilistic proof using the Itô formula [11].
We outline the main ideas of the probabilistic proof, which shows the role played
by the different assumptions. A more detailed version may be found in [11].

Sketch of proof of Theorem 6.2.3. Consider first a càdlàg piecewise constant pro-
cess

X(t) =

n∑
k=1

1[tk,tk+1[(t)Φk,

where Φk are Ftk -measurable bounded random variables. Each path of X is a
sequence of horizontal and vertical moves:

Xtk+1
= Xtk + (Φk+1 − Φk)1[tk+1,T ].

We now decompose each increment of F into a horizontal and vertical part:

F (tk+1, Xtk+1
)− F (tk, Xtk) = F (tk+1, Xtk+1

)− F (tk+1, Xtk) (vertical)

+ F (tk+1, Xtk)− F (tk, Xtk) (horizontal)

The horizontal increment is the increment of φ(h) = F (tk + h,Xtk). The funda-
mental theorem of calculus applied to φ yields

F (tk+1, Xtk)− F (tk, Xtk) = φ(tk+1 − tk)− φ(0) =

∫ tk+1

tk

DF (t,Xt)dt.

To compute the vertical increment, we apply the Itô formula to ψ ∈ C2(Rd) defined
by ψ(u) = F (tk+1, Xtk + u1[tk+1,T ]). This yields

F (tk+1, Xtk+1
)− F (tk+1, Xtk) = ψ(X(tk+1)−X(tk))− ψ(0)

=

∫ tk+1

tk

∇ωF (t,Xt)dX(t) +
1

2

∫ tk+1

tk

tr(∇2
ωF (t,Xt)d[X]).

Consider now the case of a continuous semimartingale X; the piecewise constant
approximation nX of X along the partition πn approximates X almost surely in
supremum norm. Thus, by the previous argument, we have

F (T, nXT )− F (0, X0) =

∫ T

0

DF (t, nXt)dt+

∫ T

0

∇ωF (t, nXt)dnX

+
1

2

∫ T

0

tr
(
t∇2

ωF (nXt)d[nX]
)
.

Since F ∈ C
1,2
b (ΛT ), all derivatives involved in the expression are left-continuous

in the d∞ metric, which allows to control their convergence as n → ∞. Using
the local boundedness assumption ∇ωF,DF,∇2

ωF ∈ B(ΛT ), we can then use the
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dominated convergence theorem, its extension to stochastic integrals [62, Ch. IV
Theorem 32], and Lemma 5.3.7 to conclude that the Riemann–Stieltjes integrals
converge almost surely, and the stochastic integral in probability, to the terms
appearing in (6.2) as n → ∞, see [11]. �

6.3 Functionals with dependence on quadratic variation

The results outlined in the previous sections all assume that the functionals in-
volved, and their directional derivatives, are continuous in supremum norm. This
is a severe restriction for applications in stochastic analysis, where functionals may
involve quantities such as quadratic variation, which cannot be constructed as a
continuous functional for the supremum norm.

More generally, in many applications such as statistics of processes, physics
or mathematical finance, one is led to consider path dependent functionals of a
semimartingale X and its quadratic variation process [X] such as∫ t

0

g(t,Xt)d[X](t), G(t,Xt, [X]t) or E
[
G(T,X(T ), [X](T ))|Ft

]
,

where X(t) denotes the value at time t and Xt = (X(u), u ∈ [0, t]) the path up to
time t.

In Chapter 7 we will develop a weak functional calculus capable of handling
all such examples in a weak sense. However, disposing of a pathwise interpretation
is of essence in most applications and this interpretation is lost when passing to
weak derivatives. In this chapter, we show how the pathwise calculus outlined in
Chapters 5 and 6 can be extended to functionals depending on quadratic variation,
while retaining the pathwise interpretation.

Consider a continuous Rd-valued semimartingale with absolutely continuous
quadratic variation,

[X](t) =

∫ t

0

A(u)du,

where A is an S+
d -valued process. Denote by Ft the natural filtration of X.

The idea is to ‘double the variables’ and to represent the above examples in
the form

Y (t) = F
(
t,
{
X(u), 0 ≤ u ≤ t

}
,
{
A(u), 0 ≤ u ≤ t

})
= F (t,Xt, At), (6.3)

where F : [0, T ]×D
(
[0, T ],Rd

)×D
(
[0, T ], S+

d

)→ R is a non-anticipative functional

defined on an enlarged domain D([0, T ],Rd) × D([0, T ], S+
d ), and represents the

dependence of Y on the stopped path Xt = {X(u), 0 ≤ u ≤ t} of X and its
quadratic variation.

Introducing the process A as an additional variable may seem redundant:
indeed A(t) is itself Ft-measurable, i.e., a functional of Xt. However, it is not a
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continuous functional on (ΛT , d∞). Introducing At as a second argument in the
functional will allow us to control the regularity of Y with respect to [X](t) =∫ t
0
A(u)du simply by requiring continuity of F with respect to the “lifted process”

(X,A). This idea is analogous to the approach of rough path theory [34, 35, 49],
in which one controls integral functionals of a path in terms of the path jointly
with its ‘Lévy area’. Here, d[X] is the symmetric part of the Lévy area, while the
asymmetric part does not intervene in the change of variable formula. However,
unlike the rough path construction, in our construction we do not need to resort
to p-variation norms.

An important property in the above examples is that their dependence on
the process A is either through [X] =

∫ .
0
A(u)du, or through an integral functional

of the form
∫ .
0
φd[X] =

∫ .
0
φ(u)A(u)du. In both cases they satisfy the condition

F (t,Xt, At) = F (t,Xt, At−),

where, as before, we denote

ωt− = ω1[0,t[ + ω(t−)1[t,T ].

Following these ideas, we define the space (ST , d∞) of stopped paths

ST =
{(

t, x(t ∧ ·), v(t ∧ ·)), (t, x, v) ∈ [0, T ]×D
(
[0, T ],Rd

)×D
(
[0, T ], S+

d

)}
,

and we will assume throughout this section that

Assumption 6.3.1. F : (ST , d∞) → R is a non-anticipative functional with “pre-
dictable” dependence with respect to the second argument:

∀(t, x, v) ∈ ST , F (t, x, v) = F (t, xt, vt−). (6.4)

The regularity concepts introduced in Chapter 5 carry out without any mod-
ification to the case of functionals on the larger space ST ; we define the corre-
sponding class of regular functionals C

1,2
loc(ST ) by analogy with Definition 5.2.10.

Condition (6.4) entails that vertical derivatives with respect to the variable v are
zero, so the vertical derivative on the product space coincides with the vertical
derivative with respect to the variable x; we continue to denote it as ∇ω.

As the examples below show, the decoupling of the variables (X,A) leads to
a much larger class of smooth functionals.

Example 6.3.1 (Integrals with respect to the quadratic variation). A process

Y (t) =

∫ t

0

g(X(u))d[X](u),

where g ∈ C0(Rd), may be represented by the functional

F (t, xt, vt) =

∫ t

0

g(x(u))v(u)du.
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Here, F verifies Assumption 6.3.1, F ∈ C
1,∞
b , with DF (t, xt, vt) = g(x(t))v(t) and

∇j
ωF (t, xt, vt) = 0.

Example 6.3.2. The process Y (t) = X(t)2− [X](t) is represented by the functional

F (t, xt, vt) = x(t)2 −
∫ t

0

v(u)du. (6.5)

Here, F verifies Assumption 6.3.1, and F ∈ C
1,∞
b (ST ), with DF (t, x, v) = −v(t),

∇ωF (t, xt, vt) = 2x(t), ∇2
ωF (t, xt, vt) = 2, and ∇j

ωF (t, xt, vt) = 0 for j ≥ 3.

Example 6.3.3. The process Y = exp(X − [X]/2) may be represented by Y (t) =
F (t,Xt, At), with

F (t, xt, vt) = exp

(
x(t)− 1

2

∫ t

0

v(u)du

)
.

Elementary computations show that F ∈ C
1,∞
b (ST ) with

DF (t, x, v) = −1

2
v(t)F (t, x, v)

and ∇j
ωF (t, xt, vt) = F (t, xt, vt).

We can now state a change of variable formula for non-anticipative functionals
which are allowed to depend on the path of X and its quadratic variation.

Theorem 6.3.4. Let F ∈ C
1,2
b (ST ) be a non-anticipative functional verifying (6.4).

Then, for t ∈ [0, T [,

F (t,Xt, At)− F0(X0, A0) =

∫ t

0

DuF (Xu, Au)du+

∫ t

0

∇ωF (u,Xu, Au)dX(u)

+

∫ t

0

1

2
tr
(∇2

ωF (u,Xu, Au) d[X]
)

a.s. (6.6)

In particular, for any F ∈ C
1,2
b (ST ), Y (t) = F (t,Xt, At) is a continuous semi-

martingale.

Importantly, (6.6) contains no extra term involving the dependence on A,
as compared to (6.2). As will be clear in the proof, due to the predictable de-
pendence of F in A, one can in fact ‘freeze’ the variable A when computing the
increment/differential of F so, locally, A acts as a parameter.

Proof of Theorem 6.3.4. Let us first assume that X does not exit a compact set
K, and that ‖A‖∞ ≤ R for some R > 0. Let us introduce a sequence of random
partitions (τnk , k = 0, . . . , k(n)) of [0, t], by adding the jump times of A to the
dyadic partition (tni = it/2n, i = 0, . . . , 2n):

τn0 = 0, τnk = inf

{
s > τnk−1 |

2ns

t
∈ N or

∣∣A(s)−A(s−)
∣∣ > 1

n

}
∧ t.
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The construction of (τnk , k = 0, . . . , k(n)) ensures that

ηn = sup

{
|A(u)−A(τni )|+|X(u)−X(τni+1)|+

t

2n
, i ≤ 2n, u ∈ [τni , τ

n
i+1[

}
n→∞−→ 0.

Set nX =
∑∞

i=0 X(τni+1)1[τn
i ,τn

i+1)
+ X(t)1{t}, which is a càdlàg piecewise con-

stant approximation of Xt, and nA =
∑∞

i=0 A(τni )1[τn
i ,τn

i+1)
+ A(t)1{t}, which is

an adapted càdlàg piecewise constant approximation of At. Write hn
i = τni+1 − τni .

Start with the decomposition

F
(
τni+1,nXτn

i+1−, nAτn
i+1−
)− F

(
τni , nXτn

i −, nAτn
i −
)

= F
(
τni+1, nXτn

i+1−, nAτn
i

)− F
(
τni , nXτn

i
, nAτn

i

)
+ F
(
τni , nXτn

i
, nAτn

i −
)− F

(
τni , nXτn

i −, nAτn
i −
)
, (6.7)

where we have used (6.4) to deduce F (τni , nXτn
i
, nAτn

i
) = F (τni , nXτn

i
, nAτn

i −).
The first term in (6.7) can be written ψ(hn

i )− ψ(0), where

ψ(u) = F (τni + u, nXτn
i
, nAτn

i
).

Since F ∈ C
1,2
b (ST ), ψ is right-differentiable and left-continuous by Proposi-

tion 5.1.5, so

F
(
τni+1, nXτn

i
, nAτn

i

)−F
(
τni , nXτn

i
, nAτn

i

)
=

∫ τn
i+1−τn

i

0

DF
(
τni + u, nXτn

i
, nAτn

i

)
du.

The second term in (6.7) can be written φ(X(τni+1)−X(τni ))−φ(0), where φ(u) =

F (τni , nX
u
τn
i −, nAτn

i
). Since F ∈ C

1,2
b , φ ∈ C2(Rd) and

∇φ(u) = ∇ωF
(
τni , nX

u
τn
i −, nAτn

i

)
, ∇2φ(u) = ∇2

ωF
(
τni , nX

u
τn
i −, nAτn

i

)
.

Applying the Itô formula to φ(X(τni + s)−X(τni )) yields

φ
(
X(τni+1)−X(τni )

)− φ(0) =

∫ τn
i+1

τn
i

∇ωF
(
τni , nX

X(s)−X(τn
i )

τn
i − , nAτn

i

)
dX(s)

+
1

2

∫ τn
i+1

τn
i

tr
[
t∇2

ωF
(
τni , nX

X(s)−X(τn
i )

τn
i − , nAτn

i

)
d[X](s)

]
.

Summing over i ≥ 0 and denoting i(s) the index such that s ∈ [τni(s), τ
n
i(s)+1[, we

have shown that

F
(
t, nXt, nAt

)− F
(
0, X0, A0

)
=

∫ t

0

DF
(
s, nXτn

i(s)
, nAτn

i(s)

)
ds

+

∫ t

0

∇ωF
(
τni(s), nX

X(s)−X(τn
i(s))

τn
i(s)

− , nAτn
i(s)

)
dX(s)

+
1

2

∫ t

0

tr
[
∇2

ωF
(
τni(s), nX

X(s)−X(τn
i(s))

τn
i(s)

− , nAτn
i(s)

)
d[X](s)

]
.
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Now, F (t, nXt, nAt) converges to F (t,Xt, At) almost surely. Since all approxima-
tions of (X,A) appearing in the various integrals have a d∞-distance from (Xs, As)
less than ηn → 0, the continuity at fixed times of DF and the left-continuity of
∇ωF , ∇2

ωF imply that the integrands appearing in the above integrals converge,
respectively, to DF (s,Xs, As),∇ωF (s,Xs, As),∇2

ωF (s,Xs, As) as n → ∞. Since
the derivatives are in B, the integrands in the various above integrals are bounded
by a constant depending only on F , K, R and t, but not on s nor on ω. The dom-
inated convergence and the dominated convergence theorem for the stochastic
integrals [62, Ch.IV Theorem 32] then ensure that the Lebesgue–Stieltjes integrals
converge almost surely, and the stochastic integral in probability, to the terms
appearing in (6.6) as n → ∞.

Consider now the general case, where X and A may be unbounded. Let Kn

be an increasing sequence of compact sets with
⋃

n≥0 Kn = R
d, and denote the

stopping times by

τn = inf
{
s < t : X(s) /∈ Kn or |A(s)| > n

} ∧ t.

Applying the previous result to the stopped process (Xt∧τn , At∧τn) and noting
that, by (6.4), F (t,Xt, At) = F (t,Xt, At−) leads to

F
(
t,Xt∧τn , At∧τn

)− F (0, X0, A0) =

∫ t∧τn

0

DF (u,Xu, Au)du

+
1

2

∫ t∧τn

0

tr
(
t∇2

ωF (u,Xu, Au)d[X](u)
)

+

∫ t∧τn

0

∇ωF (u,Xu, Au)dX

+

∫ t

t∧τn

DF
(
u,Xu∧τn , Au∧τn

)
du.

The terms in the first line converges almost surely to the integral up to time t
since t∧ τn = t almost surely for n sufficiently large. For the same reason the last
term converges almost surely to 0. �



Chapter 7

Weak functional calculus for
square-integrable
processes

The pathwise functional calculus presented in Chapters 5 and 6 extends the Itô
Calculus to a large class of path dependent functionals of semimartingales, of which
we have already given several examples. Although in Chapter 6 we introduced a
probability measure P on the space D([0, T ],Rd), under which X is a semimartin-
gale, its probabilistic properties did not play any crucial role in the results, since
the key results were shown to hold pathwise, P-almost surely.

However, this pathwise calculus requires continuity of the functionals and
their directional derivatives with respect to the supremum norm: without the (left)
continuity condition (5.1.4), the Functional Itô formula (Theorem 6.2.3) may fail
to hold in a pathwise sense.1 This excludes some important examples of non-
anticipative functionals, such as Itô stochastic integrals or the Itô map [48, 52],
which describes the correspondence between the solution of a stochastic differential
equation and the driving Brownian motion.

Another issue which arises when trying to apply the pathwise functional
calculus to stochastic processes is that, in a probabilistic setting, functionals of a
process X need only to be defined on a set of probability 1 with respect to P

X :
modifying the definition of a functional F outside the support of PX does not affect
the image process F (X) from a probabilistic perspective. So, in order to work with
processes, we need to extend the previous framework to functionals which are not
necessarily defined on the whole space ΛT , but only P

X -almost everywhere, i.e.,
P
X -equivalence classes of functionals.

This construction is well known in a finite-dimensional setting: given a ref-
erence measure μ on R

d, one can define the notions of μ-almost everywhere regu-
larity, weak derivatives, and Sobolev regularity scales using duality relations with
respect to the reference measure; this is the approach behind Schwartz’s theory
of distributions [65]. The Malliavin Calculus [52], conceived by Paul Malliavin as
a weak calculus for Wiener functionals, can be seen as an analogue of Schwartz
distribution theory on the Wiener space, using the Wiener measure as reference
measure.2 The idea is to construct an extension of the derivative operator using a

1Failure to recognize this important point has lead to several erroneous assertions in the
literature, via a naive application of the functional Itô formula.

2This viewpoint on the Malliavin Calculus was developed by Shigekawa [66], Watanabe [73],
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164 Chapter 7. Weak functional calculus for square-integrable processes

duality relation, which extends the integration by parts formula. The closure of the
derivative operator then defines the class of function(al)s to which the derivative
may be applied in a weak sense.

We adopt here a similar approach, outlined in [11]: given a square inte-
grable Itô process X, we extend the pathwise functional calculus to a weak non-
anticipative functional calculus whose domain of applicability includes all square
integrable semimartingales adapted to the filtration FX generated by X.

We first define, in Section 7.1, a vertical derivative operator acting on pro-
cesses, i.e., P-equivalence classes of functionals of X, which is shown to be related
to the martingale representation theorem (Section 7.2).

This operator ∇X is then shown to be closable on the space of square inte-
grable martingales, and its closure is identified as the inverse of the Itô integral
with respect to X: for φ ∈ L2(X), ∇X

(∫
φdX

)
= φ (Theorem 7.3.3). In partic-

ular, we obtain a constructive version of the martingale representation theorem
(Theorem 7.3.4) stating that, for any square integrable FX

t -martingale Y ,

Y (T ) = Y (0) +

∫ T

0

∇XY dX P-a.s.

This formula can be seen as a non-anticipative counterpart of the Clark–Hauss-
mann–Ocone formula [5, 36, 37, 44, 56]. The integrand ∇XY is an adapted process
which may be computed pathwise, so this formula is more amenable to numerical
computations than those based on Malliavin Calculus [12].

Section 7.4 further discusses the relation with the Malliavian derivative on
the Wiener space. We show that the weak derivative ∇X may be viewed as a
non-anticipative “lifting” of the Malliavin derivative (Theorem 7.4.1): for square
integrable martingales Y whose terminal value Y (T ) ∈ D1,2 is Malliavin differen-
tiable, we show that the vertical derivative is in fact a version of the predictable
projection of the Malliavin derivative, ∇XY (t) = E[DtH|Ft].

Finally, in Section 7.5 we extend the weak derivative to all square inte-
grable semimartingales and discuss an application of this construction to forward-
backward SDEs (FBSDEs, for short).

7.1 Vertical derivative of an adapted process

Throughout this section, X : [0, T ]×Ω → R
d will denote a continuous, Rd-valued

semimartingale defined on a probability space (Ω,F ,P). Since all processes we
deal with are functionals of X, we will consider, without loss of generality, Ω to be
the canonical space D([0, T ],Rd), and X(t, ω) = ω(t) to be the coordinate process.
Then, P denotes the law of the semimartingale. We denote by F = (Ft)t≥0 the
P-completion of Ft+.

and Sugita [70, 71].
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We assume that

[X](t) =

∫ t

0

A(s)ds (7.1)

for some càdlàg process A with values in S+
d . Note that A need not be a semi-

martingale.

Any non-anticipative functional F : ΛT → R applied to X generates an F-
adapted process

Y (t) = F (t,Xt) = F
(
t, {X(u ∧ t), u ∈ [0, T ]}). (7.2)

However, the functional representation of the process Y is not unique: modifying
F outside the topological support of PX does not change Y . In particular, the
values taken by F outside WT do not affect Y . Yet, the definition of the vertical
∇ωF seems to depend on the value of F for paths such as ω+e1[t,T ], which clearly
do not belong to WT .

Theorem 5.4.2 gives a partial answer to this issue in the case where the
topological support of P is the full space C0([0, T ],Rd) (which is the case, for
instance, for the Wiener process), but does not cover the wide variety of situations
that may arise. To tackle this issue we need to define a vertical derivative operator
which acts on (F-adapted) processes, i.e., equivalence classes of (non-anticipative)
functionals modulo an evanescent set. The functional Itô formula (6.2) provides
the key to this construction. If F ∈ C

1,2
loc(WT ), then Theorem 6.2.3 identifies∫ .

0
∇ωF (t,Xt)dM as the local martingale component of Y (t) = F (t,Xt), which

implies that it should be independent from the functional representation of Y .

Lemma 7.1.1. Let F 1, F 2 ∈ C
1,2
b (WT ) be such that, for every t ∈ [0, T [,

F 1(t,Xt) = F 2(t,Xt) P-a.s.

Then,

t
[∇ωF

1(t,Xt)−∇ωF
2(t,Xt)

]
A(t−)

[∇ωF
1(t,Xt)−∇ωF

2(t,Xt)
]
= 0

outside an evanescent set.

Proof. Let X = Z +M , where Z is a continuous process with finite variation and
M is a continuous local martingale. There exists Ω1 ∈ F such that P(Ω1) = 1
and, for ω ∈ Ω1, the path t �→ X(t, ω) is continuous and t �→ A(t, ω) is càdlàg.
Theorem 6.2.3 implies that the local martingale part of 0 = F 1(t,Xt)− F 2(t,Xt)
can be written

0 =

∫ t

0

(∇ωF
1(u,Xu)−∇ωF

2(u,Xu)
)
dM(u).
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Computing its quadratic variation we have, on Ω1,

0 =

∫ t

0

1

2
t
[∇ωF

1(u,Xu)−∇ωF
2(u,Xu)

]
A(u−)

[∇ωF
1(u,Xu)−∇ωF

2(u,Xu)
]
du

(7.3)

and ∇ωF
1(t,Xt) = ∇ωF

1(t,Xt−) since X is continuous. So, on Ω1, the integrand
in (7.3) is left-continuous; therefore (7.3) implies that, for t ∈ [0, T [ and ω ∈ Ω1,

t
[∇ωF

1(t,Xt)−∇ωF
2(t,Xt)

]
A(t−)

[∇ωF
1(t,Xt)−∇ωF

2(t,Xt)
]
= 0. �

�

Thus, if we assume that in (7.1) A(t−) is almost surely non-singular, then
Lemma 7.1.1 allows to define intrinsically the pathwise derivative of any process
Y with a smooth functional representation Y (t) = F (t,Xt).

Assumption 7.1.1. [Non-degeneracy of local martingale component] A(t) in (7.1)
is non-singular almost everywhere, i.e.,

det(A(t)) �= 0 dt× dP-a.e.

Definition 7.1.2 (Vertical derivative of a process). Define C1,2
loc (X) as the set of

Ft-adapted processes Y which admit a functional representation in C
1,2
loc(ΛT ):

C1,2
loc (X) =

{
Y, ∃F ∈ C

1,2
loc , Y (t) = F (t,Xt) dt× P-a.e.

}
. (7.4)

Under Assumption 7.1.1, for any Y ∈ C1,2
loc (X), the predictable process

∇XY (t) = ∇ωF (t,Xt)

is uniquely defined up to an evanescent set, independently of the choice of F ∈
C

1,2
loc(WT ) in the representation (7.4). We will call the process ∇XY the vertical

derivative of Y with respect to X.

Although the functional ∇ωF : ΛT → R
d does depend on the choice of the

functional representation F in (7.2), the process ∇XY (t) = ∇ωF (t,Xt) obtained
by computing ∇ωF along the paths of X does not.

The vertical derivative ∇X defines a correspondence between F-adapted pro-
cesses: it maps any process Y ∈ C1,2

b (X) to an F-adapted process ∇XY . It defines
a linear operator

∇X : C1,2
b (X) −→ C0,0

l (X)

on the algebra of smooth functionals C1,2
b (X), with the following properties: for

any Y, Z ∈ C1,2
b (X), and any F-predictable process λ, we have

(i) Ft-linearity: ∇X(Y + λZ)(t) = ∇XY (t) + λ(t) · ∇XZ(t);
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(ii) differentiation of the product: ∇X(Y Z)(t) = Z(t)∇XY (t) + Y (t)∇XZ(t);

(iii) composition rule: If U ∈ C1,2
b (Y ), then U ∈ C1,2

b (X) and, for every t ∈ [0, T ],

∇XU(t) = ∇Y U(t) · ∇XY (t). (7.5)

The vertical derivative operator ∇X has important links with the Itô stochas-
tic integral. The starting point is the following proposition.

Proposition 7.1.3 (Representation of smooth local martingales). For any local mar-
tingale Y ∈ C1,2

loc (X) we have the representation

Y (T ) = Y (0) +

∫ T

0

∇XY dM, (7.6)

where M is the local martingale component of X.

Proof. Since Y ∈ C1,2
loc (X), there exists F ∈ C

1,2
loc(WT ) such that Y (t) = F (t,Xt).

Theorem 6.2.3 then implies that, for t ∈ [0, T ),

Y (t)− Y (0) =

∫ t

0

DF (u,Xu)du+
1

2

∫ t

0

tr
(
t∇2

ωF (u,Xu)d[X](u)
)

+

∫ t

0

∇ωF (u,Xu)dZ(u) +

∫ t

0

∇ωF (t,Xt)dM(u).

Given the regularity assumptions on F , all terms in this sum are continuous
processes with finite variation, while the last term is a continuous local mar-
tingale. By uniqueness of the semimartingale decomposition of Y , we thus have
Y (t) =

∫ t
0
∇ωF (u,Xu)dM(u). Since F ∈ C

0,0
l ([0, T ]), Y (t) → F (T,XT ) as t → T

so, the stochastic integral is also well-defined for t ∈ [0, T ]. �

We now explore further the consequences of this property and its link with
the martingale representation theorem.

7.2 Martingale representation formula

Consider now the case where X is a Brownian martingale,

X(t) = X(0) +

∫ t

0

σ(u)dW (u),

where σ is a process adapted to FW
t and satisfying

E

(∫ T

0

‖σ(t)‖2dt
)

< ∞ and det(σ(t)) �= 0, dt× dP-a.e.
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Then X is a square integrable martingale with the predictable representation
property [45, 63]: for any square integrable FT measurable random variable H or,
equivalently, any square integrable F-martingale Y defined by Y (t) = E[H|Ft],
there exists a unique F-predictable process φ such that

Y (t) = Y (0) +

∫ t

0

φdX, i.e., H = Y (0) +

∫ T

0

φdX, (7.7)

and

E

(∫ T

0

tr(φ(u) · tφ(u)d[X](u))

)
< ∞. (7.8)

The classical proof of this representation result (see, e.g., [63]) is non-cons-
tructive and a lot of effort has been devoted to obtaining an explicit form for φ in
terms of Y , using Markovian methods [18, 25, 27, 42, 58] or Malliavin Calculus [3,
5, 37, 44, 55, 56]. We will now see that the vertical derivative gives a simple
representation of the integrand φ.

If Y ∈ C1,2
loc (X) is a martingale, then Proposition 7.1.3 applies so, compar-

ing (7.7) with (7.6) suggests φ = ∇XY as the obvious candidate. We now show
that this guess is indeed correct in the square integrable case.

Let L2(X) be the Hilbert space of F-predictable processes such that

||φ||2L2(X) = E

(∫ T

0

tr(φ(u) · tφ(u)d[X](u))

)
< ∞.

This is the space of integrands for which one defines the usual L2 extension of the
Itô integral with respect to X.

Proposition 7.2.1 (Representation of smooth L2 martingales). If Y ∈ C1,2
loc (X) is

a square integrable martingale, then ∇XY ∈ L2(X) and

Y (T ) = Y (0) +

∫ T

0

∇XY dX. (7.9)

Proof. Applying Proposition 7.1.3 to Y we obtain that Y = Y (0) +
∫
0
∇XY dX.

Since Y is square integrable, the Itô integral
∫
0
∇XY dX is square integrable and

the Itô isometry formula yields

E
(‖Y (T )− Y (0)‖2) = E

∣∣∣∣ ∫ T

0

∇XY dX

∣∣∣∣2
= E

(∫ T

0

tr
(
t∇XY (u) · ∇XY (u)d[X](u)

))
< ∞,

so ∇XY ∈ L2(X). The uniqueness of the predictable representation in L2(X) then
allows us to conclude the proof. �
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7.3 Weak derivative for square integrable functionals

Let M2(X) be the space of square integrable F-martingales with initial value zero,
and with the norm ||Y || =√E|Y (T )|2.

We will now use Proposition 7.2.1 to extend ∇X to a continuous functional
on M2(X).

First, observe that the predictable representation property implies that the
stochastic integral with respect to X defines a bijective isometry

IX : L2(X) −→ M2(X),

φ �−→
∫ .

0

φdX.

Then, by Proposition 7.2.1, the vertical derivative ∇X defines a continuous map

∇X : C1,2
b (X) ∩M2(X) −→ L2(X)

on the set of ‘smooth martingales’

D(X) = C1,2
b (X) ∩M2(X).

This isometry property can now be used to extend ∇X to the entire space M2(X),
using the following density argument.

Lemma 7.3.1 (Density of C1,2
b (X) in M2(X)). {∇XY | Y ∈ D(X)} is dense in

L2(X) and D(X) = C1,2
b (X) ∩M2(X) is dense in M2(X).

Proof. We first observe that the set of cylindrical non-anticipative processes of the
form

φn,f,(t1,...,tn)(t) = f
(
X(t1), . . . , X(tn)

)
1t>tn ,

where n ≥ 1, 0 ≤ t1 < · · · < tn ≤ T , and f ∈ C∞
b (Rn,R), is a total set in

L2(X), i.e., their linear span, which we denote by U , is dense in L2(X). For such
an integrand φn,f,(t1,...,tn), the stochastic integral with respect to X is given by
the martingale

Y (t) = IX(φn,f,(t1,...,tn))(t) = F (t,Xt),

where the functional F is defined on ΛT as

F (t, ω) = f
(
ω(t1−), . . . , ω(tn−)

)
(ω(t)− ω(tn))1t>tn .

Hence,

∇ωF (t, ω) = f
(
ω(t1−), . . . , ω(tn−)

)
1t>tn , ∇2

ωF (t, ω) = 0, DF (t, ωt) = 0,

which shows that F ∈ C
1,2
b (see Example 5.2.5). Hence, Y ∈ C1,2

b (X). Since f is
bounded, Y is obviously square integrable so, Y ∈ D(X). Hence, IX(U) ⊂ D(X).

Since IX is a bijective isometry from L2(X) to M2(X), the density of U in
L2(X) entails the density of IX(U) in M2(X). �
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This leads to the following useful characterization of the vertical derivative
∇X .

Proposition 7.3.2 (Integration by parts on D(X)). Let Y ∈ D(X) = C1,2
b (X) ∩

M2(X). Then, ∇XY is the unique element from L2(X) such that, for every Z ∈
D(X),

E
(
Y (T )Z(T )

)
= E

(∫ T

0

tr
(∇XY (t)t∇XZ(t)d[X](t)

))
. (7.10)

Proof. Let Y, Z ∈ D(X). Then Y is a square integrable martingale with Y (0) = 0
and E[|Y (T )|2] < ∞. Applying Proposition 7.2.1 to Y and Z, we obtain Y =∫ ∇XY dX,Z =

∫ ∇XZdX, so

E
[
Y (T )Z(T )

]
= E

[ ∫ T

0

∇XY dX

∫ T

0

∇XZdX

]
.

Applying the Itô isometry formula we get (7.10). If we now consider another
process ψ ∈ L2(X) such that, for every Z ∈ D(X),

E
(
Y (T )Z(T )

)
= E

(∫ T

0

tr
(
ψ(t)t∇XZ(t)d[X]

))
,

then, substracting from (7.10), we get

〈ψ −∇XY, ∇XZ〉L2(X) = 0

for all Z ∈ D(X). And this implies ψ = ∇XY since, by Lemma 7.3.1, {∇XZ |
Z ∈ D(X)} is dense in L2(X). �

We can rewrite (7.10) as

E

(
Y (T )

∫ T

0

φ dX

)
= E

(∫ T

0

tr
(∇XY (t)tφ(t)d[X](t)

))
, (7.11)

which can be understood as an ‘integration by parts formula’ on [0, T ] × Ω with
respect to the measure d[X]× dP.

The integration by parts formula, and the density of the domain are the two
ingredients needed to show that the operator is closable on M2(X).

Theorem 7.3.3 (Extension of ∇X to M2(X)). The vertical derivative

∇X : D(X) −→ L2(X)

admits a unique continuous extension to M2(X), namely

∇X : M2(X) −→ L2(X),∫ .

0

φdX �−→ φ, (7.12)
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which is a bijective isometry characterized by the integration by parts formula: for
Y ∈ M2(X), ∇XY is the unique element of L2(X) such that, for every Z ∈ D(X),

E
[
Y (T )Z(T )

]
= E

(∫ T

0

tr
(∇XY (t)t∇XZ(t)d[X](t)

))
. (7.13)

In particular, ∇X is the adjoint of the Itô stochastic integral

IX : L2(X) −→ M2(X),

φ �−→ φdX

in the following sense: ∀φ ∈ L2(X), ∀Y ∈ M2(X),

E[Y (T )

∫ T

0

φdX] = 〈∇XY, φ〉L2(X).

Proof. Any Y ∈ M2(X) can be written as Y (t) =
∫ t
0
φ(s)dX(s) with φ ∈ L2(X),

which is uniquely defined d[X]×dP-a.e. Then, the Itô isometry formula guarantees
that (7.13) holds for φ. To show that (7.13) uniquely characterizes φ, consider
ψ ∈ L2(X) also satisfying (7.13); then, denoting IX(ψ) =

∫ .
0
ψdX its stochastic

integral with respect to X, (7.13) implies that, for every Z ∈ D(X),

〈IX(ψ)− Y, Z〉M2(X) = E

[
(Y (T )−

∫ T

0

ψdX)Z(T )

]
= 0;

and this implies that IX(ψ) = Y d[X] × dP-a.e. since, by construction, D(X) is
dense in M2(X). Hence, ∇X : D(X) �→ L2(X) is closable on M2(X). �

We have thus extended Dupire’s pathwise vertical derivative ∇ω to a weak
derivative ∇X defined for all square integrable F-martingales, which is the inverse
of the Itô integral IX with respect to X: for every φ ∈ L2(X), the equality

∇X

(∫ .

0

φ dX

)
= φ

holds in L2(X).

The above results now allow us to state a general version of the martingale
representation formula, valid for all square integrable martingales.

Theorem 7.3.4 (Martingale representation formula: general case). For any square
integrable F-martingale Y and every t ∈ [0, T ],

Y (t) = Y (0) +

∫ t

0

∇XY dX P-a.s.
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This relation, which can be understood as a stochastic version of the ‘fun-
damental theorem of calculus’ for martingales, shows that ∇X is a ‘stochastic
derivative’ in the sense of Zabczyk [75] and Davis [18].

Theorem 7.3.3 suggests that the space of square integrable martingales can
be seen as a ‘Martingale Sobolev space’ of order 1 constructed over L2(X), see [11].
However, since for Y ∈ M2(X),∇XY is not a martingale, Theorem 7.3.3 does not
allow to iterate this weak differentiation to higher orders. We will see in Section 7.5
how to extend this construction to semimartingales and construct Sobolev spaces
of arbitrary order for the operator ∇X .

7.4 Relation with the Malliavin derivative

The above construction holds, in particular, in the case where X = W is a Wiener
process. Consider the canonical Wiener space (Ω0 = C0([0, T ],R

d), ‖ · ‖∞, P) en-
dowed with the filtration of the canonical process W , which is a Wiener process
under P.

Theorem 7.3.3 applies when X = W is the Wiener process and allows to
define, for any square integrable Brownian martingale Y ∈ M2(W ), the vertical
derivative ∇WY ∈ L2(W ) of Y with respect to W .

Note that the Gaussian properties of W play no role in the construction of
the operator ∇W . We now compare the Brownian vertical derivative ∇W with the
Malliavin derivative [3, 4, 52, 67].

Consider an FT -measurable functional H = H(X(t), t ∈ [0, T ]) = H(XT )
with E[|H|2] < ∞. If H is differentiable in the Malliavin sense [3, 52, 55, 67],
e.g., H ∈ D1,2 with Malliavin derivative DtH, then the Clark–Haussmann–Ocone
formula [55, 56] gives a stochastic integral representation of H in terms of the
Malliavin derivative of H:

H = E[H] +

∫ T

0

pE
[
DtH | Ft

]
dW (t), (7.14)

where pE[DtH|Ft] denotes the predictable projection of the Malliavin derivative.
This yields a stochastic integral representation of the martingale Y (t) = E[H|Ft]:

Y (t) = E[H | Ft] = E[H] +

∫ t

0

pE
[
DtH | Fu

]
dW (u).

Related martingale representations have been obtained under a variety of condi-
tions [3, 18, 27, 44, 55, 58].

Denote by

• L2([0, T ] × Ω) the set of FT -measurable maps φ : [0, T ] × Ω → R
d on [0, T ]

with

E

∫ T

0

‖φ(t)‖2dt < ∞;
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• E[· |F] the conditional expectation operator with respect to the filtration
F = (Ft, t ∈ [0, T ]):

E[· |F] : H ∈ L2(Ω,FT ,P) −→
(
E[H | Ft], t ∈ [0, T ]

) ∈ M2(W );

• D the Malliavin derivative operator, which associates to a random variable
H ∈ D1,2(0, T ) the (anticipative) process (DtH)t∈[0,T ] ∈ L2([0, T ]× Ω).

Theorem 7.4.1 (Intertwining formula). The following diagram is commutative in
the sense of dt× dP equalities:

M2(W )
∇W �� L2(W )

D1,2

E[.|F]
��

D

�� L2([0, T ]× Ω)

E[.|F]
��

In other words, the conditional expectation operator intertwines ∇W with the
Malliavin derivative: for every H ∈ D1,2

(
Ω0,FT ,P

)
,

∇W

(
E[H | Ft]

)
= E
[
DtH | Ft

]
. (7.15)

Proof. The Clark–Haussmann–Ocone formula [56] gives that, for every H ∈ D1,2,

H = E[H] +

∫ T

0

pE
[
DtH|Ft

]
dWt,

where pE[DtH|Ft] denotes the predictable projection of the Malliavin derivative.
On the other hand, from Theorem 7.2.1 we know that

H = E[H] +

∫ T

0

∇WY (t)dW (t),

where Y (t) = E[H|Ft]. Therefore,
pE[DtH|Ft] = ∇WE[H|Ft], dt × dP-almost

everywhere. �
The predictable projection on Ft (see [19, Vol. I]) can be viewed as a mor-

phism which “lifts” relations obtained in the framework of Malliavin Calculus to
relations between non-anticipative quantities, where the Malliavin derivative and
the Skorokhod integral are replaced, respectively, by the vertical derivative ∇W

and the Itô stochastic integral.
Rewriting (7.15) as

(∇WY )(t) = E
[
Dt(Y (T )) | Ft

]
for every t ≤ T , we can note that the choice of T ≥ t is arbitrary: for any h ≥ 0,
we have

∇WY (t) = pE
[
Dt(Y (t+ h)) | Ft

]
.
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Taking the limit h → 0+ yields

∇WY (t) = lim
h→0+

pE
[
DtY (t+ h) | Ft

]
.

The right-hand side is sometimes written, with some abuse of notation, as DtY (t),
and called the ‘diagonal Malliavin derivative’. From a computational viewpoint,
unlike the Clark–Haussmann–Ocone representation, which requires to simulate
the anticipative process DtH and compute conditional expectations, ∇XY only
involves non-anticipative quantities which can be computed path by path. It is
thus more amenable to numerical computations, see [12].

Malliavin derivative D Vertical Derivative ∇W

Perturbations H1([0, T ],Rd) {e 1[t,T ], e ∈ R
d, t ∈ [0, T ]}

Domain D1,2(FT ) M2(W )

Range L2([0, T ]× Ω) L2(W )

Measurability FW
T -measurable FW

t -measurable

(anticipative) (non-anticipative)

Adjoint Skorokhod integral Itô integral

Table 7.1: Comparison of the Malliavin derivative and the vertical derivative.

The commutative diagram above shows that ∇W may be seen as ‘non-
anticipative lifting’ of the Malliavin derivative: the Malliavin derivative on ran-
dom variables (lower level) is lifted to the vertical derivative of non-anticipative
processes (upper level) by the conditional expectation operator.

Having pointed out the parallels between these constructions, we must note,
however, that our construction of the weak derivative operator ∇X works for any
square integrable continuous martingale X, and does not involve any Gaussian
or probabilistic properties of X. Also, the domain of the vertical derivative spans
all square integrable functionals, whereas the Malliavin derivative has a strictly
smaller domain D1,2.

Regarding this last point, the above correspondence can be extended to
the full space L2(P,FT ) using Hida’s white noise analysis [38] and the use of
distribution-valued processes. Aase, Oksendal, and Di Nunno [1] extend the Malli-

avin derivative as a distribution-valued process D̃tF on L2(P,FT ), where P is the
Wiener measure, FT is the Brownian filtration, and derive the following general-
ized Clark–Haussman–Ocone formula: for F ∈ L2(P,FT ),

F = E[F ] +

∫ T

0

E
[
D̃tF | Ft

] �W (t)dt,
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where � denotes a ‘Wick product’ [1].
Although this white noise extension of the Malliavin derivative is not a

stochastic process but a distribution-valued process, the uniqueness of the martin-

gale representation shows that its predictable projection E[D̃tF |Ft] is a bona-fide
square integrable process which is a version of the (weak) vertical derivative:

E
[
D̃tF | Ft

]
= ∇WY (t) dt× dP-a.e.

This extends the commutative diagram to the full space

M2(W )
∇W �� L2(W )

L2(Ω,FT ,P)

(E[.|Ft])t∈[0,T ]

��

˜D

�� H−1([0, T ]× Ω)

(E[.|Ft])t∈[0,T ]

��

However, the formulas obtained using the vertical derivative ∇W only involve Itô
stochastic integrals of non-anticipative processes and do not require any recourse
to distribution-valued processes.

But, most importantly, the construction of the vertical derivative and the
associated martingale representation formulas make no use of the Gaussian prop-
erties of the underlying martingale X and extend, well beyond the Wiener process,
to any square integrable martingale.

7.5 Extension to semimartingales

We now show how ∇X can be extended to all square integrable F-semimartingales.
Define A2(F) as the set of continuous F-predictable absolutely continuous

processes H = H(0) +
∫ .
0
h(t)dt with finite variation such that

‖H‖2A2 = E|H(0)|2 + ‖h‖2L2(dt×dP) = E

(
|H(0)|2 +

∫ T

0

|h(t)|2dt
)

< ∞,

and consider the direct sum

S1,2(X) = M2(X)⊕A2(F). (7.16)

Then, any process S ∈ S1,2(X) is an F-adapted special semimartingale with a
unique decomposition S = M + H, where M ∈ M2(X) is a square integrable
F-martingale with M(0) = 0, and H ∈ A2(F) with H(0) = S(0). The norm given
by

‖S‖21,2 = E ([S](T )) + ‖H‖2A2 (7.17)

defines a Hilbert space structure on S1,2(X) for which A2(F) and M2(X) are
closed subspaces of S1,2(X).

We will refer to processes in S1,2(X) as ‘square integrable F-semimartingales’.
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Theorem 7.5.1 (Weak derivative on S1,2(X)). The vertical derivative

∇X : C1,2(X) ∩ S1,2(X) −→ L2(X)

admits a unique continuous extension to the space S1,2(X) of square integrable
F-semimartingales, such that:

(i) the restriction of ∇X to square integrable martingales is a bijective isometry

∇X : M2(X) −→ L2(X),∫ .

0

φdX �−→ φ (7.18)

which is the inverse of the Itô integral with respect to X;

(ii) for any finite variation process H ∈ A2(X), ∇XH = 0.

Clearly, both properties are necessary since ∇X already verifies them on
S1,2(X) ∩ C1,2

b (X), which is dense in S1,2(X). Continuity of the extension then
imposes∇XH = 0 for any H ∈ A2(F). Uniqueness results from the fact that (7.16)
is a continuous direct sum of closed subspaces. The semimartingale decomposition
of S ∈ S1,2(X) may then be interpreted as a projection on the closed subspaces
A2(F) and M2(X).

The following characterization follows from the definition of S1,2(X).

Proposition 7.5.2 (Description of S1,2(X)). For every S ∈ S1,2(X) there exists a
unique (h, φ) ∈ L2(dt× dP)× L2(X) such that

S(t) = S(0) +

∫ t

0

h(u)du+

∫ t

0

φdX,

where φ = ∇XS and

h(t) =
d

dt

(
S(t)−

∫ t

0

∇XSdX

)
.

The map ∇X : S1,2(X) → L2(X) is continuous. So, S1,2(X) may be seen as
a Sobolev space of order 1 constructed above L2(X), which explains our notation.

We can iterate this construction and define a scale of ‘Sobolev’ spaces of
F-semimartingales with respect to ∇X .

Theorem 7.5.3 (The space Sk,2(X)). Let S0,2(X) = L2(X) and define, for k ≥ 2,

Sk,2(X) :=
{
S ∈ S1,2(X), ∇XS ∈ Sk−1,2(X)

}
(7.19)

equipped with the norm

‖S‖2k,2 = ‖H‖2A2 +

k∑
j=1

‖∇j
XS‖2L2(X).
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Then (Sk,2(X), ‖.‖k,2) is a Hilbert space, Sk,2(X) ∩ C1,2
b (X) is dense in Sk,2(X),

and the maps

∇X : Sk,2(X) −→ Sk−1,2(X) and IX : Sk−1,2(X) −→ Sk,2(X)

are continuous.

The above construction enables us to define

∇k
X : Sk,2(X) −→ L2(X)

as a continuous operator on Sk,2(X). This construction may be viewed as a non-
anticipative counterpart of the Gaussian Sobolev spaces introduced in the Malli-
avin Calculus [26, 66, 70, 71, 73]; unlike those constructions, the embeddings in-
volve the Itô stochastic integral and do not rely on the Gaussian nature of the
underlying measure.

We can now use these ingredients to extend the horizontal derivative (Def-
inition 5.2.1) to S ∈ S2,2(X). First, note that if S = F (X) with F ∈ C

1,2
b (WT ),

then

S(t)− S(0)−
∫ t

0

∇XSdX − 1

2

∫ t

0

〈∇2
XS, d[X]〉 (7.20)

is equal to
∫ t
0
DF (u)du. For S ∈ S2,2(X), the process defined by (7.20) is almost

surely absolutely continuous with respect to the Lebesgue measure: we use its
Radon–Nikodým derivative to define a weak extension of the horizontal derivative.

Definition 7.5.4 (Extension of the horizontal derivative to S2,2). For S ∈ S2,2(X)
there exists a unique F-adapted process DS ∈ L2(dt × dP) such that, for every
t ∈ [0, T ],∫ t

0

DS(u)du = S(t)− S(0)−
∫ t

0

∇XSdX − 1

2

∫ t

0

∇2
XSd[X] (7.21)

and

E

(∫ T

0

|DS(t)|2dt
)

< ∞.

Equation (7.21) shows that DS may be interpreted as the ‘Stratonovich drift’
of S, i.e., ∫ t

0

DS(u)du = S(t)− S(0)−
∫ t

0

∇XS ◦ dX,

where ◦ denotes the Stratonovich integral.
The following property is a straightforward consequence of Definition 7.5.4.

Proposition 7.5.5. Let (Y n)n≥1 be a sequence in S2,2(X). If ‖Y n − Y ‖2,2 n→∞−→ 0,
then DY n(t) → DY (t), dt× dP-a.e.
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The above discussion implies that Proposition 7.5.5 does not hold if S2,2(X)
is replaced by S1,2(X) (or L2(X)).

If S = F (X) with F ∈ C
1,2
loc(WT ), the Functional Itô formula (Theorem 6.2.3)

then implies that DS is a version of the process DF (t,Xt). However, as the follow-
ing example shows, Definition 7.5.4 is much more general and applies to functionals
which are not even continuous in the supremum norm.

Example 7.5.6 (Multiple stochastic integrals). Let

(Φ(t))t∈[0,T ] = (Φ1(t), . . . ,Φd(t))t∈[0,T ]

be an R
d×d-valued F-adapted process such that

E

∫ T

0

d∑
i,j=1

(∫ t

0

tr
(
Φi(u)

tΦj(u)d[X](u)
))

d[X]i,j(t) < ∞.

Then
∫ .
0
ΦdX defines an R

d-valued F-adapted process whose components are in
L2(X). Consider now the process

Y (t) =

∫ t

0

(∫ s

0

Φ(u)dX(u)

)
dX(s). (7.22)

Then Y ∈ S2,2(X), ∇XY (t) =
∫ t
0
ΦdX, ∇2

XY (t) = Φ(t), and

DY (t) = −1

2
〈Φ(t), A(t)〉,

where A(t) = d[X]/dt and 〈Φ, A〉 = tr(tΦ.A).

Note that, in the example above, the matrix-valued process Φ need not be
symmetric.

Example 7.5.7. In Example 7.5.6 (take d = 2),X = (W 1,W 2) is a two-dimensional
standard Wiener process with cov(W 1(t),W 2(t)) = ρt. Let

Φ(t) =

(
0 0
1 0

)
.

Then

Y (t) =

∫ t

0

(∫ s

0

ΦdX

)
dX(s) =

∫ t

0

(
0

W 1

)
dX =

∫ t

0

W 1dW 2

verifies Y ∈ S2,2(X), with

∇XY (t) =

∫ t

0

ΦdX =

(
0

W 1(t)

)
, ∇2

XY (t) = Φ =

(
0 0
1 0

)
, DY = −ρ

2
.
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In particular, ∇2
XY is not symmetric. Note that a naive pathwise calculation of

the horizontal derivative gives ‘DY = 0’, which is incorrect: the correct calculation
is based on (7.21).

This example should be contrasted with the situation for pathwise-differen-
tiable functionals: as discussed in Subsection 5.2.3, for F ∈ C

1,2
b (ΛT ), ∇2

ωF (t, ω) is
a symmetric matrix. This implies that Y has no smooth functional representation,
i.e., Y /∈ C1,2

b (X).

Example 7.5.6 is fundamental and can be used to construct in a similar
manner martingale elements of Sk,2(X) for any k ≥ 2, by using multiple stochastic
integrals of square integrable tensor-valued processes. The same reasoning as above
can then be used to show that, for any square integrable non-symmetric k-tensor
process, its multiple (k-th order) stochastic integral with respect to X yields an

element of Sk,2(X) which does not belong to C1,k
b (X).

The following example clarifies some incorrect remarks found in the litera-
ture.

Example 7.5.8 (Quadratic variation). The quadratic variation process Y = [X] is
a square integrable functional of X: Y ∈ S2,2(X) and, from Definition 7.5.4 we
obtain ∇XY = 0, ∇2

XY = 0 and DY (t) = A(t), where A(t) = d[X]/dt.

Indeed, since [X] has finite variation: Y ∈ ker(∇X). This is consistent with
the pathwise approach used in [11] (see Section 6.3), which yields the same result.

These ingredients now allow us to state a weak form of the Functional Itô
formula, without any pathwise-differentiability requirements.

Proposition 7.5.9 (Functional Itô formula: weak form). For any semimartingale
S ∈ S2,2(X), the following equality holds dt× dP-a.e.:

S(t) = S(0) +

∫ t

0

∇XSdX +

∫ t

0

DS(u)du+
1

2

∫ t

0

tr
(
t∇2

XSd[X]
)
. (7.23)

For S ∈ C1,2
loc (X) the terms in the formula coincide with the pathwise deriva-

tives in Theorem 6.2.3. The requirement S ∈ S2,2(X) is necessary for defining all
terms in (7.23) as square integrable processes: although one can compute a weak
derivative ∇XS for S ∈ S1,2(X), if the condition S ∈ S2,2(X) is removed, in
general the terms in the decomposition of S − ∫ ∇XSdX are distribution-valued
processes.

7.6 Changing the reference martingale

Up to now we have considered a fixed reference processX, assumed in Sections 7.2–
7.5 to be a square integrable martingale verifying Assumption 7.1.1. One of the
strong points of this construction is precisely that the choice of the reference
martingale X is arbitrary; unlike the Malliavin Calculus, we are not restricted to



180 Chapter 7. Weak functional calculus for square-integrable processes

choosing X to be Gaussian. We will now show that the operator ∇X transforms
in a simple way under a change of the reference martingale X.

Proposition 7.6.1 (‘Change of reference martingale’). Let X be a square integrable
Itô martingale verifying Assumption 7.1.1. If M ∈ M2(X) and S ∈ S1,2(M), then
S ∈ S1,2(X) and

∇XS(t) = ∇MS(t) · ∇XM(t) dt× dP-a.e.

Proof. Since M ∈ M2(X), by Theorem 7.3.4, M =
∫ .
0
∇XMdX and

[M ](t) =

∫ t

0

tr
(∇XM ·t ∇XMd[X]

)
.

But FM
t ⊂ FX

t so, A2(M) ⊂ A2(F). Since S ∈ S1,2(M), there exists H ∈
A2(M) ⊂ A2(F) and ∇MS ∈ L2(M) such that

S = H +

∫ .

0

∇MSdM = H +

∫ .

0

∇MS∇XMdX

and

E

(∫ T

0

|∇MS(t)|2tr
(
∇XM ·t ∇XMd[X]

))
=

E

(∫ T

0

|∇MS|2d[M ]

)
= ‖∇MS‖2L2(M) < ∞.

Hence, S ∈ S1,2(X). Uniqueness of the semimartingale decomposition of S then
entails

∫
0
∇MS∇XMdX =

∫
0
∇XSdX. Using Assumption 7.1.1 and following

the same steps as in the proof of Lemma 7.1.1, we conclude that ∇XS(t) =
∇MS(t) · ∇XM(t) dt× dP-a.e. �

7.7 Forward-Backward SDEs

Consider now a forward-backward stochastic differential equation (FBSDE) (see,
e.g., [57, 58]) driven by a continuous semimartingale X:

X(t) = X(0) +

∫ t

0

b(u,Xu−, X(u))du+

∫ t

0

σ
(
u,Xu−, X(u)

)
dW (u), (7.24)

Y (t) = H(XT )−
∫ T

t

f
(
s,Xs−, X(s), Y (s), Z(s)

)
ds−

∫ T

t

ZdX, (7.25)

where we have distinguished in our notation the dependence with respect to the
path Xt− on [0, t[ from the dependence with respect to its endpoint X(t), i.e., the
stopped path (t,Xt) is represented as (t,Xt−, X(t)). Here, X is called the forward
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process, F = (Ft)t≥0 is the P-completed natural filtration of X, H ∈ L2(Ω,FT ,P)
and one looks for a pair (Y, Z) of F-adapted processes verifying (7.24)–(7.25).

This form of (7.25), with a stochastic integral with respect to the forward
process X rather than a Brownian motion, is the one which naturally appears
in problems in stochastic control and mathematical finance (see, e.g., [39] for a
discussion). The coefficients b : WT×R

d → R
d, σ : WT×R

d → R
d×d, and f : WT×

R
d × R× R

d → R are assumed to verify the following standard assumptions [57]:

Assumption 7.7.1 (Assumptions on BSDE coefficients). (i) For each (x, y, z) ∈
R

d × R × R
d, b(·, ·, x), σ(·, ·, x) and f(·, ·, x, y, z) are non-anticipative func-

tionals;

(ii) b(t, ω, ·), σ(t, ω, ·) and f(t, ω, ·, ·, ·) are Lipschitz continuous, uniformly with
respect to (t, ω) ∈ WT ;

(iii) E
∫ T
0

(|b(t, ·, 0)|2 + |σ(t, ·, 0)|2 + |f(t, ·, 0, 0, 0)|2) dt < ∞;

(iv) H ∈ L2(Ω,FT ,P).

Under these assumptions, the forward SDE (7.24) has a unique strong solu-

tion X such that E(supt∈[0,T ] |X(t)|2) < ∞ and M(t) =
∫ t
0
σ(u,Xu−, X(u))dW (u)

is a square integrable martingale, with M ∈ M2(W ).

Theorem 7.7.1. Assume

detσ(t,Xt−, X(t)) �= 0 dt× dP-a.e.

The FBSDE (7.24)–(7.25) admits a unique solution (Y, Z) ∈ S1,2(M) × L2(M)
such that E(supt∈[0,T ] |Y (t)|2) < ∞, and Z(t) = ∇MY (t).

Proof. Let us rewrite (7.25) in the classical form

Y (t) = H(XT )−
∫ T

t

Z(u)σ(u,Xu−, X(u))︸ ︷︷ ︸
U(t)

dW (u)

−
∫ T

t

(f(u,Xu−, X(u), Y (u), Z(u)) + Z(u)b(u,Xu−, X(u)))︸ ︷︷ ︸
g(u,Xu−,X(u),Y (u),Z(u))

du. (7.26)

Then, the map g also verifies Assumption 7.7.1 so, the classical result of
Pardoux and Peng [57] implies the existence of a unique pair of F-adapted processes
(Y, U) such that

E

(
sup

t∈[0,T ]

|Y (t)|2
)
+ E

(∫ T

0

‖U(t)‖2dt
)

< ∞,

which verify (7.24)–(7.26). Using the decomposition (7.25), we observe that Y
is an FM

t -semimartingale. Since E(supt∈[0,T ] |Y (t)|2) < ∞, Y ∈ S1,2(W ) with



182 Chapter 7. Weak functional calculus for square-integrable processes

∇WY (t)=Z(t)σ(t,Xt−, X(t)). The non-singularity assumption on σ(t,Xt−, X(t))
implies that FM

t = FW
t . Let us define

Z(t) = U(t)σ(t,Xt−, X(t))−1.

Then Z is FM
t -measurable, and

‖Z‖2L2(M) = E

(∫ T

0

ZdM

)2

= E

(∫ T

0

UdW

)2

= E

(∫ T

0

‖U(t)‖2dt
)

< ∞

so, Z ∈ L2(M). Therefore, Y also belongs to S1,2(M) and, by Proposition (7.6.1),

∇WY (t) = ∇MY (t).∇WM(t) = ∇MY (t)σ(t,Xt−, X(t))

so,

∇MY (t) = ∇WY (t)σ(t,Xt−, X(t))−1 = U(t)σ(t,Xt−, X(t))−1 = Z(t). �



Chapter 8

Functional Kolmogorov equations

rama cont and david antoine fournié

One of the key topics in Stochastic Analysis is the deep link between Markov
processes and partial differential equations, which can be used to characterize a
diffusion process in terms of its infinitesimal generator [69]. Consider a second-
order differential operator L : C1,2

b ([0, T ]×R
d) → C0

b ([0, T ]×R
d) defined, for test

functions f ∈ C1,2([0, T ]× R
d,R), by

Lf(t, x) =
1

2
tr
(
σ(t, x) ·t σ(t, x)∂2

xf
)
+ b(t, x)∂xf(t, x),

with continuous, bounded coefficients

b ∈ C0
b

(
[0, T ]× R

d,Rd
)
, σ ∈ C0

b

(
[0, T ]× R

d,Rd×n
)
.

Under various sets of assumptions on b and σ (such as Lipschitz continuity and
linear growth; or uniform ellipticity, say, σtσ(t, x) ≥ εId), the stochastic differential
equation

dX(t) = b(t,X(t))dt+ σ(t,X(t))dW (t)

has a unique weak solution (Ω,F , (Ft)t≥0,W,P) and X is a Markov process under
P whose evolution operator (PX

t,s, s ≥ t ≥ 0) has infinitesimal generator L. This
weak solution (Ω,F , (Ft)t≥0,W,P) is characterized by the property that, for every

f ∈ C1,2
b ([0, T ]× R

d),

f(u,X(u))−
∫ u

0

(∂tf + Lf) (t,X(t))dt

is a P-martingale [69]. Indeed, applying Itô’s formula yields

f(u,X(u)) = f(0, X(0)) +

∫ u

0

(∂tf + Lf) (t,X(t))dt

+

∫ u

0

∂xf(t,X(t))σ(t,X(t))dW.

In particular, if (∂tf +Lf)(t, x) = 0 for every t ∈ [0, T ] and every x ∈ supp(X(t)),
then M(t) = f(t,X(t)) is a martingale.
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More generally, for f ∈ C1,2([0, T ] × R
d), M(t) = f(t,X(t)) is a local mar-

tingale if and only if f is a solution of

∂tf(t, x) + Lf(t, x) = 0 ∀t ≥ 0, x ∈ supp(X(t)).

This PDE is the Kolmogorov (backward) equation associated with X, whose
solutions are the space-time (L-)harmonic functions associated with the differ-
ential operator L: f is space-time harmonic if and only if f(t,X(t)) is a (local)
martingale.

The tools from Functional Itô Calculus may be used to extend these relations
beyond the Markovian setting, to a large class of processes with path dependent
characteristics. This leads us to a new class of partial differential equations on
path space —functional Kolmogorov equations— which have many properties in
common with their finite-dimensional counterparts and lead to new Feynman–Kac
formulas for path dependent functionals of semimartingales. This is an exciting
new topic, with many connections to other strands of stochastic analysis, and
which is just starting to be explored [10, 14, 23, 28, 60].

8.1 Functional Kolmogorov equations and harmonic
functionals

8.1.1 Stochastic differential equations with path dependent
coefficients

Let (Ω = D([0, T ],Rd),F0) be the canonical space and consider a semimartingale
X which can be represented as the solution of a stochastic differential equation
whose coefficients are allowed to be path dependent, left continuous functionals:

dX(t) = b(t,Xt)dt+ σ(t,Xt)dW (t), (8.1)

where b and σ are non-anticipative functionals with values in R
d (resp., Rd×n)

whose coordinates are in C
0,0
l (ΛT ) such that equation (8.1) has a unique weak

solution P on (Ω,F0).
This class of processes is a natural ‘path dependent’ extension of the class of

diffusion processes; various conditions (such as the functional Lipschitz property
and boundedness) may be given for existence and uniqueness of solutions (see, e.g.,
[62]). We give here a sample of such a result, which will be useful in the examples.

Proposition 8.1.1 (Strong solutions for path dependent SDEs). Assume that the
non-anticipative functionals b and σ satisfy the following Lipschitz and linear
growth conditions:∣∣b(t, ω)− b(t, ω′)

∣∣+ ∣∣σ(t, ω)− σ(t, ω′)
∣∣ ≤ K sup

s≤t

∣∣ω(s)− ω′(s)
∣∣ (8.2)
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and ∣∣b(t, ω)∣∣+ ∣∣σ(t, ω)∣∣ ≤ K
(
1 + sup

s≤t
|ω(s)|+ |t|

)
, (8.3)

for all t ≥ t0, ω, ω
′ ∈ C0([0, t],Rd). Then, for any ξ ∈ C0([0, T ],Rd), the stochastic

differential equation (8.1) has a unique strong solution X with initial condition
Xt0 = ξt0 . The paths of X lie in C0([0, T ],Rd) and

(i) there exists a constant C depending only on T and K such that, for t ∈ [t0, T ],

E
[

sup
s∈[0,t]

|X(s)|2
]
≤ C
(
1 + sup

s∈[0,t0]

|ξ(s)|2
)
eC(t−t0); (8.4)

(ii)
∫ t−t0
0

[|b(t0 + s,Xt0+s)|+ |σ(t0 + s,Xt0+s)|2]ds < +∞ a.s.;

(iii) X(t)−X(t0) =
∫ t−t0
0

b(t0 + s,Xt0+s)ds+ σ(t0 + s,Xt0+s)dW (s).

We denote P(t0,ξ) the law of this solution.
Proofs of the uniqueness and existence, as well as the useful bound (8.4), can

be found in [62].

Topological support of a stochastic process. In the statement of the link between
a diffusion and the associated Kolmogorov equation, the domain of the PDE is
related to the support of the random variable X(t). In the same way, the support
of the law (on the space of paths) of the process plays a key role in the path
dependent extension of the Kolmogorov equation.

Recall that the topological support of a random variable X with values in a
metric space is the smallest closed set supp(X) such that P(X ∈ supp(X)) = 1.

Viewing a process X with continuous paths as a random variable on
(C0([0, T ],Rd), ‖ · ‖∞) leads to the notion of topological support of a continuous
process.

The support may be characterized by the following property: it is the set
supp(X) of paths ω ∈ C0([0, T ],Rd) for which every Borel neighborhood has
strictly positive measure, i.e.,

supp(X) =
{
ω ∈ C0

(
[0, T ],Rd

) | ∀ Borel neigh. V of ω, P(XT ∈ V ) > 0
}
.

Example 8.1.2. If W is a d-dimensional Wiener process with non-singular covari-
ance matrix, then,

supp(W ) =
{
ω ∈ C0

(
[0, T ],Rd

)
, ω(0) = 0

}
.

Example 8.1.3. For an Itô process

X(t, ω) = x+

∫ t

0

σ(t, ω)dW,

if P(σ(t, ω) ·t σ(t, ω) ≥ ε Id) = 1, then supp(X) =
{
ω ∈ C0

(
[0, T ],Rd

)
, ω(0) = x

}
.
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A classical result due to Stroock–Varadhan [68] characterizes the topological
support of a multi-dimensional diffusion process (for a simple proof see Millet and
Sanz-Solé [54]).

Example 8.1.4 (Stroock–Varadhan support theorem). Let

b : [0, T ]× R
d −→ R

d, σ : [0, T ]× R
d −→ R

d×d

be Lipschitz continuous in x, uniformly on [0, T ]. Then the law of the diffusion
process

dX(t) = b(t,X(t))dt+ σ(t,X(t))dW (t), X(0) = x,

has a support given by the closure in (C0([0, T ],Rd), ‖.‖∞) of the ‘skeleton’

x+
{
ω ∈ H1([0, T ],Rd), ∃h ∈ H1([0, T ],Rd), ω̇(t) = b(t, ω(t)) + σ(t, ω(t))ḣ(t)

}
,

defined as the set of all solutions of the system of ODEs obtained when substituting
h ∈ H1([0, T ],Rd) for W in the SDE.

We will denote by Λ(T,X) the set of all stopped paths obtained from paths
in supp(X):

Λ(T,X) =
{
(t, ω) ∈ ΛT , ω ∈ supp(X)

}
. (8.5)

For a continuous process X, Λ(T,X) ⊂ WT .

8.1.2 Local martingales and harmonic functionals

Functionals of a process X which have the local martingale property play an
important role in stochastic control theory [17] and mathematical finance. By
analogy with the Markovian case, we call such functionals P-harmonic functionals:

Definition 8.1.5 (P-harmonic functionals). A non-anticipative functional F is cal-
led P-harmonic if Y (t) = F (t,Xt) is a P-local martingale.

The following result characterizes smooth P-harmonic functionals as solutions
to a functional Kolmogorov equation, see [10].

Theorem 8.1.6 (Functional equation for C1,2 martingales). If F ∈ C
1,2
b (WT ) and

DF ∈ C
0,0
l , then Y (t) = F (t,Xt) is a local martingale if and only if F satisfies

DF (t, ωt) + b(t, ωt)∇ωF (t, ωt) +
1

2
tr
[∇2

ωF (t, ω)σtσ(t, ω)
]
= 0 (8.6)

on the topological support of X in (C0([0, T ],Rd), ‖.‖∞).

Proof. If F ∈ C
1,2
b (WT ) is a solution of (8.6), the functional Itô formula (The-

orem 6.2.3) applied to Y (t) = F (t,Xt) shows that Y has the semimartingale
decomposition

Y (t) = Y (0) +

∫ t

0

Z(u)du+

∫ t

0

∇ωF (u,Xu)σ(u,Xu)dW (u),
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where

Z(t) = DF (t,Xt) + b(t,Xt)∇ωF (t,Xt) +
1

2
tr
(∇2

ωF (t,Xt)σ
tσ(t,Xt)

)
.

Equation (8.6) then implies that the finite variation term in (6.2) is almost surely

zero. So, Y (t) = Y (0)+
∫ t
0
∇ωF (u,Xu).σ(u,Xu)dW (u) and thus Y is a continuous

local martingale.
Conversely, assume that Y = F (X) is a local martingale. Let A(t, ω) =

σ(t, ω)tσ(t, ω). Then, by Lemma 5.1.5, Y is left-continuous. Suppose (8.6) is not
satisfied for some ω ∈ supp(X) ⊂ C0([0, T ],Rd) and some t0 < T . Then, there
exist η > 0 and ε > 0 such that∣∣∣∣DF (t, ω) + b(t, ω)∇ωF (t, ω) +

1

2
tr
[∇2

ωF (t, ω)A(t, ω)
]∣∣∣∣ > ε,

for t ∈ [t0−η, t0], by left-continuity of the expression. Also, there exist a neighbor-
hood V of ω in C0([0, T ],Rd), ‖.‖∞) such that, for all ω′ ∈ V and t ∈ [t0 − η, t0],∣∣∣∣DF (t, ω′) + b(t, ω′)∇ωF (t, ω′) +

1

2
tr
[∇2

ωF (t, ω′)A(t, ω′)
]∣∣∣∣ > ε

2
.

Since ω ∈ supp (X), P(X ∈ V ) > 0, and so{
(t, ω) ∈ WT ,

∣∣∣∣DF (t, ω) + b(t, ω)∇ωF (t, ω) +
1

2
tr
(∇2

ωF (t, ω)A(t, ω)
)∣∣∣∣ > ε

2

}
has non-zero measure with respect to dt × dP. Applying the functional Itô for-
mula (6.2) to the process Y (t) = F (t,Xt) then leads to a contradiction because,
as a continuous local martingale, its finite variation component should be zero
dt× dP-a.e. �

In the case where F (t, ω) = f(t, ω(t)) and the coefficients b and σ are not
path dependent, this equation reduces to the well-known backward Kolmogorov
equation [46].

Remark 8.1.7 (Relation with infinite-dimensional Kolmogorov equations in Hilbert
spaces). Note that the second-order operator ∇2

ω is an iterated directional deriva-
tive, and not a second-order Fréchet or “H-derivative” so, this equation is different
from the infinite-dimensional Kolmogorov equations in Hilbert spaces as described,
for example, by Da Prato and Zabczyk [16]. The relation between these two classes
of infinite-dimensional Kolmogorov equations has been studied recently by Flan-
doli and Zanco [28], who show that, although one can partly recover some results
for (8.6) using the theory of infinite-dimensional Kolmogorov equations in Hilbert
spaces, this can only be done at the price of higher regularity requirements (not
the least of them being Fréchet differentiability), which exclude many interesting
examples.
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When X = W is a d-dimensional Wiener process, Theorem 8.1.6 gives a
characterization of regular Brownian local martingales as solutions of a ‘functional
heat equation’.

Corollary 8.1.8 (Harmonic functionals on WT ). Let F ∈ C
1,2
b (WT ). Then, (Y (t) =

F (t,Wt), t ∈ [0, T ]) is a local martingale if and only if for every t ∈ [0, T ] and every
ω ∈ C0

(
[0, T ], Rd

)
,

DF (t, ω) +
1

2
tr
(∇2

ωF (t, ω)
)
= 0.

8.1.3 Sub-solutions and super-solutions

By analogy with the case of finite-dimensional parabolic PDEs, we introduce the
notion of sub- and super-solution to (8.6).

Definition 8.1.9 (Sub-solutions and super-solutions). F ∈ C
1,2(ΛT ) is called a

super-solution of (8.6) on a domain U ⊂ ΛT if, for all (t, ω) ∈ U ,

DF (t, ω) + b(t, ω) · ∇ωF (t, ω) +
1

2
tr
[∇2

ωF (t, ω)σtσ(t, ω)
] ≤ 0. (8.7)

Simillarly, F ∈ C
1,2
loc(ΛT ) is called a sub-solution of (8.6) on U if, for all (t, ω) ∈ U ,

DF (t, ω) + b(t, ω) · ∇ωF (t, ω) +
1

2
tr
[∇2

ωF (t, ω)σtσ(t, ω)
] ≥ 0. (8.8)

The following result shows that P-integrable sub- and super-solutions have a
natural connection with P-submartingales and P-supermartingales.

Proposition 8.1.10. Let F ∈ C
1,2
b (ΛT ) be such that, for all t ∈ [0, T ], we have

E(|F (t,Xt)|) < ∞. Set Y (t) = F (t,Xt).

(i) Y is a submartingale if and only if F is a sub-solution of (8.6) on supp(X).

(ii) Y is a supermartingale if and only if F is a super-solution of (8.6) on
supp(X).

Proof. If F ∈ C
1,2 is a super-solution of (8.6), the application of the Functional

Itô formula (Theorem 6.2.3, Eq. (6.2)) gives

Y (t)− Y (0) =

∫ t

0

∇ωF (u,Xu)σ(u,Xu)dW (u)

+

∫ t

0

(
DF (u,Xu) +∇ωF (u,Xu)b(u,Xu) +

1

2
tr
(∇2

ωF (u,Xu)A(u,Xu)
))

du a.s.,

where the first term is a local martingale and, since F is a super-solution, the finite
variation term (second line) is a decreasing process, so Y is a supermartingale.

Conversely, let F ∈ C
1,2(ΛT ) be such that Y (t) = F (t,Xt) is a supermartin-

gale. Let Y = M − H be its Doob–Meyer decomposition, where M is a local
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martingale and H an increasing process. By the functional Itô formula, Y has the
above decomposition so it is a continuous supermartingale. By the uniqueness of
the Doob–Meyer decomposition, the second term is thus a decreasing process so,

DF (t,Xt) +∇ωF (t,Xt)b(t,Xt) +
1

2
tr
(∇2

ωF (t,Xt)A(t,Xt)
) ≤ 0 dt× dP-a.e.

This implies that the set

S =
{
ω ∈ C0

(
[0, T ],Rd

) | (8.7) holds for all t ∈ [0, T ]
}

includes any Borel set B ⊂ C0([0, T ],Rd) with P(XT ∈ B) > 0. Using continuity
of paths,

S =
⋂

t∈[0,T ]∩Q

{
ω ∈ C0

(
[0, T ],Rd

) | (8.7) holds for (t, ω)}.
Since F ∈ C

1,2(ΛT ), this is a closed set in (C0([0, T ],Rd), ‖ · ‖∞) so, S contains
the topological support of X, i.e., (8.7) holds on ΛT (X). �

8.1.4 Comparison principle and uniqueness

A key property of the functional Kolmogorov equation (8.6) is the comparison
principle. As in the finite-dimensional case, this requires imposing an integrability
condition.

Theorem 8.1.11 (Comparison principle). Let F ∈ C
1,2(ΛT ) be a sub-solution

of (8.6) and F ∈ C
1,2(ΛT ) be a super-solution of (8.6) such that, for every

ω ∈ C0
(
[0, T ],Rd

)
, F (T, ω) ≤ F (T, ω), and

E
(

sup
t∈[0,T ]

|F (t,Xt)− F (t,Xt)|
)
< ∞.

Then, ∀t ∈ [0, T ], ∀ω ∈ supp(X),

F (t, ω) ≤ F (t, ω). (8.9)

Proof. Since F = F − F ∈ C
1,2(ΛT ) is a sub-solution of (8.6), by Proposi-

tion 8.1.10, the process Y defined by Y (t) = F (t,Xt) is a submartingale. Since
Y (T ) = F (T,XT )− F (T,XT ) ≤ 0, we have

∀t ∈ [0, T [, Y (t) ≤ 0 P-a.s.

Define
S =

{
ω ∈ C0([0, T ],Rd), ∀t ∈ [0, T ], F (t, ω) ≤ F (t, ω)

}
.

Using continuity of paths, and since F ∈ C
0,0(WT ),

S =
⋂

t∈Q∩[0,T ]

{
ω ∈ supp(X), F (t, ω) ≤ F (t, ω)

}
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is closed in (C0([0, T ],Rd), ‖.‖∞). If (8.9) does not hold, then there exist t0 ∈ [0, T [
and ω ∈ supp(X) such that F (t0, ω) > 0. Since O = supp(X)− S is a non-empty
open subset of supp(X), there exists an open set A ⊂ O ⊂ supp(X) containing
ω and h > 0 such that, for every t ∈ [t0 − h, t] and ω ∈ A, F (t, ω) > 0. But
P(X ∈ A) > 0 implies that

∫
dt × dP 1F (t,ω)>0 > 0, which contradicts the above

assumption. �
The following uniqueness result for P-uniformly integrable solutions of the

Functional Kolmogorov equation (8.6) is a straightforward consequence of the
comparison principle.

Theorem 8.1.12 (Uniqueness of solutions). Let H : (C0([0, T ],Rd), ‖ · ‖∞) → R be
a continuous functional, and let F 1, F 2 ∈ C

1,2
b (WT ) be solutions of the Functional

Kolmogorov equation (8.6) verifying

F 1(T, ω) = F 2(T, ω) = H(ω) (8.10)

and
E
[

sup
t∈[0,T ]

∣∣F 1(t,Xt)− F 2(t,Xt)
∣∣] < ∞. (8.11)

Then, they coincide on the topological support of X, i.e.,

∀ω ∈ supp(X), ∀t ∈ [0, T ], F 1(t, ω) = F 2(t, ω).

The integrability condition in this result (or some variation of it) is required
for uniqueness: indeed, even in the finite-dimensional setting of a heat equation
in R

d, one cannot do without an integrability condition with respect to the heat
kernel. Without this condition, we can only assert that F (t,Xt) is a local martin-
gale, so it is not uniquely determined by its terminal value and counterexamples
to uniqueness are easy to construct.

Note also that uniqueness holds on the support of X, the process associated
with the (path dependent) operator appearing in the Kolmogorov equation. The
local martingale property of F (X) implies no restriction on the behavior of F
outside supp(X) so, there is no reason to expect uniqueness or comparison of
solutions on the whole path space.

8.1.5 Feynman–Kac formula for path dependent functionals

As observed above, any P-uniformly integrable solution F of the functional Kol-
mogorov equation yields a P-martingale Y (t) = F (t,Xt). Combined with the
uniqueness result (Theorem 8.1.12), this leads to an extension of the well-known
Feynman–Kac representation to the path dependent case.

Theorem 8.1.13 (A Feynman–Kac formula for path dependent functionals). Let
H : (C0([0, T ]), ‖ · ‖∞) → R be continuous. If, for every ω ∈ C0([0, T ]), F ∈
C

1,2
b (WT ) verifies

DF (t, ω) + b(t, ω) · ∇ωF (t, ω) +
1

2
tr
[∇2

ωF (t, ω)σtσ(t, ω)
]
= 0,
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F (T, ω) = H(ω), E
[

sup
t∈[0,T ]

|F (t,Xt)|
]
< ∞,

then F has the probabilistic representation

∀ω ∈ supp(X), F (t, ω) = EP
[
H(XT ) |Xt = ωt

]
= EP(t,ω) [H(XT )],

where P(t,ω) is the law of the unique solution of the SDE dX(t) = b(t,Xt)dt +
σ(t,Xt)dW (t) with initial condition Xt = ωt. In particular,

F (t,Xt) = EP
[
H(XT ) | Ft

]
dt× dP-a.s.

8.2 FBSDEs and semilinear functional PDEs

The relation between stochastic processes and partial differential equations ex-
tends to the semilinear case: in the Markovian setting, there is a well-known rela-
tion between semilinear PDEs of parabolic type and Markovian forward-backward
stochastic differential equations (FBSDE), see [24, 58, 74]. The tools of Functional
Itô Calculus allows to extend the relation between semilinear PDEs and FBSDEs
beyond the Markovian case, to non-Markovian FBSDEs with path dependent co-
efficients.

Consider the forward-backward stochastic differential equation with path de-
pendent coefficients

X(t) = X(0) +

∫ t

0

b
(
u,Xu−, X(u)

)
du+

∫ t

0

σ
(
u,Xu−, X(u)

)
dW (u), (8.12)

Y (t) = H(XT ) +

∫ T

t

f
(
s,Xs−, X(s), Y (s), Z(s)

)
ds−

∫ T

t

ZdM, (8.13)

whose coefficients

b : WT × R
d −→ R

d, σ : WT × R
d −→ R

d×d, f : WT × R
d × R× R

d −→ R
d

are assumed to verify Assumption 7.7.1. Under these assumptions,

(i) the forward SDE given by (8.12) has a unique strong solution X with
E(supt∈[0,T ] |X(t)|2) < ∞, whose martingale part we denote by M , and

(ii) the FBSDE (8.12)–(8.13) admits a unique solution (Y, Z) ∈ S1,2(M)×L2(M)
with E(supt∈[0,T ] |Y (t)|2) < ∞.

Define

B(t, ω) = b
(
t, ωt−, ω(t)

)
, A(t, ω) = σ

(
t, ωt−, ω(t)

)
tσ
(
t, ωt−, ω(t)

)
.
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In the ‘Markovian’ case, where the coefficients are not path dependent, the solution
of the FBSDE can be obtained by solving a semilinear PDE: if f ∈ C1,2([0, T ) ×
R

d]) is a solution of

∂tf(t, ω) + f
(
t, x, f(t, x),∇f(t, x)

)
+ b(t, x)∇f(t, x) +

1

2
tr
[
a(t, ω) · ∇2f(t, x)

]
= 0,

then a solution of the FBSDE is given by (Y (t), Z(t)) = (f(t,X(t)),∇f(t,X(t))).
Here, the function u ‘decouples’ the solution of the backward equation from the
solution of the forward equation. In the general path dependent case (8.12)–(8.13)
we have a similar object, named the ‘decoupling random field’ in [51] following
earlier ideas from [50].

The following result shows that such a ‘decoupling random field’ for the path
dependent FBSDE (8.12)–(8.13) may be constructed as a solution of a semilinear
functional PDE, analogously to the Markovian case.

Theorem 8.2.1 (FBSDEs as semilinear path dependent PDEs). Let F ∈C
1,2
loc(WT )

be a solution of the path dependent semilinear equation

DF (t, ω) + f
(
t, ωt−, ω(t), F (t, ω),∇ωF (t, ω)

)
+B(t, ω) · ∇ωF (t, ω) +

1

2
tr
[
A(t, ω).∇2

ωF (t, ω)
]
= 0,

for ω ∈ supp(X), t ∈ [0, T ], and with F (T, ω) = H(ω). Then, the pair of processes
(Y, Z) given by (

Y (t), Z(t)
)
=
(
F (t,Xt),∇ωF (t,Xt)

)
is a solution of the FBSDE (8.12)–(8.13).

Remark 8.2.2. In particular, under the conditions of Theorem 8.2.1 the random
field u : [0, T ]× R

d × Ω → R defined by

u(t, x, ω) = F (t,Xt−(t, ω) + x1[t,T ])

is a ‘decoupling random field’ in the sense of [51].

Proof of Theorem 8.2.1. Let F ∈ C
1,2
loc(WT ) be a solution of the semilinear equa-

tion above. Then the processes (Y, Z) defined above are F-adapted. Applying the
functional Itô formula to F (t,Xt) yields

H(XT )− F (t,Xt) =

∫ T

t

∇ωF (u,Xu)dM

+

∫ T

t

(
DF (u,Xu) +B(u,Xu)∇ωF (u,Xu) +

1

2
tr
[
A(u,Xu)∇2

ωF (u,Xu)
])

du.

Since F is a solution of the equation, the term in the last integral is equal to

−f(t,Xt−, X(t), F (t,Xt),∇ωF (t,Xt)) = −f(t,Xt−, X(t), Y (t), Z(t)).
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So, (Y (t), Z(t)) = (F (t,Xt),∇ωF (t,Xt)) verifies

Y (t) = H(XT )−
∫ T

t

f
(
s,Xs−, X(s), Y (s), Z(s)

)
ds−

∫ T

t

ZdM.

Therefore, (Y, Z) is a solution to the FBSDE (8.12)–(8.13). �

This result provides the “Hamiltonian” version of the FBSDE (8.12)–(8.13),
in the terminology of [74].

8.3 Non-Markovian stochastic control and
path dependent HJB equations

An interesting application of the Functional Itô Calculus is the study of non-
Markovian stochastic control problems, where both the evolution of the state of
the system and the control policy are allowed to be path dependent.

Non-Markovian stochastic control problems were studied by Peng [59], who
showed that, when the characteristics of the controlled process are allowed to
be stochastic (i.e., path dependent), the optimality conditions can be expressed
in terms of a stochastic Hamilton–Jacobi–Bellman equation. The relation with
FBSDEs is explored systematically in the monograph [74].

We formulate a mathematical framework for stochastic optimal control where
the evolution of the state variable, the control policy and the objective are allowed
to be non-anticipative path dependent functionals, and show how the Functional
Itô formula in Theorem 6.2.3 characterizes the value functional as the solution to
a functional Hamilton–Jacobi–Bellman equation.

This section is based on [32].
Let W be a d-dimensional Brownian motion on a probability space (Ω,F ,P)

and F = (Ft)t≥0 the P-augmented natural filtration of W .
Let C be a subset of Rm. We consider the controlled stochastic differential

equation

dX(t) = b
(
t,Xt, α(t)

)
dt+ σ

(
t,Xt, α(t)

)
dW (t), (8.14)

where the coefficients

b : WT × C −→ R
d, σ : WT × C −→ R

d×d

are allowed to be path dependent and assumed to verify the conditions of Propo-
sition 8.1.1 uniformly with respect to α ∈ C, and the control α belongs to the set
A(F) of F-progressively measurable processes with values in C verifying

E

(∫ T

0

‖α(t)‖2dt
)

< ∞.
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Then, for any initial condition (t, ω) ∈ WT and for each α ∈ A(F), the
stochastic differential equation (8.14) admits a unique strong solution, which we
denote by X(t,ω,α).

Let g : (C0([0, T ],Rd), ‖.‖∞) → R be a continuous map representing a termi-
nal cost and L : WT ×C → L(t, ω, u) a non-anticipative functional representing a
possibly path dependent running cost. We assume

(i) ∃K > 0 such that −K ≤ g(ω) ≤ K(1 + sups∈[0,t] |ω(s)|2);
(ii) ∃K ′ > 0 such that −K ′ ≤ L(t, ω, u) ≤ K ′(1 + sups∈[0,t] |ω(s)|2).
Then, thanks to (8.4), the cost functional

J(t, ω, α) = E

[
g
(
X

(t,ω,α)
T

)
+

∫ T

t

L
(
s,X(t,ω,α)

s , α(s)
)
ds

]
< ∞

for (t, ω, α) ∈ WT ×A defines a non-anticipative map J : WT ×A(F) → R.
We consider the optimal control problem

inf
α∈A(F)

J(t, ω, α)

whose value functional is denoted, for (t, ω) ∈ WT ,

V (t, ω) = inf
α∈A(F)

J(t, ω, α). (8.15)

From the above assumptions and the estimate (8.4), V (t, ω) verifies

∃K ′′ > 0 such that −K ′′ ≤ V (t, ω) ≤ K ′′
(
1 + sup

s∈[0,t]

|ω(s)|2
)
.

Introduce now the Hamiltonian associated to the control problem [74] as the
non-anticipative functional H : WT × R

d × S+
d → R given by

H(t, ω, ρ, A) = inf
u∈C

{
1

2
tr
(
Aσ(t, ω, u)tσ(t, ω, u)

)
+ b(t, ω, u)ρ+ L(t, ω, u)

}
.

It is readily observed that, for any α ∈ A(F), the process

V
(
t,X

(t0,ω,α)
t

)
+

∫ t

t0

L
(
s,X(t0,ω,α)

s , α(s)
)
ds

has the submartingale property. The martingale optimality principle [17] then
characterizes an optimal control α∗ as one for which this process is a martingale.

We can now use the Functional Itô Formula (Theorem 6.2.3) to give a suf-
ficient condition for a functional U to be equal to the value functional V and for
a control α∗ to be optimal. This condition takes the form of a path dependent
Hamilton–Jacobi–Bellman equation.



8.3. Non-Markovian control and path dependent HJB equations 195

Theorem 8.3.1 (Verification Theorem). Let U ∈ C
1,2
b (WT ) be a solution of the

functional HJB equation,

∀(t, ω) ∈ WT , DU
(
t, ω) +H(t, ω,∇ωU(t, ω),∇2

ωU(t, ω)
)
= 0, (8.16)

satisfying U(T, ω) = g(ω) and the quadratic growth condition

|U(t, ω)| ≤ C sup
s≤t

|ω(s)|2. (8.17)

Then, for any ω ∈ C0([0, T ],Rd) and any admissible control α ∈ A(F),

U(t, ω) ≤ J(t, ω, α). (8.18)

If, furthermore, for ω ∈ C0([0, T ],Rd) there exists α∗ ∈ A(F) such that

H
(
s,X(t,ω,α∗)

s ,∇ωU
(
s,X(t,ω,α∗)

s

)
,∇2

ωU
(
s,X(t,ω,α∗)

s

))
(8.19)

=
1

2
tr
[∇2

ωU
(
s,X(t,ω,α∗)

s

)
σ
(
s,X(t,ω,α∗)

s , α∗(s)
)
tσ
(
s,X(t,ω,α∗)

s , α∗(s)
)]

+∇ωU
(
s,X(t,ω,α∗)

s

)
b
(
s,X(t,ω,α∗)

s , α∗(s)
)
+ L
(
s,X(t,ω,α∗)

s , α∗(s)
)

ds × dP-a.e. for s ∈ [t, T ], then U(t, ω) = V (t, ω) = J(t, ω, α∗) and α∗ is an
optimal control.

Proof. Let α ∈ A(F) be an admissible control, t < T and ω ∈ C0([0, T ],Rd).
Applying the Functional Itô Formula yields, for s ∈ [t, T ],

U
(
s,X(t,ω,α)

s

)− U(t, ω)

=

∫ s

t

∇ωU
(
u,X(t,ω,α)

u

)
σ
(
u,X(t,ω,α)

u , α(u)
)
dW (u)

+

∫ s

t

DU
(
u,X(t,ω,α)

u

)
+∇ωU

(
u,X(t,ω,α)

u

)
b
(
u,X(t,ω,α)

u , α(u)
)
du

+

∫ s

t

1

2
tr
(
∇2

ωU
(
u,X(t,ω,α)

u

)
σtσ
(
u,X(t,ω,α)

u

))
du.

Since U verifies the functional Hamilton–Jacobi–Bellman equation, we have

U
(
s,X(t,ω,α)

s

)− U(t, ω) ≥
∫ s

t

∇ωU
(
u,X(t,ω,α)

u

)
σ
(
u,X(t,ω,α)

u , α(u)
)
dW (u)

−
∫ s

t

L
(
u,X(t,ω,α)

u , α(u)
)
du.

In other words, U(s,X
(t,ω,α)
s )− U(t, ω) +

∫ s
t
L(u,X

(t,ω,α)
u , α(u))du is a local sub-

martingale. The estimate (8.17) and the L2 estimate (8.4) guarantee that it is
actually a submartingale, hence, taking s → T , the left continuity of U yields

E

[
g
(
X

(t,ω,α)
T

)
+

∫ T−t

0

L
(
t+ u,X

(t,ω,α)
t+u , α(u)

)
du

]
≥ U(t, ω).
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This being true for any α ∈ A(F), we conclude that U(t, ω) ≤ J(t, ω, α).

Assume now that α∗ ∈ A(F) verifies (8.19). Taking α = α∗ transforms in-
equalities to equalities, submartingale to martingale, and hence establishes the
second part of the theorem. �

This proof can be adapted [32] to the case where all coefficients, except σ,
depend on the quadratic variation of X as well, using the approach outlined in
Section 6.3. The subtle point is that if σ depends on the control, the Functional Itô
Formula (Theorem 6.2.3) does not apply to U(s,Xα

s , [X
α]s) because d[Xα](s)/ds

would not necessarily admit a right continuous representative.

8.4 Weak solutions

The above results are ‘verification theorems’ which, assuming the existence of a
solution to the Functional Kolmogorov Equation with a given regularity, derive
a probabilistic property or probabilistic representation of this solution. The key
issue when applying such results is to be able to prove the regularity conditions
needed to apply the Functional Itô Formula. In the case of linear Kolmogorov
equations, this is equivalent to constructing, given a functionalH, a smooth version
of the conditional expectation E[H|Ft], i.e., a functional representation admitting
vertical and horizontal derivatives.

As with the case of finite-dimensional PDEs, such strong solutions —with
the required differentiability— may fail to exist in many examples of interest
and, even if they exist, proving pathwise regularity is not easy in general and
requires imposing many smoothness conditions on the terminal functional H, due
to the absence of any regularizing effect as in the finite-dimensional parabolic
case [13, 61].

A more general approach is provided by the notion of weak solution, which
we now define, using the tools developed in Chapter 7. Consider, as above, a
semimartingale X defined as the solution of a stochastic differential equation

X(t) = X(0)+

∫ t

0

b(u,Xu)du+

∫ t

0

σ(u,Xu)dW (u) = X(0)+

∫ t

0

b(u,Xu)du+M(t)

whose coefficients b, σ are non-anticipative path dependent functionals, verifying
the assumptions of Proposition 8.1.1. We assume that M , the martingale part of
X, is a square integrable martingale.

We can then use the notion of weak derivative ∇M on the Sobolev space
S1,2(M) of semimartingales introduced in Section 7.5.

The idea is to introduce a probability measure P on D([0, T ],Rd), under
which X is a semimartingale, and requiring (8.6) to hold dt× dP-a.e.

For a classical solution F ∈ C
1,2
b (WT ), requiring (8.6) to hold on the support
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of M is equivalent to requiring

AF (t,Xt) = DF (t,Xt) +∇ωF (t,Xt)b(t,Xt) +
1

2
tr
[∇2

ωF (t,Xt)σ
tσ(t,Xt)

]
= 0,

(8.20)
dt× dP-a.e.

Let L2(F, dt × dP) be the space of F-adapted processes φ : [0, T ] × Ω → R

with

E

(∫ T

0

|φ(t)|2dt
)

< ∞,

and A2(F) the space of absolutely continuous processes whose Radon–Nikodým
derivative lies in L2(F, dt× dP):

A2(F) =

{
Φ ∈ L2(F, dt× dP) | dΦ

dt
∈ L2(F, dt× dP)

}
.

Using the density of A2(F) in L2(F, dt× dP), (8.20) is equivalent to requiring

∀Φ ∈ A2(F), E

(∫ T

0

Φ(t)AF (t,Xt)dt

)
= 0, (8.21)

where we can choose Φ(0) = 0 without loss of generality. But (8.21) is well-defined
as soon as AF (X) ∈ L2(dt× dP). This motivates the following definition.

Definition 8.4.1 (Sobolev space of non-anticipative functionals). We define W1,2(P)
as the space of (i.e., dt × dP-equivalence classes of) non-anticipative functionals
F : (ΛT , d∞) → R such that the process S = F (X) defined by S(t) = F (t,Xt)
belongs to S1,2(M). Then, S = F (X) has a semimartingale decomposition

S(t) = F (t,Xt) = S(0) +

∫ t

0

∇MSdM +H(t), with
dH

dt
∈ L2(F, dt× dP).

W
1,2(P) is a Hilbert space, equipped with the norm

‖F‖21,2 = ‖F (X)‖2S1,2

= EP

(
|F (0, X0)|2+

∫ T

0

tr
(∇MF (X) ·t ∇MF (X) · d[M ]

)
+

∫ T

0

∣∣∣∣dHdt
∣∣∣∣2dt).

Denoting by L
2(P) the space of square integrable non-anticipative function-

als, we have that for F ∈ W
1,2(P), its vertical derivative lies in L

2(P) and

∇ω : W
1,2(P) −→ L

2(P),

F �−→ ∇ωF

is a continuous map.
Using linear combinations of smooth cylindrical functionals, one can show

that this definition is equivalent to the following alternative construction.
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Definition 8.4.2 (W1,2(P): alternative definition). W
1,2(P) is the completion of

C
1,2
b (WT ) with respect to the norm

‖F‖21,2 = EP

(∣∣F (0, X0)
∣∣2 + ∫ T

0

tr
(∇ωF (t,Xt)

t∇ωF (t,Xt)d[M ]
))

+ EP

( ∣∣∣∣ ∫ T

0

∣∣∣∣ ddt
(
F (t,Xt)−

∫ t

0

∇ωF (u,Xu)dM

)∣∣∣∣2dt).
In particular, C1,2

loc(WT ) ∩W
1,2(P) is dense in (W1,2(P), ‖.‖1,2).

For F ∈ W
1,2(P), let S(t) = F (t,Xt) and M be the martingale part of X.

The process S(t)− ∫ t
0
∇MS(u) · dM has absolutely continuous paths and one can

then define

AF (t,Xt) :=
d

dt

(
F (t,Xt)−

∫ t

0

∇ωF (u,Xu).dM

)
∈ L2

(
F, dt× dP

)
.

Remark 8.4.3. Note that, in general, it is not possible to define “DF (t,Xt)” as
a real-valued process for F ∈ W

1,2(P). As noted in Section 7.5, this requires
F ∈ W

2,2(P).

Let U be the process defined by

U(t) = F (T,XT )− F (t,Xt)−
∫ T

t

∇MF (u,Xu)dM.

Then the paths of U lie in the Sobolev space H1([0, T ],R),

dU

dt
= −AF (t,Xt), and U(T ) = 0.

Thus, we can apply the integration by parts formula for H1 Sobolev functions [65]
pathwise, and rewrite (8.21) as

∀Φ ∈ A2(F),

∫ T

0

dt Φ(t)
d

dt

(
F (t,Xt)−

∫ t

0

∇MF (u,Xu)dM

)

=

∫ T

0

dt φ(t)

(
F (T,XT )− F (t,Xt)−

∫ T

t

∇MF (u,Xu)dM

)
.

We are now ready to formulate the notion of weak solution in W
1,2(P).

Definition 8.4.4 (Weak solution). F ∈ W
1,2(P) is said to be a weak solution of

DF (t, ω) + b(t, ω)∇ωF (t, ω) +
1

2
tr
[∇2

ωF (t, ω)σtσ(t, ω)
]
= 0
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on supp(X) with terminal condition H(·) ∈ L2(FT ,P) if F (T, ·) = H(·) and, for
every φ ∈ L2(F, dt× dP),

E

[ ∫ T

0

dt φ(t)

(
H(XT )− F (t,Xt)−

∫ T

t

∇MF (u,Xu)dM

)]
= 0. (8.22)

The preceding discussion shows that any square integrable classical solution
F ∈ C

1,2
loc(WT ) ∩ L2(dt× dP) of the Functional Kolmogorov Equation (8.6) is also

a weak solution.
However, the notion of weak solution is much more general, since equa-

tion (8.22) only requires the vertical derivative ∇ωF (t,Xt) to exist in a weak
sense, i.e., in L2(X), and does not require any continuity of the derivative, only
square integrability.

Existence and uniqueness of such weak solutions is much simpler to study
than for classical solutions.

Theorem 8.4.5 (Existence and uniqueness of weak solutions). Let

H ∈ L2(C0([0, T ],Rd),P).

There exists a unique weak solution F ∈ W
1,2(P) of the functional Kolmogorov

equation (8.6) with terminal conditional F (T, ·) = H(·).
Proof. Let M be the martingale component of X and F : WT → R be a regular
version of the conditional expectation E(H|Ft) :

F (t, ω) = E
(
H | Ft

)
(ω), dt× dP-a.e.

Let Y (t) = F (t,Xt). Then Y ∈ M2(M) is a square integrable martingale so, by
the martingale representation formula 7.3.4, Y ∈ S1,2(X), F ∈ W

1,2(P), and

F (t,Xt) = F (T,XT )−
∫ T

t

∇ωF (u,Xu)dM.

Therefore, F satisfies (8.22). This proves existence.
To show uniqueness, we use an ‘energy’ method. Let F 1, F 2 be weak solutions

of (8.6) with terminal condition H. Then, F = F 1 − F 2 ∈ W
1,2(P) is a weak

solution of (8.6) with F (T, ·) = 0. Let Y (t) = F (t,Xt). Then Y ∈ S1,2(M) so,

U(t) = F (T,XT )−F (t,Xt)−
∫ T
t
∇MF (u,Xu)dM has absolutely continuous paths

and
dU

dt
= −AF (t,Xt)

is well defined. Itô’s formula then yields

Y (t)2 = −2

∫ T

t

Y (u)∇ωF (u,Xu)dM − 2

∫ T

t

Y (u)AF (u,Xu)du+ [Y ](t)− [Y ](T ).
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The first term is a P-local martingale. Let (τn)n≥1 be an increasing sequence of
stopping times such that ∫ T∧τn

t

Y (u) · ∇ωF (u,Xu)dM

is a martingale. Then, for any n ≥ 1,

E

(∫ T∧τn

t

Y (u)∇ωF (u,Xu)dM

)
= 0.

Therefore, for any n ≥ 1,

E
(
Y (t ∧ τn)

2
)
= 2E

(∫ T∧τn

t

Y (u)AF (u,Xu)du

)
+E
(
[Y ](t ∧ τn)− [Y ](T ∧ τn)

)
.

Given that F is a weak solution of (8.6),

E

(∫ T∧τn

t

Y (u)AF (u,Xu)du

)
= E

(∫ T

t

Y (u)1[0,τn]AF (u,Xu)du

)
= 0,

because Y (u)1[0,τn] ∈ L2(F, dt× dP). Thus,

E
(
Y (t ∧ τn)

2
)
= E
(
[Y ](t ∧ τn)− [Y ](T ∧ τn)

)
,

which is a positive increasing function of t; so,

∀n ≥ 1, E
(
Y (t ∧ τn)

2
) ≤ E

(
Y (T ∧ τn)

2
)
.

Since Y ∈ L2(F, dt × dP) we can use a dominated convergence argument to take
n → ∞ and conclude that 0 ≤ E

(
Y (t)2

) ≤ E
(
Y (T )2

)
= 0. Therefore, Y = 0,

i.e., F 1(t, ω) = F 2(t, ω) outside a P-evanescent set. �

Note that uniqueness holds outside a P-evanescent set: there is no assertion
on uniqueness outside the support of P.

The flexibility of the notion of weak solution comes from the following char-
acterization of square integrable martingale functionals as weak solutions, which
is an analog of Theorem 8.1.6 but without any differentiability requirement.

Proposition 8.4.6 (Characterization of harmonic functionals). Let F ∈ L2(dt×dP)
be a square integrable non-anticipative functional. Then, Y (t) = F (t,Xt) is a
P-martingale if and only if F is a weak solution of the Functional Kolmogorov
Equation (8.6).

Proof. Let F be a weak solution to (8.6). Then, S = F (X) ∈ S1,2(X) so S is
weakly differentiable with ∇MS ∈ L2(X), N =

∫ .
0
∇MS · dM ∈ M2(X) is a
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square integrable martingale, and A = S −N ∈ A2(F). Since F verifies (8.22), we
have

∀φ ∈ L2(dt× dP), E

(∫ T

0

φ(t)A(t)dt

)
= 0,

so A(t) = 0 dt× dP-a.e.; therefore, S is a martingale.
Conversely, let F ∈ L2(dt × dP) be a non-anticipative functional such that

S(t) = F (t,Xt) is a martingale. Then S ∈ M2(X) so, by Theorem 7.3.4, S is

weakly differentiable and U(t) = F (T,XT )−F (t,Xt)−
∫ T
t
∇MS ·dM = 0. Hence,

F verifies (8.22) so, F is a weak solution of the functional Kolmogorov equation
with terminal condition F (T, ·). �

This result characterizes all square integrable harmonic functionals as weak
solutions of the Functional Kolmogorov Equation (8.6) and thus illustrates the
relevance of Definition 8.4.4.

Comments and references

Path dependent Kolmogorov equations first appeared in the work of Dupire [21].
Uniqueness and comparison of classical solutions were first obtained in [11, 32].
The path dependent HJB equation and its relation with non-Markovian stochas-
tic control problems was first explored in [32]. The relation between FBSDEs and
path dependent PDEs is an active research topic and the fully nonlinear case, cor-
responding to non-Markovian optimal control and optimal stopping problems, is
currently under development, using an extension of the notion of viscosity solution
to the functional case, introduced by Ekren et al. [22, 23]. A full discussion of this
notion is beyond the scope of these lecture notes and we refer to [10] and recent
work by Ekren et al. [22, 23], Peng [60, 61] and Cosso [14].
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