An Effective Method for Gender Classification
with Convolutional Neural Networks

Hao Zhang®™), Qing Zhu, and Xiaoqi Jia

School of Software Engineering, Beijing University of Technology,
Beijing 100124, China
{zhanghao.py, jiaxiaoqi}@emails.bjut.edu.cn, ccgszq@bjut.edu.cn

Abstract. A gender classification system uses a given image from
human face to tell the gender of the given person. An effective gen-
der classification approach is able to improve the performance of many
other applications, including image or video retrieval, security monitor-
ing, human-computer interaction and so on. In this paper, an effective
method for gender classification task in frontal facial images based on
convolutional neural networks (CNNs) is presented. Our experiments
have been shown that the method of CNNs for gender classification task
is effective and achieves higher classification accuracy than others on
FERET and CAS-PEAL-RI1 facial datasets. Finally, we built a gender
classification demo, where input is the scene image per frame captured
by the camera and the output is the original scene image with marked
on detected facial areas.
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1 Introduction

It is exceedingly critical for us to make the information visualization in commu-
nication with others. Not only are we able to identify who his/her is, but also
acquire the other information, for instances, gender, age, ethnicity, even mental
state when we look at the person’s face. It is not difficult task for individual
beings, but a big challenge for machines. Gender classification plays a promi-
nent role on many research areas, including images or videos retrieval, human-
computer interaction, robotics vision, security monitoring, demographics studies
and so on.

A computer system with the capability of gender classification has profound
prospect in basic and applied research areas. Although the field of face recog-
nition have been explored by a great deal of researchers, only a few studies on
gender classification have been reported. The gender classification process can
reduce half of the search space in face recognition, which is favorable for face
identification with preprocessing step.

An effective and feasible method for gender classification in facial images has
been presented in this paper, which can achieve a better precision for this task.
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In addition, other methods for gender classification in face images, including fea-
ture extraction and classification, are also presented and compared. Our experi-
ments show that the method in this paper enables to acquire the higher accuracy
for gender classification task.

2 Related Works

Xia et al. [1] combined shape and texture features in their experiment. They
used Random Forest on the FRGC-2.0 dataset with 10-fold cross-validation and
achieved the accuracy of 93.27 %. Timotius et al. [2] built a gender classifier with
the edge orientation histogram, which is estimated on image pixels, and achieved
the accuracy of 84.2% on the VISiO Lab face database. Shan [3] adopted a
compact Adaboost algorithm to learn the better description with local binary
pattern (LBP) histogram feature and obtained the accuracy of 94.40 + 0.86%
on the LFW database [4]. Jabid et al. [5] proposed a novel texture descrip-
tor, local direction pattern (LDP), to detect gender via facial image for gender
recognition task, and achieved accuracy of 95.05% on FERET facial dataset.
Habid et al. [6], who relied on the movement track of the video frame sequences,
presented a gender classification algorithm based on LBP feature with boosting
algorithm in the time-spatial domain and achieved high precision on CRIM, Vid-
TIMIT and Cohn-Kanade video face databases. Principal component analysis
(PCA) via non-linear support vector machine (SVM), representing those images
as eigenvector in low-dimensional subspace, was applied in gender classification
by Kumari et al. [7] in their experiment, which achieved the accuracy of 92 %
on the indian face database.

In China, the effective method proposed by Li et al. [8], based on AdaBoost
algorithm to combine facial and hair information for gender recognition, achieved
accuracy of 95.1+0.5% on FERET and 95.0+0.8% on BCMI datasets. Zhang [9]
used VG-TSA algorithm with SVM to recognize gender on face image in the
videos. Chu et al. [10] randomly cut the detected face image and distinguished
gender with support subspace, which made it successful on face gender recogni-
tion task with accuracy of 91.13 % on the FERET dataset. Chen et al. [11] pro-
posed an iterative learning algorithm which combined active appearance models
(AAM) with SVM, and obtained the great improvement on the IMM face data-
base [12].

3 Convolutional Neural Networks

This section describes the feature extraction, the architecture of classification
model, and the dropout regularization in our experiments.
3.1 Architecture

Convolutional neural networks (CNNs) are comprised of a series of convolutional
and subsampling layers sequentially, and then followed by one or more fully
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connected layers in multi-layers perceptron network. CNNs represent the multi-
stage Hubel-Wiesel architecture, which extract local features with high resolution
and turn them into a lower resolution combined more complex features.

The lower layers consist of alternative layers: convolutional layers and pool-
ing layers. Each convolutional layer presents a two-dimensional discrete convo-
lutional operation on its source image with a given kernel (filter) and applies a
nonlinear transfer function. The objective of pooling layers is that reducing the
size of the input map thought averaging or summarizing neurons from a small
spatial neighborhood. The upper layers, however, are fully connected and corre-
spond to a traditional multi-layers perceptron networks, as illustrated in Fig. 1.

In CNNs, such as LeNet-5 proposed by LeCun et al. [13], shift-invariance
is implemented thought subsampling layers. A small non-overlapping receptive
fields in these layers receive input neurons of the previous layer. Each neuron
calculates the sum of its inputs by a training coefficient, and adds a bias. At last,
the intermediate results can be trained through a nonlinear transfer function.

‘ convolution layer ‘ b. pling layer | ion layer ‘ b- pling layer ‘

Fig. 1. Convolutional neural networks architecture.

3.2 Convolutional Layers

The purpose of the convolutional layer is that extracting underlying patterns
covered within local regions of the input images throughout the dataset, which
convolves by a filter over the input image pixels and computes the inner-product
with the kernel and pixels at every position of the image.

The input to a convolutional layer is x;, where x; € R”*" is the w x h matrix,
which is corresponding to the pixels of input map ¢ (image with width w and
height h).

The convolutional layer will have k kernels with m x n size, where m and
n is smaller than the width and height of the image respectively. The size of
the filters, which are convolved with the image to engender k feature maps with
(w—m+1) x (h—n+1) size, leads to the local connected structure.

In convolutional layer, the feature maps in the previous layer need to be
convolved with learnable kernels and pass through the activation function to
figure out the output feature map. Each output map can be combined with
multiple input maps through convolutions. Apparently, we have that

k
o= (3w ) ®
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where * is convolutional operator, [ represents the layer in the networks, agl_l) =
x; when [ = 2 (the 1st layer in the network is data input layer, and the 2nd layer
is convolutional layer), kg;) € R™*™ ig the kernel of the [-th layer in the networks
between the i-th input map and the j-th output map, f(-) is non-linear transfer
function to activations, such as hyperbolic tangent function.

An additive bias b; is given at each output map, but for a specific output
map, the input maps will be convolved with different kernels distinctly. In other
words, if both the j;-th output map and the jo-th output map sum over the i-th
input map, then the kernels are applied to the i-th input map, which is different
from the ji-th and jo-th output maps.

3.3 Pooling Layers

The objective of pooling [14] layers is to acquire spatial invariance through scal-
ing down the resolution of the feature maps. And then, each map needs to be
subsampled typically with mean or max pooling over p x ¢ adjoining regions,
where p and ¢ is the size (width and height respectively) of patches in the pooling
layer. In general, we have that:

al — g (al ) Vi B, (2)

where R; is the j-th pooling region with p x g size in the i-th input map.
Two kinds of conventional operators for ¢g(-) can be chosen: average and max
operation. The former takes the arithmetic mean of the elements in each pooling

region:
! 1 -1
a) = 7| Y aly (3)
J i€ER;

but the largest element is picked up via the max operator in each pooling region:

)/ = maxal' ™V (4)
Both two kinds of pooling operators have own disadvantages when training
deep convolutional networks. When it comes to the average pooling, all elements
in a pooling region need to be took fully into account, even though many of them
have low magnitude. While max pooling does not suffer from these weaknesses,
we are able to find it easily to overfit the training set in practice, making it
difficult to generalize well to the test instances. In feedforward propagation, the
pooling regions with p X ¢ size are scaled down as a single value. And then,
this single value attains an error calculated by backwards propagation from the
previous layer. This error is then just feedforwarded to the place where it comes
from. Since it only comes from the one place within the region of p x ¢ size, the
back-propagated errors from max-pooling layers are considerable sparse.
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3.4 Regularization

For regularization, we apply dropout [15] regularization on the hidden layer with
a constraint on lo-norms of the weight vectors. Dropout enables to prevent over-
fitting thought dropping units out randomly with a probability p in the network.
For instance, setting to zero with a probability p of the hidden units during feed-
forward and back-propagation in the network. That is, given the hidden layer,
also called perceptron layer (after pooling layer), all=! = [ay,...,ay], instead
of using

al) = f (w cal=b 4 b) (5)

but for output unit al) in feedforward propagation, dropout represents

all) = f (w . (a(l_l) o r) + b) (6)

where o is the element-wise multiplication operator, and r € R" is a masking
vector of Bernoulli random variables with probability p of being 1. At training
time, the gradients are able to be updated only through the unmasked units via
back-propagation. At test phase, the weight vectors we have learned enbale to be
scaled by p such that w = pw, where w is employed without dropout in the test
procedure. In addition, we constrain [y-norms of the weight vectors by rescaling
w such that ||w||2 = s whenever ||w||2 > s after a gradient descent step.

4 Experiments

This section describes the datasets, data preprocessing steps, detailed hyperpa-
rameters, as well as the training procedure in our experiments.

4.1 Datasets and Computers

Our experiments were carried out on the FERET [16] dataset and CAS-PEAL-
R1 [17] formal subsets, labeled by ourselves, as described in Table1l. FERET
face database dataset consists of 1351 8-bit grayscale images of human from 193
people (108 males and 85 females for each 7 images), heads with views ranging
from frontal to left and right profiles. CAS-PEAL-R1 formal subsets made up
1040 Chinese face images from 208 people (119 males and 89 females for each 5
images).

Table 1. Summary statistics for the facial datasets.

Dataset #images | #people | #males | #females | Each
FERET 1351 193 108 85 7
CAS-PEAL-R1 | 1040 208 119 89 5
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We used up to a workstation machine with Ubuntu 14.04 for our experiments.
It has 2 Intel Core CPUs, each for 8 cores (Intel(R) Core(TM) i7-5960X CPU
at 3.00 GHz), 32 GB memory and a GPU with GeForce GTX TITAN Z. (6 GB
memory). Our experiments below are carried out on GPU with Theano 0.7.0.

4.2 Data Preprocessing

The facial images in the datasets are preprocessed before model training. There
are some preprocessed steps as follows.

Gray-Scale. Firstly, the color images, if they have 3 color channels, are con-
verted into grayscale images as follows.
&ij = 0.2992(7 + 0587z +0.1142( (7)

(B (&)

(B)
ij 0 Tij j

where x and x; y

are the pixels of R, G, B channels.

Face Detection. Secondly, histogram equalization is used for adjusting facial
image intensities to enhance contrast. And then, we need to detect face area
in the image using Harr-likes features with Adaboost method [18] and cut the
detected areas. What’s more, we are able to resize the images, outputs in the
previous step, to 80 x 80 on FERET dataset and 100 x 100 on CAS-PEAL-R1
dataset.

Normalization. Ultimately, data normalization, a function map transformed
0~255 into 0~1, can be used in these datasets. The formula is shown in the
following:

x;; — min (x)

- 8
Y49 = Tnax (x) — min (x) ()
where are 2;; is normalized value, proceeding from original pixel z;; of x.

The visualised samples of facial image on FERET and CAS-PEAL-R1 datasets

after preprocessing has been shown in Fig. 2.

4.3 Hyperparameters and Training

The CNN architecture with dropout regularization [15] and two kinds of learning
algorithms have been implemented by ourselves with Theano. For all datasets,
we randomly split all data via 20 %-80% as training set and test set sepa-
rately. Learning algorithms at training procedure has been carried out through
Stochastic Gradient Descent (SGD) [19] over mini-batched with learning rate
decay update rule and ADADELTA [20] method.
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(b) CAS-PEAL-R1 dataset

Fig. 2. Face image samples visualization after preprocessing on FERET and CAS-
PEAL-RI1 dkatasets.

Networks Structure. The exact network architecture on FERET and CAS-
PEAL-R1 datasets in our experiment have been listed in Tables 2 and 3. Taking
FERET dataset for example, the size of input layer is 80 x 80, and followed
by convolution with max-pooling layers many times, increasing the number of
kernels and reducing the size of patch. Ultimately, flattening the output in the
pervious layer, concatenating by fully connected layers with dropout regular-
ization and making classification via softmax layer. The fourth column in the
Tables 2 and 3, namely #params, means the number of parameters we need to
learn, for instance, 0.4K is equal to 16 x 5 x 5.

For convolution layers, the number of kernels are increased with network
going deeper. But for pooling layers, we need to acquire spatial invariance by
scaling down the size of the feature maps with max-pooling over given contiguous
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Table 2. CNN architecture parameters on FERET.

Type Kernel size | Output size | #params
input - 80 x 80 -
convolution 16@5 x5 |16@76 x 76 |0.4K
max-pooling 16@2 x 2 | 16@38 x 38 |0.4K
convolution 32@5 x 5 |32@34 x 34 |0.8K
max-pooling 32@2 x 2 |32@17 x 17 |0.8K
convolution 64@3 x 3 | 64@Q15 x 15 | 0.57K
max-pooling 64@3 x 3 | 64@5 x 5 0.57K

flatten - 1600 -
dropout(0.2) |- 1600 -
fully connected |- 256 409K
dropout(0.5) |- 256 -
softmax - 2 0.5K

regions. Apparently, the loss function of our network is negative log-likelihood
in output layer as follows.

|D|
LO={Who',. .. . Wb} = |D|Zlog Y =yDz",0) (9

where @ is the parameters we need to learn in this network. W* and b’ is repre-
sented by the weight matrix and bias in the i-th hidden layer respectively, as well
as D stands for the samples of training dataset, so that |D| means the number
of training data.

Learning Algorithm. In our experiments, two kinds of learning algorithms,
SGD [19] and ADADELTA [20], have been used to optimize the loss function
and obtained the optimal parameters in the training step.

A stochastic gradient trainer with momentum g and learning rate o updates
parameter 0 at step t by blending the current velocity v with the current gra-
dient 8£ . Besides, we make the learning rate decreased at every step gradually,
SO the learmng decay rate v is no more than zero and the gradient update
rule is followed by Eqs. (10)—(12). (For more training details, please refer to the
article [19].)

oL
Ut41 = MU — at% (10)
Orv1 =01 + v (11)
Q1 = oy (12)

The ADADELTA method uses the same general strategy as all first-order sto-
chastic gradient methods, in the sense that these methods make small parameter
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Table 3. CNN architecture parameters on CAS-PEAL-R1.

Type Kernel size | Output size | #params
input - 100 x 100 |-
convolution 16@5 x5 |16@96 x 96 |0.4K
max-pooling 16@2 x 2 | 16@48 x 48 |0.4K
convolution 32@5 x 5 |32@44 x 44 | 0.8K
max-pooling 32@2 x 2 | 32@22 x 22 |0.8K
convolution 64@Q5 x 5 | 64@Q18 x 18 | 1.6 K
max-pooling 64@3 x 3 | 64Q6 x 6 1.6K

flatten - 2304 -
dropout(0.2) |- 2304 -
fully connected | - 256 589 K
dropout(0.5) |- 256 -
softmax - 2 0.5K

adjustments iteratively using local derivative information. The difference with
ADADELTA is that as gradients are computed during each parameter update,
an exponentially-weighted moving average (EWMA) gradient value, as well as
an EWMA of recent parameter steps, are maintained as well. And the update
rule is followed by Eqgs. (13)—(16). (For more training details, please refer to the
article [20].)

gi+1 = pge + (1 = p) (%)2 (13)

vy = Yot e 0L (14)
t+ VGi+1 + € 00

To1 = pr + (1= p)oiiy (15)
9t+1 = 9t — Vg1 (16)

Parameters Settings. In our experiment, tanh(-) activation function has been
used for convolutional layers and fully connected layers, and setting dropout rates
(p) of 0.2 and 0.5 for flatten layers and fully connected layers, initial bias b set

0 and initial weight matrix W ~ U [—1 / H%’ £/ HLO) for each layer, where I
and O is represented by the feature maps of input and ouput in the hidden layer

respectively.

For SGD trainer, initial learning rate a of 0.01, learning decay rate v of 0.998
and mini-batch size of 30 for stochastic gradient descent learning algorithm. But
for ADADELTA trainer, decay constant p of 0.95 and constant € of 10~¢ should
been set. These hyperparameters have been selected through a grid search on
the FERET and CAS-PEAL-R1 datasets.
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4.4 Results and Comparation

As can be seen in Fig. 3, the results have been demonstrated as follows. On the
one hand, the cost value with learning rate decay method has smoothly declined
and gradually stabilized on all datasets when the epoch increased. In contrast,
the cost value has a large number of shaking in the first few epochs and gradually
kept stable on all datasets with Adadelta method.

Trairin g and Test Cost Decreasing on FERET dataset Theingand Test Act uracylncressing on FERET dataset

% training cost (leamingrale decay)
test cost learring rate decay)

— — training co3t (adadela)

— — tastooat (adad te)

costualue

M
08 ¥ nJ}' = training scourasy [ eaming rate decay)
xﬁ ! test accurecy (1eaming rate decay]
oss — — training acouraeyadadeltal

— — testaccuracy(adadelta)

, L s ,
50 00 [H1 200 250 300
epochs epoehs

(a) FERET dataset

Training and Test Cast Decreasing on CAS-PEAL-FH dafasel Training and Test Accurasy lncreasing an CAS-PEALR dofaset

> trmining cos! (leaming rale decay)
testoost (leamingrale decay)
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(b) CAS-PEAL-R1 dataset

Fig. 3. Cost decreasing and accuracy increasing of training set and test set on FERET
and CAS-PEAL-R1 datasets.

On the other hand, the accuracy rates increases smoothly with epoch increased.
The misclassification rates of test data, as described by Eq. (17), achieves 4.07 % at
the 259th epoch on FERET and 8.33 % at the 825th epoch on CAS-PEAL-R1 with
SGD learning algorithm. And the error rates obtains 2.23 % at the 82th epoch on
FERET and 6.67 % at the 75th epoch on CAS-PEAL-R1 with ADADELTA learn-

ing algorithm.
|D|

Zl{yi # Ui} (17)

1
€= —
D
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where I(-) is the indicator function, which is that I{a false statement} = 0 and
IH{atrue statement} = 1. And then, y; is the label of image x;, corresponsively,
§; is the label of predication, |D| is the number of test data sets.

In training such networks, the cost value stops decreasing after a few epochs
and remains at a level lower than that of learning rate decay method, which
achieves a great performance util convergence.

Accordingly, we compared with mainly different methods for gender classifi-
cation on FERET and CAS-PEAL-R1 datasets, as described in Table4. Image
pixels with logistic regression method have been chosen as our baseline. Com-
pared with these methods which included in Logistic Regression, RBF-SVM,
C.H.O, Adaboost and Stacked-Autoencoders, the misclassification rates of our
works are 2.23 % on FERET and 6.67 % on CAS-PEAL-R1, which is lower than
previous works. Our works have achieved the great improvements with higher
classification accuracy.

In addition, it is exceedingly decreased for the training time-consuming prob-
lem with GPU mode compared to CPU mode, as demonstrated on Tables 5 and 6.
No matter what the datasets are, training time with GPU mode is 150 faster
than other (with CPU mode) approximately. It is a very competitive method,
which perform significantly better than their contemporaries.

Table 4. Test error rates on classification with different approaches.

Methods FERET CAS-PEAL-R1
Baseline | Logistic regression 14.00 % 11.50%
Ours CNN (SGD) 4.07% 8.33%
CNN (ADADELTA) 2.23% 6.67 %
Others |LDP + SVM [5] 4.95% -
(C.H.O)[8] 4.90 +0.5% -
SubSVM [10] 8.87% ;
Pixels + RBF-SVM [21] - 14.04%
LBP + RBF-SVM [21] - 20.55%
Adaboost [21] - 15.90 %
Autoencoder + RBF-SVM [22] | 14.66 % 16.37 %
Stacked-autoencoders [22] 9.98% 11.71%

5 Application to Gender Recognition from Camera

Finally, we carried out the CNNs model, which were trained and tuned on hyper-
parameters by ourselves, to build a application for gender classification with
facial images.

Image acquisition on natural scene is captured by camera. And then, the
whole image is preprocessed to acquire the area about human face, as described
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Table 5. Average execution time per epoch on FERET dataset.

Methods Data Theano CPU | Theano GPU
CNN (SGD) Training | 65.690 s 0.351s

Test 3.979s 0.023s
CNN (ADADELTA) | Training | 66.174s 0.358s

Test 2.923s 0.022s

Table 6. Average execution time per epoch on CAS-PEAL-R1 dataset.

Methods Data Theano CPU | Theano GPU
CNN (SDG) Training | 59.067 s 0.408s

Test 3.195s 0.022s
CNN (ADADELTA) | Training | 59.602's 0.401s

Test 3.106s 0.021s

Fig. 4. Application of gender classification based on CNNs model.

in Sect.4.2. Next step, the facial area of image as 2d signal inputs is put into
the CNNs model, which has been trained parameters previously, included the
weight matrix and bias for each layer, the kernels for each convolutional layer,
and the patch size for pooling layer, the dropout rates for perceptron layers and
so on. At last, we get the outputs from the model, which enables to distinguish
male from female on facial images, and label on the original image. The rectangle
with black lines on face represents male, and the white one stands for female, as
illustrated in Fig. 4.

6 Conclusion

An effective and feasible method for gender classification in facial images has
been presented in this paper. The underlying gender descriptors on face would
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need to be general, invariant to pose, illumination, expression, and image qual-
ity. Our works demonstrate that CNNs model can learn from many samples to
distinguish gender effectively on facial images. Adadelta method, to tune the
learning rate automatically, is able to make convergence rapidly and acquire the
much lower misclassification rates in our works.

The ability, to present a remarkable improvement in gender classification,
attests to the potential of such coupling to become significant in other vision
domains as well. Finally, this method has been applied in the gender recognition
system in order to build a application to predict the gender with facial images
captured by camera.

In the next step, we still need to improve the accuracy for classification per-
formance and focus on high-precision recognition under the influence of different
positions and orientations.
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