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Preface

The Mexican International Conference on Artificial Intelligence (MICAI) is a yearly
international conference series organized by the Mexican Society of Artificial Intelli-
gence (SMIA) since 2000. MICAI is a major international artificial intelligence forum
and the main event in the academic life of the country’s growing artificial intelligence
community.

MICAI conferences publish high-quality papers in all areas of artificial intelligence
and its applications. The proceedings of the previous MICAI events have been pub-
lished by Springer in its Lecture Notes in Artificial Intelligence series, vol. 1793, 2313,
2972, 3789, 4293, 4827, 5317, 5845, 6437, 6438, 7094, 7095, 7629, 7630, 8265, 8266,
8856, and 8857. Since its foundation in 2000, the conference has been growing in
popularity and improving in quality.

The proceedings of MICAI 2015 are published in two volumes. The first volume,
Advances in Artificial Intelligence and Soft Computing, contains 46 papers structured
into eight sections:

– Invited Paper
– Natural Language Processing
– Logic and Multi-agent Systems
– Bioinspired Algorithms
– Neural Networks
– Evolutionary Algorithms
– Fuzzy Logic
– Machine Learning and Data Mining

The second volume, Advances in Artificial Intelligence and Its Applications, con-
tains 46 papers structured into eight sections:

– Invited Papers
– Natural Language Processing Applications
– Educational Applications
– Biomedical Applications
– Image Processing and Computer Vision
– Search and Optimization
– Forecasting
– Intelligent Applications

This two-volume set will be of interest for researchers in all areas of artificial
intelligence, students specializing in related topics, and the general public interested in
recent developments in artificial intelligence.

The conference received for evaluation 297 submissions by 667 authors from 34
countries: Argentina, Australia, Brazil, Canada, Chile, China, Colombia, Cuba, Czech
Republic, Ecuador, France, Germany, India, Iran, Israel, Italy, Japan, Kazakhstan,



Mexico, Pakistan, Peru, Poland, Portugal, Romania, Russia, Saudi Arabia, Slovakia,
Spain, Switzerland, Taiwan, Tunisia, Turkey, UK, and USA; the distribution of papers
by topics is shown in Table 1. Of those submissions, 89 papers were selected for
publication in these two volumes after a peer-reviewing process carried out by the
international Program Committee. The acceptance rate was 29.9 %.

In addition to regular papers, the volumes contain three invited papers by the
keynote speakers Alexander Gelbukh (Mexico), Gennady Osipov (Russia), and Zita
Vale (Portugal).

Table 1. Distribution of papers by topics

Track Submitted Accepted Rate

Applications 73 29 40 %
Pattern Recognition 58 15 26 %
Machine Learning 54 18 33 %
Data Mining 46 21 46 %
Natural Language Processing 41 15 37 %
Computer Vision and Image Processing 38 9 24 %
Genetic Algorithms 35 13 37 %
Expert Systems and Knowledge-Based Systems 30 6 20 %
Knowledge Representation and Management 30 12 40 %
Neural Networks 27 10 37 %
Hybrid Intelligent Systems 21 10 48 %
Planning and Scheduling 20 4 20 %
Fuzzy Logic 18 7 39 %
Robotics 18 5 28 %
Bioinformatics and Medical Applications 17 5 29 %
Multi-agent Systems and Distributed AI 14 2 14 %
Ontologies 13 5 38 %
Sentiment Analysis and Opinion Mining 12 2 17 %
Constraint Programming 10 6 60 %
Knowledge Acquisition 9 3 33 %
Intelligent Tutoring Systems 8 5 62 %
Uncertainty and Probabilistic Reasoning 8 4 50 %
Logic Programming 7 5 71 %
Intelligent Interfaces: Multimedia, Virtual Reality 5 2 40 %
Intelligent Organizations 4 – –

Automated Theorem Proving 3 2 67 %
Spatial and Temporal Reasoning 3 2 67 %
Case-Based Reasoning 2 1 50 %
Model-Based Reasoning 2 2 100 %
Non-monotonic Reasoning 1 – –

Philosophical and Methodological Issues of AI 1 – –

Qualitative Reasoning 1 1 100 %
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The international Program Committee consisted of 172 experts from 27 countries:
Australia, Azerbaijan, Belgium, Brazil, Canada, Colombia, Czech Republic, Denmark,
Finland, France, Germany, Greece, India, Israel, Italy, Japan, Mexico, New Zealand,
Poland, Russia, Singapore, Spain, Sweden, Switzerland, Turkey, UK, and USA.

MICAI 2014 was honored by the presence of renowned experts who gave excellent
keynote lectures:

– Alexander Gelbukh, Instituto Politécnico Nacional, Mexico
– Gennady Osipov, Higher School of Economics, Russia
– Paolo Rosso, Universitat Politècnica de València, Spain
– Ruslan Salakhutdinov, University of Toronto, Canada
– Juan M. Torres Moreno, Université d’Avignon et des Pays de Vaucluse, France
– Zita Vale, Politécnico do Porto, Portugal

The technical program of the conference also featured tutorials presented by Roman
Barták (Czech Republic), Ildar Batyrshin (Mexico), Alexander Gelbukh (Mexico), Isai
Rojas González (Mexico), Luis Enrique Sucar (Mexico), Zita Vale (Portugal), and Ivan
Zelinka (Czech Republic), among others. Four workshops were held jointly with the
conference: the 8th Workshop on Hybrid Intelligent Systems, HIS 2015; the 8th
Workshop on Intelligent Learning Environments, WILE 2015; the Second International
Workshop on Recognizing Textual Entailment and Question Answering, RTE-QA
2015; and the First International Workshop on Intelligent Decision Support Systems
(DSS) for Industry Application.

The authors of the following papers received the Best Paper Award based on the
paper’s overall quality, significance, and originality of the reported results:

First place: “Detecting Social Spammers in Colombia 2014 Presidential Election,” by Jhon
Adrián Cerón-Guzmán and Elizabeth León (Colombia)

Prize from Springer: € 400; prize from SMIA: € 400
Second
place:

“Dynamic Systems Identification and Control by Means of Complex-Valued
Recurrent Neural Networks,” by Ieroham Baruch, Victor Arellano Quintana,
and Edmundo Pérez Reynaud (Mexico)

Prize from Springer: € 300; prize from SMIA: € 300
Third
place:

“Inferring Sentiment-Based Priors in Topic Models,” by Elena Tutubalina and
Sergey Nikolenko (Russia)

Prize from Springer: € 200; prize from SMIA: € 200

The authors of the following paper selected among all papers of which the first
author was a full-time student, excluding the papers listed above, received the Best
Student Paper Award:

First
place:

“Place Recognition-Based Visual Localization Using LBP Feature and SVM,” by
Yongliang Qiao, Cindy Cappelle, and Yassine Ruichek (France)

Prize from Springer: € 100; prize from SMIA: € 100
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The awards included significant monetary prizes sponsored by Springer and by the
Mexican Society of Artificial Intelligent (SMIA).

We want to thank everyone involved in the organization of this conference. In the
first place, the authors of the papers published in this book: it is their research work that
gives value to the book and to the work of the organizers. We thank the track chairs for
their hard work, the Program Committee members, and the additional reviewers for
their great effort spent on reviewing the submissions.

We would like to thank the Polytechnic University of Morelos (Upemor) for hosting
the workshops and tutorials of MICAI 2015; in particular, we thank Dr. Mireya Gally
Jordá, the rector of the university, and Dr. Yadira Toledo, the academic secretary, for
their support and generosity. We also thank the Tecnológico de Monterrey Campus
Cuernavaca for the hospitality and for opening its doors to the participants of MICAI
2015; we would especially like to thank Dr. Mónica Larre, the director of professional
studies, for her support. We thank the INAH Delegación Morelos, Secretary of Culture
of Morelos, and Secretary of Tourism of Morelos, particularly Mr. Manuel Zepeda
Mata, Ministry of Promotion of the Arts, and Mr. Sergio Perea Garza, Director for
Tourism, for their support in carrying out the cultural activities of MICAI 2015. We
also want to thank the staff of the Electrical Research Institute (IIE) and the National
Center for Research and Technology Development (CENIDET) for their support in the
organization of this conference.

We gratefully acknowledge the sponsorship received from Springer for monetary
prizes handed to the authors of the best papers of the conference. This generous
sponsorship demonstrates Springer’s strong commitment to the development of science
and their sincere interest in the highest quality of the conferences published with them.

We are deeply grateful to the conference staff and to all members of the local
committee headed by Gustavo Arroyo Figueroa, Yasmín Hernández, and Noé Ale-
jandro Castro Sánchez. We acknowledge support received from the project CONACYT
240844. The entire submission, reviewing, and selection process, as well as preparation
of the proceedings, was supported for free by the EasyChair system (www.easychair.
org). Finally, yet importantly, we are very grateful to Springer staff for their patience
and help in the preparation of this volume.

October 2015 Grigori Sidorov
Sofía N. Galicia-Haro

Obdulia Pichardo Lagunas
Oscar Herrera Alcántara

Gustavo Arroyo Figueroa
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Conference Organization
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Azcapotzalco (UAM), and the Universidad Nacional Autónoma de México (UNAM).

The MICAI series website is www.MICAI.org. The website of the Mexican Society
of Artificial Intelligence, SMIA, is www.SMIA.org.mx. Contact options and additional
information can be found on these websites.
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Abstract. In such verb-noun combinations as draw a conclusion, lend support,
take a step, the verb acquires a meaning different from its typical meaning usually
represented by the first sense in WordNet thus making a correct compositional
analysis hard or even impossible. Such non-compositional word combinations
are called collocations. The semantics and syntactical properties of collocations
can be formalized using lexical functions, a concept of the Meaning-Text Theory.
In this paper we realized two series of experiments, both with supervised learning
methods on automatic detection of lexical functions in verb-noun collocations
using WordNet hypernyms. In the first experimental series, we used hypernyms
which correspond to the manually annotated WordNet senses of verbs and nouns
in the dataset. In the second series, we used hypernyms corresponding to the
typical (first) sense of the verbs. Comparing the results of both experiments we
found that the performance of supervised learning on some lexical functions was
better in the second case in spite of the fact that the first sense was not the sense of
the verbs they have in collocations. This shows that for such lexical functions, the
semantics of the verbs is closer to their typical senses and thus non-
compositionality of such collocations is weaker. We propose to use the differ-
ence in lexical function detection based on the actual sense and the first sense as a
simple measure of non-compositionality of verb-noun collocations.

Keywords: Lexical functions � Verb-noun collocations � Supervised learning �
Non-compositionality of collocations � Wordnet hypernyms

1 Introduction

Collocation is a phrase, typically consisting of two words, which cannot be analyzed
compositionally, that is, the semantics of such phrase is not obtained by adding the
meaning of one word to the meaning of the other word or words. To illustrate the
concept of collocation, let us consider first a compositional phrase, for example, take a
book. The typical meaning of take is ‘to move something or someone from one place to
another’, and the typical meaning of book is ‘a written work that is published, either as
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printed pages inside a cover or electronically’ (the definitions are taken from Macmillan
Dictionary Online1). Applying two simple heuristics (book as an inanimate object and a
bigger corpus frequency of take a book in which book means ‘printed pages’), the
meaning of take a book is generated correctly as ‘to move a written work that is
published as printed pages inside a cover from one place to another’ which proves that
take a book is compositional, that is, its semantics can be obtained directly from the
semantics of its component words. Such phrases are called free word combinations.

However, in take a step, the same verb take does not have its typical meaning ‘to
move something or someone from one place to another’, but ‘to perform a particular
action or series of actions’ (Macmillan Dictionary Online) which differs significantly
from the typical meaning. Therefore, the semantics of take a step cannot be interpreted as
a sum of the meanings of both words, so the compositional approach fails here. Such
non-compositional word combinations are termed collocations. Other examples are draw
a conclusion, lend support,make one’s bed, give a presentation – all these are verb-noun
collocations, one of the syntactic types of collocations we study in this research.

Here we have to comment on what meaning of a word is viewed as its typical
meaning. Commonly, it is a meaning most frequently met in texts. For example, lists of
word senses in WordNet,2 a well-known electronic dictionary accessible online [34,
35] and widely used in computational linguistics and natural language processing, are
ordered by frequency, therefore, sense 1 is the most frequent meaning of a word, and it
can be considered as its typical meaning. However, the issue of which meaning in the
list of meanings should be considered typical is still not resolved and constitutes
another research topic; in this paper, for the purpose of our work, we will adopt the
interpretation of typical as most frequent.

Another example to illustrate the issue of free word combinations and collocations
is the verb have which typically means ‘to hold or maintain as a possession, privilege,
or entitlement’ as in the phrase they have a new car or in I have my rights (the
definition taken from Merriam-Webster Dictionary Online3) However, in the combi-
nation have lunch as in I had lunch at 3 pm today, this verb does not mean ‘possess’
but ‘consume’, ‘partake of’.

Commonly, as we have mentioned above, the most typical sense of a word is put
first in the list of its senses in a dictionary, so the meaning ‘to hold or maintain as a
possession…’ is put as sense 1 of have, for example, in the Merriam-Webster Dic-
tionary Online. Have in its typical sense can combine with any noun denoting a
physical or abstract entity; however, the meaning ‘consume’ is compatible only with
nouns which are names of various food products, dishes, or drinks. Therefore, the first
type of have usage is a free word combination, and the second case is a collocation or
restricted lexical co-occurrence since it is limited to a much narrower category of nouns
with more specific semantics.

It is very important in automatic processing of texts in natural language to deter-
mine if a given phrase is a free word combination or a collocation. In the first case of a

1 Macmillan Dictionary Online, available on http://www.macmillandictionary.com/.
2 WordNet 3.1, available on http://wordnet.princeton.edu/.
3 Merriam-Webster Dictionary Online, available on http://www.merriam-webster.com/.
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free word combination, the phrase under treatment can be submitted to a compositional
analysis which outputs the meaning of the phrase as a combination of the meaning of
each constituent: have a car = have + a car = ‘to hold or maintain as a possession’ + ‘a
vehicle that has four wheels and an engine and that is used for carrying passengers on
roads’ (the definitions are quoted as in the Merriam-Webster Dictionary Online);
therefore have a car means ‘to hold or maintain as a possession a vehicle that has four
wheels and an engine and that is used for carrying passengers on roads’.

In the case of collocations, their compositional analysis is usually not applicable, as
we mentioned previously, since their semantics is hard or impossible to derive from the
meaning of their elements. The property which makes a compositional analysis so
problematic is called non-compositionality; we will tackle it in more detail in the
sections dedicated to this feature (Sects. 2 and 4). Here we will only mention that the
degree of non-compositionality can vary among collocations: have lunch (‘consume a
midday meal’), make one’s bed (‘set one’s bed in order’), catch someone’s attention
(‘attract and hold someone’s attention’) seem to be more compositional than big house
(meaning ‘jail’), like sauce (meaning ‘superior, dominant’), spill the beans (meaning
‘let secret information become known’), find one’s feet (meaning ‘become more
comfortable in whatever one is doing’). Therefore, it is important to determine the
degree of non-compositionality of a phrase in order to choose an appropriate technique
for it semantic analysis.

Collocations are ‘pain in the neck’ for natural language processing (NLP) [54]
because of their opaque, non-motivated, and non-compositional nature. Due to this,
their meaning is difficult to predict automatically, and their semantic interpretation in
NLP applications is still a challenge.

An example of an NLP application which makes use of semantic analysis of
utterances is machine translation. A widely used translation tool today is Google
Translate so we performed some experiments with this application on August 24, 2015.

The sentences Tom and Becky had lunch at the restaurant. Then Becky asked Tom
if he had a good book to give her to read at night were translated correctly into Spanish
by Google Translate as Tom y Becky almorzaron en el restaurante. Entonces Becky
preguntó Tom si tenía un buen libro para darle a leer por la noche. Here, the English
collocation had lunch is correctly rendered as almorzar, and the free word combination
have a book is also correctly translated as tener un libro. Note that almorzar is not a
literal translation of have lunch; expressed literally in Spanish words it is tener al-
muerzo which is understandable to a native Spanish speaker but does not sound natural
and is perceived as a ‘lexical accent’ of an English speaker.

Another utterance in our experiments with Google Translate was How wonderful is
to take a walk in the woods! This sentence was translated as ¡Qué maravilloso es tomar
un paseo en el bosque! Take a walk is another English collocation translated word for
word here as tomar un paseo. However, the correct Spanish collocation corresponding
to take a walk is not tomar un paseo but dar un paseo, literally give a walk. Take a
walk does not seem so difficult a collocation, nevertheless, Google Translate fails to
generate its Spanish equivalent.

Although tomar un paseo sounds awkward, in spite of this the semantics it is
supposed to transmit can be quite easily guessed and restored, so the error of generation
of an unnatural phrase does not in fact prevent a Spanish speaking reader from
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understanding the meaning of the original English utterance. But when the semantics of
collocations becomes more opaque, more non-compositional, and the distance between
the meaning of a collocation as a whole and the meanings of its constituents becomes
greater, its automatic translation cannot help the user to understand the meaning of the
original text, moreover, it may lead to a very different interpretation.

As an example of such difficult case we took the sentence We sat on the porch until
late at night, just shooting the breeze, borrowed from the entry for the collocation shoot
the breeze in the Cambridge Dictionary Online.4 Shoot the breeze means ‘to talk with
someone about unimportant things for a long time’. After receiving this example as an
input, Google Translate produced the output Nos sentamos en el porche hasta bien
entrada la noche, sólo el rodaje de la brisa which does not represent the actual
meaning of the English sentence, gives a false account of the event, and does not even
leave space for a guess which could lead to the original content. Google Translate
generates a translation of shoot the breeze as el rodaje de la brisa failing even to
produce a correct morphological analysis of this phrase, since it labels the verb
shooting in its ing-form as a noun and interprets shooting as filming (el rodaje is a noun
in Spanish meaning ‘filming’), so in this case Google Translate was totally unable to
recognize the semantics of this opaque collocation.

As we observed in our experiments with Google Translate, in spite of advanced
technology and effort of many language researchers and engineers dedicated to the
design and implementation of this modern tool, the issue of semantic analysis of
collocations (of any collocation including fixed and non-compositional expressions)
still remains unresolved, so there is a need of more profound and detailed studies of
collocations and a search for more efficient, robust methods and techniques of their
semantic analysis.

Collocations form a specific type of a broader class of word combinations called
Multi-Word Expression (MWE). Beside collocations, MWEs include conjunctions like
as well as (meaning ‘including’), idioms like kick the bucket (meaning ‘die’), phrasal
verbs like find out (meaning ‘search’), and compounds like village community [61].
MWEs idiosyncratic interpretations cross word boundaries and cannot be analyzed on a
word-by-word level.

However, the issue of processing and correct interpretation of MWEs cannot be
ignored due to the fact that collocations and other MWEs are used in texts very
frequently forming a big part of the language we employ today: for example, 41 % of
the WordNet entries [34, 35] are multiword expressions [54]; also, depending on a
specific domain, collocations can comprise up to 85 % of vocabulary in texts [37];
consequently, their correct analysis is an important task in NLP.

Due to the non-compositional nature of collocations and other MWEs, for their
correct automatic analysis and understanding we have to employ procedures different
from those used for compositional analysis of phrases and utterances. Moreover,
recognition and treatment of collocations may vary depending on their degree of
non-compositionality. If this degree is high, we have to deal with fixed phrases better
interpreted as words-with-spaces (by and large, in short, every which way) [54]. If the

4 Cambridge Dictionary Online, http://dictionary.cambridge.org/.
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degree of non-compositionality is low as, for example, in the case of ‘light
verb + noun’ constructions (make a decision, have a look, make an offer, and the
previous examples take a step, draw a conclusion, lend support, make one’s bed, give a
presentation), then words-with-spaces approach is not flexible enough to recognize the
typical meaning of nouns and a changed semantics of verbs. On the other hand, a fully
compositional technique in such a case may lead to incorrect generation of phrases like
*to do a mistake instead of to make a mistake, *to do attention instead of to pay
attention, etc. [9]. Therefore, it is important to have information concerning the degree
of non-compositionality of phrases to be able to decide what technique to choose for
their processing.

Collocations are very useful in many important practical applications. For example,
they help spotting sentiment in textual reviews. In recent works on sentiment analysis,
collocations are identified using dependency tree based tree [47]; then their polarity is
defined based on unsupervised sentiment flow strategy [45]. People tend to use col-
locations in verbal communication, i.e., while expressing opinion verbally. Such col-
locations are the basis of the concept-level text analysis [43, 50], which improves the
accuracy of audio-visual sentiment detection by a large margin [44, 46]. Collocations
are actively used in such tasks as human-computer dialog [57], information retrieval
[1], database curation [52], topic identification [13], and metaphor detection [36].

The rest of the paper is organized as follows. Section 2 reviews related work on
non-compositionality of collocations, Sect. 3 explains the concept of lexical functions
within the theoretical framework of the Meaning-Text Theory and shows that lexical
functions can be used to represent semantic classes of collocations. Section 4 presents
our proposal to model non-compositionality of collocations in terms of lexical function
detection using WordNet hypernyms. Section 5 describes our experiments on Spanish
verb-noun collocations; Sect. 6 gives the obtained results and their discussion, while
Sect. 7 outlines conclusions and future work.

2 Related Work on Non-compositionality of Collocations

The notion of non-compositionality is complex as shown in [59]; it is also disputable
since there is no commonly accepted definition of this property inherent in collocations.
However, it is applied widely in natural language research and engineering to distinguish
collocations and other MWEs from free word combinations [19, 23, 27, 38, 42, 60].

In this paper, we use the term non-compositionality as negation of compositionality,
the latter defined byLyons as a phenomenon characterized by the fact that “themeaning of
a composite expression is a function of the meanings of its component expressions” [25].

There have been basically two approaches in studying the non-compositional
nature of collocations: the first approach, which emerged earlier and is more developed
now, focuses on distinguishing non-compositional phrases from compositional ones,
the second approach is more recent and is attracting a growing interest of NLP
researchers: it seeks to measure the degree of non-compositionality on both coarse- and
fine-grained levels. Our work is within the second approach as we are interested in
identifying differences in non-compositionality of verb-noun collocations which on the
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surface level appear to be equal. Therefore, in this section we will pay more attention to
related work belonging to the second approach.

As an example of the first approach we will mention [20], a work on detecting
compositionality of verb-particle constructions (VPCs). The authors measured the
degree of compositionality by semantic similarity between the VPCs and their base
verbs in isolation. The semantics of both VPCs and their base verbs was represented by
WordNet synsets and hypernyms; then the data was supplied to classifiers to detect two
classes: compositional and non-compositional VPCs. The highest experimental result
was an F-measure of 0.876.

Another work within the first approach is [7]. The authors introduced a new metric
called Multiword Expression Distance (MED) to define the semantic function of
n-grams and the information distance from the n-grams to their semantics. The proce-
dure to calculate the metric takes advantage of two concepts: Kolmogorov complexity
and information distance. Kolmogorov complexity of a binary string x condition to
another binary string y KU xjyð Þ is defined as the length of the shortest (prefix-free)
program for a universal Turing machine U that outputs x with input y. The concept of
information distance is derived from a physical principal of von Neumann and Landauer
which says that irreversibly process one bit of information costs 1KT of energy, so
information distance E x; yð Þ between two objects x and y is the energy to convert
between x and y. The new metric was evaluated on detection of non-compositionality of
multiword expressions in two applications: question answering and complex name
entity extraction. In both applications the new metric outperformed state of the art
methods.

Now we will discuss related work on measuring the non-compositionality of
expressions using some specified range of values. Such work is within the second
approach as we defined it previously in this section.

The authors of [26] measured the non-compositionality of verb-particle construc-
tions (VPCs) like eat up by a numerical score of 0 to 10, with 10 meaning a fully
compositional VPC and 0, a totally opaque one. The experiments were performed
applying two strategies: a statistic one and a strategy based on Lin thesaurus [24].
Within each strategy, various techniques were implemented. The best statistic method
turned out to be point-wise mutual information, and the best thesaurus-based measure
was the one that took into account the number of neighbors with the same particle as in
the VPC minus the equivalent number of the simplex (non-phrasal) neighbors, i.e.
having the same particle as the target VPC (with a Spearman Rank-Order Correlation
Coefficient of 0.490).

The research reported in [61] is dedicated to measuring the relative composition-
ality of verb-noun expressions with the objective to rank collocations according to such
measure. Using SVM-based ranking functions, verb-noun combinations were scored
from 1 to 6, where 6 corresponds to a free word combination while 1 corresponds to
collocations. Each verb-noun combination was represented as a vector of two types of
features: collocation-based features and context-based ones. The first type of features
included frequency of the collocation in the British National Corpus, point-wise mutual
information, least mutual information difference with similar collocations, distributed
frequency of object (noun in a verb-noun collocation), and distributed frequency of
object using the verb information. Context-based features included dissimilarity of the
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collocation with its constituent verb using the LSA model [4, 55], and similarity of the
collocation to the verb-form of the object using the LSA model. To evaluate the results,
the authors used Pearson’s Rank-Order Correlation Coefficient with the human ranking.
In the experiments, the correlation of obtained results reached 0.448.

We mentioned previously in this section that measuring the non-compositionality
of phrases has been attracting more attention of researchers in the last years. An
evidence of this interest is the organization of the ACL-HLT 2011 workshop on
Distributional Semantics and Compositionality (DiSCo) with a shared task to assign a
graded compositionality score to phrases in suggested corpora [6]. The golden standard
was comprised by adjective-noun, subject-verb, and verb-object phrases in three lan-
guages (English, German, Italian) rated by mother-tongue speakers for semantic
compositionality on a fine-grained scale between 0 and 100 (hot dog has a rating close
to 0 since it is non-compositional, red car has a rating close to 100), and on a
coarse-grained level as low, medium, and high compositionality. The output of the
proposed systems was evaluated as an average point difference with the golden stan-
dard on the fine-grained level (a perfect score is 0) and as a ratio of the number of
matches with the golden standard to the total number of phrases on a coarse-grained
level (a perfect score is 1).

The first best work at the Workshop was [15]. To distinguish among various
degrees of compositionality (and, therefore, of non-compositionality) on a fine-grained
level, the authors used endocentricity of a word pair w1w2. Endocentricity is based on
the idea that the distribution of w1 is likely to be similar to the distribution of w1w2 if
w1 is the syntactic head of w1w2. To calculate word distributions, the authors applied
the COALS algorithm [53]. Their system achieved the best fine-grained score of 16.19
and a coarse-grained score of 0.356 on all three English syntactic constructions.

The second-best methodology in the shared task is presented in [51]. The authors’
method implements the exemplar-based word space model. The underlying idea is to
compare the cosine similarity of two vectors built for a word combination w1w2: the
first vector Vw1w2 is a context vector of w1w2 viewed as a single word, and the second
vector Vw1�w2 is a composition of two context vectors: one built on the context of w1

and the second, on the context of w2. If the similarity of Vw1w2 and Vw1�w2 is high, then
w1w2 is likely to be compositional, if this similarity is low, it is more probable that the
word combination is non-compositional. This approach achieved the second best result
at the DiSCo workshop: fine-grained scores of 14.62 and 15.72 for adjective noun and
subject-verb, respectively, both for English. Their coarse-grained scores for the same
type of expressions were 0.731 (it was the first best coarse-grained score on English
adjective noun constructions) and 0.500, respectively.

In our work, we measured the non-compositionality of verb-noun collocations fol-
lowing the second approach: ranking collocations according to the degree of non-
compositionality. However, we did not use a specific range for such measure. Nevertheless,
the fundamental research question is the same: whether the non-compositional nature of
collocations is equal or they differ in the degree of non-compositionality. But we go
forward and expand the question by asking if the non-compositionality depends on the
semantics of verb-noun collocations. By semantics we mean here the semantic classes
represented as lexical functions of the Meaning-Text Theory [29, 31]. We found in this
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work that there is a correlation between the degree of non-compositionality and lexical
functions. So, in the following section we discuss the concept of lexical function and in the
subsequent section we show the correlation of the non-compositionality degree with
different lexical functions.

3 Lexical Functions as a Concept of the Meaning-Text
Theory

Lexical function (LF) is a formal concept proposed within the Meaning-Text Theory
[29, 31] to generalize and represent both semantic and syntactic structures of a col-
location. Therefore, first of all, we explain briefly the framework and fundamental ideas
of the Meaning-Text Theory to better understand how multiword expressions in general
and collocations in particular are considered, analyzed, and represented in this theory.

3.1 Meaning-Text Theory (MTT)

The Meaning-Text Theory (MTT) was proposed by Žolkovskij and Mel’čuk in the
1960 s in Moscow, Russia [66, 67] as a universal theory applicable to any language,
and was presented in a comprehensive and detailed way on the material of the Russian
language by Mel’čuk in 1974 [30]. Since this first complete presentation, MTT has
been developed by a number of language researchers, mainly from Canada and Europe
[17, 18, 21, 33, 63, 65], in particular, by scientists of Moscow semantic school, Russia
[2, 3]. Its most recent exposition can be found in [32]. MTT international conferences
have been held since 2003, see the webpage at meaningtext.net.

MTT views a natural language as a system of mappings or rules which enable its
speakers to transfer meaning into text. This theory is elaborated to generalize, for-
malize, and represent multiple levels of such transfer, that is, the process of text
synthesis or generation starting from a semantic representation of meaning a speaker
intends to communicate. The semantic representation is developed using a special
semantic language created for such purpose with enough power to reflect all semantic
units and relations among them present in all natural languages; some relations are
formalized by lexical functions – the concept we explain in the next subsection.

The focus on text generation is preferred to text understanding, which goes in the
opposite direction from text to meaning, due to the fact that text production can be
studied in linguistic terms only, whereas text analysis and understanding have to
involve disambiguation, which beside linguistic aspects also requires extra-linguistic
knowledge, commonly termed as knowledge of the world. The latter remains outside of
the MTT since this theory and its formalisms are intended to stay within the purely
linguistic realm.

In spite of the fact that MTT deals with text generation only, the concepts of this
theory have gained wide recognition in areas other than text generation thanks to their
capacity to represent in a clear and concise manner the meaning and relations of linguistic
entities on the word, phrase, single utterance, and text levels. In particular, the concept of
lexical function has attracted attentions of researchers working on the issue of
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collocations, looking for ways to generalize and represent their semantics for the pur-
poses of automatic processing, classification, and building computer accessible sys-
tematized repositories of collocations. In this sense, determination of lexical function of a
collocation is viewed as understanding of the meaning of the collocation. In the next
subsection we present the concept of lexical function and illustrate it with examples.

3.2 Lexical Function

Lexical function (LF) is a tool to describe the semantic and syntactic aspects of lexical
relations between words in a natural language. It is a function in the mathematical sense
defined as a mapping from a word w0 called the LF argument to a set of words
w1;w2; . . .;wnf g in which each word wi, 1� i� n, has a particular (and the same)

lexical relation with the argument w0; so using mathematical notation, LF is repre-
sented as

LF w0ð Þ ¼ wif g; 1� i� n:

In the definition of lexical function given above [31], we used the simplistic term
word. In fact, a more precise term is lexical unit which can be an individual word or a
multiword expression (MWE). An MWE is an expression of two or more words which
together form a single unit of meaning, as in by and large, come along, bread and
butter, give a try [8]. That is, the meaning of a multiword expression is atomic rather
than molecular, or composite, it does not tend to be made of the atomic meanings of the
words that are constituents of the MWE.

Another comment on the definition of lexical function concerns the term lexical
relation. Mel’čuk, defining lexical functions in [31], adds that such functions are
generalizations of only lexical relations, but not the relations he calls pseudo-lexical,
the latter are termed semantic by some researchers. Mel’čuk clarifies his point by the
example of a part-whole or meronymy/holonymy relation saying that this relation holds
between things and not between lexical units, therefore, it is not lexical.

In the documents of WordNet [34, 35], it is stated that lexical relations hold
between semantically related word forms, and semantic relations hold between word
meanings. In both cases there is a semantic aspect present, although to a different
degree and manner, so the definitions look a bit confusing. Besides, quite often the term
lexical relation is used in papers without any definition; supposedly in such cases it
means any type of meaningful relatedness or association of lexical units; see, for
example, [11, 12, 58]. In this paper, we make use of all relations, lexical and semantic,
since our interest is in semantic analysis or language understanding, and within this
perspective both kinds of relations covey particular meanings we seek to identify.
Consequently, we apply the concept of lexical function to all lexical, pseudo-lexical,
and semantic relations among words and MWEs in a lexicon and in texts, that is, on
both the paradigmatic and syntagmatic levels.

We will explain this idea informally with some examples. Let us start with the
hyperonymy relation. How are hypernyms detected by linguists? First, some candidate
pairs of words are found by digging texts or dictionaries and observing the meaning of
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words in them: cat – animal, rose – flower, chair – furniture, magazine – publication,
white – color, etc. We notice that the semantic relation between cat and animal is the
same as between rose and flower, and in the other word pairs the same semantic
association can be seen. Then, we try to describe, understand the meaning of such
relation and define it formally, so we notice that one word in a pair represents a class of
entities of which the other word of the pair is a specific instance.

At last, we need to create a name, a term, with which we can refer to this relation,
and we come up with hyperonymy, from Greek hupér, ‘over’ and onomas, ‘name’; so
we say that animal a hypernym of cat. Moreover, we notice that this relation can be
reversed and interpreted in a different but also consistent way, and propose another
term, hyponym, formed in a similar way from the corresponding Greek words hupó,
‘under’ and onomas, ‘name’, so we say that cat is a hyponym of animal. Further on we
can look for more hyponyms and hypernyms, then hyponyms of hyponyms and
hypernyms of hypernyms, etc., revising all the lexicon and many texts, and in the end
build a big semantic network in which lexical units would be linked by the
hyperonymy/hyponymy relation. An example of such semantic network for English is
WordNet [34, 35].

Earlier in this section we mentioned a very important idea which serves as a criterion
for identifying relations between words; applying this criterion to the example words in
the hyperonymy relation, we said that the semantic relation between cat and animal is
the same as that between rose and flower, and in other similar word pairs. In other words,
we look for words which are related in the same way. This equivalence of relatedness
between words is a crucial feature for detecting and further defining relations.

In Table 1 we make observations of other pairs of words: the first word is a noun
and the second one is the verb used with the noun in a collocation; we put the
respective collocation in the third column of the table. We see here decision is related
to make in the same way as question is related to ask, and the same association holds
between the noun and the verb in all other pairs.

Now, what meaning is communicated by this relation? First of all, all the nouns
denote actions: the actions of deciding, asking, arguing, considering, looking, analyzing,
resisting, crying, proposing, and ordering. Secondly, what each corresponding verb does

Table 1. Verb-noun collocations and their elements

Noun Verb Collocation

Decision Make Make a decision
Question Ask Ask a question
Argument Develop Develop an argument
Attention Pay Pay attention
Look Take Take a look
Analysis Conduct Conduct an analysis
Resistance Put up Put up resistance
Cry Raise Raise a cry
Proposal Bring forth Bring forth a proposal
Order Give Give an order
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is, on the one hand, verbalizing the noun, as a noun cannot express time, aspect, person,
number (in the sense of the number of agents who perform this action), and all other
semantic and pragmatic elements which can be conveyed by a verb, and on the other
hand, the verb in each collocations has a meaning ‘perform the action expressed by the
respective noun’.

Beside the semantic aspect of the relation we found, all collocations have the same
syntactic structure verb + noun functioning as a direct object, and, moreover, each
collocation is used in utterances with similar core semantic and syntactic structure
which we can represent as a semantic and syntactic pattern Agent performs the action
expressed by the noun as the direct object. Here are some examples of sentences taken
from the Corpus of Contemporary American English (COCA)5 with 450 million words
in texts dated from 1990 to 2012:

– In 1994, Veal made the decision to come to Arizona State.
– But you have asked a question that a lot of people in the country are going to ask

today.
– It would be difficult for an absolutist to develop a moral argument against this

behavior, since it primarily affects the person doing the dyeing.
– And apparently he paid attention in his military classes…
– McClellan took a look at Beverly Park Manor…
– Four years ago, Luft conducted an analysis of Iran’s consumption of refined pet-

roleum products…
– Japanese soldiers put up stiff resistance on Biak off New Guinea, but U.S. troops

push closer to the island’s airfields.
– Again the ghost raised a cry and shook his chains.
– King Hassan brought forth a proposal for a federalization of Morocco…
– It’s easier when the head of the VA or Department of Defense can just give an order

and have things happen and people obey.

Continuing to think of the meaning of the verbs in the previous examples, more
fascinating facts can be brought to light. Notice how different the verbs are: make, ask,
develop, pay, take, conduct, put up, raise, bring forth, give. If we consider them
separately, without their corresponding nouns, we see a list of verbs with different and
unrelated meanings, probably compiled randomly, having perhaps one aspect in
common: all of them are transitive. Then if you might ask, say, a language student
whether all these verbs can gain one and the same meaning and under what conditions,
the probability of receiving a negative answer may be rather high and such answer will
be quite logical: for example, make and ask seem to belong to different semantic fields,
then, in this list two verbs, take and give, are antonyms, they have opposite meanings,
so how can they be transformed into synonyms, words with similar meanings?

The language possesses a miraculous ability to ‘make opposite ends meet’: take and
give are simply inserted in collocations take a look and give an order, and they become
synonyms instead of antonyms! So what we see in the previous paragraph is a list of

5 Corpus of Contemporary American English (COCA) created by Mark Davies, Brigham Young
University, available on http://corpus.byu.edu/coca/.
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synonyms; however, such synonyms are not of the type we are used to see in a
dictionary of synonyms (moreover, take and give can be encountered in a dictionary of
antonyms), but it is a synonymy acquired by verbs in collocations or under the con-
dition of restricted lexical co-occurrence.

This new synonymy has another interesting feature. Synonymy in the traditional
sense (as it is defined in WordNet [34, 35]) implies that synonymous words are inter-
changeable in some contexts. For example, we can interchange big and large in the
utterance We came to a large/big, high clapboard house close to the ocean (taken from
COCA). “Collocational synonymy” (as we will call it meanwhile) also allows a similar
interchange: for example, take and give are collocational synonyms in take a look and
give an order. We can change take for give and get a collocation with a similar meaning:
give a look (Tegan gave me a look and I flushed; taken from COCA). In fact, in the
Oxford Collocations Dictionary [28] such synonymous verbs are given: a look can be
used with have, cast, dart, give, shoot, throw expressing the generalized semantics
‘perform the action denoted by the noun’. Certainly, these synonyms differ in the manner
the action is performed; however, the action realization idea is present in all of them.

Then, in spite of the fact that take in take a look can be change for any verb in the
list of its synonyms from the dictionary of collocations, it cannot be substituted by ask,
conduct, put up, develop – other verbs with the same generalized semantics ‘perform
the action denoted by the noun’. Notwithstanding the fact that ask in ask a question
have the same meaning as take in take a look, we cannot say *ask a look or take a
question preserving the meaning of performing an action. *Ask a look is awkward; take
a question is acceptable but its meaning is not the same as that of ask a question;
therefore, such substitutions are not possible.

Now we see that this new “collocational synonymy” is not as flexible as the
traditional synonymy, it is restricted and conditioned by the nouns. A look in take a
look or ‘perform the action expressed by the noun look’ can select such other verbs as
have, cast, dart, give, shoot, throw, and a question in ask a question prefers have, put,
bombard somebody with, fire, bring up, pose, raise [28]. We see that some verbs can be
used with both nouns, but not all of them: *raise a look is another example of an
inappropriate use.

So far we have discussed a new semantic and syntactic relation found in verbal
collocations, and defined it as ‘Agent performs the action expressed by the noun as the
direct object’. We can search more texts and collocations dictionaries and find more
instances of this relation; we will see that instances of such relation are not scarce; in
fact, there are a significant number of such collocations. More examples are pursue a
goal, make an error, make an announcement, make use, apply a measure, give a smile,
give a hug, take a step, take a walk, take action, have lunch, deliver a lecture, lend
support, commit suicide, do a favor, launch an appeal, lay a siege.

We will also see that some verbs are more productive as they are used in many
collocations with the semantics ‘perform the action denoted by the noun’– such verbs
have a very general meaning: do, have, make, give, take. Other verbs have a more
narrow meaning and combine with less nouns forming collocation of the same
semantic relation, they are pursue, apply, deliver, lend, commit, launch, lay from the
collocations listed above. More study and observations can be done on the collocations
of this semantic type.

14 O. Kolesnikova and A. Gelbukh



As we have defined a new semantic and syntactic relation, we are in need of
creating a term to refer to it. The founders of the Meaning-Text Theory who made the
observations and discoveries we have just seen, proposed to use abbreviated Latin
words to denote this and other types of “collocational synonymy” found in colloca-
tions. They gave the name Oper1 to the relation defined as ‘Agent performs the action
expressed by the noun as the direct object’; Oper is a shortened Latin word operari
meaning do, carry out, and 1 means that the word used to lexicalize the semantic role
of agent of the action denoted by the verb (agent is considered the first argument of a
verb) functions as the grammatical subject in a sentence, so the formalism of Oper1
also represents the syntactic structure.

3.3 Lexical Functions in Verb-Noun Collocations

As we explained previously in this section, lexical function (LF) is similar to a
mathematical function and has the form LF w0ð Þ ¼ w1;w2; . . .;wnf g, where w0 is the
LF argument which is the base of a collocation, and the LF value is the set
w1;w2; . . .;wnf g whose elements are words or word combinations wi; 0\i� n, which

is/are collocate/s of a given base. In our previous work we have shown how lexical
functions can be automatically detected in verb-noun collocations [22].

In the present research we consider only verb-noun collocations and, respectively,
verb-noun lexical functions, so applying the above formula to this particular group of
collocations we have w0 to denote a noun (the base of a collocation) and the set
w1;w2; . . .;wnf g will now include only one element w1 which is a verb (the collocate in

a verb-noun collocation). Thus here we deal with lexical functions of the type
LF : N ! V , where N is a set of nouns in which each noun functions as the base in a
verb-noun collocation, and V is a set of all verbal collocates.

LF represents the generalized semantics of groups of verbal collocates on the one
hand, and on the other hand, captures the basic syntactic and predicate-argument
structure of sentences in which a collocation belonging to such group is used. Therefore,
a lexical function can be viewed as a formal representation of semantic, syntactic, and
governing patterns of collocations and their context. We will explain and illustrate this
formalism with some of most common lexical functions found in verb-noun colloca-
tions. These LFs are used in our experiments which we describe in Sect. 5.

Oper1, from Latin operari = do, carry out, formalizes the action of carrying out of
what is denoted by the noun (LF argument). As we indicated in the previous subsec-
tion, integers in the LF notation are used to specify the predicate-argument and syn-
tactic structure. In Oper1, 1 means that the word used to lexicalize the semantic role of
agent of the action denoted by the verb (agent is considered the first argument of a
verb) functions as the grammatical subject in a sentence, so Oper1 represents the
pattern Agent performs w0 (w0 is the argument of a lexical function). For example,
Oper1(decision) = make, and in the sentence The president made a decision, president
is the agent and its syntactic function is subject. Other verb-noun collocations which
can be covered by Oper1 are pursue a goal, make an error, apply a measure, give a
smile, take a walk, have lunch, deliver a lecture, make an announcement, lend support,
put up resistance, give an order.
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Func0, from Latin functionare = to function, represents the meaning ‘happen, take
place’. The noun argument w0 of Func0 is the name of an action, activity, state,
property, relation, i.e., it is such a noun whose meaning is or includes a predicate in the
logical sense of the term thus presupposing arguments. Zero in Func0 means that the
argument of Func0 is the agent of the verb and functions as the grammatical subject in
a sentence. Therefore, Func0 represents the patterns w0 occurs. For example, snow
falls, silence reigns, smell lingers, time flies.

Each lexical function discussed above represents one simple meaning or a single
semantic unit, so such functions are called simple. There are lexical functions that
formalize combinations of unitary meanings; they are called complex lexical functions.
Now we will consider some of them.

IncepOper1 is a combination of the semantic unit ‘begin’, from Latin incipere, and
Oper1 presented above. This LF has the meaning ‘begin doing something’ and rep-
resents the pattern Agent begins to do w0: to open fire on …, to acquire popularity, to
sink into despair, to take an attitude, to obtain a position, begin negotiations, fall into
problems.

ContOper1 combines the meaning ‘continue’, from Latin continuare, with Oper1.
It represents the pattern Agent continues to do w0, for example, maintain enthusiasm,
maintain supremacy, keep one’s balance.

Caus, from Latin causare, represents the meaning ‘cause, do something so that w0

begin occurring’. Caus is used only in combinations with other LFs. So CausFunc0
means ‘to cause the existence of w0 ’ and represents the pattern Agent does something
such that w0 begins to occur: bring about the crisis, create a difficulty, present a difficulty,
call elections, establish a system, produce an effect. CausFunc1 represents the pattern
Non-agent argument does something such that w0 begins to occur, for example, open a
perspective, raise hope, open a way, cause a damage, instill a habit into somebody.

4 Non-compositionality in Terms of Lexical Function
Detection Using WordNet Hypernyms

In verb-noun collocations, the meaning of the collocate (the verb) differs from its
typical meaning commonly represented in dictionaries as sense 1, while the noun is
used in its typical sense. Our hypothesis is that the greater the semantic difference
between the meaning of the verb in the collocation and the typical meaning of the same
verb, the greater the non-compositionality degree of the verb-noun collocation is. We
measure the difference between the verb meanings by the difference between two
values of F-measure with which the lexical function corresponding to the verb-noun
collocation is detected automatically first applying the meaning the verb has in the
collocation and, second, applying the typical meaning of the verb.

Now we illustrate the above said with an example. Consider the collocation make
a decision, it is manually annotated with Oper1. Both the verb and the noun are
disambiguated with WordNet senses. In WordNet 3.1 [34, 35] make has sense 16
‘perform or carry out’, so we represent it as make_16, and decision is used in sense 1,

16 O. Kolesnikova and A. Gelbukh



decision_1. Then, we use all hypernyms of make_16 and decision_1 as features,
including make and decision as zero level hypernyms. Like other positive and negative
instances of Oper1, make a decision is represented as a vector of features, then all
instances are submitted to various supervised machine learning algorithms which detect
Oper1 with a certain value of F-measure denoted as F.

In another experiment we substitute the sense make as well as all verbs in the
dataset for Oper1 have in respective collocations with their typical sense (sense 1 in
WordNet), so instead of make_16 decision_1 we get make_1 decision_1, sense 1 of
make is ‘engage in’ as in make an effort, make revolution. Then the dataset is submitted
to the same algorithms, and Oper1 is detected with (probably) another value of
F-measure which we denote as F1. The difference F � F1 serves as an evidence of the
non-compositionality degree of the collocation. If the LF is detected better using sense
1 of the verb in a collocation, then such collocation is less non-compositional. If the LF
is detected worse with sense 1, then the collocation is more non-compositional, that is,
more opaque. Additionally, we interpret the difference F � F1 as a degree of
non-compositionality which can be applied to measure this property of collocations on
a fine-grained level.

5 Experiments

For automatic detection of lexical functions, we use a dataset of Spanish verb-noun
collocations6 [10] annotated manually with lexical functions and the Spanish WordNet7

version 2000611 [62] senses. The dataset is submitted to various supervised machine
learning techniques implemented in Weka8 3-6-12- × 64 [64] to classify each sample in
the dataset set as belonging or not to a particular LF (binary yes-no classification) using
10-fold cross validation.

Each collocation in the dataset is represented as a list of all hypernyms of the verb and
all hypernyms of the noun including both verb and noun as zero level hypernyms. As
explained in Sect. 4, in the first series of experiments, we detect LFs using the actual
senses of the verbs. For this purpose, from the dataset of verb-noun collocations we
choose only those collocations in which the verb has sense other than 1. This is because
in the second series of experiments we plan to compare LF detection on the same
collocations, but having substituted the actual sense of the verb by sense 1. Remember
that to distinguish the results of the two series of experiments, F-measure obtained in the
first experiment is denoted as F, and F-measure obtained in the second experiment is
termed F1. After obtaining the results of both experiments, we calculate the difference
F � F1 which is interpreted as the non-compositionality degree of the collocation.

6 Spanish Verb-Noun Lexical Functions, available on http://148.204.58.221/okolesnikova/index.php?
id=lex/ and http://www.gelbukh.com/lexical-functions/.

7 Spanish WordNet: http://www.lsi.upc.edu/*nlp/web/index.php?Itemid=57&id=31&option=com_
content&task=view.

8 The University of Waikato Computer Science Department Machine Learning Group, WEKA,
available on http://www.cs.waikato.ac.nz/ml/weka/downloading.html/.
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Table 2 presents the LFs used in our experiments. The semantics of each LF was
described in Sect. 3.

6 Results and Discussion

Tables 3, 4, 5, 6 and 7 present the results of ten classifiers out of 66 classifiers
implemented in Weka 3-6-12- × 64 [64] and applicable to the type of data used in our
experiments. We remind the reader of the notation explained in Sect. 5: F-measure
obtained in the first experiment when LFs were detected in collocations with the actual

Table 2. Lexical functions used in our experiments

LF # of samples in experiments Examples of collocations
Spanish English translation

Oper1 154 realizar un estudio
cometer un error
dar un beso

do a study
make an error
give a kiss

IncepOper1 21 iniciar un proceso
tomar la palabra
adoptar la actitud

begin a process
take the floor
adopt the attitude

ContOper1 14 seguir un curso
mantener un contacto
guardar silencio

follow a course
keep in touch
keep silent

CausFunc0 80 crear una cuenta
formar un grupo
hacer ruido

create an account
form a group
make noise

CausFunc1 73 ofrecer una posibilidad
causar un problema
crear una condición

offer a possibility
cause a problem
create a condition

Table 3. Experimental results for Oper1

Classifier F F1 F� F1

trees.SimpleCart 0.900 0.815 0.085
rules.PART 0.900 0.783 0.117
trees.LADTree 0.900 0.769 0.131
meta.END 0.900 0.832 0.068
meta.FilteredClassifier 0.900 0.832 0.068
meta.OrdinalClassClassifier 0.900 0.832 0.068
trees.J48 0.900 0.832 0.068
rules.Jrip 0.900 0.819 0.081
trees.BFTree 0.897 0.819 0.078
trees.REPTree 0.896 0.750 0.146
Average 0.899 0.808 0.091
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Table 4. Experimental results for IncepOper1

Classifier F F1 F� F1

trees.Id3 0.900 0.571 0.329
rules.Prism 0.842 0.583 0.259
rules.Nnge 0.829 0.516 0.313
trees.LADTree 0.829 0.629 0.200
functions.SMO 0.821 0.571 0.250
functions.Logistic 0.810 0.435 0.375
meta.MultiClassClassifier 0.810 0.435 0.375
BayesianLogisticRegression 0.789 0.286 0.503
functions.SimpleLogistic 0.789 0.429 0.360
rules.PART 0.703 0.439 0.264
Average 0.812 0.489 0.323

Table 5. Experimental results for ContOper1

Classifier F F1 F� F1

lazy.LWL 0.857 0.880 –0.023
rules.DecisionTable 0.857 0.923 –0.066
functions.SimpleLogistic 0.857 0.923 –0.066
BayesianLogisticRegression 0.857 0.923 –0.066
rules.Ridor 0.839 0.963 –0.124
meta.
AttributeSelectedClassifier

0.828 0.889 –0.061

trees.BFTree 0.828 0.889 –0.061
trees.SimpleCart 0.828 0.923 –0.095
meta.END 0.828 0.889 –0.061
meta.FilteredClassifier 0.828 0.889 –0.061
Average 0.841 0.909 –0.068

Table 6. Experimental results for CausFunc0

Classifier F F1 F� F1

trees.SimpleCart 0.756 0.532 0.224
trees.LADTree 0.744 0.744 0
meta.
AttributeSelectedClassifier

0.735 0.829 –0.094

trees.BFTree 0.726 0.818 –0.092
functions.SimpleLogistic 0.714 0.812 –0.098
meta.END 0.711 0.829 –0.118
meta.FilteredClassifier 0.711 0.829 –0.118
meta.OrdinalClassClassifier 0.711 0.829 –0.118
trees.J48 0.711 0.769 –0.058
rules.Jrip 0.704 0.843 –0.139
Average 0.722 0.783 –0.061
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sense of the verb is represented as F, and F-measure in the second experiment is
represented as F1 since in this experiment LFs were detected in the same collocations
but the actual verb sense was substituted by sense 1, the typical meaning of the verb.

Then we calculated the difference F � F1 and interpreted it as the non-
compositionality degree of the collocation.

Now we discuss our results in terms of the average values of F, F1, and F � F1.
It can be observed in Table 3 that Oper1 is detected notably worse when the actual

verb sense is substituted with sense 1, with a value of F1 of 0.808 versus a value of F of
0.899 for the actual verb senses. Therefore, Oper1 collocations are more
non-compositional, with a difference F � F1 of 0.091. This fact suggests that the actual
verb senses fit well the definition of Oper1, Agent performs w0, where w0 is the noun in a
verb-noun collocation.

Table 4 presents the results for IncepOper1. Here the performance of classifiers in
terms of average F is 0.812. However, if the actual verb sense is changed for sense 1,
the performance degrades dramatically, with an F1 of 0.644. The degree of
non-compositionality F � F1 is 0.323, which is higher than the non-compositionality
of Oper1 collocations.

Now we discuss ContOper1 collocations in Table 5. It is interesting to note that if
the actual verb senses are changed to sense 1, this improves the classifier performance:
F is 0.841, but F1 has a value of 0.909, so F � F1 is �0:068. Therefore, collocations of
the semantic type ContOper1 are less non-compositional and closer to free word
combinations compared with Oper1 and IncepOper1.

Similar results were obtained on detection of CausFunc0 and CausFunc1 in
Tables 6 and 7, respectively: the classifier performance is improved if the actual verb
senses are substituted with verb sense 1. For CausFunc0, we have F of 0.722, F1 is
0.783, and the non-compositionality degree F � F1 of �0:061. For CausFunc1, F is
0.768, F1 is 0.870, and F � F1 is �0:179.

Table 7. Experimental results for CausFunc1

Classifier F F1 F� F1

meta.RotationForest 0.771 0.855 –0.153
trees.BFTree 0.771 0.870 –0.157
trees.SimpleCart 0.771 0.859 –0.163
meta.END 0.769 0.861 –0.164
meta.FilteredClassifier 0.769 0.861 –0.193
meta.OrdinalClassClassifier 0.769 0.861 –0.167
trees.J48 0.769 0.861 –0.191
meta.LogitBoost 0.766 0.892 –0.205
trees.ADTree 0.766 0.892 –0.254
meta.
AttributeSelectedClassifier

0.762 0.892 –0.145

Average 0.768 0.870 –0.179
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We see that verb-noun collocations represent a range of non-compositionality: from
highly non-compositional IncepOper1 (0.323) and Oper1 (0.091) to less non-
compositional CausFunc0 (�0:061) and ContOper1 (�0:068), and to almost compo-
sitional CausFunc1 (�0:179). It is also noteworthy that the non-compositionality
degree varies across lexical functions. Moreover, our results show to what extent the
meaning of the verb in a collocation is able to distinguish lexical functions, and the
measure Fn � Fm, where n and m are the numbers of WordNet senses, can be applied
to measure correlation between lexical functions and WordNet senses as well as to
evaluate the quality of word sense classification and definitions.

7 Conclusions and Future Work

In this work we proposed a new measure of the non-compositionality degree of
verb-noun collocations. This measure is the difference between two values of
F-measure with which lexical functions of the Meaning-Text Theory [29–31], repre-
senting different semantic classes of collocations, are detected automatically by
supervised machine learning techniques. The first value is obtained on a dataset in
which all verbs are disambiguated using WordNet senses, and the second value is
obtained on the same dataset but with actual verb senses substituted by sense 1, which
is commonly the most typical sense of the verb. The intuition behind our proposal is
that the greater the difference between the meaning the verb has in the collocation and
the typical sense of the same verb, the higher the non-compositionality degree of the
collocation is.

We found that the difference between two values of F-measure varies among lexical
functions: collocations belonging to IncepOper1 and Oper1 are highly non-composi-
tional, collocations of CausFunc0 and ContOper1 are less non-compositional, and
those of CausFunc1 are almost compositional.

Our measure can be used to rank collocations according to the degree of their
non-compositionality which then allows a natural language system to choose tech-
niques most appropriate for handling each category of collocations. Also, our measure
can be applied to evaluate the similarity of senses in a dictionary as well as the
correlation between the semantic classes of verb-noun collocations and dictionary
definitions; it can also be used to evaluate the quality and discriminative ability of
dictionary word senses.

In future, we plan to perform experiments with other lexical functions not considered
in the present work. Detecting collocations is useful to effectively perform many textual
analysis tasks, since they can help in measuring text similarity [14, 16] and serve as
features in machine learning algorithms [56]. Thus our future work will also focus on
identifying and using collocations in such tasks such as personality detection [48],
textual entailment [39–41], sentiment analysis [5] and emotion detection [49].
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Abstract. This paper presents a framework and methodology to characterize the
uncertainty of the consumption in the Electric Vehicles (EVs). A Fuzzy Logic
(FL) is implemented to obtain an interval of the probability that the energy con-
sumption may take. The framework assumes the availability of Information and
Communication Technology (ICT) technology and previous data records. A case
study is presented using a fleet of 30 EVs considering a smart grid environment.
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1 Introduction

Currently, more than 90 % of the energy used in the transportation sector is provided
by oil source [1]. Oil will continue to be a major fuel for decades, but reducing this
dependence on a single source is very risky because oil is a fossil source, as such, does
not last forever. Other problem is the enormous quantity of CO2 produced by the
vehicles moved with fossil fuels that is prejudicial to the planet. With the increasing
concern over global climate change, policy makers are promoting renewable energy
sources (RESs) to reduce this problem. According to the reference [2], a partial solution
to solve this problem can be mitigated by 2 measures: the first one is the use of
decentralized RES, and the second is the application of next-generation plug-in vehi-
cles, which include plug-in hybrid electric vehicles (PHEV) and electric vehicles
(EVs), with vehicle-to-grid (V2G).

If we do a direct comparison, EVs convert about 59–62 % of the electrical energy
from the grid to power at the wheels, the conventional gasoline vehicles only convert
about 17–21 % of the energy stored in gasoline to power at the wheels [3]. In [4] it is
discussed the social and technical barriers to the V2G transition, namely what poli-
cymakers need to achieve to enable a successful implementation. However, the
introduction of EVs represents an unprecedented interaction between transportation and
the electricity grid. The electricity grid and EVs are highly dependent due to the fact
that the energy to charge the batteries comes from the grid [5]. With the increased use
of the EVs the planning of the electrical infrastructures is more demanding [6], mainly
due to the level of the uncertainties introduced. The impacts of the EV penetration in
the grid were studied in [7] and [8].

The variability in EV’s energy consumption has a high impact at the user level and
the electricity system. For example, to the user this situation difficult the planning of the
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periods that the EV need to charge. In what regards system’s impacts, daily charging of
an EV would double of a typical household electricity consumption. With a significant
penetration level at the distribution system, this could result in high variations in energy
demand.

Due to improvements in Information and Communication Technology (ICT) big
data will be available for smart grid operators [9]. Real-time records regarding EVs’
location, time of charge, energy charged, charged rate and trip consumptions, could be
maintained in appropriate data storage systems, e.g. a computer cloud. This data can be
processed to be useful for operators in a later stage.

This paper proposes onemethodology tomodel the uncertainties of the consumptions
in the EV. The methodology presented in this paper depends on the availability of ICT
technology and historical data records to obtain the probabilistic consumptions. Its
ultimate goal is to be used with realistic data. EV’s are very sensitive to parameters which
can influence their energy consumptions, such as: driving conditions, auxiliary systems’
impact (for example, electrically driven air conditioning, driver’s aggressiveness and
braking energy).

Recent works on the available literature use a different types of methodologies to
model similar problems, for example. In [10], an EV demand model for load flow
studies is developed, the model considers the EV demand has PQ buses with stochastic
characteristics using Queueing Theory as a function of the charging time. The method
only considers one type of vehicle in the case study and does not represent a load
pattern along the day or a set of scenarios for the EV. This method has been applied in
[11] to developed a probabilistic constrained load flow with the presence of EVs. The
work considers the full charge and discharge power of EVs in a specific region,
allowing the calculation of power flow with probabilistic constraints. However the two
methods mentioned above do not consider the different types of battery capacity of the
EVs. In reference [12] a Fuzzy Logic (FL) control strategy is developed for an energy
management system of an EV with dual source power (battery and super capacitor).
This dual source architecture is proposed in order to satisfy the EVs energy require-
ments, improving the EVs efficiency and the performance of the overall system. In [13]
MATSim is used to obtain the arrival and departure time of each trip and the associated
energy consumption for each vehicle. Based on that reference sample, a generation of
different samples of driving patterns for each vehicle was made. The trip departure time
and trip duration are uniformly distributed 30 min around their reference values and the
trip consumption is also assumed to be uniformly distributed 1 kWh around the ref-
erence value. With these distributions is possible generate different realizations of
driving patterns for each individual vehicle. However, the chosen distributions are just
exemplary distributions, in practice the aggregator would need to collect data from its
PEV customers to find appropriate models for their stochastic behavior. In [14], a
Bootstrap technique is used to model the charging temporal uncertainties for the
Plug-In Electric Vehicles (PEV). Initially, using the Bootstrap method, an input sample
is generated, representing the different scenarios for the behavior of PEVs, with the
various initial battery state-of-charges and arrival and departure times of the PEVs.
The GA-based optimization model is used to generate 25 independent observations of
the daily system peak demand and their corresponding hourly load tap charging
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schedules to make up the original sample, which are then used to generate a large
number of Bootstrap samples in order to demonstrate the central limit theorem.

Taking into account the current literature this work proposed a framework and
respective methodology to support the estimation of the fuzzy-probabilistic curves of
the EVs’ energy consumption. This information can be used to make an accurate
planning of the journey and obtain an adequate pattern of the EV demand. This can be
useful for power system operators and EVs’ energy management systems in order. This
methodology was tested with a realistic case study that represent one year for weekdays
and weekend behavior.

This paper is organized as follows: after this introductory Sect. 2 presents the
proposed framework based on FL, Sect. 3 presents the case study and finally Sect. 4
presents the conclusions.

2 Methodology

This section presents the developed framework and methodology.

2.1 Framework

Figure 1 presents the proposed framework to support the information necessary for the
presented methodology and other applications beyond the scope of this paper. In this
proposed framework each EV have one processing unit (CPU) with the capacity to
process the information in real time, this information can be stored in a memory card

Fig. 1. Framework to support the proposed methodology
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and can be transmitted for the cloud (big data), if the EV has an appropriate system
with connection to the internet. Several communication technologies are considered as
candidates such as WiMAX, WiFi, and power line communications are available for
the smart grid system to support the information flux between the EVs and the grid
using the Internet Protocol (IP) [15]. The data transmitted over the communication
network can be encrypted using a secured TLS cryptographic mechanism. However,
this will require an overhead resulting in larger data size to be transmitted. This system
in the case of internet connection failure (e.g. driving in tunnels, parking in under-
ground) should have an internal memory system to allow each EV to save the data
temporarily. Later, with reconnection, the data can be sent to the cloud, thus preventing
previous data from being lost. This implies an individual processing and storage of data
with minimal computing requirements in each EV. A centralized process (cloud
application) could be available to handle EVs’ recorded data in a smarter way, e.g.
using big data analytics. Such applications could include real-time traffic alerts,
monitoring and rerouting, consumers’ patterns identification, EVs’ demand forecast,
connected vehicles applications including accident avoidance.

The type of data available in each vehicle could be the EVs ‘ location, time of
charge, energy charged, charged rate and trip consumptions. This might be regulated by
a standard or legal requirement in the future, thus enabling a greater compatibility for
the proposed framework. In order to define this standard it would be necessary to
consider the types of data to be stored and transmitted, a control access to the data and
the transmission mode.

Table 1 shows a very simple data scheme of the information that could be trans-
mitted between the EVs and the cloud applications (see Fig. 1). The values depicted in
the table do not consider the overhead of the encryption, the packet’s header (typically
20 bytes), and the possible compression of repeated data sequences. The methodology
present in this paper depends on the successful treatment and processing of data to
attain the expected results.

The first parameter, Vehicle’s ID, can provide one number that represent the iden-
tification of the client (EV). This ID number can be saved in class int32 format (4 bytes).

Table 1. Proposed data scheme

Data Parameters Description of data structure
Type of data Data class Size per record

Vehicle’s ID Identification of EV int32 4 bytes
Location GPS location Double 3 × 8 bytes
Battery status Battery capacity; SOC level int32 2 × 4 bytes
Connected to outlet Connected (0/1); Outlet ID Binary and int32 1 + 4 bytes
Charged energy Charged energy; timestamp int32 and Double 4 + 2 × 8 bytes
Charge rate Charging power int32 4 bytes
Trip consumptions Energy consumption in the trip;

Start and end timestamp
int32 and Double 4 + 2 × 8 bytes
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The Location parameter needs to consider a 3 types of data: latitude, longitude and
timestamp. The results of this is the GPS location of the EV. The type of data class is
double with a size per record of 3 × 8 bytes, 8 bytes for each type of data. Other
important parameter is the trip consumptions, where the types of data records are the
energy consumptions in the total trip, the start and end timestamp for this trip. This
parameter (energy consumption) can be saved in int32 class format (4 bytes), while the
start and end timestamp can be saved in double class format (2 × 8bytes).

2.2 Fuzzy-Probabilistic Methodology

The methodology used consists in the use of Fuzzy Logic (FL) to characterize the
uncertainty of the consumption data and a probabilistic distribution function.

The term FL was introduced with the 1965 proposal of fuzzy set theory by Zadeh
[16], however had been studied since the 1920, as infinite-valued logic [17]. FL is a
superset of conventional (Boolean) logic that has been extended to handle the concept
of partial truth. The number of paper dealing, in some sense, with FL and its appli-
cations is immense, and the success in applications is evident.

The meaning of fuzzy portrays something vague, uncertain, being used to get one
representation of imprecise data [18]. Fuzzy set is very convenient method for repre-
senting some form of uncertainty, because this method is a type of logic that recognizes
more than simple true and false values. While variables in mathematics usually take
numerical values, in FL applications, the non-numeric are often used to facilitate the
expression of rules and facts. With FL, this propositions can be represented with
degrees of truth. For example, the statement, today is sunny, might be 100 % true if
there are no clouds, 80 % true if there are a few clouds, 50 % true if it’s hazy and 0 %
true if it rains all day. The FL allows an infinite range of values in the range [0, 1],
which would indicate the possibility of a statement to be true (1) or false (0), assuming
intermediate logical values neither completely true nor false. The process of converting
the fuzzy region in a final numeric value is designated by defuzzification and resides in
simply calculating the center of gravity of the end region and can be achieved by
expression (1):

v ¼

R

x
ðx� tðxÞÞ
R

x
ðtðxÞÞ Z ð1Þ

Where:
v – defuzzification value
t(x) – degree of truth in the point x

From the historical database (Big Data), we filtered the parameter of consumption
that corresponded to the use of the available energy in the battery for each period of the
day. When the vehicle is charging, the consumption have a null value. To apply the
fuzzy logic it was necessary to make a calculation of the average energy consumption
from the filtered data. For the implementation of FL we defined an upper bound value, a
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lower bound value and number of degrees of truth. To the results of the fuzzy function is
given the value of centroid, which indicates the average value of the figure, or in other
words, the point in the center of the figure which is the shortest distance for the all points
of the figure. Fuzzification was applied to average and standard deviation values.

The distribution that best represents the consumption of EVs is the normal distri-
bution [19]. The normal distribution can be obtained using (2):

fpðPÞ ¼ 1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2p� r2

p � e
�ðP�lÞ2
2�r2 Z ð2Þ

Where:
l – average value of consumption;
r – standard deviation of consumption;
P - values resulting from the fuzzy function;

With the fuzzified values previously calculated the normal distribution functions
were derived. In this distribution the average value and the standard deviation are the
respective FL values. As a final result is obtained the interval of probability (pessimistic
and optimistic) of a given EV have one specific consumption in a period of time. This
can be used to the driver make a more accurate planning of his journey and for the
power system know the period of the EV need to load.

In Fig. 2 is possible to see the flowchart of the algorithm to implement the FL and
the normal distribution in this specific case.

Fig. 2. Flowchart of the proposed FL
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3 Numerical Example

Currently there is no enough historical data related with the operation of EVs, e.g.
location, charged energy and time of charging. Hence, a scenario was generated
considering a realistic study, for the city of Vila Real in Portugal, for a fleet of 30
Electric Vehicles (EV). The historical data was divided in two groups, due to the
difference in behavior between weekdays and weekends. The weekdays had a total of
254 days, while the weekends and holidays corresponded to a total of 111 days. Several
possibilities are taken into account. The EVs may leave earlier, breakdown can occur or
the EV owner may change the charging station. The program considers possible
changes in the planned route, i.e. breakdowns or failures in the EV fleet, therefore it
simulates a realistic behavior. The script stores the data in Excel format, being the
starting point for the FL.

To execute the FL it was necessary to prepare data and calculate the average and
standard deviation of the EV’s consumptions for each hour and day. To achieve this,
the Excel data were loaded using MATLAB, where each excel sheet represent one day.
Each sheet stored the information of the entire trip. For each EV, the information stored
over a period of 24 h with a resolution of 1 h was: energy consumption, connection
status (“1” in the case the EV was connected and “0” if it was not), bus connected in the
grid, battery status and battery capacity. The data was properly filtered corresponding
to the consumptions, i.e., for each EV and for each period of the day, the consumption
of the EV´s had. As a result a matrix that contained the data to be used to calculate the
average and standard deviation was obtained (EV_T_D). The dimensions of this matrix
was 30 × 24 × 254 with 30 EVs (lines of the matrix), 24 periods (columns of the
matrix), and 254 days (weekdays). The next step in the methodology was to calculate
the average and standard deviation of each EV for each hour. This results are in two
matrices with 30 × 24 dimensions indicating the average and standard deviation of a
given EV. The same procedure for the weekend’s scenario.

Turning now to an analysis will uncertainty associated with consumption, con-
sidering a specific case where we choose the EV-1, this for the weekdays. Initially, we
calculate the average fuel consumption per trip to a period of 24 h a day (the average
value for each hour along of 254 days), getting the graph in Fig. 3 where we observe
the variations of these consumption for each hour.

Fig. 3. Average of consumption for the EV-1
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The next step is the calculation of the standard deviation of the value of con-
sumption, as shown in Fig. 4.

After performing the calculation of the average and the standard deviation is
already possible to apply the fuzzy function for the average and standard deviation
values. To proceed to the implement the FL we need to define the lower bound, the
upper bound, and the degrees of truth. In this study we have considered 100 degrees of
truth. In order to present a better result, we considered two distinct cases, one case more
pessimistic and other more optimistic. For the first case, the pessimistic, the lower
bound was −10 % and the upper bound was 30 %. To the second case, the more
optimistic, we utilized a value of −30 % for the lower bound and 10 % to the upper
bound. The results of fuzzy method obtained in the EV-1, in the hour 7, are shown in
the following Tables 2 and 3. Both tables are related with the implementation of the FL
method, the first one was applied to the average value, while the second one charac-
terizes the implementation to the standard deviation values.

The representation of the FL for the average can be seen in the Fig. 5 (Pessimistic
Case) and Fig. 6 (Optimistic Case). In each figure it is possible to see the triangular
fuzzy function and the centroid value for each case regarding the EV-1 in the hour 7.
As it is referred in Table 2, it was obtained a fuzzy average consumption that can for

Fig. 4. Standard deviation of consumption for the EV-1

Table 2. Average Fuzzy values (kWh) for EV-1 in the hour 7

Case Average Lower bound Fuzzy value Upper bound

Pessimistic 19.52 18.15 20.17 26.22
Optimistic 13.21 18.87 20.76

Table 3. Standard deviation fuzzy values (kWh) for EV-1 in the hour 7

Case Standard deviation Lower bound Fuzzy Value Upper bound

Pessimistic 2.62 2.43 2.70 3.51
Optimistic 1.77 2.53 2.78
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the pessimistic and optimistic case, varying between 18.87 and 20.17 kWh, depending
on the considered deviations.

The next stage was to implement the normal distribution with the values that were
obtained with the FL (average fuzzy values and standard deviation fuzzy values) by
using (2).

Figure 7 depicts the normal distributions for each case, namely the original normal
distribution: Fuzzy Optimistic and Fuzzy Pessimistic. The Fuzzy Optimistic and Fuzzy
Pessimistic, resulted in the calculation of the normal distribution with the fuzzy values..
The Normal Distribution, considered the original values for average and standard
deviation. These values of average and standard deviation for the three cases can be
seen in Table 2 and 3, respectively. The values presented regard the consumption
probabilistic distribution for EV-1 in the hour 7.

With proposed fuzzy-probabilistic methodology it was possible to obtain the
probabilities range that a given consumption might reach. For example, the probability
of EV-1 to have a consumption higher than 20 kWh over 24 h can be verified in the
Fig. 8 for the optimistic case and pessimistic case, respectively.

Fig. 5. Representation of fuzzy for the average in EV-1 (Pessimistic Case)

Fig. 6. Representation of fuzzy for the average in EV-1 (Optimistic Case)

34 N. Borges et al.



4 Conclusions

The paper presented a framework and methodology to estimate the uncertainty of the
consumption of EVs. A Fuzzy Logic (FL) was implemented to estimate the probability
of consumptions, but this methodology may also be applied to modulate the uncertainty
of the charged energy. A case study was evaluated using a fleet of 30 Electric Vehicles
(EV) and 2 different scenarios (weekdays and weekends). The methodology presented
satisfactory results using low processing time that can be easily integrated with other
applications. Authors aim to further develop the proposed idea as well as the data
scheme necessary. This type of methodology could be used by automotive industry,
network operators and electricity retailers to improve the user’s experience and man-
agement of future smart grids in the presence of EVs.

Fig. 7. Comparison with the 3 types of normal distribution

Fig. 8. Fuzzy probabilistic distribution of consumption for the EV-1
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Abstract. Automatic text summarization is a text compression problem with
many applications in natural language processing. In this paper we focus the
problem of the evaluation of text summarization system. We propose an
unsupervised approach based on keywords: it does not require large amount of
manual processing and can be implemented as a fully automatic procedure. We
also conduct a series of experiments with naïve informants and professional
experts. The results of the experiments with informants, experts and automati-
cally extracted keywords confirm that keywords, as one of the types of text
compression, can be successfully used for the evaluation of summaries quality.
Our data is represented by (but not restricted to) different types of Russian news
texts.

Keywords: Automatic text summarization � Evaluation of summaries � News
text � Flexible summarization system � Recall � Brevity � Experiments with
informants

1 Introduction

Automatic text summarization is a well-known task in natural language processing
(NLP). A wide number of text summarization systems have been developed as part of
various NLP applications since 1960s [2]. To build an effective text summarization
system, one should be able to evaluate its performance.

In this paper we address the problem of summarization evaluation: we propose an
unsupervised method for summarization evaluation which uses keywords. Our method
is simple and does not require any gold standard annotation, and at the same time it
enables one to build a flexible text summarization system targeting a particular audi-
ence because it takes into account differences between the judgements of different
groups of informants. Our approach is data-driven in the sense that it is mostly based
on the information extracted from the data, and does not require any external resources
or expertise.

Large amount of manual processing is a serious problem in summarization eval-
uation: traditional evaluation methods usually involve experts’ work. Unlike such
traditional approaches, ours aims to reduce experts’ processing and the method we
propose is fully automatic.
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In this paper we present an approach based on keywords: it does not require large
amount of manual processing and can be implemented as an automatic procedure. We
also conduct a series of experiments with informants and compare our results with
expert annotation. The results of the experiments with informants, experts and auto-
matically extracted keywords confirm that keywords, as one of the types of text
compression, can be successfully used for the evaluation of summaries quality.

Our data is represented by (but not restricted to) different types of Russian news
texts.

2 Related Work

The approaches towards text summarization can be classified into two types: extractive
and abstractive. While an extractive summary consists of the words, phrases and
sentences from original text, an abstractive summary is a different text obtained from
the original one by constructing semantic model of the text and then generating new
text based on this model. The latter approach requires deep semantic analysis and text
generation. These tasks are still unsolved, and that is why most text summarization
systems use extractive methods (or combine them with abstractive methods), and ours
is not an exception.

As part of the extractive method, words, phrases and other text units are extracted
from the original text with their weights. Such weights can be calculated using various
metrics like TF-iDF, TextRank, etc. To improve the resulting summary, some euristics
can be further applied (e.g., taking into account positions of the sentences in the text,
words occurring in the title, etc.).

The approaches applied for the evaluation of summarization systems can, in their
turn, be classified into intrinsic and extrinsic ones [1].

Extrinsic methods evaluate the performance of the method on other tasks other than
automatic text summarization. A list of questions about the content of the texts is an
example of such method: if a human, after reading the summary, can answer the
questions correctly, the summary is good. It is obvious that such method is costly as it
requires human resources.

Intrinsic methods are based on the comparison of the original text and its summary.
Thus, a traditional manual method involves the estimation by expert linguists using
criteria like coherence, brevity, grammatical correctness, the complexity of perception,
precision, redundancy1. Such traditional method is also very costly and evaluation
based on this method cannot be conducted in real time.

A common intrinsic approach towards text summarization systems evaluation is
represented by the ROUGE (Recall-Oriented Understudy for Gisting Evaluation)
metric. There are about 20 variations of this metric, and all of them are based on the
idea of using gold-standard summaries created manually by the experts. ROUGE is

1 These terms (precision, etc.), well-known in NLP community, should be interpreted in a different
way here: they represent metrics by which experts estimate the quality of summaries, rather than
automatically calculated quality measures. For example, in [5] experts assign each summary
precision and redundancy values from the rating scale.
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calculated as the percentage of various text elements (lexical units, n-grams, sentences,
etc.) from the gold standard occurring in the summary. Such approach has its draw-
backs: it involves manual processing, and gold-standard summaries are subjective.

Another metric, called Pyramid [3], unlike previous metrics, depends on the
number of important facts and topics described in the summary, and not the number of
overlapping word sequences or n-grams. Such facts are called SCUs – summarization
content units. SCU is a semantic unit which can be expressed in one or several words
and is usually within one sentence. Its length varies because the same information can
be expressed in a word, phrase or even the whole sentence. To calculate Pyramid, one
should first of all manually create several summaries and annotate all the SCUs in
them. These SCUs are assigned their weights, and the largest weights correspond to the
SCUs occurring in all summaries. Then a pyramid is constructed: each level contains
SCUs with equal weights, and SCU with the maximal weight is at the top of it. The
Pyramid metric is calculated as the sum of all SCU weights in the summary divided by
the sum of weights in the gold-standard summary with the same number of SCUs.

Pyramid, unlike ROUGE, is designed to evaluate summaries on the semantic level.
However, this metric, although more or less objective, demands a large amount of
qualified manual processing and is very costly. Moreover, experts are required not only
to prepare gold-standard summaries but also to annotate every new estimated summary
with SCUs.

Thus, high cost and subjectivity of the methods using gold standards has spurred
the development of alternative evaluation methods. For example, there are attempts to
evaluate summaries using similarity measures or search indexes (supposed that a good
summary is as relevant to the query as the original document). But there are no results
of the comparison of these methods with experts’ summaries known to us.

In this paper we present an approach based on keywords: it does not require large
amount of manual processing and can be implemented as an automatic procedure. We
also conduct a series of experiments with informants and compare our results with
expert annotation.

3 Our Approach

Text compression is text transformation which shortens the original text. Text can be
compressed by pruning redundant text units and units which can be reconstructed using
their context and by choosing short text structures.

Summary is a traditional type of text compression, while a list of keywords is an
example of extreme text compression [6]. A keyword can be treated as a word which
can represent the whole text together with other keywords.

In this paper our hypothesis is that we can judge the quality of one text compression
method by another text compression method. Thus, by comparing a summary with the
list of keywords we can see whether the most important themes from the original text
are mentioned in the summary. Such idea is close to the Pyramid approach because
keywords can be considered SCUs [1].

The method of text summarization systems evaluations using keywords was ini-
tially designed for news texts, namely, for estimating the quality of summaries
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constructed from one document. Due to the specifics of the news genre, the evaluation
of the summaries coherence is not necessary.

As we have already mentioned, our approach towards summaries evaluation is
based on the use of keywords. We prepare a set of top keywords for each text,
depending on the level of compression. Then we calculate two metrics for each top
keywords set: recall and brevity.

Recall, a standard metric in NLP, is calculated as the number of words from top
keywords set occurring in the summary divided by the total number of words in the top
keywords set:

Recall ¼ number of top keywords in summary
total number of the top keywords

ð1Þ

Brevity, which reflects the density of important information and the absence (which
is desired) of unimportant information in the summary, is calculated as the number of
words from top keywords set occurring in the summary (including repetitions and
synonyms) divided by the total number of words in the summary:

Brevity ¼ number of top keywords in summary ðrepetitions; synonymsÞ
total number of words in the summary

ð2Þ

Both metrics range from 0 to 1. And the close they are to 1, the better the summary
is. It should be noted that the brevity value does not reach 1, or else it would mean that
the summary is identical with the top keywords set.

4 Data

In our experiments we use the data obtained from [5]. There are 3 types of data: news
articles, their summaries constructed using 4 different text summarization systems and
recall and brevity of these summaries given by the experts.

We use the news articles from Lenta.ru [7] published in autumn 2011. The articles
are selected manually, and include both simple (for analysis) texts without any stylistic
mistakes and text with severe stylistics and structural errors. All the texts are at least 7
sentences long, but less than 2000 symbols. We prepared 25 news articles but as the
texts were to be given to the informants (to manually extract keywords – as part of the
experiment), we finally selected only 12 articles to ease their task.

The 12 articles in question can be classified into the informative and emotional,
simple (describing one event) and complex (describing several events) ones. Most
articles are simple (9 out of 12) and informative (also 9 out of 12) which is quite typical
of a news text. To illustrate the described types of news text, let us consider two
examples from our data set (see Table 1).

The keywords in Table 1 are extracted automatically from the corresponding
articles and the summaries are created using information content metric. The first article
about bank thefts is an example of a typical news text: it is simple in the sense that it is
wholly dedicated to one event, and informative (the informative side dominates the
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emotional one). The second article is, on the contrary, complex because it describes
two different incidents: (1) shooting by a FSS officer and (2) the fire opened by a
Saratov deputy in the city centre. This article is emotional rather than informative.
Although it might not follow from the summary in Table 1, the author’s sentiment is in
fact clearly expressed in the original text: the incident with the officer is called
“scandalous”, the deputy is ironically called the “elect of nation”, etc. The interesting
point is that, as the summary was constructed using an information-oriented (and not

Table 1. Examples of news articles of different types

Title Most important keywords with
their weights

Summary

In Moscow, hackers’
plan of stealing money
from 96 banks is
thwarted

Theft (27), hackers (26), keys
(23), passwords (19), software
(noun) (17), banks (16),
prevented (16), software
(adjective) (16), storage (15),
order (14), money (13),
untimely update (12),
malicious (11), captured (10),
electronic (10)

In Moscow, the employees of
the Department of Economic
Security of the capital’s police
prevented the theft of millions
of dollars of money from the
accounts of 457 companies in
96 banks.
Criminals stole electronic keys
from 457 companies.
Bank keys, user names and
passwords of 457 customers
were stolen by hackers using
malicious software.

In Saint-Petersburg a
FSS officer shot and
killed a passerby

Shot (29), passerby (28), FSS
(28), died (23), officer (23),
deputy (18), in
Saint-Petersburg (14), arrested
(12), Saratov (12), traumatic
(11), incident (10), victim (10)

In St. Petersburg a FSS
officer shot a passerby with a
traumatic gun.
A spokesman for the
Investigative Committee of St.
Petersburg reported to RBC that
their department does not
handle this case.
Saratov Regional Duma
deputy from the “United
Russia” Leonid Pisnoy opened
fire in the city center.
Around 21:45 the security
forces blocked Volskaya St.
Their KamAZ drove in a
convoy, and the road was
closed to avoid accidents when
the truck was taking a turn.
According to the police officers,
L.Pisnoy came out of the
“Volga” and rudely demanded
to remove the cars from the
road.
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sentiment-oriented) metric, all the emotional phrases are missing from it. We suppose
that such (emotional) types of text demand an approach to summarization which takes
sentiment into account, and it is confirmed by the results of our research. Unfortu-
nately, due to space limits, we cannot give examples of other types of summaries, and
neither can we go into further details about different types of news texts.

Each of the selected 12 articles is provided with 4 different quasi-summaries, each
of them not larger than 1/3 of the original text. The summaries are obtained using
statistical method (e.g., information content, TF-iDF), sentiment analysis-based method
described in [5] and TextAnalyst [8] demo-version.

To estimate recall and brevity, 20 informants were asked to give each summary a
score, and at a result of this procedure each summary was provided with 2 scores (recall
and brevity) ranging from 1 (excellent) to 3 (bad).

5 Experiments. Results. Discussion

5.1 Experiment with Informants

As part of the experiments with informants each informant was given a list of 12 news
articles accompanied by the following instruction: “Read the text, think about its
content. Underline 10–15 words, most important for its understanding”2.

The informants were native Russian speakers – there were no demands as to their
education or occupation. They spent 30 min (on average) to fulfill the task, and the
quickest answer was received in 11 min. All in all, we received 75 answers from the
informants.

Then the list of keywords with their frequencies was constructed for each news text.
Based on these lists, we prepared the top keywords sets which are used for summaries
evaluation in our research.

The distribution of keywords frequencies is quite common in such experiments:
there are usually a few keywords with top frequencies, several “plateaus” represented
by keywords with lesser but not sharply decreasing frequencies, and a long “tail” of
low-frequency keywords. Taking into account high level of compression (1/3 of the
original text) in the summaries we decided to include into our top keywords sets all the
keywords from the top until an appropriate plateau.

5.2 Preliminary Evaluation of the Summaries

We conducted a preliminary evaluation of the summaries based on the collected top
keywords sets. At this stage of the research we adopted a “bag-of-words” approach,

2 There initially 25 articles given to each of the informants, ant they were asked to write down the
words. However, after we received the first answers, we decided to change the instruction: we asked
the informants to underline the words in the text. It helped us to avoid misprints and to maintain
information about the positions of the words in the text. We also reduced the number of articles to 12,
because the preliminary results showed that the number of errors invariably increased with the
growth of the number of articles.
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ignoring any morphological or grammatical features of the words. But such an
approach gave poor results on the texts where the words were often repeated in dif-
ferent forms. To improve the situation, we normalized each word and further analyzed
the summaries on the lemma (and not on the word-) level.

To check our hypothesis that summaries can be evaluated using keywords we
compare the results with the scores (recall and brevity mentioned in Sect. 3, precision
and redundancy as described in [5]) previously given by the experts. We consider these
pairs of scores – recall and precision, redundancy and brevity – equivalent in our case.
As the experts were using different scales, we decided to assign each summary a score
from 1 to 4, to reflect the best and the worst results from each of the experts scales
respectively. Tables 2 and 3 present the comparison of 4 text summarization methods
with the corresponding pairs of precision (P) and recall (R) scores and redundancy
(R) and brevity (B) scores, contradicting scores are given in bold. Each text number is
accompanied by two abbreviations which correspond to the type of the text: I (infor-
mative, intended only to inform the reader) or E (emotional, expressing strong senti-
ment) and S (simple, describing one event) or C (complex, describing two or more
events which differ in time and/or place). Such denotation also takes place in the rest of
the tables in this paper.

The disagreement between the experts’ estimates and the scores obtained using
keywords occur 13 times out of 36. Full agreement takes place 7 times out of 12 (for all
the four summaries). There are only 2 times when the best and the worst scores are
given to the same summary (texts 1 and 2). It should also be noted that the experts

Table 2. Comparison of different summarization methods by precision and recall

Method Information
content

TF-iDF Sentiment
analysis

TextAnalyst

# text R P R P R P R P

1 IS 1 4 4 1 2 2 3 2
2 IS 1 4 4 3 3 2 2 1
3 EC 3 3 4 4 2 2 1 1
4 IS 2 4 3 3 4 2 1 1
5 IS 1 1 4 4 2 2 3 3
6 EC 4 4 2 2 1 1 3 3
7 ES 4 4 3 3 1 1 2 2
8 IS 4 4 2 3 1 1 3 2
9 IS 4 4 3 3 1 1 2 2
10 IS 3 3 4 4 2 2 1 1
11 IC 4 4 2 2 1 1 3 3
12 IS 1 1 1 3 4 4 3 2
Average 2.6 3.3 3.0 2.9 2.0 1.8 2.3 1.9
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agree on the texts which seem to be the hardest ones for automatic analysis (i.e.,
emotional and complex texts) and disagree on simple and informative texts. Another
interesting point is that, according to experts’ judgement, summarization method based
on sentiment analysis seems to be the most successful one for emotional texts. The
same tendency can be seen in Table 3, and virtually in every table further in this paper.

Experts’ estimations agree with the keywords-based scores in 31 cases out of 48
when the redundancy-brevity parameter is considered. Here, again, it can be seen that
disagreement mostly takes place when the text is simple and informative, and vice
versa.

In general, the obtained results allows us to conclude that the method based on
keywords can be applied for summarization evaluation.

5.3 Automatic Keywords Extraction

It is obvious that experiments on the extraction of keywords by the informants are still
costly although not as costly as the experiments with the experts. The question is, can
we make the evaluation procedure fully automatic (i.e., use automatically extracted
keywords)?

There exists a wide number of metrics for extracting keywords, TF-iDF being the
most well-known of them. But as one of the 4 types of summaries was created using
this metric in our research, we cannot use TF-iDF for summaries evaluation. We
calculate BM25 instead. It is a metric from information retrieval which is represented

Table 3. Comparison of different summarization methods by brevity and redundancy

Method Information
content

TF-iDF Sentiment
analysis

TextAnalyst

# text B R B R B R B R

1 IS 1 4 3 1 4 3 2 2
2 IS 2 2 1 1 4 4 3 3
3 EC 3 3 2 2 1 1 4 4
4 IS 2 4 1 1 4 2 3 3
5 IS 3 3 1 2 4 1 2 4
6 EC 4 4 1 1 2 2 3 3
7 ES 4 4 1 1 3 2 2 3
8 IS 1 4 3 3 2 1 4 2
9 IS 4 4 3 3 2 2 1 1
10 IS 2 4 4 2 3 3 1 1
11 IC 4 3 1 1 2 2 3 4
12 IS 2 2 1 1 3 3 4 4
Average 2.66 3.41 1.83 1.58 2.83 2.16 2.66 2.83

46 E. Yagunova et al.



by a function on a bag of words and a bag of documents. It evaluates the latter based on
the occurrence of the words from the query in the document. BM25 has a lot of
variations and can be used for keywords extraction.

In this paper we implement one of the most well-known variations of BM25 –

Okapi BM25 [4]:

OkapiBM25ðD; qÞ ¼ iDFðqÞ � f ðq;DÞ � ðkþ 1Þ
f ðq;DÞþ k � ð1� bþ b� l

avglÞ
; ð3Þ

where D denotes a document, q – a word, f ðq;DÞ – the frequency of the word q in the
document D, l – length of the document, avgl – average length of the document in the
collection, k and b – arbitrary coefficients, traditionally set to 2.0 and 0.75 respectively.
Inverse document frequency (iDF) is calculated as:

iDFðqÞ ¼ log
N � nðqÞþ 0:5
nðqÞþ 0:5

; ð4Þ

where N denotes the total number of documents in the collection and nðqÞ – the number
of the documents which contain the word q.

Okapi BM25 calculation requires a different collection of documents – we use the
news articles from Lenta.ru published in the first half of 2012. These texts satisfy the
same requirements as the texts chosen for the summaries. It should also be noted that in
our research BM25 is calculated on the lemma level and not on the word level to avoid
the problems which arise because of the use of different word forms in inflexional
languages like Russian.

We also had to decide on the size of the automatically collected top keywords sets
for summaries evaluation. We selected the same number of words as in the top key-
words sets created by the informants.

Although it may seem that the scores calculated on the automatically collected
keywords should be higher on the summaries evaluated automatically than on the
summaries evaluated by the informants. However, the scores appear to be similar (see
Tables 4 and 5). Table 4 displays recall scores and Table 4 – brevity scores.

Table 4. Comparison of different summarization evaluation methods by recall

Method Information
content

TF-iDF Sentiment analysis TextAnalyst

# text Informants BM25 Informants BM25 Informants BM25 Informants BM25

1 IS 0.73 0.73 0.47 0.6 0.6 0.53 0.4 0.33
2 IS 0.67 0.6 0.33 0.27 0.47 0.53 0.6 0.47
3 EC 0.67 0.67 0.2 0.13 0.67 0.27 0.73 0.67
4 IS 0.73 0.8 0.6 0.53 0.8 0.87 0.8 0.6
5 IS 0.6 0.6 0.47 0.27 0.6 0.6 0.53 0.47

(Continued)
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Recall values which differ more than in 20 % for the same summarization method
and on the same text, are given in bold. Such differences mostly take place on emo-
tional or complex texts.

As in Table 5, brevity values which differ more than in 10 % for the same sum-
marization method and on the same text, are given in bold. And there is the same
tendency as in Table 4: most differences occur when the texts are emotional or
complex.

Table 4. (Continued)

Method Information
content

TF-iDF Sentiment analysis TextAnalyst

# text Informants BM25 Informants BM25 Informants BM25 Informants BM25

6 EC 0.1 0.33 0.8 0.27 0.87 0.53 0.4 0.27
7 ES 0.2 0.27 0.67 0.33 0.8 0.33 0.67 0.47
8 IS 0.33 0.27 0.4 0.6 0.93 1 0.33 0.4
9 IS 0.73 0.6 0.73 0.67 1 0.8 0.73 0.6
10 IS 0.27 0.2 0.07 0.13 0.33 0.27 0.67 0.27
11 IC 0.2 0.2 0.53 0.4 0.67 0.47 0.27 0.4
12 IS 0.67 0.6 0.8 0.67 0.67 0.4 0.6 0.73
Average 0.49 0.49 0.51 0.41 0.70 0.55 0.56 0.47

Table 5. Comparison of different summarization evaluation methods by brevity

Method Information
content

TF-iDF Sentiment analysis TextAnalyst

# text Informants BM25 Informants BM25 Informants BM25 Informants BM25

1 IS 0.25 0.23 0.21 0.23 0.15 0.15 0.24 0.2
2 IS 0.16 0.15 0.22 0.17 0.11 0.12 0.16 0.13
3 EC 0.12 0.12 0.12 0.08 0.48 0.19 0.12 0.1
4 IS 0.2 0.22 0.22 0.18 0.15 0.15 0.18 0.12
5 IS 0.12 0.11 0.36 0.18 0.09 0.08 0.12 0.1
6 EC 0.12 0.21 0.25 0.09 0.24 0.14 0.14 0.14
7 ES 0.09 0.12 0.56 0.28 0.24 0.1 0.28 0.19
8 IS 0.14 0.11 0.08 0.12 0.09 0.1 0.07 0.09
9 IS 0.14 0.12 0.18 0.16 0.16 0.13 0.18 0.15
10 IS 0.08 0.06 0.02 0.05 0.08 0.06 0.21 0.08
11 IC 0.03 0.07 0.18 0.11 0.15 0.1 0.07 0.11
12 IS 0.18 0.15 0.2 0.18 0.18 0.12 0.13 0.16
Average 0.14 0.14 0.22 0.15 0.18 0.12 0.16 0.13

48 E. Yagunova et al.



5.4 Comparison of Keywords Given by Different Groups of Informants

As we have already mentioned, there were initially no special demands to the infor-
mants. But having conducted the experiments with informants we could see that dif-
ferent groups of informants actually tend to extract different types of keywords. We
believe that such specialty should be taken into account while developing text sum-
marization systems with a particular target audience.

To confirm this hypothesis we divided the informants into two groups: naïve
informants and experts. The latter include linguists, analysts and content managers – in
other words, those who have a large amount of experience with textual data.

We compared the scores given by the naïve informants with those provided by the
experts. The comparison by the two metrics: recall and brevity – is presented in
Tables 6 and 7 respectively.

Table 6. Comparison of the naive informants’ and by experts’s scores by recall

Method Information
content

TF-iDF Sentiment
analysis

TextAnalyst

# text Naive Experts Naive Experts Naive Experts Naive Experts

1 IS 0.73 0.8 0.47 0.53 0.6 0.53 0.4 0.4
2 IS 0.67 0.67 0.33 0.33 0.47 0.47 0.6 0.6
3 EC 0.67 0.67 0.2 0.2 0.67 0.67 0.73 0.8
4 IS 0.73 0.73 0.6 0.67 0.8 0.87 0.8 0.87
5 IS 0.6 0.67 0.47 0.53 0.6 0.67 0.53 0.6
6 EC 0.1 0.2 0.8 0.73 0.87 0.93 0.4 0.27
7 ES 0.2 0.2 0.67 0.67 0.8 0.8 0.67 0.67
8 IS 0.33 0.33 0.4 0.4 0.93 0.93 0.33 0.33
9 IS 0.73 0.73 0.73 0.73 1 1 0.73 0.73
10 IS 0.27 0.27 0.07 0.07 0.33 0.33 0.67 0.67
11 IC 0.2 0.07 0.53 0.67 0.67 0.67 0.27 0.27
12 IS 0.67 0.73 0.8 0.73 0.67 0.6 0.6 0.6
Average 0.49 0.51 0.51 0.52 0.70 0.71 0.56 0.57

Table 7. Comparison of the naive informants’ and by experts’s scores by brevity

Method Information
content

TF-iDF Sentiment
analysis

TextAnalyst

# text Naive Experts Naive Experts Naive Experts Naive Experts

1 IS 0.23 0.23 0.18 0.23 0.17 0.15 0.24 0.2
2 IS 0.16 0.15 0.22 0.17 0.11 0.12 0.16 0.13
3 EC 0.12 0.12 0.12 0.08 0.48 0.19 0.11 0.1
4 IS 0.2 0.22 0.2 0.18 0.14 0.15 0.16 0.12
5 IS 0.11 0.11 0.32 0.18 0.08 0.08 0.11 0.1
6 EC 0.07 0.21 0.27 0.09 0.22 0.14 0.21 0.14

(Continued)
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It can be seen that the recall values obtained from the experts’ and the naïve
informants’ evaluation do not differ significantly. The situation is slightly different with
brevity scores (see Table 7).

Brevity values which differ more than in 10 % between experts and naïve infor-
mants are given in bold in Table 7, and the tendency is absolutely the same as in the
previous tables: naïve informants and experts disagree on emotional and complex texts.

In general, we can conclude that the estimates given by the experts are similar to
those given by the naïve informants but are slightly higher for recall and lower – for
brevity.

It should be noted that the lists of keywords extracted by the experts are quite
similar to those obtained automatically. Therefore we may conclude that involving
experts into the evaluation process in the role of mere informants is not a good idea.

Thus, the described experiments allow us to confirm our hypothesis about the
applicability of the keywords-based method for summaries evaluation.

6 Conclusion and Future Work

In this paper we focus on the problem of the evaluation of text summarization systems
and describe experiments with informants of different groups and news texts of dif-
ferent types. We work with news articles in Russian but our approach is not restricted
to this language. We propose an unsupervised data-driven summarization evaluation
method based on the use of keywords and conduct a series of experiments with
informants to prove our method. Our approach, unlike many others, does not involve
large amount of manual processing. Neither does it require any gold-standard sum-
maries which, created manually by experts, are costly and subjective. And unlike other
methods, ours allows to build a flexible summarization system targeting a particular
audience because it takes into account differences between (1) the different types of text
the judgements and (2) different groups of informants on.

As a result of the experiments we confirm our hypothesis that keywords can be used
for the evaluation of the quality of quasi-summaries of news texts. The scores of the
summaries obtained automatically are similar to those given by the experts. We also

Table 7. (Continued)

Method Information
content

TF-iDF Sentiment
analysis

TextAnalyst

# text Naive Experts Naive Experts Naive Experts Naive Experts

7 ES 0.09 0.12 0.56 0.28 0.24 0.1 0.28 0.19
8 IS 0.14 0.11 0.08 0.12 0.09 0.1 0.07 0.09
9 IS 0.14 0.12 0.18 0.16 0.16 0.13 0.18 0.15
10 IS 0.08 0.06 0.02 0.05 0.08 0.06 0.21 0.08
11 IC 0.07 0.07 0.14 0.11 0.15 0.1 0.07 0.11
12 IS 0.16 0.15 0.21 0.18 0.2 0.12 0.13 0.16
Average 0.13 0.13 0.21 0.15 0.18 0.12 0.16 0.13
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show that the quality of a summary can be improved if one takes into account specific
types of text: according to the results of our experiments, summarization method based
on sentiment analysis achieves best scores on emotional news texts.

During our experiments with informants we also obtain some unexpected results.
Namely, the scores given by the professional experts practically do not differ from
those calculated on the automatically extracted keywords. We suppose that in such
case, if the addressee of a text summarization system is a naïve informant, summa-
rization method should not be evaluated by professional experts, and vice versa. In
other words, an effective text summarization system should be aimed at particular tasks
(and type audience: professional or not) and be trained on a particular type of texts.

As a result of this part of our research we also developed a tool for keywords
extraction and summaries evaluation based on their recall and brevity values. Such tool
can be used for any other experiments which involve keywords extraction.

In future we plan to improve our keywords extraction method and to experiment
with other types of texts, for example, with scientific collections.

Acknowledgements. The authors acknowledge Saint-Petersburg State University for the
research grant 30.38.305.2014.
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Abstract. Due to the great amount of documents available on the Web, end users
need to be able to access information in summary form – keeping the most
important information in the document. The methods employed for automatic text
summarization generally allocate a score to each sentence in the document, taking
into account certain features. The most relevant sentences are then selected,
according to the score obtained for each sentence. In this paper, the extractive single
document summarization task is treated as a binary optimization problem and,
based on the Global-best Harmony Search metaheuristic and a greedy local search
procedure, a new algorithm called ESDS-GHS-GLO is proposed. This algorithm
optimizes an objective function, which is a lineal normalized combination of the
position of the sentence in the document, sentence length, and coverage of
the selected sentences in the summary. The proposed method was compared with
the state of the art methods MA-SingleDocSum, DE, FEOM, UnifiedRank, Net-
Sum, QCS, CRF, SVM, and Manifold Ranking, using ROUGE measures on the
DUC2001 and DUC2002 datasets. The results showed that ESDS-GHS-GLO
outperforms most of the state-of-the-art methods except MA-SingleDocSum.
ESDS-GHS-GLO obtains promissory results using a fitness function less complex
than MA-SingleDocSum, therefore requiring less execution time.

Keywords: Single-document summarization � Memetic algorithms �
Global-best harmony search � Greedy search

1 Introduction

Today, automatic text summarization constitutes a key service for a range of appli-
cation types, including internet, library, scientific, and business uses [1]. The vast
quantities of information stored in digital text documents need summaries in order to
help users find the required information with the least time and effort possible. For
many years, the automatic generation of summaries has attempted to create summaries
that closely approximate those generated by humans [1, 2], but until now, this research
area is still unresolved.

Different taxonomies for summaries exist [1, 2] based on the way the summary is
generated, the target audience of the summary, the number of documents to be
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summarized, and so on. According to how it is generated, the summary can be either
extractive or abstractive [1, 2]. Extractive summaries are formed from the reuse of
portions of the original text. Abstractive summaries [3] on the other hand are rather
more complex, requiring linguistic analysis tools to construct new sentences from those
previously extracted. Taking account of the target audience, summaries may be [1, 2]
generic, query-based, user-focused or topic-focused. Generic summaries do not depend
on the audience for whom the summary is intended. Query-based summaries respond to
a query made by the user. User-focused ones generate summaries to tailor the interests
of a particular user, while topic-focused summaries emphasize those summaries on
specific topics of documents. Depending on the number of documents processed,
summaries [1, 2] can be either single document or multiple document. As regards the
language of the document, they may be monolingual or multilingual, and regarding
document genre may be scientific article, news, blogs, and so on. The summarization
algorithm (method) proposed in this paper is extractive, for a single document, and for
any type of document, although the evaluation was performed on a set of news.

Automatic summarization is an area that has explored different methods for the
automatic generation of single document summaries, such as (1) statistical and prob-
abilistic approaches, which use information such as the frequency of occurrence of a
term in a text, the position of the sentences in the document, and the presence of
keywords or words from the document title in the sentences [4]; (2) Machine learning
approaches, including Bayes’ Theorem [5, 6], Hidden Markov Models [7, 8], Neural
networks [9], Conditional Random Fields [10], Probabilistic Support Vector Machine
(PSVM) and Naïve Bayes [11]; (3) Text connectivity approaches [12, 13], including
lexical chains [14] and rhetorical structure theory [15]; (4) Graph-based approaches
[16, 17], which represent sentences in the vertices of the graph and the similarity
between the text units by means of the edges, then an iterative process is carried out and
the summary with sentences from the first vertices is obtained; (5) Algebraic approa-
ches using Latent Semantic Analysis [18] based on Singular Value Decomposition
[19–21] or Non-negative Matrix Factorization [22]; (6) Metaheuristic approaches that
seek to optimize an objective function to find the sentences that will be part of the
summary. These works include genetic algorithms, [23–28], particle swarm opti-
mization (PSO) [29], Harmony Search [30], and Differential Evolution (DE) algorithm
[31, 32]; and (7) Fuzzy approaches that combine fuzzy set theory with swarm intel-
ligence (binary PSO) [33] or with clustering and evolutionary algorithms in a new
fuzzy evolutionary optimization model (FEOM) [34] for document summarization.

Algebraic, clustering, probabilistic, metaheuristic and fuzzy approaches are lan-
guage independent and unsupervised, two key aspects on which more emphasis is
being placed in the most recent research. Research based on a memetic algorithm
(combination of metaheuristics) for single document summarization [35] has recently
shown good results, making this a promising area. Therefore, in this paper, a new
memetic algorithm for the automatic generation of extractive and generic single doc-
ument summaries is proposed.

The new memetic algorithm is based on Global-best Harmony Search
(GHS) bearing in mind that “No Free Lunch theorems for optimization state that no one
algorithm is better than any other when performances are averaged over the whole set
of possible problems. However, it has been recently suggested that algorithms might
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show performance differences when a set of real-world problems is under study” [36]
and that GHS [37] is showing promissory results in a great variety of real problems
(continuos, discrete, and binary problems) [38]. The memetic algorithm also includes a
greedy search as local search operator. The new algorithm, ESDS-GHS-GLO optimizes
an objective function expressed by the lineal and normalized combination of three
factors: position of the sentences selected in the candidate summary; length of sen-
tences selected in the candidate summary; and coverage of the candidate summary, i.e.
cosine similarity between all candidate sentences in the summary and a global repre-
sentation of the document.

The rest of the paper is organized as follows: Sect. 2 introduces document repre-
sentation and characteristics of the objective function proposed in the algorithm.
Section 3 describes the proposed algorithm; while the results of evaluation using data
sets, along with a comparison and analysis with other state-of-the-art methods, are
presented in Sect. 4; finally, Sect. 5 presents conclusions and future work.

2 Problem Statement and Its Mathematical Formulation

The representation of a document is made based on the vector space model proposed by
Salton [39]. Thus, a document is represented by the sentences that compose it, i.e.
D = {S1, S2, …, Sn}, where Si corresponds to the i-th sentence of the document and n is
the total number of sentences in the document. Likewise, a sentence is represented by
the set Si = {ti,1, ti,2, …, ti,j, …, ti,o}, where ti,j is the j-th term of the sentence Si and o is
the total number of terms in the sentence. Thus, the vector representation of a sentence
of the document is a vector containing the weights of the terms, as shown in Eq. (1)

Si ¼ wi;1;wi;2; . . .;wi;k; . . .;wi;m
� � ð1Þ

where m is the number of distinct terms in the document collection and wi,k is the
weight of the k-th term in sentence Si.

The component wi,k is calculated using the Okapi BM25 formula [39] (see Eq. (2))

wi;k ¼ k1 þ 1ð Þ � fi;k

k1 � 1� Bð ÞþB� Li
LAVG

� �� �
þ fi;k

� log
n
nk

� �
ð2Þ

where fi,k represents the frequency of the k-th term in sentence Si, Li is the length of
sentence Si, LAVG is the average of all sentences in the document, nk denotes the number of
sentences in which the k-th term appears, and n is the number of sentences in the docu-
ment collection. k1 and B are two tuning parameters equal to 2 and 0.75 respectively.

Thus the aim of generating a summary of a single document is to obtain a subset of
D with the sentences that contain the main information of the document. To do this,
characteristics are used whose purpose is to evaluate the subset of sentences to
determine the extent to which they cover the most relevant information of the docu-
ment. One of these characteristics (coverage) is based on measures of similarity
between sentences. The similarity between two sentences Si and Sj, according to the
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vector representation described, is measured in the same way as the cosine similarity
[39], which relates to the angle of the vectors Si and Sj.

In the proposed algorithm, the objective function is in charge of guiding the search
for the best summaries based on sentence characteristics. In this paper, an objective
function based on the lineal normalized combination of sentence position, sentence
length, and coverage of the selected sentences is proposed [40, 41].

Position Factor. According to previous studies, the relevant information in a docu-
ment, regardless of its domain [42], tends to be found in certain sections such as titles,
headings, the leading sentences of paragraphs, the opening paragraphs, etc. In this
research, the position factor (PF) is calculated using Eq. (3)

PFs ¼ APFs �min8Summary PF
max8Summary PF �min8Summary PF

APFs ¼
X

8Si2Summary

PositionRanking Sið Þ
O

ð3Þ

where APFs is the average sentence position in the summary S, O is the number of
sentences in the summary S, max8summary PF is the average of the maximum O values
obtained from the position rankings of all sentences in the document (i.e. the average
top maximum O position rankings of all sentences), min8summary PF is the average of
the minimum O values obtained from the position rankings of all sentences in the
document, and PFs is the position factor of the sentences of the summary S. Posi-
tionRanking(Si) is the position ranking of sentence Si calculated by Eq. (4)

PositionRanking Sið Þ ¼ 2� 2 � i�1
n�1

� 	

n
ð4Þ

where i is the position of the sentence in order of occurrence in the document, and n is
the total number of sentences in the document. This formula is based on that used in the
linear-rank selection method in genetic algorithms. The best ranking receives a value of
2/n and the lowest ranking is close to zero but not zero.

PFs is close to one (1) when sentences in the summary are the first sentences in the
document and PFs is close to zero (0) when sentences in the summary are the last in the
document. The max and min components in PFs allow the normalization of the factor
between zero and one (Min-Max normalization commonly used in data mining and
other areas).

Length Factor. Some studies have concluded that the shortest sentences of a docu-
ment ought to be less likely to appear in the document summary [6]. Equation (5)
shows the calculation of length factor for the sentences of a summary:

LFs ¼ ALFs �min8Summary LF
max8Summary LF �min8Summary LF

ALFs ¼
X

8Si2Summary

Length Sið Þ
O

ð5Þ
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where ALFs is the average sentence length in the summary S, Length(Si) is the length
(in words) of sentence Si, O is the number of sentences in the summary S, max8summary
LF is the average of the maximum O values obtained from the lengths of all sentences
in the document (i.e. the average top maximum O lengths of all sentences), min8summary
LF is the average of the minimum O values obtained from the lengths of all sentences
in the document, and LFs is the length factor of the sentences of the summary S. LFs is
close to one (1) when sentences in the summary are the largest sentences in the
document and LFs is close to zero (0) when sentences in the summary are the shortest
in the document. The min and max components in LFs allow the normalization of the
factor between zero and one.

Coverage Factor. A summary ought to contain the main aspects of the documents with
the least loss of information. The sentences selected should therefore cover the largest
amount of information contained within the set of sentences in the document. As such,
coverage factor is calculated taking into account the cosine similarity between the text of
the candidate summary and all sentences of the document, as shown in Eq. (6).

CFs ¼ simcos R;Dð Þ ð6Þ

where R represents the text with all the candidate summary sentences; D represents all
the sentences of the document collection (in this case, it is the centroid of the docu-
ment). This factor therefore takes values between zero and one, but bearing in mind that
length summary is just a portion θ of the entire document, the real range of this factor is
between θ-ε and θ + ε, where θ-ε > 0 and θ + ε≪ 1. NB: in order to compare this factor
with position and length factors, all values for candidate summaries in the iterative
process should be normalized based on a Min-Max strategy using current solution
values in the optimization algorithm.

Thus the objective function to be maximized is defined as the linear normalized
combination of sentence position (PFs), sentence length (LFs), and coverage (CFs)
factors (see Eq. (7)). Alfa (a), Beta (b), and Gamma (c) coefficients are introduced,
which gives flexibility to the objective function allowing more or less weight to be
given to each factor. The sum of these coefficients should be equal to one, i.e.
aþ bþ c ¼ 1. Equation (8) includes a restriction to maximize the information included
in the summary by selecting sentences containing relevant information but few words.

Maximize f xð Þ ¼ a � PFs þ b � LFs þ c � CFs ð7Þ

subject to
Xr

i¼1
lixi � L ð8Þ

where xi indicates one if the sentence Si is selected and zero otherwise; li is the length of
the sentence Si (measured in words) and L is the maximum number of words allowed in
the generated summary.
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3 The Proposed Memetic Algorithm

Global-best Harmony Search (GHS) is a stochastic optimization algorithm proposed in
2008 by Mahamed G.H. Omran and Mehrdad Mahdavi [37], which hybridizes the
original Harmony Search (HS) with the concept of swarm intelligence proposed in PSO
(Particle Swarm Optimization) [37], in which a swarm of individuals (called particles)
fly through the search space. Each particle represents a candidate solution to the
optimization problem. The position of a particle is influenced by the best position
visited by itself (own experience) and the position of the best particles in the swarm
(swarm experience). GHS modifies the pitch adjustment step in the original HS in such
a way that the newly-produced harmony can mimic the best one in the harmony
memory. This allows GHS to work efficiently in continuous and discrete problems.
GHS is generally better than the original HS when applied to problems of high
dimensionality and when noise is present [37].

In Fig. 1, the general outline of ESDS-GHS-GLO, the proposed memetic algorithm
for automatically generating extractive summaries based on Global-best Harmony
Search [37] and greedy search, is shown.

Harmony Memory Initialization (HM.Initialize). The initial population is composed
of p agents, generated randomly, taking into account the constraint of the maximum
number of words allowed in the summary (the number of sentences in the agent is
controlled by means of Eq. (8)). Each agent represents the presence of the sentence in
the summary with a one, absence with a zero. The most common strategy for initial-
izing the population (t = 0) is to randomly generate each agent. In order that all the
sentences in the document have the same probability of being part of the agent, a
random number between one and n (number of sentences in the document) is defined,
the gene corresponding to this value is chosen and a value of one is given, so that this
sentence will become part of the summary in the current agent. Thus, the c-th agent of
the initial population is created as shown in Eq. (9):

Xc 0ð Þ ¼ xc;1 0ð Þ; xc;2 0ð Þ; . . .; xc;n 0ð Þ
 �
; xc;s 0ð Þ ¼ as ð9Þ

where as is a random value in {0,1}, c = 1,2, …, p and s = 1,2, … ,n., p is the
population size and n is the number of sentences.

Evaluation (HM.Evaluate) and Optimization (HM.Optimize) of the Initial Popu-
lation. After generating the initial population randomly, the fitness value of each agent
is calculated using Eqs. (7) and (8). A percentage op of the population is then optimized
using greedy local search, which is explained further on. Finally, the fitness is recal-
culated and the resulting population is ordered (HM.Sort) from highest to lowest based
on this new fitness value. Bearing in mind that Coverage Factor needs a special
normalization process based on values registered for agents in current harmony
memory, minimum (min) and maximum (max) values are calculated and used to
normalize values in all agents of the memory. Every time these values change, the
coverage factor is recalculated and the fitness function is thus also recalculated in an
incremental and efficient way.
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Improvisation of a New Harmony. A new harmony is created empty, then using the
original rules of the Global-best Harmony Search algorithm (memory consideration,
pitch adjustment using Particle Swarm Optimization (PSO) concept, and random
selection) some sentences are selected in order to be part of the new improvised version
(harmony). The fitness value of this new harmony is calculated (newHarmony.
Evaluate), and if the min or max values of coverage change, the fitness value is
updated for all agents in the harmony memory. Later, the optimization (newHarmony.
Optimize) of the new harmony occurs, only with an op probability (see the Greedy
local optimizer section below). Finally, in order to avoid a premature convergence or
loss of diversity, the algorithm ensures that only different solutions (new harmonies)
will be included in the harmony memory; therefore, if newHarmony exists in the
harmony memory the process is repeated.

Fig. 1. Scheme of the ESDS-GHS-GLO memetic algorithm
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Replacement. If the new harmony has a better fitness than the worst harmony in
harmony memory, the new harmony replaces the worst harmony. The harmony
memory is sorted in order to define the best and the worst harmony. It should be noted
that to improve the performance of the algorithm, the sorting process can be avoided
and only the best and worst harmonies in memory are calculated.

Stopping Criterion. The running of the memetic algorithm terminates when the stop
condition is met. The stop condition was established earlier as a maximum number of
evaluations of the objective function (mnofe parameter). Finally, the best founded
solution (harmony) is returned, i.e. the first solution in the sorted harmony memory.

3.1 Greedy Local Optimizer

Regarding local search, ESDS-GHS-GLO uses a Greedy approach [43]. Taking into
account the optimization probability (op), an agent is optimized a maximum number of
times (maxnumop), adding and removing a sentence from the summary, and controlling
the number of sentences in the agent by means of Eq. (8). If the fitness value of the new
agent improves on the previous agent, the replacement is made. Otherwise, the pre-
vious agent is retained. A movement is then made again in the neighborhood, repeating
the previous steps (Fig. 2 summarizes the greedy search used).

The neighborhood is generated based on a scheme of elitism in which the sentence
denoted as a one (i.e. included in the candidate summary) is selected from a list sorted
according to the similarity of the sentence to the document centroid; and the sentence
denoted as a zero (being thus removed from the candidate summary) contains least
similarity to the document centroid. This means the coverage factor is the criterion used
to include or remove a sentence from the candidate summary.

Fig. 2. Procedure of greedy local optimization
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4 Experiment and Evaluation

To evaluate the ESDS-GHS-GLO algorithm, Document Understanding Conference
(DUC) datasets for the years 2001 and 2002 were used. These collections are a product
of research by the National Institute of Standards and Technology and are available
online at http://www-nlpir.nist.gov. The DUC2001 collection comprises 309 docu-
ments; and DUC2002 comprises 567 documents. In these collections, the summary
generated should be less than 100 words and have several reference summaries for each
document.

Pre-processing of the documents involves linguistic techniques such as segmen-
tation of sentences or words [39], removal of stop words, removal of capital letters and
punctuation marks, stemming and indexing [39]. This process is carried out before
starting to run the algorithm for the automatic generation of summaries.

The segmentation process was done using an open source segmentation tool called
“splitta” (available at http://code.google.com/p/splitta). Stop word removal was carried
out based on the list built for the SMART information retrieval system (ftp://cs.cornell.
edu/pub/smart/english.stop). The Porter algorithm was used for the stemming process.
Finally, Lucene (http://lucene.apache.org) was used to facilitate the entire indexing and
searching in information retrieval tasks.

Evaluation of the quality of the summaries generated was performed using metrics
provided by the assessment tool ROUGE (Recall-Oriented Understudy for Gisting
Evaluation) [44] version 1.5.5 (available on internet), which has been widely handled
(official metric) by DUC in evaluating automatic summaries. Because the proposed
algorithm is not deterministic, the algorithm was run thirty (30) times over each
document to obtain the average of each ROUGE measure.

Comparison of the proposed algorithm was made against MA-SingleDocSum [35]
and DE [31] (metaheuristic approach), FEOM (fuzzy evolutionary approach) [21],
UnifiedRank (graph-based approach) [17], NetSum (machine learning approach based
on neural nets) [9], CRF (machine learning approach based on Conditional Random
Fields) [10], QCS (machine learning approach based on Hidden Markov Model) [7],
SVM (algebraic approach) [20], and Manifold Ranking (probabilistic approach using
greedy algorithm) [17].

4.1 Parameter Tuning

Parameter tuning was carried out based on the Meta Evolutionary Algorithm (Meta-EA)
[45], using a version of harmony search [46]. The configuration of parameters for the
ESDS-GHS-GLO algorithm is as follows: Harmony memory size hms = 10, harmony
memory consideration rate hmcr = 0.85, minimum pitch adjustment rate parmin = 0.01,
maximum pitch adjustment rate parmax = 0.99, optimization probability op = 0.25,
maximum number of optimizations maxnumop = 5 (maximum number of times an agent
is optimized), maximum length of summary to evolve mlse = 110 (during the evolu-
tionary process), maximum number of objective function evaluations mnofe = 1600,
α = 0.50, β = 0.30, and γ = 0.20. The algorithm was implemented on a PC Intel Core I7
3.0 GHz CPU with 12 GB of RAM in Windows 8.1.
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As regards the objective function, the process of tuning the weights of the
ESDS-GHS-GLO objective function was divided into two stages. In the first, a subset
of all documents (DUC2001 and DUC2002) was selected as a training set. Using a
Meta-EA approach based on HS the best weights for all factors were defined. In the
second stage, the best weights obtained were used over all documents in order to obtain
the results shown in the next section.

4.2 Results

Table 1 presents the results obtained in ROUGE-1 and ROUGE-2 measures, for
ESDS-GHS-GLO and other state-of-the-art methods on the DUC2001 and DUC2002
data sets. The best solution is represented in bold type. The number in the right part of
each ROUGE value in the table shows the ranking of each method. As shown in this
table, MA-SingleDocSum improves upon the other methods in all ROUGE-2 measures
for DUC2001 and DUC2002, and ESDS-GHS-GLO obtains second place. DE obtains
best ROUGE-1 results on DUC2001 and UnifiedRank obtains best ROUGE-1 results
on DUC2002.

Because the results do not identify which method gets the best results on both data
sets, a unified ranking of all methods is presented, taking into account the position each
method occupies for each measure. Table 2 shows the unified ranking. The resultant
rank in this table (last column) was computed according to Eq. (10)

Rank methodð Þ ¼
X10

r¼1

11� rþ 1ð Þ � Rr

10
ð10Þ

where Rr denotes the number of times the method appears in the r-th rank. The
denominator 10 corresponds to the total number of compared methods. High values of
Rank are desired.

Table 1. ROUGE values for each method on DUC2001 and DUC2002.

DUC2001 DUC2002
Method ROUGE-1 ROUGE-2 ROUGE-1 ROUGE-2

MA-SingleDocSum 0.44862 7 0.20142 1 0.48280 2 0.22840 1
ESDS-GHS-GLO 0.45402 5 0.19565 2 0.47896 3 0.22138 2
DE 0.47856 1 0.18528 4 0.46694 4 0.12368 6
FEOM 0.47728 2 0.18549 3 0.46575 5 0.12490 5
UnifiedRank 0.45377 6 0.17646 7 0.48487 1 0.21462 3
NetSum 0.46427 3 0.17697 6 0.44963 6 0.11167 7
QSC 0.44852 8 0.18523 5 0.44865 7 0.18766 4
CRF 0.45512 4 0.17327 8 0.44006 8 0.10924 8
SVM 0.44628 9 0.17018 9 0.43235 9 0.10867 9
Manifold Ranking 0.43359 10 0.16635 10 0.42325 10 0.10677 10
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Considering the results of Table 2 the following can be observed:

– The MA-SingleDocSum algorithm takes first place in the ranking (the highest value
of the column Rank in the Table 2), focusing optimization on sentences position,
sentences length, similarity of the sentence with the document title, cohesion and
coverage of the summary. The fitness function uses five factors, and those factors
are not normalized, so the weight of each factor is not in fact so meaningful.

– The ESDS-GHS-GLO method takes second place in the ranking, but
MA-SingleDocSum used more execution time and uses a more complex fitness
function. ESDS-GHS-GLO outperforms other methods based on metaheuristic
approach (DE proposal), fuzzy evolutionary approach (FEOM), graph-based
approach (UnifiedRank), machine learning approach (NetSum, QCS, and CRF),
algebraic approach (SVM), and probabilistic approach using greedy algorithm
(Manifold Ranking).

– The metaheuristic approach outperforms all remaining methods (machine learning,
algebraic reduction, and probabilistic methods). Machine learning approach (using
neural nets, conditional random fields, and hidden markov models) outperforms the
algebraic and probabilistic methods. Finally, the algebraic reduction approach
outperforms the probabilistic approach.

The experimental results indicate that optimization that combines global search
based on population (Global-best Harmony Search) with a heuristic local search for
some of the agents (greedy search) - as is the case with the ESDS-GHS-GLO memetic
algorithm - is a promising area of research for the problem of generating extractive
summaries for a single document. This approach is similar to previous research where a
genetic algorithm was combined with guided local search, but it now features an easier
and more meaningful fitness function.

Table 2. The resultant rank of the methods.

Rr ¼ Rank
Methods 1 2 3 4 5 6 7 8 9 10

MA-SingleDocSum 2 1 0 0 0 0 1 0 0 0 3.3
ESDS-GHS-GLO 0 2 1 0 1 0 0 0 0 0 3.2
DE 1 0 0 2 0 1 0 0 0 0 2.9
FEOM 0 1 1 0 2 0 0 0 0 0 2.9
UnifiedRank 1 0 1 0 0 1 1 0 0 0 2.7
NetSum 0 0 1 0 0 2 1 0 0 0 2.2
QSC 0 0 0 1 1 0 1 1 0 0 2.0
CRF 0 0 0 1 0 0 0 3 0 0 1.6
SVM 0 0 0 0 0 0 0 0 4 0 0.8
Manifold Ranking 0 0 0 0 0 0 0 0 0 4 0
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5 Conclusions and Future Work

This paper proposes a new memetic algorithm for automatically generating extractives
summaries from a single document - ESDS-GHS-GLO, based on Global-best Harmony
Search and greedy search. For this problem, the agent is represented using many “zeros”
and very few “ones” (sentences selected for the summary) but can also be implemented
as a list featuring only the selected sentences. Using the Global-best Harmony Search
algorithm, the design process of the algorithm is easier, because the designer does not
have to worry about the selection, crossover, mutation and replacement tasks common in
genetic algorithms.

The ESDS-GHS-GLO method proposed was evaluated by means of ROUGE-1 and
ROUGE-2 measures on DUC2001 and DUC2002 datasets. Metaheuristic methods
(including the proposed ESDS-GHS-GLO) surpass all methods in the state of the art
over all measures. The best solutions are achieved by MA-SingleDocSum, ESDS-
GHS-GLO, and DE. Therefore, regarding results obtained in the task of automatically
generating summaries using memetic algorithms, the use of these in this type of
problem is promising, but it is necessary to continue to conduct research in order to
achieve better results than those obtained in this paper.

Considering possible future work, it is necessary to carry out experiments on other
data sets, and to include other characteristics in the objective function that allow the
selection of sentences relevant to the content of the documents and obtain a summary
that is closer to the reference summaries built by humans; likewise to evaluate the use
of other similarity measures such as soft cosine measure [47]; furthermore local search
algorithms should also be explored, taking into account the characteristics specific to
the automatic generation of summaries.
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Abstract. In recommender systems, matrix decompositions, in partic-
ular singular value decomposition (SVD), represent users and items as
vectors of features and allow for additional terms in the decomposition to
account for other available information. In text mining, topic modeling,
in particular latent Dirichlet allocation (LDA), are designed to extract
topical content of a large corpus of documents. In this work, we present a
unified SVD-LDA model that aims to improve SVD-based recommenda-
tions for items with textual content with topic modeling of this content.
We develop a training algorithm for SVD-LDA based on a first order
approximation to Gibbs sampling and show significant improvements in
recommendation quality.

1 Introduction

Modern recommender systems deal with items of very different nature, including
images, videos, tagged items, goods and services, and texts; many of these items
have some kind of meaningful content that can be used to improve recommen-
dations. Therefore, one natural direction of research in recommender systems
would be to mine the content of the items being recommended. This is espe-
cially relevant for the cold start problem: to recommend new content with no
history of preferences it would be very useful to make first recommendations to
users who prefer this kind of content. In practice, such models usually represent a
modification of some classical collaborative filtering model, usually based either
on similarity between users or items [1,2] or on matrix decompositions. Over
the last decade, collaborative filtering, starting from the Netflix Prize Challenge
and beyond, have been dominated by various matrix decomposition techniques,
mainly singular value decomposition (SVD) and nonnegative matrix factoriza-
tion (NMF) [3,4]. On the other hand, again over the last decade, topic modeling,
starting from probabilistic latent semantic analysis [5] and continuing with its
Bayesian version, latent Dirichlet allocation [6], has become the method of choice
for understanding large text corpora. Topic modeling is basically a dimensional-
ity reduction technique, in many aspects very similar to an SVD decomposition,
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where the word-document matrix is decomposed into the “product” of word-
topic and topic-document matrices.

In this work, we combine the SVD and LDA decompositions into a single uni-
fied model that optimizes a joint likelihood function and thus infers topics that
are especially useful for improving recommendations. We provide an inference
algorithm based on Gibbs sampling. However, it turns out that straightforward
Gibbs sampling would have prohibitive computational costs, as each iteration
of Gibbs sampling would require iterating over all ratings in the recommender
dataset. Therefore, we develop an approximate sampling scheme based on a first
order approximation to Gibbs sampling. The resulting algorithm has the same
complexity as the original LDA Gibbs sampling and provides both meaningful
topics and improved recommendations. We also add user metadata (demographic
features), showing that the resulting topic factors are meaningful and provide a
snapshot of the corresponding demographic group’s tastes.

The paper is organized as follows. In Sect. 2, we remind the basic facts about
latent Dirichlet allocation and briefly survey relevant extensions; Sect. 3 does the
same for singular value decomposition as applied to recommender systems. In
Sect. 4, we introduce the novel SVD-LDA model, show the inference for Gibbs
sampling in this model, and approximate it to make the sampling tractable.
Section 5 shows practical evaluation on a large dataset of full-text recommended
items, and Sect. 6 concludes the paper.

2 LDA and sLDA

2.1 Latent Dirichlet Allocation

We begin with the basic latent Dirichlet allocation (LDA) model that we extend
in the next section. The graphical model of LDA [6,7] is shown on Fig. 1a. We
assume that a corpus of D documents contains T topics expressed by W different
words. Each document d ∈ D is modeled as a discrete distribution θ(d) on the set
of topics: p(zw = j) = θ(d), where z is a discrete variable that defines the topic of
each word w ∈ d. Each topic, in turn, corresponds to a multinomial distribution
on words: p(w | zw = k) = φ

(k)
w . The model also introduces prior Dirichlet distri-

butions with parameters α for the topic vectors θ, θ ∼ Dir(α), and β for the word
distributions φ, φ ∼ Dir(β). A document is generated word by word: for each
word, we (1) sample the topic index k from distribution θ(d); (2) sample the word
w from distribution φ

(k)
w . Inference in LDA is usually done via either variational

approximations or Gibbs sampling; we use the latter since it is easy to gener-
alize to further extensions. In the basic LDA model, Gibbs sampling reduces to
the so-called collapsed Gibbs sampling, where θ and φ variables are integrated
out, and zw are iteratively resampled according to the following distribution:

p(zw = t | z−w,w, α, β) ∝ n
(d)
−w,t+α

∑
t′∈T

(
n
(d)
−w,t′+α

)
n
(w)
−w,t+β

∑
w′∈W

(
n
(w′)
−w,t+β

) , where n
(d)
−w,t is the

number of words in document d chosen with topic t and n
(w)
−w,t is the number of

times word w has been generated from topic t apart from the current value zw;
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Fig. 1. The (a) LDA and (b) sLDA graphical models.

both counters depend on the other variables z−w. Samples are then used to esti-

mate model variables: θd,t =
n
(d)
−w,t+α

∑
t′∈T

(
n
(d)
−w,t′+α

) , φw,t =
n
(w)
−w,t+β

∑
w′∈W

(
n
(w′)
−w,t+β

) , where

φw,t denotes the probability to draw word w in topic t and θd,t is the probability
to draw topic t for a word in document d.

After it was introduced in [6], the basic LDA model has been subject to many
extensions, each presenting either a variational or a Gibbs sampling algorithm
for a model that builds upon LDA to incorporate some additional information or
additional presumed dependencies. In this work, we will further extend a specific
extension of LDA named Supervised LDA.

2.2 Supervised LDA

The SVD-LDA model we present in Sect. 4 is, in a way, an extension of the
Supervised LDA (sLDA) model [8]. In fact, in [8] the authors give recommender
systems as an example, albeit more in the context of sentiment analysis: the
authors predict the rating a user gives a movie based on the text of this user’s
review. The sLDA graphical model is shown on Fig. 1b. Each document is now
augmented with a response variable y; in sLDA, y is drawn from a normal distri-
bution centered around a linear combination of the document’s topical distrib-
ution (z̄, average z variables in this document) with some unknown parameters
b, a that are also to be trained when learning the model: y ∼ N (y | b�z̄+a, σ2).

The original work [8] presents an inference algorithm for sLDA based on
variational approximations, but in this work we operate with Gibbs sampling
which will be easier to extend to SVD-LDA later. Thus, we show an sLDA
Gibbs sampling scheme. It differs from the original LDA in that the model
likelihood gets another factor corresponding to the y variable: p(yd | z, b, σ2) =

exp
(

− 1
2

(
yd − b�z̄ − a

)2
)

, and the total likelihood is now

p(z | w,y, b, α, β, σ2) ∝
∏
d

B(nd + α)
B(α)

∏
t

B(nt + β)
B(β)

∏
d

e− 1
2 (yd−b�z̄d−a)2 .
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On each iteration of the sampling algorithm, we now first sample z for fixed
b and then train b for fixed (sampled) z. The sampling distribution of each
z variable, according to the equation above, are p(zw = t | z−w,w, α, β) ∝
q(zw, t,z−w,w, α, β)e− 1

2 (yd−b�z̄−a)2 =
n
(d)
−w,t+α

∑

t′

(
n
(d)
−w,t′+α

)
n
(w)
−w,t+β

∑

w′

(
n
(w′)
−w,t+β

)e− 1
2 (yd−b�z̄−a)2.

The latter equation can be either used directly or further transformed by sepa-
rating z−w explicitly.

In what follows, we consider a recommender system based on likes and dis-
likes, where we will use the logistic sigmoid σ(x) = 1/ (1 + exp(−x)) of a linear
function to model the probability of a “like”: p = σ

(
b�z̄ + a

)
. In this version

of sLDA, the graphical model remains the same, only conditional probabilities
change. The total likelihood is now p(z | w,y, b, α, β, σ2) ∝
∏
d

B(nd + α)
B(α)

∏
t

B(nt + β)
B(β)

∏
d

∏
x∈Xd

σ
(
b�z̄d + a

)yx
(
1 − σ

(
b�z̄d + a

))1−yx

,

where Xd is the set of experiments (ratings) for document d, and yx is the binary
result of one such experiment. The sampling procedure also remains the same,
except that now we train logistic regression with respect to b, a for fixed z
instead of linear regression, and the sampling probabilities for each z variable
are now p(zw = t | z−w,w, α, β) ∝

q(zw, t,z−w,w, α, β)
∏

x∈Xd

[
σ

(
b�z̄d + a

)]yx
[
1 − σ

(
b�z̄d + a

)]1−yx

=
n
(d)
−w,t + α∑

t′∈T

(
n
(d)
−w,t′ + α

) n
(w)
−w,t + β∑

w′∈W

(
n
(w′)
−w,t + β

)esd log pd+(|Xd|−sd) log(1−pd),

where sd is the number of successful experiments among Xd, and pd = 1

1+e−b�z̄d−a
.

3 SVD in Recommender Systems

3.1 Basic SVD Model in Collaborative Filtering

Recommender systems usually rely on collaborative filtering which can be
expressed with the “like like like” maxim: users are similar if they like simi-
lar items (movies, musical compositions, web pages etc.), objects are similar if
similar users have liked them, and similar users will keep liking similar items
in the future. Collaborative filtering is usually based either on nearest neigh-
bors [1,9] or, more importantly for this work, on matrix decompositions. Matrix
decompositions, such as SVD, are used to extract from the data and estimate
latent factors that influence the rating a user assigns to an item. In collaborative
filtering based on singular value decomposition (SVD), the rating is represented
as a sum of baseline predictors for both user and item and the scalar product of
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user features and item features: r̂i,a = μ + bi + ba + q�
a pi, where μ is a general

mean, bi and ba are the user and item baseline predictors respectively, pi and qa

are the user and item feature vectors. In case of a linear scale of ratings r̂i,a can
be used directly as an estimate of ri,a with Gaussian noise. However, in our case
we have binary ratings, likes and dislikes, so we adopt the logistic SVD model
where the probability of a like is modeled as p(likei,a) = σ(r̂i,a) for the logistic
sigmoid σ(x) = 1/(1+e−x). Such models can be trained with stochastic gradient
descent (SGD) or alternating least squares (ALS). Thus, the rating matrix that
has many unknown components (ratings to be predicted) undergoes a low-rank
approximation: an N × M matrix for N users and M items is decomposed into
a product of N × F and F × M matrices, where F is the number of features
which is usually several orders of magnitude smaller than both N and M . There
are many different variations of this model; see, e.g., [3] and other works.

3.2 Cold Start, Additional Information, and Content

A key issue of all recommender systems is the cold start problem: how do we
recommend content to a new user with no history of rated items and how do
we recommend a new item that has no history of being rated by users? Basic
collaborative filtering works very well for users and items with sufficient statistics
already accumulated, and if we have no additional information except for the
matrix of ratings, there is little we can do to cope with cold start; lists of top
rated items are usually recommended to new users.

However, real life recommender systems almost always have some additional
information about their users and/or items. Such information is often well struc-
tured; for instance, a movie may come with its genre, director, release date etc.
Structured additional information, where there is a closed and relatively small
list of possible values (e.g., movie genres), and they are known for items in the
dataset, can be directly incorporated in the SVD model: r̂i,a = μ+bi+ba+q�

a pi+
r�
a si, where ra represents the additional information about the items, and si are

feature vectors (or perhaps one-dimensional predictors) for the additional infor-
mation in question; si can be trained individually for each user, but this often
leads to overfitting, so si are often shared among users in a cluster. The cluster-
ing can be based either on the ratings themselves or on additional information
about the users, such as, for instance, demographic information from the user
profile (age, gender, country etc.). In the latter case, the resulting features can be
used for cold start recommendations: a new user who has filled out his/her pro-
file can have recommendations that are suitable for his/her demographic group.
Note that the training algorithms do not change at all, we simply introduce new
additive terms in the model, so both partial derivatives are still easy to compute
for SGD and the model still reduces to linear or logistic regression with respect
to user or item features in case of ALS.

The situation becomes more complicated, however, when the additional infor-
mation also has to be trained. In this work, we concentrate on the case when the
items being recommended have textual content (in the dataset below they will be
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web pages), and the additional information that we want to use represents topi-
cal content of the items extracted with a topic model as discussed in Sect. 2. One
could, of course, first train the LDA model separately and then use the topic dis-
tributions θa for each document a as additional information, adding new features
li for each user or cluster of users and each topic: r̂i,a = μ+bi +ba +q�

a pi +θ�
a li.

This approach was formalized and further developed in the fLDA model [10],
which is an extension of regression-based latent factor models (RLFM) [11]. We
will develop a new unified model that trains LDA topics in such a way as to
improve SVD recommendations, similar to how sLDA extracts topics that are
relevant for its response variable.

4 SVD-LDA

In this section, we present the new SVD-LDA model that combines logistic SVD
for modeling the probability of a like with additional terms based on LDA topics
that are trained together with SVD. In Sect. 4.1, we begin with a Gibbs sampling
scheme that proves to be too computationally intensive, so in Sect. 4.2 we present
an approximation which makes it tractable but still useful.

4.1 SVD-LDA: Exact Sampling

In the SVD-LDA model, for recommendations we use an SVD model with addi-
tional predictors corresponding to how much a certain user or group of user likes
the topics trained in the LDA model; since our dataset is binary (like-dislike),
we use a logistic version of the SVD model:

p(successi,a) = σ (r̂i,a) = σ
(
μ + bi + ba + q�

a pi + θ�
a li

)
,

where pi may be absent in case of cold start, and li may be shared among groups
(clusters) of users. The total likelihood of the dataset with ratings comprised of
triples D = {(i, a, r)} (user i rated item a as r ∈ {−1, 1}) is a product of the
likelihood of each rating (assuming, as usual, that they are independent): p(D |
μ, bi, ba, pi, qa, li, θa) =

∏
D σ (r̂i,a)[r=1] (1 − σ (r̂i,a))[r=−1]

, and the logarithm is

ln p(D | μ, bi, ba, pi, qa, li, θa) =
∑
D

ln ([r = −1] − σ (r̂i,a)) ,

where [r = −1] = 1 if r = −1 and [r = −1] = 0 otherwise, and θa is the vector of
topics trained for document a in the LDA model, θa = 1

Na

∑
w∈a zw, where Na is

the length of document a. Sampling probabilities for each z variable now look like
p(zw = t | z−w,w, α, β) ∝ q(zw, t,z−w,w, α, β)p(D | μ, bi, ba, pi, qa, li, θ

w→t
a )

=
n
(d)
−w,t + α∑

t′∈T

(
n
(d)
−w,t′ + α

) n
(w)
−w,t + β∑

w′∈W

(
n
(w′)
−w,t + β

)p(D | μ, bi, ba, pi, qa, li, θ
w→t
a )

=
n
(d)
−w,t + α∑

t′∈T

(
n
(d)
−w,t′ + α

) n
(w)
−w,t + β∑

w′∈W

(
n
(w′)
−w,t + β

)e
∑

D ln([r=−1]−σ(r̂SVD
i,a +l�i θw→t

a )),
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where r̂SVD
i,a = μ + bi + ba + q�

a pi, and θw→t
a is the vector of topics for document

a where topic t is substituted in place of zw. We see that in the formula above,
to compute the sampling distribution for a single zw variable one has to take a
sum over all ratings all users have provided for this document, and due to the
presence of the sigmoid function one cannot cancel out terms and reduce the
sum to updating counts. It is possible to store precomputed values of r̂SVD

i,a in
memory, but it does not help because the zw variables change during sampling,
and when they do all values of σ(r̂SVD

i,a + l�i θw→t
a ) also have to be recomputed

for each rating from the database. We have developed an implementation of this
sampling algorithm; as expected, it works well on toy examples but cannot run
in any reasonable time on a real-world sized dataset.

4.2 SVD-LDA: First Order Approximation

To make the model feasible, we had to develop a simplified SVD-LDA training
algorithm that could run reasonably fast on large datasets. For the purposes of
this simplification, we used a first order approximation to the value of the log
likelihood, decomposing it into a Taylor series at the point where log likelihood is
zero. Such an approximation will be very bad far from zero, but note that this is
the logarithm of a value proportional to a multinomial probability: large negative
values will all be sufficiently close to zero after exponentiation as to not matter,
and large positive values will all yield a dominating advantage over alternatives.
The only values where we need the approximation to be relatively precise are
exactly the values around zero, where there are several alternative topics with
comparable and significant probabilities. To construct the approximation, we
differentiate ln p(D | μ, bi, ba, pi, qa, li, θa) with respect to θa; it is convenient to
use the fact that σ′(x) = σ(x)(1 − σ(x)), which means that ∂ lnσ(x)

∂x = 1 − σ(x),
∂ ln(1−σ(x))

∂x = −σ(x), so

∂ ln p(D | li, θa, . . .)
∂θa

=
∑
D

[
[r = 1]

(
1 − σ(r̂SVD

i,a + θ�
a li)

)
li

−[r = −1]σ(r̂SVD
i,a + θ�

a li)li
]

=
∑
D

[
[r = 1] − σ(r̂SVD

i,a + θ�
a li)

]
li.

We denote sa =
∑

D

(
[r = 1] − σ

(
r̂SVD
i,a + θ�

a li
))

li. We can now precompute
sa (it is a vector over topics) for each document right after SVD is trained (this
requires additional memory of the same size as to hold the θ matrix) and then
use it on the LDA sampling step as follows:

p(zw = t | z−w,w, α, β) ∝ q(zw, t,z−w,w, α, β)p(D | μ, bi, ba, pi, qa, li, θ
w→t
a )

≈ n
(d)
−w,t + α∑

t′∈T

(
n
(d)
−w,t′ + α

) n
(w)
−w,t + β∑

w′∈W

(
n
(w′)
−w,t + β

)esaθw→t
a ,
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and the latter is proportional to simply
n
(d)
−w,t+α

∑
t′∈T

(
n
(d)
−w,t′+α

)
n
(w)
−w,t+β

∑
w′∈W

(
n
(w′)
−w,t+β

)est

because saθw→t
a = saθa − swzw + stzt, and the first two terms do not depend

on t which is being sampled. Thus, the first order approximation yields a very
simple modification of LDA sampling that incurs relatively small computational
overhead as compared to the sampling itself. In Sect. 5, we will see that this
approximation does indeed work.

4.3 Variations of SVD-LDA

We have outlined a general approximate sampling scheme; however, several dif-
ferent variations are possible depending on which predictors are shared in the
basic SVD model, p(successi,a) = σ (r̂i,a) . In general, it hardly makes sense to
train a separate set of li features for every user, as each user will be represented
by far too many independent variables, which will lead to heavy overfitting. We
used two variations:

(1) share li = l among all users; in this case, we simply want to find out which
topics are better received by the user base in general;

(2) share li = lc among certain clusters of users, preferably inferred from some
external information; in our experiments below, we used demographic infor-
mation (age and gender) to divide the users into 20 approximately equal
clusters; in this case, we can infer topics that are better or worse received
by specific demographic groups of users.

Both variations can be used for cold start with respect to users; for cold start
recommendations, we simply substitute pi = 0 in the prediction formula above.

5 Evaluation

5.1 Dataset

For our experimental evaluation, we have used a dataset provided by the rec-
ommender system Surfingbird1; this system recommends web pages that will
hopefully be of interest to users (it is similar to StumbleUpon), so most items
available for recommendation (except pictures and videos) come with full text
(usually in Russian) that has already been parsed by Surfingbird. The dataset
contains 515K users and 1364K items (web pages). We split it into a training
set with 29M ratings (users rate items with likes and dislikes) containing ratings
provided by the users from December 2011 through April 2014, and a test set
with 1.7M ratings which entered the system in May 2014. Note that the dataset
is imbalanced, there are about 8 times more likes than dislikes, so the values of
all ranking metrics like AUC are close to 1 by default, and small changes are
even more important than usually in recommender systems.
1 http://surfingbird.ru.

http://surfingbird.ru
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For the experiments, we have developed an implementation of the SVD-LDA
training algorithm with Gibbs sampling in the C++ programming language.
In particular, we have implemented the basic LDA training, supervised LDA,
SVD-LDA with exact sampling as shown in Sect. 4.1 (impractical on this scale),
SVD-LDA with approximate sampling as in Sect. 4.2, and a natural extension
of the algorithm where SVD has both base predictors and LDA topic predictors
for demographic user clusters.

5.2 RMSE Improves with LDA Training

In the first series of experiments, we used RMSE (root mean squared error) to
support that approximate inference in the SVD-LDA model does indeed work
and does make LDA topics gradually more relevant to improving prediction
quality in the SVD model. As we have seen in Sect. 4 on each iteration of LDA
training the SVD-LDA model training algorithm learns an SVD model with
predictors corresponding to current document-topic distributions θa. Figure 2
shows a sample graph of how final RMSE (on the test set) after SVD training
declines as LDA iterations progress. The graph indicates that better LDA topics
do indeed help SVD train better, significantly increasing its predictive power.

5.3 SVD-LDA Recommends Better Than SVD

The second series of experiments uses results of SVD-LDA training to further
provide content recommendations to the users, in particular to recommend new
web pages and/or make recommendations to new users (“cold start”). We have
trained the following models on the training set: (1) SVD model without addi-
tional predictors; (2) SVD-LDA model with additional topic predictors; (3) SVD-
LDA-DEM model with additional topic predictors for each demographic cluster.

To evaluate the results, we use ranking evaluation metrics: recommendations
are represented as an ordered list (the order of recommendations is all that
matters for the user), and the perfect ranking would be to have all “likes” in
front of the list followed by all “dislikes”. We used the following metrics:

– NDCG – Normalized Discounted Commulative Gain [12];
– AUC – Area Under (ROC) Curve, which is in the binary case equivalent to

the share of correctly ranked pairs of items [13,14];
– Top-N metrics that show the share of “likes” in the top N recommendations,

including Top-1 under the name of WTA (winner takes all) and Top-10 tra-
ditionally called MAP (mean average precision).

In the experiments, we varied the number of topics in SVD-LDA training,
the number of features in the SVD model, and the regularization coefficient
λ used for SVD training. Table 1 shows the best results we obtained for each
model. It is clear that SVD-LDA outperforms SVD on all counts, while SVD-
LDA-DEM provides an additional improvement over SVD-LDA. Note that in
an imbalanced dataset, even small changes in the ranking metrics convert to
significant improvements in recommendation quality.
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Fig. 2. RMSE at the end of each SVD-LDA training step as it changes through LDA
iterations. Left: SVDLDA, 50 topics; right: SVDLDA with demographic user clusters,
200 topics.

Table 1. Ranking metrics on the test set. Only the best results w.r.t. λ and the
number of features are shown.

Model Topics Features λ NDCG AUC MAP WTA Top3 Top5

SVD 5 0.1 0.9814 0.8794 0.9406 0.9440 0.9434 0.9424

SVD 10 0.15 0.9815 0.8801 0.9405 0.9448 0.9434 0.9425

SVD 15 0.2 0.9815 0.8802 0.9405 0.9453 0.9435 0.9426

SVD 20 0.2 0.9816 0.8803 0.9406 0.9453 0.9437 0.9427

SVD-LDA 50 5 0.025 0.9829 0.8893 0.9418 0.9499 0.9466 0.9445

SVD-LDA 100 10 0.025 0.9829 0.8893 0.9418 0.9500 0.9465 0.9445

SVD-LDA 200 15 0.01 0.9830 0.8895 0.9417 0.9524 0.9470 0.9446

SVD-LDA-DEM 50 10 0.01 0.9840 0.8901 0.9428 0.9531 0.9481 0.9456

SVD-LDA-DEM 100 5 0.01 0.9840 0.8904 0.9428 0.9528 0.9480 0.9456

SVD-LDA-DEM 200 10 0.01 0.9840 0.8898 0.9428 0.9524 0.9481 0.9456

It is interesting to note that our results, both in these experiments and in
terms of RMSE shown in Sect. 5.2, do not depend much on the number of LDA
topics; results from 50 through 200 topics are very similar, although the topics
themselves do not deteriorate in quality, and inspection shows that LDA models
with more topics do indeed uncover new meaningful distinctions in the content
of web pages. This suggests that in reality, while there may be plenty of different
topics in recommended items (our dataset is a collection of general interest web
pages, so topics are very distinctive), not many topics do indeed have a distinctive
effect on the recommendations, and it may suffice to use a small number of topics,
e.g., 50 or 100, for similar systems in the future. This is important because LDA
training with Gibbs sampling is computationally intensive, and it scales linearly
with the number of topics.

5.4 Predictors for Demographic Clusters

One more demonstration of the of our approach comes from inspecting the pre-
dictors trained in the SVD-LDA-DEM model. Table 2 shows some of the best
and worst topics for a selection of demographic groups characterized by gender
and age (we have removed topics consisting of common words that are hard
to interpret and topics that are good or bad uniformly across all demographic
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Table 2. Topic predictors for some demographic groups (transl. from Russian).

lct Topic lct Topic

Male, age ≤ 15 Female, age ≤ 15

0.016 Movie song music album
cinema musical

0.015 Girl star model wedding
session singer

0.016 Car auto model engine
company driver

0.011 Online free dog animal video
cat

0.015 Bird forest animal height rock
beach

0.010 Butter dish meat salt egg taste

0.013 Planet space Sun star gas
satellite

0.009 Facebook social blog post
vkontakte video

. . . . . .

0.004 Law political Putin deputy
society

−0.002 Olympic games Sochi winner
medal gold

0.001 Hair skin color shade mask
make-up

−0.003 Wall room design style
furniture

Male, age 25-29 Female, age 25-29

0.014 Facebook social blog post
vkontakte video

0.024 Music head buy read girl
favorite

0.011 Xbox console company
playstation world

0.023 Butter dish meat salt egg taste

0.010 Company user google mobile
client phone

0.021 Movie song music album
cinema musical

. . . . . .

0.000 Olympic games Sochi winner
medal gold

0.006 Airplane tank war machine
vessel flight

−0.002 Problem business reply plan
company client

0.005 Exhibition museum art curated
message

groups in order to emphasize the differences). Topics are characterized by a list
of their top words; note that the values of predictors are incomparable across
different groups because they can be redistributed with individual baseline pre-
dictors bi (one can add and subtract a constant from all bi and li inside a cluster,
and predictions will not change). While sociological conclusions based on this
data would not be sufficiently justified, we do believe that these results match
sociological expectations, perhaps even stereotypes, very well.

6 Conclusion

In this work, we have presented a probabilistic model that unifies SVD as it is
used in recommender systems and LDA for topic modeling into a single SVD-
LDA model that attempts to train LDA topics that are useful for further rec-
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ommendations. We have evaluated the resulting model on a real life full-text
recommender system dataset, showing that both RMSE in SVD training and
final ranking metrics improve significantly with the new model and that result-
ing topic predictors do indeed make sense in the context of demographic user
clusters. As for further work, recent advances in pLSA regularization [15,16] sug-
gest that it may be an interesting idea to develop regularizers that would lead
to supervised pLSA and ultimately an SVD-pLSA model similar to SVD-LDA
developed in this work. Another idea for further study might be to extend the
SVD-LDA model to matrix decomposition techniques other than LDA (for the
content of recommended items) and/or SVD (for the recommender system itself).
This would let one process datasets with one-sided recommendations (e.g., with
only likes and no dislikes) by switching from SVD to NMF [4] and process items
with non-textual context with LDA variations for images [17], music [18], and
other content.
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Abstract. A traditional way for movie recommendation in a real sce-
nario is by word of mouth. People ask their friends or relatives their
opinion about a movie and then make their own judgment about whether
to go to see the movie. In this article, we take this paradigm to evalu-
ate Twitter as a source of information for movie recommendation. We
built a balanced dataset consisting of 3036 tweets expressing opinions
regarding movies. Then, we evaluated different tokenization strategies,
pre-processing techniques and algorithms to build classification models
that are able to determine the sentiment (opinion + polarity) expressed
in the short texts published in Twitter. Finally, the best classifier is
used to extract the main sentiment of Twitter users regarding a target
movie in order to help users to decide to see the movie or not, obtaining
promising results.

1 Introduction

Opinion Mining (OM) refers to the area where the opinions, emotions, atti-
tudes and perceptions of people towards institutions, other people, events and
attributes of each of these are analyzed. In particular, Sentiment Analysis can be
defined as the task, within the area of Opinion Mining, which seeks to determine
the polarity (positive, neutral or negative) of a sentence or text, or to make texts
classification based on their polarity [6]. Opinion Mining is an area that is receiv-
ing every day more attention from many companies interested in the subjective
opinions emitted by users in relation to a particular product or service.

Twitter1 is a social networking and microblogging service that allows users
to write and read messages up to 140 characters, called tweets. Twitter has had
a great worldwide impact in the last years: in February 2015, Twitter was the
second largest social network after Facebook, with 488 million registered users
and 288 million active users (users who accessed their account in the last month),
publishing a total of 500 million Tweets per day.

1 https://twitter.com.
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The massive and globalized use of Twitter has generated a source of extremely
large, constantly updated, and mostly public information accessible to all users.
Users of Twitter, among other things, express their opinions about a variety
of issues (politics, technology, books, films, religion, food). The common aspect
shared by all these opinions is the subjectivity, since users express their own
thinking or feeling about someone or something with a text shorter than 140
characters. By applying Opinion Mining techniques on data collected from Twit-
ter we might be able to know the general feeling of users in relation to a variety
of topics. These opinions can be very useful for large companies, but may also be
useful to private individuals, for example to know the general opinion of users
in relation to a product or service, to decide whether to purchase that product
or service or not.

Particularly, a common situation we face is that of deciding whether or not
to watch a particular film. The traditional mechanism we use is to ask several
friends or acquaintances what they think about the film, thus forming our own
opinion and finally deciding whether to watch or not the film. Thanks to the
potential of Twitter, users can instantly know the opinion of many people in
relation to an issue, in our case a particular movie. This information can be
vital for recommender systems, which can take advantage of opinions for making
recommendations [4,12].

In this article we focus on micro-blogging social websites that are character-
ized by the publication of short texts. Short texts are usually informal and do not
follow a defined semantics. Particularly, we focus on the analysis of microblogs
to help users to take the decision about watching a movie or not, searching
and evaluating the tweets related to it. Then, from the main sentiment of the
tweets collected, the system presents a recommendation to the user. We eval-
uate different pre-processing techniques to improve the quality of the informa-
tion contained in short texts. Then, we evaluate different classification models
capable of extracting the polarity of the sentiment expressed by users in short
texts. Finally, we use the model which performed best in the offline experiments
to make recommendations to users regarding the general sentiment on Twitter
about particular movies used as queries.

The remaining of the article is organized as follows. Section 2 describes the
different steps we use to build classification models for opinion mining. Section 3
presents the different experiments we carried out combining different strategies
for the different steps involved in the classification model. We also present in this
section, results regarding recommendations to watch or not particular movies
used as query. Then, in Sect. 4 we discuss some related works. Finally, in Sect. 5
we present our conclusions and outline some future works.

2 Classification Models for Opinion Mining

Figure 1 shows the pipeline with the different steps and strategies we evaluated in
this article. In this section, we first describe the tokenization alternatives that we
evaluated (subsect. 2.1). Then, we describe the pre-processing tasks we selected
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and applied to tweets (subsect. 2.2). Finally, we mention different classification
techniques we can consider (subsect. 2.3).

Fig. 1. Pipeline for tweets processing

2.1 Tokenization

The first step after data collection (See Sect. 3.1) is the tokenization of the
tweets. Tokenization refers to transforming the raw text in a sequence of tokens
or attributes. The standard tokenization strategy for English and many other
languages, consists in spliting the raw text at the blanks (whitespaces). How-
ever, this simple strategy not always performs well. For example, the word “Los
Ángeles” has a completely different meaning that the words “Los” and “Ángeles”
independently. To face this problem, a common strategy used is to consider tuples
of N words as tokens, which are known as n-grams. In computational linguistics
an n-gram is a contiguous sequence of n items from a given sequence of text or
speech. In the case of this article, the items we consider are words, so a unigram
(n-gram of size 1) will be a word, a bigram (n-gram of size 2) a sequence of two
words that appeared one after the other in a tweet, a trigram a sequence of three
words, and so on.

2.2 Pre-processing

Data pre-processing is a fundamental task in the process of Knowledge Discovery.
When working with short texts, data pre-processing is even more relevant since
data tend to be more inconsistent and noisy. Firstly, tweets collected form online
social networks are unstructured texts written by people and might contain
misspellings and slang language. Another aspect that influences the poor quality
of the data is the limit of characters allowed in each message (no more than 140 in
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the case of tweets). Since users should limit the idea they want to communicate to
140 characters, they frequently use abbreviations and unconventional language
called Internet slang.

The preprocessing techniques evaluated in this study are:

– Removing stopwords
– Removing links to other websites
– Removing references to other users in Twitter (words starting with @)
– Removing hashtags (words starting with #)
– Translating slang to conventional language
– Replacing the name of the film by a custom tag [FILM]
– Spelling correction
– Stemming
– Attribute selection

To remove links and references to other users we used regular expressions.
Spelling correction was performed following the approach presented in [13].

The spelling correction algorithm is based primarily on the elimination of
repeated letters (a typical practice used in internet and sms to emphasize an
idea) and is divided into 2 steps. The first step is to remove letters that are
repeated more than 2 times (leaving only 2 letters), since in the English lan-
guage the triple repetition of a letter is not allowed. The second step is to elim-
inate duplication of letters that are not commonly repeated, allowing only the
following duplications of letters “ss”, “ee”, “tt”, “ff”, “ll”, “mm” and “oo”.

Slang is detected and translated using the “No Slang” online dictionary2.
For removing stopwords we tested three different stopwords lists. The first,

taken from [9], only considers the most used articles in English (“a”, “an” y
“the”). According to [5] the most common stopwords in English are “a”, “about”,
“an”, “are”, “as”, “at”, “be”, “by”, “for”, “from”, “how”, “in”, “is”, “of”, “on”,
“or”, “that”, “the”, “these”, “this”, “to”, “was”, “what”, “when”, “where”,
“who”, “will”, and “with”. Finally, we consider a most complete list of stopwords
extracted from the ranks.nl3 website.

The stemming step reduces words to its morphological root. We used the
Lovins and Iterated Lovins algorithms [7] for this filter.

Regarding attribute selection, we used Information Gain to reduce the num-
ber of attributes in the dataset. We evaluated two strategies: keeping all words
with information gain greater than 0, and keeping the N words with greater
information gain.

2.3 Classification Models

According to [2], classification is defined as “the process of finding a model
(or function) that describes and distinguishes data classes or concepts, for the
purpose of being able to use the model to predict the class of objects whose class
2 http://www.noslang.com.
3 http://www.ranks.nl/resources/stopwords.html.

http://www.noslang.com
http://www.ranks.nl/resources/stopwords.html
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label is unknown. The derived model is based on the analysis of a set of training
data (i.e., data objects whose class label is known)”.

Several previous studies [9–11] concluded that two algorithms that performed
well for short and noisy texts are Bayesian Networks and Support Vector Machine
(SVM). In this article we also included decision trees, because of their easy
configuration and straightforward interpretation of results.

3 Experimental Results

In this section we first describe the dataset we used in our experiments (sub-
sect. 3.1). In subsect. 3.2 we show the result for different tokenization strategies,
and in subsect. 3.3 we analyze the impact of different pre-processing alternatives.
Finally, subsect. 3.4 present a experimental study on movie recommendation with
different classifiers for ten movies in theaters.

3.1 Data Collection

To perform the experiments, it is necessary to have a dataset for training and val-
idating the classification models. With this aim we crawled the Twitter network
in search for tweets with a reference to a movie and an opining about it. We used
a set of queries containing different movies currently in theaters at the moment
of the experiment, in combination with a set of keywords expressing positive feel-
ings (such as advice, applaud, encourage, recommend, suggest), negative fillings
(such as annoying, waste, awful, horrible), neutral feelings (such as feel, presume,
conclude, think) and mixed feelings (but, though, except, however, otherwise).

After combining the results for each query, the tweets collected were man-
ually annotated by the authors of the paper. Tweets for which there was a
dissagreement in the assigned label, duplicate tweets, and irrelevant tweets were
discarded. The resulting dataset consisted of 755 negative tweets, 615 neutral
tweets, 1040 positive tweets and 626 “mixed” tweets.

We performed a set of experiments with this dataset in order to find the most
effective pre-processing tasks for building classification algorithms. We selected
and compared three classification algorithms: decision trees, bayesian networks
and support vector machines.

3.2 Tokenization Strategies

In this first set of experiments, we tested how filtering stopwords and stemming
affected the accuracy of the classification algorithms for different tokenization
options.

Unigrams. We first considered different pre-processing tasks for unigrams, that
is, tokens consisting in only one word. We configured three different variables
for these experiments: maximum number of attributes to be considered, filtering
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Table 1. Best classification results for unigrams

stopwords and applying a stemming algorithm. We also applied an attribute
selection strategy, keeping only those terms whose information gain was greater
than 0. The total number of attributes after applying the attribute selection
strategy varied from 156 (when applying a stemming algorithm and filtering
stopwords) to 195 (without applying stemming and without filtering stopwords).

Table 1 shows the best four configurations for the tokenizers using unigrams.
We can observe that SVM algorithms give better classification results (ACC

= 75.43 %, K = 66.81 % and AUC = 87.78 %). In all cases, not applying any
stemming algorithm and not filtering stopwords lead to better or similar results.
This suggests that we can omit applying these pre-processing tasks without
affecting the classification results.

n-Grams. In this section, we analyze the results when evaluating the classifiers
performance when tokenizing the tweets using n-grams with n varying from 1
to 3. As before, we considered applying different stemming algorithms and using
a different set of stopwords list. We also applied an attribute selection strategy
based on information gain. Table 2 shows the results obtained.

Results showed us that a better performance is obtained when adding
n-grams to the vocabulary to consider them as attributes for classification. Con-
sistent with the results from the previous subsection, the best results where
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Table 2. Best classification results for n-grams

Min-gram Max-gram Stemming Stopwords Algorithm Acc K AUC

1 2 NO NO SVM 77.37 69.39 88.96

1 2 Lovins NO SVM 77.31 69.31 88.87

1 3 Lovins NO SVM 76.78 68.58 88.76

1 3 NO NO SVM 76.15 67.71 88.52

obtained with support vector machine classifiers, considering both uni-grams
and bi-grams, without using stemming and without filtering stopwords.

3.3 Pre-processing Strategies

The experiments performed in Sect. 3.2 were focused on analysing different con-
figurations for the tokenizer to be applied to tweets. In this section, we evaluate
how different pre-processing strategies affect the performance of the classifier
for predicting the sentiment polarity of short texts. For all experiments in this
section, we built support vector machines classifiers since these models proved
to perform better in the experiments shown above.

We first considered the application of all pre-processing strategies but one.
For each configuration, we tested four different configurations of the tokenizer
(using uni-grams, bi-grams, tri-grams, and combinations of them) with attribute
selection based on information gain. Results shown than using only uni-grams
lead to worse results than using n-grams. The configuration for 1-2 n-grams
got better accuracy than 1-3 ngrams (76.91 % vs 76.71 %). The application of a
stemming algorithm did not lead to significatively better classification results.
Table 3 shows the results for these set of experiments.

Table 3. Best classification results when applying all pre-processing techniques but
one

n-gram Stemm Lower Link User Hash Film Spell Slang Acc(%) K(%) AUC(%)

1-2 Lovins x x x x x - x 77.37 69.41 88.98

1-2 Lovins x x x x - x x 77.37 69.41 88.98

1-2 Lovins x x x - x x x 77.37 69.41 88.98

1-2 Lovins x x - x x x x 77.37 69.41 88.98

1-2 Lovins x - x x x x x 77.37 69.41 88.98

1-2 Lovins - x x x x x x 77.37 69.41 88.98

1-2 Lovins x x x x x x x 77.37 69.41 88.98

1-2 NO x x x x x x x 77.37 69.41 88.98

1-2 NO x x x x - x x 77.08 69.00 88.82

1-2 NO x x x - x x x 77.08 69.00 88.82
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Table 4. Best classification results for different combinations of pre-processing tech-
niques

n-gram Stemm Lower Link User Hash Film Spell Slang Acc(%) K(%) AUC(%)

1-2 Lovins x x - - x x x 77.57 69.67 88.89

1-2 NO - x x - x x - 77.57 69.66 89.11

1-2 NO - - - - - - - 77.57 69.66 89.11

1-2 Lovins - x x - x - - 77.47 69.54 88.90

1-2 Lovins - - - - - - - 77.47 69.54 88.90

1-2 NO x x x x x - - 77.40 69.44 88.96

1-2 NO x x x - x - - 77.34 69.35 88.95

1-2 NO - - - x x x x 77.34 69.35 88.95

The only task that seems to affect the classification results is the translation
of slang to natural language (Acc=77.37 % vs. Acc=76.81 %). For the remaining
configurations, by setting the same configuration of the tokenizer we got the
same results when ommiting only one pre-processing strategy.

Next, we tried to improve the classification performance by applying different
combinations of the pre-processing strategies. As shown in Table 4, results are
not significatively different from those presented in Table 3. Accuracy varied from
75.26 % in the worst case (using uni-grams) to 77.57 % in the best case (using
combination of uni-grams and bi-grams).

3.4 Movies Recommendation

In the previous sections, we performed a set of experiments using a dataset
created specially for evaluating different tokenization and preprocessing strate-
gies for tweets and different classification algorithms. We kept this dataset bal-
anced with respect to different categories (negative, neutral, possitive, mixed)
and removed not relevant tweets to build different classifiers. In this section, we
evaluate the performance of those classifiers for movies recommendation: given
the title of a new movie, we aim to recommend to the user to see it or not
based on the opinion for that movie collected from Twitter. We evaluate the
performance of different classifiers for ten movies in theaters. Although it is not
a requirement, it is better to select movies in theaters since Twitter is a real-
time micro-blogging system in which it is easier to collect massive tweets only
for movies that are on everyone’s lips in a given moment.

For each selected movie, we search for tweets using the movie name (in Eng-
lish) and filtering conversations. We collect a dataset of 150 tweets for each
movie, which was automatically annotated using the different classifiers built
as described in the previous sections. The category assigned by the classifiers
for each tweet was revised by the authors of this article in order to be able to
compute the accuracy of each classifier.

Table 5 show the average accuracy for the ten testing movies using different
classifiers. Results obtained varied from 62.57 % to 65.52 %. The classifiers that
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Table 5. Performance for movies recommendation

Classifier accuracy (%)

Uni-gram and bi-gram / Loving stemmer / Attribute selection
(threshold) / All pre-processing

65.52

Uni-gram and bi-gram / Loving stemmer / Attribute selection
(threshold)

65.46

Uni-gram / Attribute selection (threshold) / All pre-processing 64.61

Uni-gram / Attribute selection (threshold) 64.47

Uni-gram / Attribute selection (430 attributes) 63.66

Uni-gram / Attribute selection (threshold) / Pre-processing without
slang filter

63.59

Uni-gram / Loving stemmer / Attribute selection (threshold) / Pre-
processing

63.44

Uni-gram and bi-gram/ Attribute selection (threshold) 63.10

Uni-gram and bi-gram/ Attribute selection (threshold) / All pre-
processing

62.57

obtained best accuracy used uni-grams and bi-grams, with Lovins stemming
and selecting attributes based on a threshold information gain. Particularly, the
classifier built using all the pre-processing tasks obtained 65.52 % accuracy, while
the dataset built using no pre-processing tasks obtained 65.46 % accuracy. We
also compute the weighted average and recall for each class and we verify that
the best classifiers (according to those metrics) were the same models mentioned
above.

An important conclusion for this experiment is that the pre-processing tech-
niques do not significantly affect the performance of the classifiers.

Figure 2 shows a screenshot of the recommendation for a particular movie
(“The secret life of Walter Mitty”). Since the main sentiment on Twitter regard-
ing the provided movie is positive, the system recommends the user to watch
the movie.

4 Related Work

Regarding sentiment analysis in social networks, some works have addressed this
problem in Twitter [1,3,9]. In [1] the authors extract the polarity (positive or
negative) of any tweet. Several tasks were carried out for pre-processing the
training dataset. Tweets containing emoticons expressing both polarities were
eliminated. Emoticons contained in the tweet were removed. To build the vector
of attributes different alternatives were considered: only unigrams, only bigrams,
unigrams + bigrams and POS. For the selection of attributes different mecha-
nisms were considered: frequency of occurrence of an attribute, Mutual Infor-
mation between each attribute and each class, and χ2. The authors used the
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Fig. 2. Screenshot of a particular movie recommendation

accuracy measure to evaluate the performance of 4 supervised algorithms: Naive
Bayes, SVM, MaxEnt NLP, and MaxEnt Stanford classifier. The best accuracy
was obtained using Naive Bayes (with feature selection based on the calculation
of the Mutual Information) on the unigrams dataset.

In [9] the authors continue with the analysis of sentiment of Tweets, trying
to extract their polarity. The main difference lies in the fact that the authors
seek to improve the performance of a ternary classification (positive, negative
or neutral). The pre-processing tasks carried out were: removal of links, of refer-
ences to other Twitter users, of Twitter special words (e.g. “RT”), of stop-words
and emoticons. To tokenize the dataset, the POS representing the words were
extracted and different alternatives were used: only unigrams, only bi-grams, and
only tri-grams. Classification models based on different algorithms (Naive Bayes,
SVM and Conditional Random Fields or CRF) are built. The best accuracy is
achieved using bi-grams.

In [3], along with a ternary classification of Tweets sentiment, an analysis
of the appearance (or target) to whom it is addressed is performed. This allows
to differentiate in a tweet different feelings towards different aspects or entities.
Furthermore, an analysis of the context of the tweet is performed, incorporat-
ing feelings of re-tweets or responses or other tweets posted by the same user,
and thus improving the original classification. Some of the pre-processing tasks
that were performed are the extraction of POS and stemming. The authors also
normalized tweets, which corrects certain misspellings.

In the above-mentioned projects, when the polarity of an opinion is men-
tioned only two approaches are considered: positive vs negative or positive vs.
negative vs. neutral. However, some works consider also “mixed” sentiments [8].
In [15] various classifiers are tested (SVM with the best performance) to eval-
uate the polarity of sentences, first it is determined whether the sentence is
neutral (objective) or polar (subjective). In case of polar, the authors proceed
to determine whether the polarity is positive, negative, double (when the sen-
tence contains positive and negative polarity) or neutral (when it is a subjective
sentence that is neither positive nor negative, e.g. speculation). In [13,14], it is
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also considered that a text can contain positive and negative feelings simultane-
ously.

In this article, we considered four categories of sentiments expressed in tweets:
positive, negative, neutral (objective), and mixed. We also evaluated different
tokenization and pre-processing strategies to identify the best combination of
alternatives that lead to better performance in the domain of movies recommen-
dation.

5 Conclusions and Future Work

In this article we evaluated different tokenization strategies, pre-processing tech-
niques and algorithms to build classification models that are able to determine
the opinion and polarity expressed in the short texts published in Twitter. We
then used the best classifier to extract the main sentiment of Twitter users
regarding a set of target movies in order to help users to decide to see the movie
or not.

Regarding the desired configuration for a classification model for opinion min-
ing, we discovered that the models based on SVM obtain better performance than
those based on Bayesian Networks and Decision Trees. Also, the most effective
models are those that employ a feature selection method (such as Information
Gain). We also observed that the models that considered uni-grams and bi-grams
together behaved better than those that only considered uni-grams. Those con-
sidering only bi-grams or tri-grams obtained the worst results. Finally, we did
not observe significant differences as regards pre-processing tasks. In summary,
we can say that to build a good classification model in the context of this work,
depends mainly on the technique used to tokenize tweets and the technique used
to classify them.

Although in this work we considered tweets in the movies domain, we consider
that our findings can be extended or adapted to other application domains.
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Abstract. Over the recent years, several topic models have appeared
that are specifically tailored for sentiment analysis, including the Joint
Sentiment/Topic model, Aspect and Sentiment Unification Model, and
User-Sentiment Topic Model. Most of these models incorporate senti-
ment knowledge in the β priors; however, these priors are usually set
from a dictionary and completely rely on previous domain knowledge to
identify positive and negative words. In this work, we show a new app-
roach to automatically infer sentiment-based β priors in topic models for
sentiment analysis and opinion mining; the approach is based on the EM
algorithm. We show that this method leads to significant improvements
for sentiment analysis in known topic models and also can be used to
update sentiment dictionaries with new positive and negative words.

1 Introduction

Sentiment analysis and opinion mining is one of the oldest and most comprehen-
sively studied fields of natural language processing. Modern sentiment analysis
often emphasizes the problem of extracting opinions and evaluations regarding
certain goods and services from user-generated texts such as online reviews, e.g.,
movie reviews, item reviews in online stores and aggregators, hotel and trip
reviews and so on.

An important direction of study in this regard is aspect-based sentiment
analysis. The idea is that one review can touch upon many different aspects of a
product; e.g., a laptop review can touch upon design, performance, and usability,
and in all these aspects, sentiments would be expressed differently, sometimes
ambiguously; e.g., “heavy” would be a positive word for a desktop case (less
vibration), negative for a laptop (more to carry), and a neutral style marker for
music (e.g., heavy metal). Hence, it is desirable to separate the aspects and learn
different sentiment characteristics for different aspects. This idea, again, has a
long history; comprehensive surveys of both aspect-based sentiment analysis and
the entire field in general can be found in [1,2].
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In the last years, aspect-based sentiment analysis has been tighly linked with
topic modeling. Topic modeling is a field of probabilistic modeling that infers the
topical structure of a text corpus in an unsupervised way. In essence, a topic model
decomposes the sparse word-document matrix into a product of dense word-topic
and topic-document matrices; this idea was first fleshed out in probabilistic latent
semantic analysis (pLSA) [3], and now the topic model of choice is latent Dirichlet
allocation (LDA), which is a Bayesian version of pLSA [4,5]. In opinion mining, the
idea is to try and get different aspects of a review into different topics; topic models
are usually extended with sentiment labels and separate word-topic distributions
for each such label; we survey these models in Sect. 2.3.

Existing topic models for aspect-based sentiment analysis almost invariably
assume a predefined dictionary of sentiment words, usually incorporating this
information into the β priors for the word-topic distributions in the LDA model.
However, in many cases such dictionaries may be unavailable, e.g., when, as
above, different words have different sentiments for different aspects, or in lan-
guages where detailed word sentiment dictionaries are unavailable. In this work,
we propose a modification of several recently developed LDA extensions for sen-
timent analysis that allows for automatic updates of sentiment labels for indi-
vidual words in a semi-supervised fashion, starting from a small seed dictionary.
This modification works as an expectation-maximization generalization of the
topic models, learning word-topic priors β on E-steps and doing regular inference
based on Gibbs sampling on M-steps. We evaluate the proposed EM scheme with
three different topic models on several large-scale real world datasets, showing
substantial improvements in sentiment analysis quality and showing that new
interesting sentiment words may be uncovered with this approach.

The paper is organized as follows. In Sect. 2, we remind the main defini-
tions and notation of latent Dirichlet allocation, present a brief overview of the
most important LDA extensions, and concentrate on LDA extensions related
to aspect-based sentiment analysis; in particular, we show Gibbs sampling for-
mulas for all considered models. In Sect. 3, we present our main contribution:
an automatic inference technique for sentiment-related β priors in several LDA
extensions related to sentiment based on the EM algorithm; we extend all previ-
ously surveyed models with this modification. Section 4 presents a comprehensive
experimental evaluation of the proposed models on real life sentiment datasets,
including sample new sentiment words found with our approach. Section 5 con-
cludes the paper.

2 Latent Dirichlet Allocation

2.1 Notation and the Basic LDA Model

We begin by recalling the basic latent Dirichlet allocation (LDA) model that we
build upon in this work. The graphical model of LDA [4,5] is shown on Fig. 1a.
We assume that a corpus of D documents contains T topics expressed by W
different words. Each document d ∈ D is modeled as a discrete distribution θ(d)

on the set of topics: p(zw = t) = θtd, where z is a discrete variable that defines
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the topic of each word w ∈ d. Each topic, in turn, corresponds to a multinomial
distribution on words: p(w | zj = t) = φwt (note that w denotes words in the
vocabulary and j denotes individual instances of these words: many different
j may correspond to the same w). The model also introduces prior Dirichlet
distributions with parameters α for the topic vectors θ, θ ∼ Dir(α), and β for the
word distributions φ, φ ∼ Dir(β) (we assume the Dirichlet priors are symmetric,
as they usually are). A document is generated word by word: for each word, we
(1) sample the topic index t from distribution θd, t ∼ Mult(θd); (2) sample the
word w from distribution φt, w ∼ Mult(φt).

There are two main approaches to Bayesian inference in LDA: variational
approximations and Gibbs sampling; the latter is usually easier to generalize to
further extensions, and it has been used in all extensions we use in this work.

We begin with some common notation: we denote by nw,t,d the number of
words w generated with topic t in document d; partial sums over such variables
are denoted by asterisks, e.g., n∗,t,d =

∑
w nw,t,d is the number of all words

generated with topic t in document d, nw,∗,∗ =
∑

t,d nw,t,d is the total number
of times word w occurs in the corpus and so on; we denote by ¬j a partial sum
over “all instances except j”, e.g., n¬j

w,t,d is the number of times word w was
generated by topic t in document d except position j (which may or may not
contain w).

In the basic LDA model, Gibbs sampling reduces to the so-called collapsed
Gibbs sampling, where θ and φ variables are integrated out, and zj are iteratively
resampled according to the following distribution:

p(zj = t | z−j ,w, α, β) ∝ n¬j
∗,t,d + α

n¬j
∗,∗,d + Tα

· n¬j
w,t,∗ + α

n¬j
∗,t,∗ + Wβ

,

where z−j denotes the set of all z values except zj . Samples are then used to
estimate model variables: θtd = nw,t,d+α

nw,∗,d+Tα , φwt = nw,t,∗+β
n∗,t,∗+Wβ .

2.2 LDA Extensions

The basic LDA model has been used in numerous applications including studies
that survey scientific literature [5] and attempt to mine how topics change in
time [6–8]. After it was introduced in [4], the basic LDA model has been subject
to many extensions, each presenting either a variational or a Gibbs sampling
algorithm for a model that builds upon LDA to incorporate some additional
information or additional presumed dependencies.

One large class of extensions deals with imposing new structure on the set of
topics that are independent and uncorrelated in the base LDA model. Correlated
topic models (CTM) avoid this unrealistic assumption, admitting that some topics
are closer to each other and share words with each other; CTMs use logistic normal
distribution instead of Dirichlet to model correlations between topics [9]. Markov
topic models use Markov random fields to model interactions between topics in dif-
ferent parts of the dataset, connecting a number of different hyperparameters βi in
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Fig. 1. LDA and its sentiment-related extensions: (a) the basic LDA model; (b) JST;
(c) Reverse-JST; (d) ASUM; (e) USTM.

a Markov random field that can model a wide class of prior constraints [10]. Syn-
tactic topic models introduce syntactic constraints inside a document that replace
the bag-of-words model with syntactic parse trees [11]. Relational topic models
construct a hierarchical model that reflects the structure of a document network
as a graph [12], while Spatial LDA extends the LDA approach to image recognition
by imposing spatial structure on “visual words” [13].

Another class of extensions takes into account additional information that
may be available together with the documents and may reveal additional insights
into the topical structure. For instance, the Topics over Time model applies when
documents have timestamps of their creation (e.g., news articles or blog posts); it
represents the time when topics arise in continuous time with a beta distribution
[14]. Dynamic topic models represent the temporal evolution of topics through
the evolution of their hyperparameters α and β, either with a state-based dis-
crete model [15] or with a Brownian motion in continuous time [16]. Online
topic detection with a temporal component (based on tensor factorization) has
been applied to topic mining in continuous streams [17]. DiscLDA assumes that
each document is assigned with a categorical label and attempts to utilize LDA
for mining topic classes related to this classification problem [18]. The Author-
Topic model incorporates information about the author of a document, assuming
that texts from the same author will be more likely to concentrate on the same
topics and will be more likely to share common words [19,20]. Yet other exten-
sions improve upon the bag-of-words assumption, modeling correlations between
words and individual sentences [21].

Finally, a lot of work has been done on nonparametric LDA variants based
on Dirichlet processes, where the number of topics is not predefined but is also
sampled automatically in the generative process. We do not go into the details
here; see, e.g., [22–25] and references therein.

In this work, we build upon a specific class of LDA extensions devoted to
sentiment analysis.
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2.3 Topic Models for Sentiment Analysis

Topic models in sentiment analysis fall into the area of aspect-based sentiment
analysis. Usually, traditional aspect-based approaches extract phrases that con-
tain words from predefined and usually manually constructed lexicons or words
that have been shown by trained classifiers to predict a sentiment polarity. These
works usually distinguish affective words that express feelings (“happy”, “dis-
appointed”) and evaluative words that express sentiment about a specific thing
or aspect (“perfect”, “awful”); these words come from a known dictionary, and
the model is supposed to combine the sentiments of individual words into a
total estimate of the entire text and individual evaluations of specific aspects.
Recently, several topic models, i.e., several LDA extensions have been proposed
and successfully used for sentiment analysis; in this section, we introduce the
topic models for sentiment analysis that we will extend below.

In [26] authors proposed sentiment modifications of LDA, called Joint Sen-
timent-Topic (JST) and Reverse Joint Sentiment-Topic (Reverse-JST) models.
The basic assumption was that in the JST model, topics depend on sentiments
from a document’s sentiment distribution πd and words are generated condi-
tional on sentiment-topic pairs, while in the Reverse-JST model sentiments are
generated conditional on the document’s topic distribution θd. In [26], a domain-
independent sentiment lexicon MPQA [27] was used to incorporate prior knowl-
edge into the models as the word prior sentiment polarity.

The JST graphical model is shown on Fig. 1(b). Formally speaking, for S dif-
ferent possible sentiment labels (usually S is small, e.g., for S = 3 we have “posi-
tive”, “neutral”, and “negative” labels) it extends the φ word-topic distributions,
generating separate distributions φlt for each sentiment label l ∈ {1, . . . , S} (with
a corresponding Dirichlet prior λ) and a multinomial distribution on sentiment
labels πd (with a corresponding Dirichlet prior γ) for each document d ∈ D. Each
document now has S separate topic distributions for each sentiment label, and
the generative process operates as follows: for each word position j, (1) sample
a sentiment label lj ∼ Mult(πd); (2) sample a topic zj ∼ Mult(θd,lj ); (3) sample
a word w ∼ Mult(φlj ,zj

). The work [26] derives Gibbs sampling distributions
for JST by marginalizing out πd; denoting by nw,k,t,d the number of words w
generated with topic t and sentiment label k in document d and extending the
notation accordingly, a Gibbs sampling step can be written as

p(zj = t, lj = k | ν) ∝ n¬j
∗,k,t,d + αtk

n¬j
∗,k,∗,d +

∑
t αtk

· n¬j
w,k,t,∗ + βkw

n¬j
∗,k,t,∗ +

∑
w βkw

· n¬j
∗,k,∗,d + γ

n¬j
∗,∗,∗,d + Sγ

,

where αtk is the Dirichlet prior for topic t with sentiment label k, and ν =
(z−j ,w, α, β, γ, λ) is the set of all other variables and model hyperparameters.

The Reverse-JST graphical model is shown on Fig. 1(c). In JST, topics were
generated conditional on sentiment labels drawn from πd; in Reverse-JST, it
works in the opposite direction: for each word w, first we draw a topic label
zj ∼ Mult(θd) and then draw a sentiment label k conditional on the topic and
a word conditional on both topic and sentiment label. Again, inference is a
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modification of Gibbs sampling:

p(zj = t, lj = k | ν) ∝ n¬j
∗,∗,t,d + αt

n¬j
∗,∗,∗,d +

∑
t αt

· n¬j
w,k,t,∗ + β

n¬j
∗,k,t,∗ + Wβ

· n¬j
∗,k,t,d + γ

n¬j
∗,∗,t,d + Sγ

,

and in the sentiment estimation step Reverse-JST evaluates document sentiment
as p(k | d) =

∑
z p(k | z, d)p(z | d).

The work [28] presents the aspect and sentiment unification model (ASUM);
it is indended to analyze user reviews of goods and services and incorporates both
aspect-based analysis and sentiment, e.g., which specific characteristics of a good
the review has been positive and negative about. In spirit the model is similar
to JST, but it breaks a review down into sentences, assuming that all words
in a single sentence are generated from the same topic (aspect), i.e., a single
sentence is assumed to speak about only one aspect of the item under review. In
the basic model with this assumption, Sentence LDA (SLDA), for each review d
with topic distribution θd, for each sentence in d we: (1) draw the topic (aspect)
for sentence s, zs ∼ Mult(θd), (2) generate words w ∼ Mult(φzs

). The ASUM
model extends Sentence LDA with sentiment labels; similar to JST, there is a
separate distribution φst for each sentiment label s and topic t. The generative
process works as follows: for each sentence s in a document d, (1) choose its
sentiment label ls ∼ Mult(πd), (2) choose topic ts ∼ Mult(θdls) conditional on
the sentiment label ls, (3) generate words w ∼ Mult(φlsts). ASUM’s graphical
model is shown on Fig. 1(d). Inference is done, again, with Gibbs sampling;
denoting by sk,t,d the number of sentences (rather than words) assigned with
topic t and sentiment label t in document d and extending notation with asterisks
and ¬, we get the following Gibbs sampling distribution:

p(zj = t, lj = k | ν) ∝ s¬j
k,t,d + αt

s¬j
k,∗,d +

∑
t αt

· s¬j
k,∗,d + γk

s¬j
∗,∗,d +

∑
k′ γk′

×

×
Γ

(
n¬j

∗,k,t,∗ +
∑

w βkw

)

Γ
(
n¬j

∗,k,t,∗ +
∑

w βkw + W∗,j

) ∏
w

Γ
(
n¬j

w,k,t,∗ + βkw + Ww,j

)

Γ
(
n¬j

w,k,t,∗ + βkw

) ,

where Ww,j is the number of words w in sentence j, and ν = (l−j ,z−j ,w,γ,α,β)
is the set of all other variables and model hyperparameters.

Both JST and ASUM make use of a predefined set of sentiment words to
set asymmetric β priors for the models. The model assigns the lexicon’s senti-
ment words their sentiment in the initialization step. The models were evaluated
on datasets about electronic devices and restaurants in the classification task,
and the corresponding papers have shown substantial improvements over super-
vised classifiers and other generative models; in particular, ASUM was shown to
improve over JST.

Another take on the same problem deals with very recently developed User-
aware Sentiment Topic Models (USTM) [29]; USTM incorporates user meta-data
tags (e.g., location, gender, or age) together with topics and sentiment. In this
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model, each document is assigned with an observed tag or a combinations of
tags, topics are generated conditioned on the document’s tags, sentiment labels
are generated conditioned on the (document, tag, topic) triples, and words are
conditioned on the latent topics, sentiments and tags. Formally, a tag distribution
ψd is generated for every document (with a Dirichlet prior η), for each position
j a tag aj ∼ Mult(ψd) is drawn from ψd, and distributions of topics, sentiments,
and words are conditional on the tag aj . The USTM graphical model is shown
on Fig. 1(e). Denoting by nw,k,t,m,d the number of words w generated with topic
t, sentiment label k, and metadata tag m in document d and extending the
notation accordingly, a Gibbs sampling step can be written as
p(zj = t, lj = k, aj = m | ν) ∝

n¬j
∗,∗,t,m,d + α

n¬j
∗,∗,∗,m,d + TMdα

· n¬j
w,∗,t,m,∗ + β

n¬j
∗,∗,t,m,∗ + Wβ

· n¬j
w,k,t,m,∗ + βwk

n¬j
∗,k,t,m,∗ +

∑
w βwk

· n¬j
∗,k,t,m,d + γ

n¬j
∗,∗,t,m,d + Sγ

,

where Md is the number of tags in document d.
We also note a nonparametric hierarchical extension of ASUM called HASM

[30] and nonparametric extensions of USTM models, USTM-DP(W) and USTM-
DP(S) [29]. In these extensions, the number of topics and (in case of USTM)
the number of topics associated with different metadata attributes is not defined
in advance but rather inferred with the help of Dirichlet processes; we do not
consider nonparametric topic models further in this paper but note them as a
possible direction for further work.

3 Learning Sentiment Priors β with the EM Algorithm

All of the models surveyed in Sect. 2.3 assume that we have prior sentiment
information from an external vocabulary: (1) in JST and Reverse-JST, word-
sentiment priors λ are drawn from an external dictionary and incorporated into
β priors; βkw = β if word w can have sentiment label k and βkw = 0 otherwise;
(2) in ASUM, prior sentiment information is also encoded in the β prior, making
βkw asymmetric similar to JST; (3) in USTM, again, Dirichlet priors βkw are
asymmetric, and prior sentiment information is fixed in the priors. In other
words, sentiment priors β basically contain predefined dictionaries of sentiment
words.

However, this information is often incomplete; for instance, the Russian lan-
guage which we would ultimately like to process does not have an accessible good
sentiment vocabulary, certainly not one usable for reviews of specific goods or
services (hotels, cars, movies). Therefore, it would be interesting to extend topic
models for sentiment analysis to train sentiment for new words automatically.
We can assume access to a small seed vocabulary with predefined sentiment, but
the goal is to extend it to new words and learn their sentiment from the model.

Our modification of the models above learns the priors βkw for every word and
every sentiment. We treat βkw as latent variables in the general model and train
them with an expectation-maximization (EM) scheme. The high-level algorithm
is shown below.
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Algorithm 1. GeneralEMScheme

1: while inference has not converged do
2: for N steps do � M-step
3: run one Gibbs sampling update step
4: update βkw priors � E-step

This scheme works for every LDA extension considered above. At the E-step,
we obviously should update βkw ∝ nw,k,∗,∗, but the normalization coefficient is
in our hands: Dirichlet parameters do not have to sum up to 1, and their sum
affects the variance of the Dirichlet distribution. Here, it makes sense to start
with relatively large variance at the stage where we are unsure of the sentiments
and then gradually refine the βkw estimates. Hence, in the algorithm we use a
simulated annealing approach, βkw = 1

τ nw,k,∗,∗, where τ is a regularization coef-
ficient (temperature) that should start large (large variance) and then decrease
(smaller variance).

Thus, the final algorithm is as follows. Start with some initial approxima-
tion of the sentiments βw

s (obtained from a small seed dictionary and maybe
some simpler learning method used for initialization and then smoothed). Then,
iteratively,

(1) at the E-step of iteration i, update βkw as βkw = 1
τ(i)nw,k,∗,∗ with, e.g.,

τ(i) = max(1, 200/i);
(2) at the M-step, perform several iterations of Gibbs sampling for the corre-

sponding model with fixed values of βkw.

In this work, we have extended the JST, Reverse-JST, ASUM, and USTM
models in this way; in the next section, we show the results of our experiments.

4 Experimental Results

To evaluate the document sentiment prediction, we used two different corpora:
the Amazon review dataset1 and a dataset of hotel and car reviews adopted
from [29], further called Hotels+Cars. As pre-processing we removed stopwords,
converted word tokens to lowercase, applied stemming for all words with the
NLTK library (http://www.nltk.org), added neighboring negations to tokens,
and split both dataset into train and test parts.

Statistics of the Amazon’s corpora are presented in Table 1. If the average
rating score is greater than 3, we mark this review with positive sentiment; if
the average rating is ≤ 3, the review is marked with negative sentiment. For
the experiments, we adopted the publicly available sentiment lexicon MPQA
[27] which is often used in real world sentiment analysis problems as the seed
dataset of sentiment words.

Similar to recent works, we use domain-independent knowledge about sen-
timent polarity of words to set the sentiment priors for the reviews’ words in
1 Available at https://snap.stanford.edu/data/web-Amazon.html.

http://www.nltk.org
https://snap.stanford.edu/data/web-Amazon.html
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the corpus. In our experiments, we divided sentiment priors into three different
values: neutral, positive, and negative. We first set the β priors for all words
in the corpus to βkw = 0.01; then, if a word is contained in the seed sentiment
dictionary, we set the sentiment priors for a positive word to β∗w = (1, 0.1, 0.01)
(1 for positive, 0.1 for neutral, and 0.01 for negative); for a negative word, to
β∗w = (0.01, 0.1, 1).

Table 1. Summary statistics for Amazon datasets.

Product domain #reviews with overall rating r

r = 1 r = 2 r = 3 r = 4 r = 5

Electronics 1410 701 811 2013 5066

Baby products 1180 723 864 1821 5413

Home tools 1230 553 814 1789 5615

Cars 848 354 600 1370 4836

Music 832 494 763 1983 5927

Phones 1998 984 1140 2186 3693

Shoes 517 432 786 1772 6494

Software 2787 890 978 1686 3660

Watches 810 527 778 2116 5769

For all models, posterior inference was done with 1000 Gibbs iterations with
hyperparameters α = 50/K, γ = 0.01 ∗AvgLen/S, where AvgLen is the average
review length in words, S is the total number of sentiment labels, and K = 5
topics (aspects). In our experiments, a document d is classified as positive if its
probability of positive label p(lpos | d) is higher than its probabilities of negative
and neutral classes p(lneg | d) and p(lneu | d), and vice versa. The probabilities
p(l | d) were calculated based on the topic-sentiment-word distribution φ [29].

Tables 2 and 3 present classification results on the Amazon datasets and
the Hotels + Cars dataset; models with our EM-based modifications are marked
with “+EM”. The results clearly show that JST + EM, Reverse-JST+ EM, and
USTM + EM give a substantial improvement over the original models with sen-
timent priors based on a predefined sentiment lexicon. ASUM + EM shows a less
significant improvement, only slightly better than original ASUM, improving in
7 datasets out of 11. A possible explanation for ASUM’s results is that we learn
sentiment priors for every word and every sentiment, while ASUM presupposes
that all words in a sentence are generated from the same sentiment. Therefore,
many non-lexicon neutral words that co-occur with positive or negative adjec-
tives in a sentence are updated with positive and negative labels. JST + EM,
Reverse-JST+ EM, and USTM + EM have had more significant improvements
since all words are conditioned on the latent sentiments.
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Table 2. Sentiment prediction quality with different topic models, Amazon reviews
dataset.

Domain JSTs Reverse-JSTs ASUMs

JST JST + EM Rev.-JST R.-JST + EM ASUM ASUM + EM

Electronics 0.6003 0.6398 0.5784 0.5934 0.6082 0.6198

Cars 0.6872 0.6418 0.6429 0.5717 0.475 0.504

Home tools 0.5609 0.6054 0.5859 0.6118 0.4955 0.4975

Baby domains 0.5714 0.6178 0.5709 0.6169 0.5606 0.5791

Music 0.6363 0.6948 0.6028 0.6513 0.444 0.5204

Phones 0.5314 0.5344 0.5629 0.5869 0.536 0.5415

Shoes 0.6923 0.7672 0.6373 0.6149 0.592 0.5680

Software 0.5289 0.5329 0.5254 0.5559 0.5445 0.5435

Watches 0.6930 0.7305 0.62 0.6438 0.644 0.61

Table 3. Sentiment prediction quality with different topic models, Hotels+Cars reviews
dataset.

Domain JSTs Reverse-JSTs ASUMs USTMs

JST JST+EM R.-JST R.-JST+EM ASUM ASUM+EM USTM USTM+EM

Hotels 0.3881 0.41 0.3881 0.4250 0.5045 0.5714 0.5514 0.5959

Cars 0.4465 0.4485 0.3746 0.4021 0.5854 0.5721 0.6645 0.7902

Table 4. Topic examples with sentiment words discovered by JST and JST modifica-
tion based on the EM algorithm.

Cars Hotels Software

JST JST+EM JST JST+EM JST JST+EM

neu pos neu pos neu pos pos pos neg pos neg pos

work price batteri fit room stay room great donat learn problem program

great part power buy bed hotel hotel nice rent program tri learn

good fit unit qualiti night nice great full dead softwar review book

plug amazon charg bought stay good bed realli treat languag day read

price order gener item door room stay experi tax word free good

gaug ship run made shower night decor expens sad good final tool

littl plug day nice water clean bit big battl quot issu understand

easi purchas back receiv open price size bar blah teach call teach

connect replac long sound sleep great modern breakfast complic video anoth anyone

As for mining new sentiment words, Table 4 shows the words extracted by
the models for several datasets. Seed sentiment words from the MPQA dictio-
nary are marked in bold, new sentiment words discovered by the models, in
italics. Manual examination of different topics has confirmed that models with
the proposed EM-based modification have extracted more verb expressions (e.g.,
neg work, replace, return, fit, wet) and domain-specific product characteristics
(e.g., waterproof, quality, stainless, cool, fast); these resulting expressions can
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be used to augment aspect-specific sentiment dictionaries and can ultimately
be more helpful in business applications than sentiment words extracted by the
original models.

5 Conclusion

In this work, we have presented a novel extension for several topic models for sen-
timent analysis; we have shown how to automatically update sentiment priors for
individual words with a combination of the EM algorithm and standard Gibbs
sampling. Our extensive experimental evaluation has proven that this idea leads
to significant improvements in most considered cases and often uncovers new
interesting sentiment words. One natural direction for further study would be to
try to construct a unified algorithm for the entire model that would join topic
inference with inference over β priors in the same step; such an algorithm might
achieve better local maxima in the likelihood and might converge to these max-
ima faster. Another direction is to extend this idea to nonparametric topic mod-
els so that the number of topics could also be learned in the process. Finally,
we also intend to study in more detail the process of learning sentiment priors
for individual words and try to refine it further to be able to learn high-quality
sentiment labels in a semi-supervised fashion (with a small seed dataset which is
further extended by topic modeling with the EM modifications we propose). In
general, we believe that this work is only the beginning of a large-scale effort that
will let us bring sentiment analysis to languages and domains where extensive
sentiment dictionaries are yet unavailable.

Acknowledgements. This work was supported by the Russian Science Foundation
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Abstract. We study the effect of negation cues on semantic orientation pre-
diction. State-of-the-art approaches to semantic orientation derivation are based
on automatic classification. We analyze the use of negation cues as features for
both supervised and unsupervised methods. We apply such methods on a col-
lection of washing-machine reviews in Spanish. We compare the results of the
two approaches and discuss the performance of each negation cue. We found
that simple features performed similarly to using more resources.

Keywords: Semantic orientation � Opinion reviews � Linguistic features �
Supervised methods � Unsupervised methods

1 Introduction

The huge amount of customer reviews of products and services, freely accessible on the
Web, has allowed turning such opinions into valuable resources for decision-making.
In particular, people interested in such products can make purchases based on other
customers’ information. Due the high volume of these resources, manual processing of
this information is difficult; much time and effort is required to choose and compare
opinions about target products of customer interest. Furthermore, in the review texts
could be sentences that express positive and negative judgments about product features,
making more difficult to use them.

Opinion Mining or Sentiment Analysis techniques have been tried to classify
opinions automatically; they are based on what an author express in a review. This
subfield combines Natural Language Processing (NLP) and Text Mining methods, and
currently it comprises a large number of tasks, some more developed than others. For
example, Pang and Lee [1] considered opinion identification, sentiment polarity, and
summary of the opinion orientation; Liu [2] took account of sentiment analysis in
comparison sentences, spam detection, recognition of opinions that do not evaluate and
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detection of fake opinions. There are many aspects that are still open and are considered
a challenge, such as the treatment of negation, analysis at aspect level, the treatment of
irony and sarcasm, etc. [3].

One of the main tasks of Opinion Mining is the semantic orientation of the opinions
in an entire document, in sentences or as restricted to some features. The result of this
approach is polarity opinion classification into positive or negative opinions. The main
approaches to solve this problem correspond to the broader classification of machine
learning methods: supervised and unsupervised methods. Although this problem has
been studied extensively, polarity classification remains a challenge for natural lan-
guage processing.

Pang and Lee [1] explained that accuracy of sentiment classification could be
influenced by the domain of the items to which it is applied. One reason is that the same
phrase can indicate different sentiments in different domains; for example, ‘go read the
book’ most likely indicates a positive sentiment for book reviews but a negative
sentiment for movie reviews.

In this work, we have worked with a set of reviews on washing machines in the
Spanish language. In the case of such basic products of modern life, classification of
reviews is a challenge because the authors of these opinions primarily use colloquial
language, including anecdotal passages, and do not pay attention to necessary punc-
tuation. Therefore, we decided to use simple tools and the complete collection to
compare results in such conditions with more elaborated works.

Negation is a very common linguistic construction that affects polarity and,
therefore, needs to be taken into consideration in sentiment analysis [4]. However,
negation is a complex phenomenon with peculiarities in each language. Negation is
marked at different levels, for example at words as in ‘nobody’ and prefix ‘un-’; at
syntactic structure as in no vendrá nadie ‘no one will come’; for negative sense as in
¿Voy a ser yo quien lo haga todo? ‘Will I be the one to do it all?’; for colloquial
language as in naranjas ‘no’, etc. Researchers have been considering negation cues
mainly at lexical and syntactical levels, but we argue that a deep analysis on the effect
of each cue on the semantic orientation classification of review texts that could yield
more effective cues is needed. An automated approach using negation cues should be
centered on ones that could be quantified on each orientation. In this work, we chose
the following negative cues, ninguno ‘none’, no ‘no’, nunca ‘never’, jamás ‘ever’ and
nada ‘at all’, to analyze their effect on the semantic orientation classification for the
washing machine reviews and their causes.

We first developed a simple baseline approach proposing some adapted linguistic
features for unsupervised and supervised methods where negation cues were not
included. Then, we analyzed the addition of negation features in both methods. Finally,
we analyzed the usefulness of each negation compound in semantic orientation
classification.

This paper is organized as follows. In Sect. 2, the related work is presented; then,
the corpus and linguistic knowledge considered are described. Section 4 provides a
description of the machine learning methods applied: unsupervised and supervised. In
Sect. 5, we give the results of our experiments and discuss them. Finally, we present
our conclusions.
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2 Related Work

Since sentiment analysis has been assumed as an NLP challenge, one of the most
studied tasks in this area is the polarity classification of an entire document as positive
or negative (semantic orientation). As established by [1], most of the work on polarity
classification has been carried out in product review texts. The authors emphasized that,
in this context, positive and negative opinions are often evaluative (e.g. to like, to
dislike), but there are other problems in interpreting them. Among such problems, they
mentioned that the task of defining whether a piece of factual information is good or
bad is still not the same as classifying it in one of several classes and that the distinction
between subjective and objective information can be subtle.

From the beginning, different works have considered modifiers, for example,
adjectives. The work of [5] to predict the semantic orientation of adjectives considered
a clustering algorithm that divided adjectives in groups of different orientations. The
algorithm was based on the correlation between linguistic features and semantic ori-
entation. For example, adjectives joined by the conjunction and correspond to adjec-
tives of the same orientation as fair and legitimate, in opposition to quiet but lazy.

The main approaches that have been proposed since then to solve the polarity
classification correspond to the broad classification of machine learning methods:
unsupervised and supervised. Among the former ones, [6] is an important work where
the semantic orientation of the text bigrams was defined for product reviews in English.
This orientation was used to compute the sentence and the entire opinion of semantic
orientation for a corpus of 410 opinions from the Epinions site. In the supervised
approach, the work [7] analyzed the results of three methods, Naive Bayes, MaxEnt,
and Support Vector Machines (SVM), which were used to classify the polarity of
movie reviews. They included different linguistic features for each method; in general,
they considered single words, sequences of two words, parts of speech, and word
position.

Recent trends in opinion mining and sentiment analysis focus on the use of deep
neural networks, such as Convolutional Neural Network [8]. Bag-of-concepts-based
approach is also gaining attention in sentiment analysis context [9–11]. These
approaches focus on extracting multiword expressions from texts and from their fea-
tures. Concept-level features enhance the performance of audio-visual sentiment
analysis [12, 13] and emotion detection [14, 15].

As to work done to classify semantic orientation in Spanish texts, the work of [16]
used the MuchoCine [17] movie reviews corpus, for an experimental study of the
combination of supervised and unsupervised algorithms in a parallel English-Spanish
corpus. They used diverse tools: a translator from Spanish to English and Senti-
WordNet.1 In [18] researchers proposed an unsupervised algorithm based on depen-
dency syntax analysis to determine the semantic orientation of texts, assigning a value
for the semantic orientation of some syntactic constructions. In [17] the authors

1 http://sentiwordnet.isti.cnr.it/, lexical resource for opinion mining that assigns three sentiment scores:
positivity, negativity and objectivity.
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compiled a corpus of almost 4,000 movie reviews, and they applied the unsupervised
approach of [6] to a review set of 200 positives and 200 negatives.

For the baseline method in this work, we followed the work of [6] for the unsu-
pervised method, and we used SVM as a supervised method according to [19]. In this
study, they showed that SVM outperformed most published results on sentiment
analysis datasets.

For the English language, there has been interest in negation for semantic orien-
tation. In [7], the authors attempted to model the contextual effect of negation, for
example, ‘good’ and ‘not very good’ as indicating opposite sentiment orientations. In
the work of [20], a supervised polarity classifier was trained with a set of negation
features derived from a list of cue words and a small window around them in the text.
In [21], the authors presented a classifier that treated negation from a compositional
point of view by first calculating the polarity of terms independently and then applying
inference rules to arrive at a combined polarity score. They also included content-word
negation.

Linguistic patterns-based approaches have been found to be useful in ensemble
with supervised approaches [22, 23]. Linguistic patterns are used to detect explicit and
implicit negation in sentences. Negation detection has been found very important for
product review analysis and for Twitter sentiment analysis [24, 25].

As for work done to include negation in semantic orientation classification in
Spanish texts, [18] considered negation among the syntactic structures extracted as
features from the SFU Spanish Review Corpus2 for an unsupervised dependency
parsing based method. In [26] the authors applied an unsupervised approach to the
MuchoCine movie reviews corpus where three semantic resources were used to assign
the semantic orientation of the terms in the texts: SentiWordNet, a one-domain lexicon
and a general-purpose lexicon. Domain lexicons contain words in the specific domain
used to state opinions (e.g. positive or negative) and sentiment scores. Their compi-
lation usually relies on manual effort that is time consuming, and their domain coverage
needs to be continuously improved. More recent work has focused, for example, on
estimation of the frequency with which a word is used with a sense related to an
emotion (joy, anger, fear, sadness, surprise and disgust) [27].

Our work differs from the above-mentioned studies in several aspects; we used very
simple and similar linguistic features for the unsupervised and supervised methods, we
analyzed the effect of each linguistic feature in the supervised method and we con-
sidered all reviews, including spam.

3 Corpus and Linguistic Knowledge

3.1 Review Texts Corpus

In this work, we used the corpus compiled in [28]. The collection was retrieved
automatically from the website ciao.es; it contains 2,800 reviews on washing machines.
The average size per file in tokens is 345. The total number of tokens in the collection

2 http://www.sfu.ca/*mtaboada/research/SFU_Review_Corpus.html.
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is 845,280. The collection was annotated with lemma and part of speech information
using FreeLing [29], an open source library for NLP tasks.

From the review text corpus, we extracted a significant subset of different opinions:
2,598 reviews. Each review has a score assigned by the authors of the texts, which,
considering a balanced scale, correspond to very poor (one star), poor (two stars),
average (three stars), good (four stars) and very good (5 stars).

We did not delete the reviews that were clearly advertisements for maintenance
business (i.e. spam) since texts such as these advertisements and reviews paid by
manufacturers appear in any collection of product reviews. We did not consider
spelling correction in any form because of the diversity of errors and the kind of
grammatical and orthographic rules that reviewer authors violate, but FreeLing gave
the correct tag in some spelling mistakes. We did not consider any kind of
normalization.

The characteristics of the collection in terms of the number of opinions by score are
shown in Table 1. As we can observe, and as might be expected for opinions on
appliances whose use is so widespread, favorable opinions are higher in a ratio of 7:1
between positive and negative opinions.

In the machine-learning field, the problem of class imbalance in the number of
training examples for each class has been addressed. The solutions to this problem have
been classified by [30] as follows:

• Algorithmic modification: This approach is aimed to adapt machine-learning
methods to be more sensitive to the problems of imbalanced datasets, for example,
[31].

• Assignment of different weights to training examples, introducing different costs to
positive and negative instances: This approach gives higher costs for misclassifi-
cation of the majority class with respect to the minority class during the classi-
fier training, for example, [32].

• Data sampling includes low-sampling, oversampling and hybrid methods. The low
sampling deletes instances of most frequent classes while oversampling creates new
instances of the less frequent class. Hybrid methods combine the above methods,
for instance, [33].

The machine-learning tool used in this work for supervised learning does automatic
assignment of different weights, and, for the unsupervised method, we carried out the
evaluation of the classifiers’ performance using specific metrics in order to take into

Table 1. Corpus of washing machines reviews

Polarity # Reviews Stars
Very good 1,190 5
Good 838 4
Average 239 3
Poor 127 2
Very poor 204 1
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account the class distribution. However, according to the results obtained by [34], for a
similar collection in terms of the imbalance ratio, the authors did not obtain
improvements with different balancing techniques. In the work of [35], they concluded
that classification algorithms are more sensitive to noise than to imbalance, but as
imbalance increases in severity, it plays a larger role in the performance of classifiers
and sampling techniques. They also showed that the most robust classifiers tested over
imbalanced and noisy data were Bayesian classifiers and SVMs. In [36], the authors
found that precision decreased from 85.8 for the unbalanced corpus to 81.6 for the
balanced one using the SVM classifier.

3.2 Linguistic Knowledge

Many opinion mining systems are lexicon-based or based on solutions that do not take
into account the relations between words because more complex tools are required,
such as a parser that could assign the correct syntactic structures of the complete texts
and normalization to obtain the correct structures, for example [18].

If the inclusion of word bigram features, i.e. sequences of two words, gave con-
sistent gains on sentiment analysis tasks, as according to [19], we considered that they
could be applied as features to unsupervised and supervised methods. So, in this paper,
we considered the following morpho-syntactic bigrams as features for both the unsu-
pervised and supervised methods:

1. Noun-adjective
2. Verb-adverb
3. Adverb-adjective
4. Adjective-adverb

We wrote a program that, from the entire collection of reviews, extracted all
two-word sequences whose grammatical categories met the above rules. Their distri-
bution is shown in Table 2. For the noun-adjective bigram, our program verified the
gender and number agreement to prove their syntactic association. Applying this
pattern, it should be possible to obtain properties (lavadora silenciosa ‘silent washing
machine’), and the properties are product attributes that describe aspects of the product.
The verb-adverb bigram should attempt to obtain attributes of washing machine
functions, like centrifuga bastante ‘spin enough’, i.e. it can catch verb modifications.

We considered the adverb-adjective sequence since adjectives and adverbs modify
or describe other words and their syntactic association has special meanings. When an
adverb joins an adjective, its semantic function is quantifying or qualifying [37], the

Table 2. Bigrams distribution in the collection

# Bigrams # Opinions
Adjective-adverb 504 401
Adverb-adjective 7,484 2,024
Noun-adjective 21,144 2,598
Verb-adverb 27,900 2,006
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most frequent case when an adverb has the quantifying role. We also considered the
adjective-adverb bigram; though in Spanish adverb-adjective is the most common
form, we found that the reverse order is present in some reviews in our collection
(super bien ‘super good’, barato siempre ‘always cheap’).

3.3 Negation

Negation is present in all human languages, and it is used to reverse the polarity of the
part of statements that is otherwise affirmative by default, as stated by [38]. The authors
highlighted that a negated statement often carries positive implicit meaning, but to
determine the positive part from the negative part is rather difficult. For example, all
vegetarians do not eat meat means that vegetarians do not eat meat and the universal
quantifier ‘all’ has scope over the negation. However, all that glitters is not gold means
that it is not the case that all that glitters is gold; the negation has scope over ‘all’, i.e.
out of all things that glitter, some are gold and some are not.

In [4], the authors described the methods for negation modeling in a chronological
sequence, and they divided them into representations that did not contain any explicit
knowledge of polar expressions and representations that did contain such knowledge.
An example of the former is the bag-of-words representation. They concluded that,
despite the lack of linguistic plausibility, supervised polarity classifiers using
bag-of-words (in particular, if training and testing are done on the same domain) offer
fairly good performance.

An example of methods that contain explicit knowledge of polar expressions is the
model implemented by [15] where negation is encoded in features and combined with
supervised machine learning. They used a lexicon of over 8,000 subjectivity cues and a
dependency parser to extract the features, negation features, shifter features and
polarity modification features. They also created a corpus for the experiments adding
contextual polarity judgments to the subjective expressions.

Negation in Spanish was divided by [39] into total and partial negation, and the
effect of partial negation was analyzed on syntagms, on adjacent to syntagms and on
negation words. Among this last, she mentioned the indefinite pronouns nadie ‘no one’,
ninguno ‘none’, nada ‘lit. nothing’ and the adverbs nunca ‘never’, jamás ‘ever’ and
nada ‘at all’. In [40] the author clarified that, as an adjective, the normal position of
ninguno is before a noun; the alternation between before and after a noun is only
possible in cases when the sequence is placed after the verb. He indicated that nunca
and jamás have an identical function. He also analyzed negation words according their
position before and after the verb; in a preverbal position, negative words in Spanish
will never be accompanied by a negation adverb.

Following these criteria in this work, we handled negation at the shallow level of
morpho-syntactic sequences. The negated forms were obtained by searching specific
patterns formed with sequences of POS categories. We defined the following patterns:

1. ningunoLEMMA_DET–noun
2. nadaPRONOUN-adjective
3. [jamásADVERB | nuncaADVERB | noADVERB]-verb
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4. noADVERB-verbAUX_PAST PARTICIPLE

5. noADVERB-pronoun-verb

Statistical analysis of the selected negation cues for the washing machine corpus is
shown in Table 3. Note that the cue noADVERB constitutes 83.7 % of all the selected
cues in the collection.

4 Methods for Semantic Orientation Classification

4.1 Unsupervised Method

The work with unsupervised methods, i.e. methods that do not have examples previ-
ously annotated with the classification to learn, is based on the counting of positive and
negative terms, determining automatically if the term is positive or negative. Turney [6]
determined the semantic orientation of an opinion by an algorithm that first extracted
bigrams where one of the words was a modifier. Then it took each bigram to search the
Web using the AltaVista NEAR operator to find how many documents have that
bigram near of a positive term (excellent) and a negative term (poor). The score for the
two sets was done by Pointwise Mutual Information (PMI). The difference score for the
two sets was used to determine the score for the semantic orientation (SO). This results
in the degree to which each (bigram, term) is positive or negative. Considering the
number of results (hits) obtained from the Web search, the calculation of the semantic
orientation of a phrase was made as follows:

SO phraseð Þ ¼ log2
hits phrase NEAR excellentð Þ hits poorð Þ
hits phrase NEAR poorð Þ hits excellentð Þ :

When a phrase of the review appeared more often with ‘excellent’, then the
semantic orientation was positive. It was negative when the phrase appeared more often
with ‘poor’. The semantic orientation of each bigram was used to determine the
semantic orientation of complete sentences and of the entire opinion.

We wrote a program that used Google Search to retrieve the hits for the association
of each bigram with the words excelente ‘excellent’ and mala ‘badFEMENINE’ by means
of the AROUND operator set to 10 words. The form of the query was “word1 word2”
AROUND (10) “excelente”. The hits returned by this search corresponded to the pages

Table 3. Cue frequencies in the collection

Cue POS Freq % Cue POS Freq %
no Noun 52 0.4 ninguno Pronoun 55 0.5
no Adverb 9,388 83.7 nada Noun 4 0.035
nunca Noun 5 0.04 nada Pronoun 786 7.0
nunca Adverb 348 3.1 nada Adverb 125 1.1
ninguno Determinant 427 3.8 jamás Adverb 20 0.17
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that contained the bigram with the corresponding adjective around 10 words. When
Google suggested proving the “results without quotes” because no results were
obtained, the number of hits was set to zero. The semantic orientation value was
calculated by adding the SO of each bigram in the review. When this value was bigger
than zero, the review classification was set positive; otherwise, it was negative.

Traditionally, the accuracy rate has been the most commonly used empirical
measure of evaluation criteria of classification performance, as well as of F1, precision
and recall [41]. However, in the framework of imbalanced datasets, accuracy is no
longer a proper measure [30] since it does not distinguish between the numbers of
correctly classified examples of different classes. In imbalanced domains, the evalua-
tion of the classifiers’ performance must be carried out using specific metrics in order to
take into account the class distribution. The authors proposed to obtain the following
four metrics to measure the classification performance of both positive and negative
classes independently:

Measure Formula Percentage of
True positive TPrate¼ TP

TPþFN
Positive instances correctly classified

True negative TNrate¼ TN
FPþTN

Negative instances correctly classified

False positive FPrate ¼ FP
FPþTN

Negative instances misclassified

False negative FNrate¼ FN
TPþFN

Positive instances misclassified

The results obtained with the unsupervised learning method are shown in Table 4
using the features described in Sect. 3.2. The percentages obtained for true positives
and true negatives were included in columns 3 and 4. Many works neglected the user
scores in the middle; we decided, in addition to neglecting them (row 3), to obtain the
results considering them positive (row 2) and also negative (row 1).

In the work [17], they applied the unsupervised method of [6] to a collection of 200
positive reviews (user scores 4 and 5) and 200 negative reviews (user scores 1 and 2) of
the MuchoCine corpus. They obtained 35.5 % for the true negatives and 91.5 % for the

Table 4. Results of the unsupervised method for the base line

Classes Metric Value True positives True negatives
Negative: 1–3 stars
Positive: 4–5 stars

F1score 0.6632
RecallE 0.8606 86.8 % 26.5 %
Precision 0.5394

Negative: 1–2 stars
Positive: 3–5 stars

F1score 0.6759
Recall 0.8554 82.21 % 32.44 %

Precision 0.5587
Negative: 1–2 stars
Positive: 4–5 stars

F1score 0.6786
Recall 0.8606 86.8 % 32.44 %

Precision 0.5602
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true positives. The results that could be compared were those of the last line where
reviews with three stars were neglected; the differences were −3.06 % for the true
negatives and −4.7 % for the true positives. These lower values could be associated
with the quantity of the reviews that we considered, more than 2,000 and the spam
(user score 4–5).

4.2 Supervised Method

Since many studies consider SVM as the best semantic orientation classifier, we also
decided to use SVM. We confirmed that SVM obtained better results than Naïve Bayes
for our baseline did. However, future work may consider analyzing other classifiers.

The SVM training was carried out using the scikit-learn3 tool, an open source
machine learning library for the Python programming language that incorporated
LibSVM supporting C-SVC [42] (two-class and multi-class). We used the multiclass
classification and linear kernel that obtained the best results among polynomial and the
Radius Basis Function (rbf). The collection was trained with 70 % of the opinions, and
30 % were used for testing. For this supervised method, we wrote a program to extract
not the words but the lemmas of the bigrams described in Sect. 3.2; this allowed us to
group several bigrams in a single feature. For example, prenda vaquera ‘denim
clothing’ and prendas vaqueras ‘denim clothings’ and lavadora nueva ‘new washing
machine’ and lavadoras nuevas ‘new washing machines’ were grouped in single
bigrams.

Table 5 shows the results of the SVM method; note that introducing the
adverb-adjective bigram decreased the measures of the previous results.

Table 5. SVM results for the base line

Features Metric Value
Noun-adjective F1score 0.8419

Recall 0.8287
Precision 0.8556

Noun-adjective
Verb-adverb

F1score 0.9287
Recall 0.9266

Precision 0.9309
Noun-adjective
Verb-adverb

Adverb-adjective

F1score 0.9258
Recall 0.9230

Precision 0.9286
Noun-adjective
Verb-adverb

Adverb-adjective
Adjective-adverb

F1score 0.9339
Recall 0.9312

Precision 0.9366

3 http://scikit-learn.org/stable/.
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5 Results and Discussion

In this section, we present the overall results for the semantic orientation classification
when the negation cues derived in bigram features were included in both unsupervised
and supervised methods.

5.1 Unsupervised Method

Results including bigrams of negation for the unsupervised method are shown in
Table 6. The comparison of true negatives is discussed in Sect. 5.3. Regarding the
recognition of true positives, our results changed to −0.2 %, 3.69 % and 0 % when
features of negation were included for diverse orientation assignment of the reviews
with a user score of three. The increased value corresponded to the case when reviews
with a user score of three were considered with positive orientation.

5.2 Supervised Method

Results including bigrams of negation for the supervised method are shown in Table 7.
The first column shows the four patterns that correspond to the baseline. The second
column shows, in each row, the measure values obtained for each one of the patterns
for negation.

Making a comparison with the last line of the base line results (see Table 5) for
each row in the measured values obtained in Table 7, we note that the only pattern that
did not increase the results is the one corresponding to noADVERB-verbAUX_PAST PAR-

TICIPLE in the first row.
The range of enhancements went from 0.41 % to 1.85 %. Two patterns have

overtaken the 1 %: nuncaADVERB–verb and nadaPRONOUN–adjective. nuncaADVERB–
verb appeared in 77 positive reviews and 17 negative reviews, nadaPRONOUN–adjective
appeared in 401 positive reviews and 90 negative reviews.

Table 6. Results of the unsupervised method when negation bigrams were included

Classes Metric Value True positives True negatives
Negative: 1–3 stars
Positive: 4–5 stars

F1score 0.6762
RecallE 0.8681 86.6 % 30 %

PrecisionE 0.5539
Negative: 1–2 stars
Positive: 3–5 stars

F1score 0.6887
Recall 0.8590 85.9 % 36.5 %

Precision 0.5748
Negative: 1–2 stars
Positive: 4–5 stars

F1score 0.6935
Recall 0.8681 86.8 % 36.5 %

Precision 0.5774
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5.3 Discussion

We compared the results of both approaches to the corresponding baseline. The results
for the unsupervised method with all bigrams of negation are shown in Table 6.
Although there is no a real base for direct comparison with other works, we found that
these results are similar to those of [26]. They used two term lists, SentiWordNet and
the dependency parser of [29] to calculate the semantic orientation of 2,625 reviews of
the MuchoCine corpus. The lists corresponded to Spanish words indicating opinion;
one list was domain independent with 2,509 positive terms and 5,626 negatives, and a
second list included terms of the movie review’s domain of the first one.

Their results showed an increase in ranges of 1.69 %, 1.4 % and 1.54 % in the F1
measure when negation features were considered using SentiWordNet, the domain
independent list and the domain list respectively. Our results indicated increases of
1.3 %, 1.28 %, and 1.49 % when features of negation were included for diverse
orientation assignment to the reviews with a user score of three. These results were
obtained without a domain lexicon or semantic resource. Regarding recognition of true

Table 7. SVM results when negation bigrams were included

Features Metric Values

Noun-Adjective

+

Verb-Adverb

+

Adverb-Adjective

+

Adjective-
Adverb

+
noADVERB-verbAUX_PAST PARTICIPLE

F1 score 0.9315

Recall 0.9289

Precision 0.9342

+
ningunoLEMMA_DET -noun

F1 score 0.9406

Recall 0.9382

Precision 0.9431

+
jamásADVERB-verb

F1 score 0.9380

Recall 0.9359

Precision 0.9401

+
nuncaADVERB -verb

F1 score 0.9524

Recall 0.9510

Precision 0.9537

+
noADVERB -verb

F1 score 0.9407

Recall 0.9382

Precision 0.9432

+
nadaPRONOUN -adjective

F1 score 0.9501

Recall 0.9487

Precision 0.9515

+
noADVERB-pronoun-verb

F1 score 0.9395

Recall 0.9370

Precision 0.9420
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negatives, our results increased by 3.5 %, 4.06 %, and 4.06 % when features of
negation were included for diverse orientation assignment of the reviews with a user
score of three.

The work developed in [18] considered the negators no, nunca and sin ‘without’ for
treatment of negation in an unsupervised method. They applied a set of syntactic
heuristic rules to identify the scope of a negation term and a shift method to modify the
semantic orientation of affected tokens, giving diverse values according to the specific
negator. The results of their negation approach on a collection of 400 reviews of
diverse products increased the negative accuracy from 0.455 to 0.745 and diminished
the positive accuracy by 12 %. The authors concluded that, in a general domain, their
syntactic approach works better than machine learning approaches, but the same is not
always true for a specific field, where semantic dictionaries are affected by a low recall.

Regarding the supervised method, our results for all bigrams of negation that
increased the base line values are shown in Table 8. The improvement in relation to the
last row of the results for the base line was 1.09 % for the F1 measure, less than the best
value obtained for one of the two best patterns.

SVM has been considered one of the best classification methods for NLP in general
and for opinion mining in particular. We did not contrast the final SVM results with
other works since they did binary classification instead of multiclass classification.
Regarding multiclass classification, the confusion matrix for the results in Table 8
showed that the worst result values were those for the reviews with a user score of
three. In this experiment, 25 % of reviews were misclassified as reviews with user
scores of four or five. For class 5, there were no misclassified reviews, and, for class 4,
5 % were classified with a user score of five. There were more misclassified reviews for
classes 1 and 2, 16 % and 18 % respectively. Most of the misclassified reviews were
assigned to classes 4 and 5.

6 Conclusions

In this paper, we presented an analysis of the effect of negation cues on semantic
orientation prediction. The sources were opinion reviews in Spanish. We presented the
results when bigrams based on such negative cues were applied on supervised and
unsupervised methods. We analyzed the appropriateness of each such kind of bigram.

Table 8. Results for all bigrams of negation in the SVM

Features Metric Value

Noun-Adjective
Verb-Adverb
Adverb-Adjective
Adjective-Adverb

+
ningunoLEMMA_DET -noun
jamásADVERB-verb
nuncaADVERB-verb
noADVERB-verb
nadaPRONOUN -adjective
noADVERB-pronoun-verb

F1score 0.9448

Recall 0.9429

Precision 0.9467
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We contrasted our results with other works, and we found that similar results were
obtained when using semantic resources, but since negation is complex, proper treat-
ment of certain syntactic structures could be enhanced with a longer range of the
negative accuracy results.

Detection of negation is useful for many text analytics tasks, e.g., personality
recognition [43] or recognizing textual entailment [44], among many others. Our future
work will focus on the use of these features for such NLP tasks.

Acknowledgments. The fourth author recognizes the support of the Instituto Politécnico
Nacional, grants SIP 20152095 and SIP 20152100.
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Abstract. The large amount of user-generated content has turned social
media into an appealing source of information for understanding social
behavior. Around elections time, Twitter data have been used to mea-
sure public opinion on issues such as predicting outcomes, voting inten-
tion or political alignment. However, the effect of proliferation of new
forms of spam on social media in this type of measurements has not
been completely recognized and tackled in research. In this paper, we
focus on detecting malicious accounts on Twitter, which aim to spread
spam in an electoral process (e.g., disseminate rumors, misinform, or
artificially inflate support for a candidate). To achieve this, a dataset
of 149 K users referring to Colombia 2014 presidential election was col-
lected, and 1.7 million tweets and 341 K URLs were crawled from their
timeline. To distinguish malicious accounts from non-spammer ones in
the dataset, several machine learning techniques were implemented on
a labeled collection of users, semi-automatically classified into spammer
and non-spammer. Experimental results reveal that with ten tweets, the
proposed strategy detects 93 % of spammers and 92 % of non-spammers.
Results also highlight the importance of noise removal when measure-
ments of public opinion are conducted using Twitter data, with approx-
imately 22 % of accounts in the dataset classified as spammers.

Keywords: Social spammers · Spammer detection · Twitter · Politics ·
Presidential election · Colombia

1 Introduction

Social media has turned into a rich source of information about individuals,
society and, potentially, the world in general [18]. Thus, the impressive amount
of user-generated content on a diversity of issues and topics, has brought new
research opportunities for understanding social behavior. Among them, the one
related to public opinion has caught the attention of current research. Data
collected from social media are nowadays used to measure public opinion in
regards with important events such as political elections. Around elections time,
a significant number of research works have used Twitter data to predict election
outcomes, based on opinions or possible voting intentions expressed by users [15].
c© Springer International Publishing Switzerland 2015
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In the same way that social media provides an appealing source of informa-
tion, it could, however, contain noise, useless, and irrelevant information. For
instance, new forms of spam have been spread to manipulate social media dis-
course with rumors, misinformation, political astroturf, slander, or simply noisy
messages [14]. Here, two known cases are described. The first one is related to
fake followers (also known as bots) used to create the appearance of wide support
for politicians, as indeed has been denounced by mass media [28]. The second
one, a more complex case, has to do with the use of bots with the intention of
discrediting one candidate, while the image of another is indirectly benefited [14].

With this in mind, removing spam, propaganda and, in general terms, any
form of noise in tweets becomes a major issue, in order to achieve reliable mea-
surements of public opinion. However, few papers in the literature, on the line
of work discussed, have adopted such measures [15].

The research presented in this paper focuses on the spammer detection prob-
lem on Twitter. In particular, we have focused on detecting malicious accounts
which aim to spread spam in a political context. Colombia 2014 presidential elec-
tion was proposed as a case study in order to gain insights into how much those
unwanted entities populate the Twitter ecosystem, and how they could poten-
tially affect measurements of public opinion conducted using data collected from
Twitter. To that end, a dataset of 513.324 tweets dealing with the election, and
the 149.831 users have posted them, was crawled from Twitter. Next, a three-part
strategy was designed to create a ground truth set of users labeled as spammers
and non-spammers. Then, a spammer detection system was implemented fol-
lowing machine learning approaches: semi-supervised and supervised learning.
With a spammer detection rate of 93 %, it was found that approximately 22 %
of users in the dataset are spammers, who generated 15.67 % of tweets crawled.
In this paper, it is referred as spammers to computer algorithms designed to
spread any form of unwanted content and, in general, to intentionally harm the
experience on Twitter. The spammer and malicious user terms are used inter-
changeably, while the social term is used to reference the social media context.
In contrast, the non-spammer and legitimate user terms are used to reference
users who generate original, intelligent, or human-like contents.

The remainder of this paper is organized as follows. Section 2 surveys related
work on exploiting social media for measuring public opinion and the spammer
detection problem on Twitter. Next, a brief background on Colombia 2014 pres-
idential election is discussed in Sect. 3. The methodology for collecting data and
creating a labeled collection of users is described in Sect. 4. Section 5 describes
the proposed detection system and evaluates its performance. In Sect. 6, results
are obtained by applying the proposed system on the collected data. Finally,
conclusions are drawn in Sect. 7.

2 Related Work

The impressive amount of user-generated content on social media platforms has
generated a growing interest from different fields of knowledge, among them,
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computer science and social sciences [18]. Predicting electoral outcomes and
conduct measurements of public opinion on a diversity of issues, are cases for
which researchers have used data harvested from social media for understanding
social behavior, and capture large-scale trends. In [26], O’Connor et al. reported
a high correlation between public opinion measured from polls and sentiments
measured from tweets, stating the potential of social media as a substitute and
supplement for traditional polling. In [33], Tumasjan et al. found that Twitter
is a platform for political deliberation, stating that the mere number of tweets
reflects voting preferences. In general, several works have reported a relative
success in exploiting social media for purposes of predicting, forecasting, and
measuring [18]. However, social media poses problems regarding the quality and
credibility of the data. In this regard, Metaxas et al. [23] warned: “spammers
and propagandists write programs that create lots of fake accounts and use
them to tweet intensively, amplifying their message, and polluting the data for
any observer.” Those problems, therefore, need to be tackled in order to achieve
reliable measurements of public opinion. Nevertheless, Gayo-Avello [15] reported
that most of researches have assumed that all tweets are trustworthy, while
few papers have recognized the problem, and accordingly adopted measures for
denoising in Twitter data.

The spammer detection problem on Twitter has been widely studied in the
literature. Mainly, there have been proposed several detection models using
machine learning techniques to classify users into two classes: spammer and
non-spammer. In [6], Benevenuto et al. proposed a set of features, grouped into
content-based features and behavior-based features, to support an automatic
classification of Twitter users. In [9], a new user class was aggregated: cyborg, a
mix between spammers and non-spammers. To conduct the classification, they
designed a four-component system to detect patterns in posting behaviors, iden-
tify spam content in tweets, and capture spammer-like behaviors. Instead, other
works [5,41] have focused on studying evasion tactics and designing new and
more robust features for achieving a high detection rate of spammers, while a
negligible fraction of non-spammers are misclassified. In this research, the fea-
tures used for distinguishing malicious accounts from legitimate ones have been
widely used in the literature by their proven highly effectiveness. While most of
works have followed a supervised learning approach, in this paper, in addition to
a supervised classification, an approximation of solution is implemented under a
semi-supervised setting. In [24], Miller et al. posed the spammer detection as an
anomaly detection problem. They used clustering techniques to predict a class
for a given Twitter account, treating outliers as spammers. In spite of all those
efforts, the spammer detection problem on Twitter is still an open challenge [32].

3 Background on the Colombian Election

In race for the presidency of 2014–2018, five candidates competed for the most
important Colombia political office, including the incumbent President Juan
Manuel Santos. Óscar Iván Zuluaga, Marta Lućıa Ramı́rez, Clara López, and



124 J.A. Cerón-Guzmán and E. León

Enrique Peñolosa were the other candidates. The former was supported by the
grand center-right coalition called “Unidad Nacional”, composed by the political
parties “Partido de la U”, “Cambio Radical”, and “Partido Liberal Colombiano”.
Óscar Iván Zuluaga was the candidate for the “Centro Democrático” right-wing
party, founded by the former president of Colombia Álvaro Uribe. Marta Lućıa
Ramı́rez, also a right-wing alternative, was chosen as the “Partido Conservador
Colombiano” candidate. The main opposition party, “Polo Democrático Alter-
nativo”, supported the left-wing candidacy of Clara López. Enrique Peñalosa
was the “Partido Alianza Verde” candidate.

The presidential election was held under a two-round voting system. In the
first round, held on May 25, 2014, no candidate received an absolute voting
majority, and for that, a run-off took place 21 days later between Óscar Iván
Zuluaga and Juan Manuel Santos, who were the highest-polling candidates with
29.25 % and 25.69 % support from voters, respectively. In the run-off election,
Santos was re-elected President with 50.95 % support. Table 1 shows important
events of Colombia 2014 presidential election. Regarding to presidential debates,
those where all contenders participated and national television broadcasted them
are cited.

Table 1. Schedule of important events of the presidential election

Date Event

May 6, 2014 A person hired by the Zuluaga campaign was captured and accused
of illegally obtaining classified information [12]

May 8, 2014 Accusation against the Santos campaign for the presidency in 2010,
for allegedly received funds from drug trafficking activities [10]

May 17, 2014 A video revealed publicly shows that Zuluaga met with the person
captured and accused of spying [11]

May 22, 2014 First presidential debate

May 25, 2014 Election day

Jun 5, 2014 Second presidential debate

Jun 9, 2014 Third presidential debate

Jun 15, 2014 Run-off election day

4 Data Collection and Ground Truth Creation

The main contribution of this paper is to detect spammer accounts on Twitter.
To address the problem, Colombia 2014 presidential election was proposed as a
case study in order to gain insights into how much these unwanted entities popu-
late the Twitter ecosystem, and how they could potentially affect measurements
of public opinion conducted using data collected from this social media plat-
form. In this section a Twitter dataset collected during the presidential election
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is described. Additionally, the strategy designed to create a labeled collection of
spammers and non-spammers is discussed.

4.1 Dataset

During the course of the presidential election, in a two-month period between
April 30, 2014, and June 24, 2014, a dataset of 513.324 tweets and 149.831
users was collected from Twitter’s Search API [37]. To conduct the study rely-
ing on users referring to the aforementioned political context, a set of criterias
was defined to filter tweets unrelated to the topic of interest. Thus, only tweets
containing at least one keyword or hashtag related to the presidential election
(i.e., elecciones, presidenciales, #Elecciones2014, #ColombiaElige, #Elecciones-
Colombia, #ColombiaDecide), and full name or user mention that identifies a
given candidate, were collected. Under this approach, a dataset for each candi-
date was created (even for blank vote). Note that one same tweet could be in
two or more datasets according to candidates mentioned in it. Table 2 shows the
amount of collected data in terms of users and tweets per candidate, and the
query terms related to each. It may be noted that a larger amount of data were
collected for the candidates Santos and Zuluaga, as well for blank vote, because
they were the contestants in the run-off election. Figure 1 shows the daily activ-
ity of data collection, divided in periods comprising the first round election and
the run-off election; Fig. 2 shows the daily tweet mention distribution per can-
didate. As can be seen in Fig. 1, local maximums were produced one day after
the presidential debates, and during and after the election days, being the global
maximum the run-off election day with over 93 K tweets; Fig. 2 could explain the
challenging first-round election, in terms of user mention, where the protagonists
were Juan Manuel Santos and Óscar Iván Zuluaga, and likewise how Santos took
advantage in race for Colombia presidency in the run-off election.

Table 2. Summary of the collected data on the electoral process

Candidate Collection period Query terms Tweets Users

Santos Apr 30–Jun 24, 2014 “Juan Manuel Santos”,
@JuanManSantos

332.575 117.783

Zuluaga Apr 30–Jun 24, 2014 “Oscar Ivan Zuluaga”,
@OIZuluaga

202.405 81.979

Ramı́rez Apr 30–May 29, 2014 “Marta Lucia Ramirez”,
@mluciaramirez

9.273 6.198

López Apr 30–May 29, 2014 “Clara Lopez”,
@ClaraLopezObre,
@ClaraPresidenta

13.711 9.457

Peñalosa Apr 30–May 29, 2014 “Enrique Penalosa”,
@EnriquePenalosa

12.072 7.391

Blank vote Apr 30–Jun 24, 2014 “Voto Blanco”, Blanco 39.203 27.148
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Fig. 1. Daily number of tweets collected

Fig. 2. Fraction of tweets mentioning each presidential candidate. Vertical dotted lines
in this figure (and in Fig. 5) represent the events highlighted in Table 1.

Because of not enough data were collected per user,1 up to 40 most recent
tweets were crawled from its timeline. From 149.831 users initially, in a second
stage of data collection, conducted between February 19, 2015 and March 26,
2015, a dataset of 134.625 users and 1.765.225 tweets was collected using the
public timeline API [36], since 4.805 users set their profile as private, 8.462 users
changed their @username, and 1.939 were suspended by Twitter. For the work
presented in hereafter was used the dataset created in this second stage.

1 Average number is 1 tweet.
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4.2 Ground Truth

For the purpose of this research, a collection of Twitter accounts labeled as either
spammer or non-spammer, was needed to support the ability of the detection
system to distinguish malicious accounts from legitimate ones. To this end, a
random sample of 49.358 users was drawn from the dataset, and a three-part
strategy was designed to label it in a semi-automatic way. As result of this
strategy, a set of 3.455 users was created, including 2.660 spammers and 795
non-spammers.2

Detecting Harmful Links. The first part of the strategy consisted in auto-
matically identify spam using five URL blacklists. From the 1.765.225 tweets in
the dataset, 341.352 URLs were extracted and resolved of obfuscation using a
web crawler developed to follow chain of redirects until reach target pages. The
web crawler was able to resolve HTTP status code, META tags and Javascript
used for redirects.

While the second data collection proccess ran, URLs in tweets were extracted
and their target pages, whole chain of redirects, and tweet ids containing them,
were saved in a database. Then, a batch script was developed to check the
URLs crawled against the following blacklists: Google Safe Browsing, PhishTank,
SURBL, Spamhaus, and URIBL [1–4,16]. The first one enables to check URLs
against Google’s constantly updated lists of suspected phishing and malware
pages. Phishtank is a crowding service in which phishing sites are submitted,
verified, and tracked in a semi-automatic way. The last three provide constantly
updated lists of domain names that have appeared in unsolicited emails. Due
to slow detection rate of these services [17], the blacklist detection process was
performed multiple times and until April 20, 2015. If an URL was marked as
harmful by two blacklists, no more checks were needed.

As result of this process, 3.302 URLs were detected as malicious links. How-
ever, during a manual revision of those URLs, it was found that only 12 of them,
shared in 34 tweets, corresponded to true positives; therefore the 7 users tweet-
ing them were labeled as spammers. To explain this high false positive rate, it is
important to note that 2.576 URLs, from 9 unique domains, possibly were erro-
neously marked because spammers abuse of them (e.g., URL shortener services,
such as bit.ly), or DNSBL services mark domains as spam when they appeared in
unsolicited messages and not because they hosted malicious or harmful content,
e.g., like happened with 873 URLs from four major news media. In this regard,
the scientific community is encouraged to define a clear spam policy when URL
blacklists are used, like it was done in [17] where a URL whitelist was created
to minimize false positive rate.

Additional to the 7 spammer accounts resulting of this process, 86 accounts
were labeled as malicious because URLs shared by them were detected by Twit-
ter’s anti-spam filter, and in a further revision of their profile, enough evidence

2 The labeled collection will be available at http://www.midas.unal.edu.co/data

http://www.midas.unal.edu.co/data
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was found to label them as such. Of those accounts, 56 users belonged to a polit-
ical astroturf campaign intended to artificially inflate support for the Zuluaga
campaign.

Suspended Accounts. The first part of the strategy detected spam if an URL
shared in a tweet was marked by blacklists. However, spam is not limited to
posting harmful links, but rather, in a broader meaning, to any unsolicited,
repeated actions that negatively impact other users [35]. This includes aggressive
following behavior, posting unsolicited mentions and duplicate tweets, abusing
of trending topics to grab attention, and share links unrelated to tweet content
[38]. Based on Twitter’s algorithm for suspending accounts that fall into some
of prohibited behaviors, the second part of the strategy labeled as spammers
to the suspended accounts identified in the second stage of data collection. Of
the 49.358 Twitter accounts, 674 were suspended, while 1.939 were found in the
population of 149.831 users.

By labeling in this way, an assumption was made that the suspended accounts
were manipulated to spam purposes, and they were not legitimate accounts, e.g.,
belonging to real people. Although any false positive can be resolved by user
requesting to be unsuspended [34], a further process was conducted to verify
that suspensions were caused by prohibited behaviors. Thus, a random sam-
ple of 100 accounts was drawn from the 674 suspended, and their timeline was
reconstructed from all tweets collected in the first stage of data collection. Con-
sidering tweet content, shared URLs, tweeting sources, numbers of followers and
friends, longevity of account, and number of tweets posted, suspended accounts
were manually investigated.

Of the 100 accounts under analysis, 89 of these were accordingly labeled as
spammers, while for the remaining ones not enough evidence, because few tweets
were collected. It is important to highlight that, in contrasts to results in [31],
no harmful links were found in 356 tweets from the timeline reconstructed of the
suspended accounts sample. However, 30 accounts were suspended because, in
addition to automation behavior, their tweeting source pointed to a same spam
URL. From these results, it is possible to conclude that the majority of accounts
manually investigated were presumably well suspended, although more evidence
is necessary to label the entire sample as spammers. In this way, all suspended
accounts were used as spammers in the labeled collection of users.

We acknowledge that the strategy here discussed might not be potentially
useful, because few tweets were collected per user in the first stage of data col-
lection and Twitter already have identified what characterize those accounts.
However, a hypothesis is made in the direction that some (additional) knowl-
edge could be extracted from Twitter’s anti-spam algorithm, and this would be
acquired by the proposed detection system.

Manual Labeling. A common strategy used in the literature to create a ground
truth set is manually label a sample of users [6,9,40]. Taking into account this,
the third part of the strategy consisted in draw a random sample of 1.245 users
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from the 49.358 Twitter accounts, and label them as either spammer or non-
spammer, based on their profile data and up to 100 most recent tweets from
timeline from each user.

To conduct the manual labeling, a set of criterias was defined to classify users
in the sample. In this way, every user was analyzed taking into consideration its
tweet content, shared URLs, tweeting sources, numbers of followers and friends,
and number of statuses posted. So, an user was labeled as spammer if not evi-
dence exists of original, intelligent, or human-like contents; URLs posted are
spam or unrelated to tweet content; it abuses of trending topics to grab atten-
tion, or its tweet content is unrelated to hashtags; posting duplicate content;
and automation predominates account’s behavior, like tweeting from automated
sources or automatic statuses from news sites or blogs. This set of criterias was
motivated by the work in [9]. Otherwise, an user was classified as non-spammer.
From the set of 1.245 users, 599 were classified as spammers, while 117 were not
labeled because doubt predominated to assign a class or few tweets had been
posted by them, so they were excluded from the labeled collection.

While the manual labeling process was conducted, duplicate tweets were
found over multiple accounts,3 including 29 users that were not in the sample.
In particular, 243 of those accounts were grouped into two political astroturf
campaigns. The first one consisted of 150 spammers accounts used during the
election to artificially inflate support for the Santos campaign. Likewise, the
second one was intended to create the appearance of wide support for the Zulu-
aga campaign. Although this second campaign shared the same goal that the
aforementioned one in the harmful links detection, they differ each due to tweet
content and because the activity of the first one is based on mainly retweets,
while the another one post some tweets with human-like contents.

From this third part of the strategy, a labeled collection of 1.128 users
was obtained, including 628 spammers and 500 non-spammers, plus 295 veri-
fied accounts in the dataset of 149.831 users that were used as non-spammer
instances.

5 Detecting Social Spammers

In this section, the proposed system for detecting spammers on Twitter is dis-
cussed. Firstly, a set of features is defined to support the discriminative power
among spammer instances from non-spammer ones. Secondly, a first approxi-
mation of the detection system is implemented following a semi-supervised app-
roach, where in addition to the ground truth set, the system infers a classification
function on the entire data space, including unlabeled data. Lastly, a supervised
approach is followed to implement a second approximation of the detection sys-
tem. Here, it is also discussed the least number of tweets used for spammer
detection, and the importance of the attributes to achieve this goal.

3 Using Twitter’s search page: https://twitter.com/search-home

https://twitter.com/search-home
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5.1 Features

Unlike legitimate accounts, spammer ones presumably are designed to infiltrate
social media without being detected by security systems like spam filters and
mimic human behavior to gain confidence of real people, in order to obtain bene-
fits for which they were made. These can be of kind commercial (e.g. advertising),
harmful (e.g. malware or phishing), or even political (e.g. artificially inflate sup-
port for a candidate) [14]. That is why it would be expected that spammers
differ from non-spammers on what they post, like shared URLs, user mentions,
hashtags, and content originality; on their behavior, like devices used, tweeting
frequency, etc.

Based on these assumptions, here a set of features is proposed to support the
ability of the detection system to distinguish malicious accounts from legitimate
ones; these are grouped into three categories. The features were collected from
different works in the literature, and most of them have been widely used for
detecting spammers on Twitter.

User-Based Features. The first category of features is based on account’s
information that an user provides, summarizes its lifetime on Twitter, or
describes its friendship network. These features are extracted from the tweet’s
metadata, and comprise a list of 9 attributes presented in Table 3. First two
attributes have value of 1 when the condition is satisfied.

Content-Based Features. These features are computed from tweet content,
and are defined to discriminate content that spammers usually post from origi-
nal, intelligent, or human-like contents. To determine what is the least amount of
data required to successfully distinguish spammer from non-spammer instances,
the attributes of this category (as seen in Table 3) are computed from 5, 10,
20, and 40 most recent tweets from each user. In particular, the following text
preprocessing technique was applied to normalize tweet content and compute
the average of tweet content similarity feature: remove URLs, user mentions,
hashtags, emoji unicode,4 and HTML symbols; replace time patterns with a
standard text (e.g. “HORA”); normalize character repetition (based on gram-
matical rules of spanish language, e.g. “holaaa” → “hola”); replace emoticons
with textual portrayals; normalize and replace laughs (e.g. “jajaja” → “RISA”);
unification of punctuation marks [39]; replace numeric patterns with a standard
text; detection of negation [25]; whitespace-based tokenization, and remove stop
words. Once tweets are normalized, they are represented as vectors using the TF-
IDF weighting scheme [21], and the cosine similarity is applied between them.
Final value of the aforementionated feature is the average of similarity between
set of unique pairs of tweets.

4 http://apps.timwhitlock.info/emoji/tables/unicode

http://apps.timwhitlock.info/emoji/tables/unicode
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Table 3. List of features

Category Feature

User User has profile description

User Account is verified

User Age of the user account, in days (AGE)

User Number of followings (NFing)

User Number of followers (NFers)

User Reputation ( NFers
NFing+NFers

)

User Number of tweets

User fofo rate (NFers/NFing)

User Following rate (NFing/AGE)

Content User mention (@) ratio

Content Unique user mention (@) ratio [20]

Content URL ratio

Content Hashtag (#) ratio

Content Average of tweet content similarity [20]

Behavior Retweet rate

Behavior Reply rate

Behavior Mean of inter-tweeting delay

Behavior Standard deviation of inter-tweeting delay [5]

Behavior Average of tweets per day

Behavior Average of tweets per week

Behavior Number of tweets from manual devices [9]

Behavior Number of tweets from automated devices [9]

Behavior Distribution of tweets in each of the 8–3 h periods within a day [22]

Behavior-Based Features. The last category of features is proposed to cap-
ture the behavior that characterizes each user. Like content-based features, the
attributes of this category (as seen in Table 3) are computed from 5, 10, 20, and
40 most recent tweets from each user.

To count number of tweets posted from manual and automated devices, 773
different sources found in the 20 most recent tweets collection, were manually
classified. Thus, if a device requires human participation, it was classified as
manual. Otherwise, the device was classified as automated.

5.2 Semi-Supervised Detection

The first approximation for social spammer detection on Twitter was posed as
a semi-supervised task. Semi-supervised learning is halfway between supervised
and unsupervised learning, where in addition to unlabeled data, the algorithm
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is provided with some supervision information [8]. Inspired by this approach, a
two-stage study was conducted. In the first stage, a clustering algorithm was
applied, and using labeled samples in the ground truth, a class was assigned to
each cluster. Here, it was assumed that if points are in the same cluster, they are
like to be of the same class [8]. In the second stage, a non-generalizing machine
learning technique was used to predict a class for a given Twitter account, based
on the clustered data space.

Clustering. To conduct the clustering analysis, a dataset of 46.074 users from
the sample of 49.358 users was created from their 20 most recent tweets, including
1.350 samples (658 spammers, and 692 non-spammers) in the ground truth, since
for 3.080 users were not collected enough tweets, and 204 (101 spammers, and
103 non-spammers) were excluded to test the prediction system (to be discussed
later).

The CHAMELEON algorithm [19] and the set of features proposed were
used to find groups of users with similar characteristics, which could be clus-
tered instances of the spammer and non-spammer classes. CHAMELEON is
a clustering algorithm that finds clusters of diverse shapes, densities, and sizes,
modeling data items in a sparse graph, where several subclusters are found using
a graph-partioning algorithm, and then, repeatedly combining subclusters using
an agglomerative hierarchical technique. As a result of the analysis, a 12-way
clustering solution was found, using the 1.350 samples labeled like clue about
what is the cluster tendency towards a class. However, in a further statisti-
cal analysis conducted per feature, and a manual labeling of samples randomly
drawn from each cluster, 7 clusters were discovered like the best candidates to
potentially contain spammer and non-spammer instances, including 4 clusters
that sum 2.046 samples with spammer-like behaviors, and the remaining ones
of 17.211 samples with non-spammer’s behaviors. Table 4 shows the clustering
validation. External measures, Entropy and Purity [30] were computed using
837 users labeled within the 7 clusters, plus 354 users manually classified (108
spammers, and 246 non-spammers) of random samples drawn from each cluster.
Overall Entropy and Purity for the cluster solution are 0.153 and 0.975, respec-
tively. Samples labeled column shows percentage of instances per class that a
cluster contains of the 1.191 users labeled, while I1 is an internal measure com-
puted using the Euclidean distance.

Predicting. Using the collection of 19.257 users labeled (the clustered data
space), and the set of features discussed, a non-generalizing machine learning
technique was implemented to predict a class for a given Twitter account. Here,
it was investigated the feasibility of applying an inductive method inferred on the
(partial) data space, instead of one that only takes into account labeled points.
The k-Nearest Neighbors (k-NN) algorithm was chosen to classify unseen data
points because, in addition to it has been commonly used in previous researches
on spammer detection, this one possibly best matches with the CHAMELEON
algorithm, where a k-nearest neighbor graph is used to cluster the dataset.
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Table 4. Clustering validation results

Cluster Tendency Size Samples labeled I1 Entropy Purity

Spammer Non-spammer

1 Spammer 45 11.48 % 0.00 % 0.01 0.0 1.0

2 Spammer 224 26.79 % 0.00 % 0.01 0.08 0.99

3 Spammer 756 20.41 % 0.29 % 0.75 0.1 0.99

4 Spammer 1.021 37.5 % 0.29 % 0.42 0.06 0.99

5 Non-spammer 1.665 0.5 % 33.24 % 0.28 0.13 0.98

6 Non-spammer 5.161 1.28 % 25.3 % 0.21 0.31 0.95

7 Non-spammer 10.385 2.04 % 40.88 % 0.33 0.3 0.95

The Scikit-learn [27] implementation of the k-NN algorithm was used to clas-
sify Twitter accounts into two classes: spammer and non-spammer. Firstly, the
number of neighbors (i.e., the k parameter) was searched using cross validation
with 5-folds on the clustered data space. Secondly, unseen data points were clas-
sified based on the class the majority of the 7 closest samples for each one on
the aforementioned space. Table 5 shows the result obtained by applying the
semi-supervised system on the test dataset of 204 users (101 spammers, and
103 non-spammers). This result indicates that the system correctly identifies
86.14 % of spammers (true positive rate), at a cost of misclassifying 11.65 % of
non-spammers (false positive rate).

Table 5. Confusion matrix for the semi-supervised detection

Predicted

Spammer Non-spammer

Actual Spammer 87 14

Non-spammer 12 91

Manually examining the users being classified by mistake, it was observed
that for non-spammers misclassified as spammers, synchronization of their activ-
ity on other social media platforms (such as YouTube5 and Instagram6), which
it generates a high number of tweets from automated devices, and posting a
significant number of their tweets to trending topics or with several mentions,
correspond to typical behaviors of spammers [5]. Regarding to false negative ones
(spammers misclassified as non-spammers), some of them are legitimate accounts
hijacked by spammers to spread spam without permission of their owners, while
others are occasional spammers and a large number of tweets (e.g., 100) are
required to make a correct classification.
5 https://www.youtube.com/
6 https://instagram.com/

https://www.youtube.com/
https://instagram.com/
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5.3 Supervised Detection

The common strategy to tackle the spammer detection problem on Twitter is
based on a supervised setting. In this one, a machine learning algorithm infers
a classification model from a labeled collection, and then the extracted knowl-
edge is applied to classify an unseen user as either spammer or non-spammer.
Following this approach, here a spammer detection system is proposed. Firstly,
it is discussed the classification algorithm selection between a range of machine
learning techniques widely used in the literature. Secondly, it is determined the
least amount of information (i.e., number of tweets) required to the proposed
system detects a large number of spammers in early stages, at a cost of misclas-
sifying a small number of non-spammers. Lastly, the importance of the features
is presented.

Selecting the Classification Technique. To conduct the selection, three
machine learning techniques were implemented on the ground truth set, and
then the performances of them were compared using the standard information
retrieval metrics of recall, precision, and F1-score. In this stage, the features were
computed from 20 most recent tweets from each user. Thus, a set of 1.554 users
was created (759 spammers, and 795 non-spammers), since for the remaining
ones in the ground truth not enough tweets were collected. This dataset was
randomly partitioned into sets of training and test. The first one (consisting of
66 % of samples) was used to optimize the hyperparameters for each technique
using 5-fold cross validation. The second one was used to perform an independent
test for each classification algorithm, and accordingly to select the best among
them.

The Scikit-learn implementations of the Support Vector Machines (SVM),
Random Forest (RF), and Gaussian Naive Bayes (NB) were used to train the
algorithms and conduct the evaluation for each. In particular, two flavors of the
SVM technique were implemented. In the first one, based on the LIBLINEAR
library [13], only the complexity parameter was optimized, since the ‘linear’ ker-
nel is fixed. In the second one, based on the LIBSVM library [7], both the kernel
and the complexity parameters were optimized. Figure 3 shows the performance
for each algorithm on the test dataset. To select between SVM with ‘radius
basis function’ kernel and RF, who achieve the highest performance, the follow-
ing tiebreaker rule was applied: for each spammer correctly classified, 1 point
was added, while for each non-spammer misclassified as spammer, 1.5 points
were subtracted. Thus, the RF was selected as the best classification technique,
and therefore the system implementation was based on it.

Number of Tweets Required for Detecting Spammers. A critical limita-
tion of previous works [29] is related to the number of tweets required to detect
spammers, before than these achieve the purpose for which they were designed,
i.e., to spread viruses and malwares, and a large amount of Twitter accounts may
be harmed. In this stage, the goal is to determine the least number of tweets
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Fig. 3. Performance comparison of the classification techniques

required to detect a large number of spammers, at a cost of misclassifying a
small number of non-spammers. Here, an assumption is made that a small num-
ber of tweets could reduce the delay between spammer account creation and its
detection.

Figure 4 shows the numbers of tweets used for detecting spammers and true
positive and false positive rates for each.7 This result was obtained by imple-
menting the RF algorithm on the ground truth set, and computing the features
from 5, 10, 20, and 40 most recent tweets from each user in it. The experimental
setup described in the previous section was also applied here. Of this result,
it is determined that 10 tweets is the least amount of information required for
achieving a balance between detecting a large number of spammers, at a cost
of misclassifying a relatively small number of non-spammers, with true positive
and false positive rates of 93.02 % and 7.78 %, respectively. Table 6 shows the
performance of the detection system using 10 tweets on the test dataset. In
order to improve the performance of the RF algorithm, the standard boosting

Table 6. Confusion matrix for the supervised detection using 10 tweets

Predicted

Spammer Non-spammer

Actual Spammer 253 19

Non-spammer 21 249

7 Note that when no tweets are used to detect spammers, only the user-based features
are computed to make classification.
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Fig. 4. Number of tweets required for detecting spammer

and bagging techniques [30] were applied to build ensemble classifiers. However,
no significant improvement was obtained.

In a further manual revision of the users misclassified as spammers, it was
observed that the following reasons could cause the unwanted performance: sev-
eral tweets are generated from automated devices, because users have granted
permissions to third parties apps for automatic tweeting; time interval between
tweet posting is short, what could seem to a regular timing pattern; a significant
number of tweets are posted with several mentions and URLs. Regarding to
spammers misclassified as non-spammers, randomness on the inter-tweet time
interval and posting tweets from manual devices (mainly from Twitter’s web
interface), cause spammers acquire non-spammer’s characteristics.

Importance of the Features. The detection ability of the proposed system
depends on the relative power of its features in discriminating between spam-
mer instances and the non-spammer ones. Thus, to identify which features are
the most important at time of discriminating each user class, the effectiveness
of each of the 30 features was evaluated. In every test, only one feature was
used to implement the Random Forest algorithm, under the experimental setup
described above, and then evaluate its performance. Table 7 shows the top 10
features, sorted by following the tiebreaker rule described in the classification
technique selection. Surprisingly, the url ratio is not among the most important
features, as it has been reported in [6,9,20], which would indicate that spam-
mers have evolved their tactics, and possibly redefined their objectives. How-
ever, devices used for tweeting are still highly discriminative features [9]. This is
because spammers are more enticed by automated devices, due to the cheap and
practical, instead of interact with devices that require human participation, e.g.,
when logging into Twitter’s web interface. The other features correspond to the
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Table 7. Ranking of the detection performance using only one feature

Category Feature TPR (%) FPR (%)

Content User mention (@) ratio 68.02 17.41

User Age of the user account 77.57 26.67

Behavior Number of tweets from manual devices 41.91 8.15

Behavior Number of tweets from automated devices 41.91 8.15

Behavior Retweet rate 81.99 35.19

User fofo rate 69.12 30.74

Content Unique user mention (@) ratio 68.02 31.85

Behavior Distribution of tweets between 3 and 5 am 36.03 13.33

Behavior Mean of inter-tweeting delay 69.12 35.56

User Number of followers 70.96 38.52

results in the literature [6,9,20], among them, short lifetime that characterizes
spammer accounts.

6 Discussion

So far, it has been discussed that social media has turned into an appealing source
of information, due to the large amount of user-generated content on a diver-
sity of issues and topics [18]. However, new forms of spam have been spread to
manipulate social media discourse with rumors, misinformation, political astro-
turf, slander, or just noisy messages [14]. Because of this, it is imperative to
distinguish noise, useless, and irrelevant information from valuable data. To this
end, it has been proposed two approaches of solution to the spammer detection
problem on Twitter, based on machine learning approaches: semi-supervised and
supervised learning. In the first approach, it was investigated the feasibility of
applying an inductive method inferred on the entire data space, including unla-
beled data. Although the performance of the semi-supervised detection is good,
even outperforming to other works in the literature [6] (in terms of accuracy),
it is not better that the performance of the supervised detection, the second
approach. In this one, an achievement of this research was to obtain an overall
accuracy of 93 %, using 10 tweets and only one Twitter API method.8 Instead,
other works have required a larger amount of data (e.g. 40 tweets [5,41], and
up to 100 tweets [9]), and several API methods (e.g., to compute features such
as bi-directional links [41], and unsolicited mentions [5]), to achieve an overall
accuracy ranging from 96 % [9] to 98 % [5].
Moreover, to quantify the importance of adopting measures to filter noise in
Twitter data, the proposed detection system was applied on the dataset of

8 GET statuses/user timeline: https://dev.twitter.com/rest/reference/get/statuses/
user timeline

https://dev.twitter.com/rest/reference/get/statuses/user_timeline
https://dev.twitter.com/rest/reference/get/statuses/user_timeline
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Fig. 5. Daily fraction of tweets generated by each user class

513.324 tweets dealing with Colombia 2014 presidential election, and the 149.831
users that have posted them. As result, 22.01 % of users in the aforementioned
dataset were classified as spammers, who generated 15.67 % of tweets. Figure 5
shows the daily fraction of tweets generated by each user class during the course
of the presidential election; as can be seen, the fraction of tweets generated by
spammers remained above 10 %, achieving a maximum peak of 32 % one day
before of the election day. These findings prove that spammers could signifi-
cantly affect measurements of public opinion conducted using data harvested
from Twitter, and thus, for example, it can be stated that the mere number of
tweets is not a reliable source of voting preferences, as it was reported in [33].
In this way, with relatively high fractions of spammers and tweets generated
by them, it is emphasized the importance of adopting measures to distinguish
noise, useless, and irrelevant information from valuable data, in order to achieve
reliable measurements of public opinion.

7 Conclusions and Future Work

In this paper, the spammer detection problem on Twitter has been studied. In
particular, the study was focused on users tweeting about Colombia 2014 pres-
idential election, in order to gain insights into how spammers could potentially
affect measurements of public opinion conducted using Twitter data. To this end,
a spammer detection system based on machine learning techniques was imple-
mented on a labeled collection of users, semi-automatically classified as spam-
mers and non-spammers. Using few resources for the detection task, in terms
of number of tweets and Twitter API methods, the proposed system achieves
a high detection rate of spammers and its overall accuracy is competitive to
the state-of-the-art. The results also highlight the importance of adopting mea-
sures to filter noise in data harvested from Twitter, in order to achieve reliable
measurements of public opinion.
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As future work, it is planned to continue researching the feasibility of using
data collected from Twitter to conduct measurements of public opinion, and like-
wise the design of features that make the detection system more robust. Firstly,
it is posed to analyze user sentiments in the collected dataset, to determine the
extent of correlation between text sentiments and the Colombia 2014 presiden-
tial election outcomes. Secondly, it is planned to design new features that lead
to increase the spammer detection rate, while keeping a lower false positive rate,
using no more resources that those used in this work.
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Abstract. Data Mining represents the cutting edge when we think about
extracting information; however it always implicates a considerable spent pro-
vided that it needs “structured data”. Following this idea, text mining appears in
the horizon, as a little spent, reliable alternative. It is able to provide meaningful
expert information without the availability of plenty of resources, all we need is
a fair big (real big) corpus of text in order to conduct a research on almost every
topic. By themselves, both approaches provide valuable information at the end,
nevertheless what would happen if both processes were linked in a way that one
approach’s results could be verify by the result of a second process? With this
idea on mind we are relaying on one hypothesis this is possible to generate a
bound between both mining process and using them back and forth to verify one
another. Hence, we describe thoroughly both methodologies making a special
emphasis on mentioning those phases which have a propensity to establish a
strong bound between them. We found that bound in the fact that once a Natural
Language Processing has been performed on the chosen corpora what we got as
an output is a list of meaningful nouns which can be used as features that will
guide in a reliable way a data mining process.

Keywords: Text mining � Data mining � Naïve Bayes � Classifier � Feature
detection � Diabetes � Obesity

1 Introduction

Data mining and text mining are both important tools for generating knowledge from
data bases. Although, in both cases they have the same goal – knowledge generation –

they differ radically in the types of data considered. Data mining traditionally works
with relational data bases, where the data is considered to be “structured”. Text mining,
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O. Pichardo Lagunas et al. (Eds.): MICAI 2015, Part II, LNAI 9414, pp. 142–152, 2015.
DOI: 10.1007/978-3-319-27101-9_10



on the other hand, works with natural language, which is considered to be “unstruc-
tured”. However, in reality, the structure that exists in natural language – lexical,
syntactical, semantic etc. – is much more complex than the simple structures that exist
in relational data bases. What is more, because of the complexity of natural language,
text mining often reduces this complexity by transforming text data into structured data
bases [3], where, once in the appropriate format, standard data mining tools can be
used.

One may ask which of the two approaches offers better information at the end?
Provided that Data Mining works with already transformed information, one might
imagine that the information mined from a database is more predictive than that
extracted from a large corpus of text. Text Mining should aim not only to extract
information and then convert it immediately into a structured spreadsheet but also look
for any meaningful information in the text data obtained by natural language processing
before this is done.

Given that information in a relational database and in texts might just represent two
sets of complementary information for the same problem it is natural to ask how the
two can be combined or used in a complementary form for knowledge generation. In
this article we will combine data from texts and from a relational database with the
objective of showing how the two together can offer advantages in the process of
knowledge generation. In particular, we will show how text mining can be used to
improve the data mining process in a public health application where domain specific
knowledge is important in developing a predictive model. Specifically, we will show
how text mining can be used to incorporate “expert” knowledge in the feature selection
component of the model generation process using it to construct a Naive Bayes clas-
sifier. Although, we consider only one specific problem we believe that it points the
way to other possible ways in which text mining and standard data mining may be
fruitfully combined to obtain knowledge that is not so readily available in only one
information set.

The article is organized as follows: Sect. 2 describes the corpus of data used for
each process (NLP and Data Mining); Sect. 3 provides methodological details about the
NLP pipeline; Sect. 4 presents the model and results of applying a naïve Bayes clas-
sifier to the prediction of patients with both obesity and type 2 diabetes, and, finally,
Sect. 5 is devoted to our conclusions.

2 Data

The area of application we chose is that of obesity and type 2 diabetes mellitus given
their importance in public health and the depth of domain specific knowledge required
to understand them given that they represent highly complex, multi-factorial diseases.
Given this context, both the data mining and text mining will be framed by those two
keywords. For the data mining part we chose a specialized data base: the National
Health Survey 2012 (ENSANUT 20121) a recompilation of data about the health status

1 http://ensanut.insp.mx/.

NLP Methodology as Guidance and Verification of the Data Mining 143

http://ensanut.insp.mx/


of Mexican population based on extensive health questionnaires and physical mea-
surements. For the text mining component we used the esTenTen11 (European,
Freeling, Lempos) corpus available in the Sketch Engine [7] web page2. This is a
general purpose corpus in Spanish with around 2,500,000,000 tokens. We chose not to
use a specialized health corpus due to the lack of scientific or expert papers written in
Spanish.

3 NLP Pipeline

The text mining component will be used to guide the feature selection process for a
naïve Bayes classifier, applying a NLP methodology for information extraction. The
esTenTen11 corpora represents the input of this pipeline, while the output consist of
one list of meaningful nouns, classified by a category lemma and intentionality (pos-
itive or negative). This section explains all the phases of the NLP pipeline.

3.1 Text Annotation

For the purpose of carrying out the other phases in the pipeline it is necessary to
prepare the corpus by adding important annotations which, among other things,
facilitate the identification of lemmas related to the keywords, take part in the definition
of regular expressions for dividing the corpus and, finally, identify the nouns to build
the list we use for the feature selection. The annotations we use are: tokenization,
lemmatization, POS-tagging and NER, we use the Stanford Core NLP tools3 to add
those annotations (Fig. 1).

3.2 Lemma Classification by Collocation

This phase carries out the extraction of those lemmas that occur in the close neigh-
borhood of the keyword provided. It also counts the frequency for each word and
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Fig. 1. Natural language processing pipeline.

2 http://www.sketchengine.co.uk.
3 http://nlp.stanford.edu/software/corenlp.shtml [4–6].
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finally classifies lemmas into groups based on their collocational behavior. To do this,
we use the Sketch engine’s word sketch4 feature. There are five different collocations
that word sketch assigns words to: object_of, subject_of, n_modifier, modifies and y_o.
It is very important to mention that the collocational group “y_o” implicitly holds
information on comorbidities, the most important relationship being between diabetes
and obesity themselves, the two illnesses under consideration.

3.3 Merging Lists of Lemmas and Adding Intentionality

During this phase the two lists of lemmas obtained in the previous step (one list for
each keyword) are combined and classified manually. Lemmas included in both lists
appear as one record, while non-matching lemmas are discarded. Finally, we add one
extra field to the combined list to aggregate the intentionality (Positive or Negative) of
each lemma, this process is aiming to reflect/emphasize the interpretational character of
the Text Mining process.

3.4 Corpus Division for Focused Queries

This phase performs a small document clustering by the application of several regular
expressions which browse the corpus to find fragments that match with the lemma and
collocation specified on each entry of the combined list. Once those fragments are
located a subcorpus is created including only those matching fragments. It is then
stored in a file system which specifies the lemma, the collocation and the keyword that
that subcorpus is based on. It is important to mention that this phase takes advantage of
the annotated corpora obtained in the first phase of this methodology where regular
expressions are applied to it.

Table 1 describes the valid regular expressions for the top five lemmas of the
collocational group “object_of”. These regular expressions are obtained from para-
graphs in which the lemma and the keyword are together or there are at the most two
words between them.

Table 1. Regular expressions generated by the first five lemmas of the collocational group
“object of”.

Lemma Regular expression

padecer “<padec[a-z]+><[a-zA-Z0-9]+>([<a-zA-Z0-9>]+){0,2}<(diabetes|obesidad)>”
desarrollar “<desarr[a-z]+><[a-zA-Z0-9]+>([<a-zA-Z0-9>]+){0,2}<(diabetes|obesidad)>”
sufrir “<sufr[a-z]+><[a-zA-Z0-9]+>([<a-zA-Z0-9>]+){0,2}<(diabetes|obesidad)>”
prevenir “<prev[i.e.][a-z]+><[a-zA-Z0-9]+>([<a-zA-Z0-9 >]+){0,2}<(diabetes|obesidad)>”
diagnosticar “<diagnos[a-z]+><[a-zA-Z0-9]+>([<a-zA-Z0-9>]+){0,2}<(diabetes|obesidad)>”

4 http://www.sketchengine.co.uk/ [7].
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3.5 Feature Extraction

This phase extracts a list of nouns and their frequencies from the fragments obtained in
the previous step. Again we are using the annotated text from phase 1, so that we can
filter out everything different to a noun. The program to achieve this is coded in java5

along with the Stanford NLP core [4–6].
Provided that we are using two keywords, the output of this phase is a pair of noun

lists, one for each lemma. In order to carry out an experiment we chose the lemma
“prevenir” with a positive classification against the lemma “sufrir”, which is negative,
both lemmas included in the “object_of” collocational group. As soon as we obtained
both lists, we ordered them by frequency and then manually combined them into one
list by matching those nouns that appear in both lists. Once the combinations were
done, we could use those nouns as features to be considered in the data mining process.

4 Model and Results

The data base we used for this experiment is a national survey on health and nutrition
carried out by INEGI6, ENSANUT 20127, it was applied to around 85,000 respondents.
The information is divided into two main groups: health and nutrition. The tables hold
information on morbidities, eating habits, anthropometry and physical activity, among
others. These tables are often found divided into three age groups: children, teenagers
and adults. Our experiment focuses on adults given that this is the age group where
diabetes and obesity are most frequent. (Need to mention how many are in the set to be
modeled and how many in the class).

To carry out the data mining process on this database, we followed the process
shown below with five distinct phases (Fig. 2).

ENSANUT 

2012 

List of features. 

NLP pipeline output 

Pre-

processing 

data. 

Selected features 

Histogram 

of frequencies 

Histogram 
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the classifier. 

Confus-
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Fig. 2. Phases of the data mining process

5 http://www.oracle.com/technetwork/es/java/javase/downloads/index.html.
6 http://www.inegi.org.mx/.
7 http://ensanut.insp.mx/.
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4.1 Pre-processing Data Using the Selected Features

The objective of this phase was to explicitly establish several bounds between the two
approaches, make the necessary modification to fit them and finally define the size of
the sample. The input of this step is the list of nouns extracted by the NLP pipeline,
Table 2 shows that list divided into positively and negatively connotated features.

These features were matched with the fields that appear in the database ENSANUT
2012. In the Tables 3 and 4 we show the result of this search.

Table 2. Features extracted from NLP pipeline, for the lemmas sufrir and padecer.

Negative features # Positive features

Sobrepeso 8 Ejercicio
Azúcar 9 Dieta
Mala alimentación 10 Hipertensión
Hipertensión 11 Madre
Herencia
Mujer/Hombre (Género)
Embarazo

Table 3. Matching negative features with the data fields in ENSANUT

Table 4. Matching positive features with the data fields in ENSANUT
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The second bound is the selection of the class for the classifier. In phase 3.2 of the
NLP pipeline we found that the collocational group “y_o” implicitly stores comorbidity
information, i.e., illnesses linked to the ailment of diabetes and obesity. As expected,
obesity and diabetes are strongly related given that the number of occurrences of one
word linked to the other through these two conjunctions (and/or) is the most frequent.
As a consequence we decided to select both illnesses as the class for the classifier.

Finally, to determine the size of the sample we defined the quantity of available
records after the Diabetes and Obesity fields were joined. Table 5 describes the results.
In the same fashion Table 6 describes the size of the class, i.e. those respondents who
have been diagnosed with both diabetes and obesity.

With these counts we calculate the class probability, P(C), it is 0.042.

4.2 Frequency Histograms

This phase represents the first step in verifying the accuracy of the features selected by
the NLP process. However it is just the first step before we can decide whether the
features selected are predictive or not. The histogram shows the number of occurrences
of a certain feature value. The importance of this step is that we define NX for each
variable and we are then ready to calculate NXC by joining the sets NC and NX. In
Table 7, the fifth column “NX” shows the frequencies of the selected features.

4.3 Epsilon and Scores

This is the second verification step. It is based on the correlation between the class and
every feature chosen by the NLP pipeline, this correlation will be measured by epsilon,
a binomial test that measures the statistical significance of the feature X for the class
relative to the null hypothesis P(C), the equation is described as follows:

e ¼ NXðP CjXð Þ � P Cð ÞÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NX P Cð Þð1� P Cð ÞÞp ð1Þ

Table 5. Size of the sample

Table – column 1 Table - column 2 Size Represents

Salud_Adultos -A301 (Diabetes) Salud_Adultos -Obesidad 36608 N

Table 6. Size of the class

Classification Size Represents

Class 1555 NC
No Class 35053 NC’
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P(C) in the numerator represents the expected value (Class priori probability), P(C|X) is
the value obtained (Likelihood), both are to be multiplied by the number of occurrences
of a certain feature value.

Denominator represents the standard deviation of a binomial distribution. This will
work as a reference framework that will make it possible to decide whether a feature is
biased or not.

Thus, this phase determines how predictive the chosen features will be for the
classifier. Table 7 describes the 18 most predictive drivers. The list is ordered in
ascendant order considering the absolute value of Epsilon.

These results prove that the features selected by text mining are predictive, given
that the corresponding epsilon values are high. The highest epsilon is 35.98 and

Table 7. Epsilon and Scores

NLP Methodology as Guidance and Verification of the Data Mining 149



corresponds to the feature “hipertensión”. This means that it is one of the variables
more correlated with suffering diabetes and obesity. Another important feature corre-
lation is “Diabetes durante el embarazo” which has an epsilon of 31.10.

In the same fashion the score associated with the Naïve Bayes classifier is also
calculated in this step, the equation used for that objective is the following:

s ¼ log
PðCjXÞ
Pð�CjXÞ

� �
ð2Þ

This equation considers all possible Xi that are included in the set of features;
therefore this could be better expressed like follows:

s ¼
Xn

1
log

PðXijCÞ
PðXij�CÞ

� �
ð3Þ

It is important to mention that the conditional probability changes due to the
application of the naïve Bayes theorem:

P cjxð Þ ¼ P XjCð ÞPðCÞ
PðXÞ ð4Þ

The summation of those scores characterizes each individual and at the end those
with a positive summation are considered classified as part of the class.

4.4 Testing the Classifier

In order to complete the data mining process, considering that the naïve Bayes algo-
rithm is a supervised learning method, we divided the population into a training set,
which holds a 70 % of the sample, and a test set with the remaining 30 %. The Naïve
Bayes classifier is built on the training set. The performance of the classifier on the
training set is given below in terms of the corresponding confusion matrix (Table 8).

Table 8. Confusion matrix describing the performance of the classifier in the training set.
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4.5 Confusion Matrix of the Test Set

Finally to conclude the experiment we test the constructed classifier on the test set. In
this case the size of the sample is the left 30 %, the results are described below through
the confusion matrix (Table 9).

5 Conclusion

We have shown in this paper how NLP techniques can be used to extract expert
information that can then be used to guide the feature selection process for a classifier
associated with a more standard data mining approach.

We can conclude that although both text mining and data mining methodologies by
themselves can yield valuable information; their combination can be even more ben-
eficial. By combining both approaches a very predictive Naïve Bayes classifier was
obtained for predicting patients with both obesity and diabetes. This means that the
features selected by the Text Mining process were predictive, i.e. the information
extracted from the corpora was reliable, and at the same time it verified the data mining
process, so the text mining model was verified by the results of the classifier.

We have stablish one route from Text Mining to Data Mining, nonetheless, this
does not discard the possibility of doing the process in the opposite order, let us assume
we perform a Data Mining process with the objective of finding not evident correlations
between the class and the wide options of features, those hidden relations could open
fields of study to enrich the experts knowledge.
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Abstract. When proposing a novel recommender system, one diffi-
cult part is its evaluation. Especially in Technology Enhanced Learning
(TEL), this phase is critical because those systems influence students or
educators in educational tasks. Our research aims to propose a frame-
work for conducting comparative experiments of different recommender
systems in a same educational context. The framework is expected to pro-
vide the accuracy of subject systems within a single experiment, depict-
ing the benefits of a novel system against others. We also present an
application of such framework for a comparative experiment of popu-
lar systems in TEL like Google, Slideshare, Youtube, MERLOT, Con-
nexions and ARIADNE. Our results show that the proposed framework
has been effective in comparing the accuracy of those systems, with a
clear picture of their performance compared one another. Moreover, the
results of the experiment can be used as a benchmark when evaluating
novel recommender systems in TEL.

Keywords: Recommender systems · Technology Enhanced Learning ·
Comparative evaluation · Evaluation experiment · Accuracy perfor-
mance evaluation

1 Introduction

Recommender systems are widely studied and developed in literature to assist
users in the retrieval of relevant goods and services. Those systems use different
approaches to perform the recommendation, mostly content-based filtering, col-
laborative filtering, knowledge-based filtering and their hybridisations [29]. Such
approaches are currently applied for the recommendation of items in several areas
including education with Technology Enhanced Learning (TEL) systems [7].

Indeed, many resources available on the Web may represent a potential edu-
cational content, therefore educators consider Internet as a place where they can
search for materials [15]. However, searching for educational resources is a more
complex task than for other goods/services, even for recommender systems that
meet more challenges to perform proper suggestions. The recommendation of
c© Springer International Publishing Switzerland 2015
O. Pichardo Lagunas et al. (Eds.): MICAI 2015, Part II, LNAI 9414, pp. 155–170, 2015.
DOI: 10.1007/978-3-319-27101-9 11
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educational resources is more complex for (i) the many aspects involved in the
selection of a resource, and (ii) the low amount of educational data available
compared to other areas [29]. In addition, users’ interests and preferences alone
are not enough for a proper recommendation of educational content, because the
recommended resources shall meet users’ educational context as well as users’
characteristics [3].

In general, the evaluation of recommender systems is a critical step when
proposing a novel recommendation algorithm, because of (i) the many properties
that should be evaluated (e.g. accuracy, robustness, scalability), (ii) the datasets
and (iii) the number of users that such evaluations may require [23]. When
evaluating a recommender system, three experimental settings are expected:
offline experiment, user studies and online experiment [23]. According to Shani
and Gunawardana (2011), the former is towards the calibration of the recom-
mendation algorithm and process, or even for comparing the performances of
different algorithms. For such phase, a number of existing real datasets or syn-
thetic datasets may be used. The second experiment is towards the analysis
of the system behavior with a set of test users. For this experiment, the test
users interact with the system performing a set of tasks. In such scenario, the
researchers record some quantitative data about the system, the users and the
interaction system-user in order to have a first understanding of the system per-
formances and influence on users. Finally, online experiment is for the evaluation
of the system in real applications, where it is mainly measured how much the
recommendations proposed by the system actually influence the users, as well
as other properties. When evaluating recommender systems in TEL, the same
three experiments are expected [7].

As the next section reports, there are many contributions about recommender
systems in TEL, but there is not a comparison of their performance in similar
educational contexts, which makes a comprehensive understanding of their effec-
tiveness difficult. Even if those systems perform well on recommending educa-
tional resources considering some specific aspects, it is worth to see whether or
not their overall performance is better than current practices. What we find in
this study is that generic IR systems such as Slideshare, Google and Youtube are
very popular among users of TEL systems and they do not perform bad either
(see Sect. 6). Therefore, it is important to prove that the performance of novel
systems are at least the same even if their recommendations are more appro-
priate for some educational aspects (e.g. educational profile of users). Hence, it
would be more interesting to see different recommendation systems compared
in a same framework or evaluation setting. In this way, the resulting perfor-
mance of a novel system can be compared against a set of systems that are quite
popular, providing a more clear evidence of the effective progress in the field
of recommender systems in TEL. Indeed, in TEL we can find different ways to
recommend educational resources [7], thus, for a more effective and expressive
evaluation, it is important to use the same experimental setting. In this regard,
we suggest a comparative framework which consists of a set of information that
depicts the educational context on which to conduct the comparison of recom-
mender systems in TEL.



A Comparative Framework to Evaluate Recommender Systems in TEL 157

Finally, we present an application of our framework for organising a com-
parative experiment. The objective of such experiment is the evaluation of the
accuracy performance of Information Retrieval (IR) systems practically used by
users of TEL systems, namely students and educators. The results here reported
can be a first starting point for measuring the performance of novel TEL recom-
mender systems. During this contribution we explore the accuracy performance
of Google, Youtube and Slideshare, which are very popular among educators and
students [4], although they are generic search engines, not focused only on edu-
cational resources. In addition to them, we evaluate Connexions1, MERLOT2

and ARIADNE3 which are the most popular Learning Object repositories in
literature and practical life of students and educators [4,14,25].

2 Background

As said in the introduction, the retrieval of educational resources is a complex
task mostly because of the many aspects that are involved in the recommenda-
tion process. The literature proposes the Learning Object for the description of
educational characteristics of digital content through metadata [26]. Such infor-
mation is helpful for recommender systems to find a match between the user
query and metadata of digital resources. Learning Objects are available on the
Web in Learning Object Repositories such as MERLOT, Connexions and ARI-
ADNE. Those systems differently gather and manage Learning Objects that
they host. In particular, MERLOT does not actually store the materials that it
offers, but it only records the link to the website of the resource and the meta-
data, as stated on its website4. Moreover, it is particularly appreciated for the
peer review of its materials. MERLOT currently refers to 40.000 resources.

In opposite to MERLOT, Connexions stores the materials, presently over
26.000 Learning Objects according to the information reported on its website5.
Differently, ARIADNE [10] is a federated repository based on GLOBE6, a net-
work of Learning Objects coming from different repositories [19]. So, ARIADNE
actually uses Learning Objects available in other repositories but stored with
the IEEE LOM standard7, which presently is the most popular standard of the
metadata of Learning Object [19].

The main contribution of Learning Object Repositories is that the user can
search for Learning Objects typing a phrase containing the keywords, then the
Learning Object Repository will present all the available resources matching with
the query, similarly to Google. The search engines of Learning Object Repositories

1 https://cnx.org
2 http://www.merlot.org
3 http://www.ariadne-eu.org
4 http://info.merlot.org/merlothelp/index.htm#merlot collection.htm accessed on

12/05/2015.
5 http://cnx.org/ contents accessed on 12/05/2015.
6 http://globe-info.org/
7 IEEE 1484.12.1-2002, IEEE standard for learning object metadata.

https://cnx.org
http://www.merlot.org
http://www.ariadne-eu.org
http://info.merlot.org/merlothelp/index.htm#merlot_collection.htm
http://cnx.org/
http://globe-info.org/


158 M. Lombardi and A. Marani

are more appropriate for recommender systems in TEL, but they can access to a
more limited number of resources than Google, Youtube or other big IR systems.

Currently, interesting systems based on Learning Object are proposed with
the aim to produce proper recommendations for students and educators [7,29],
some of them also based on user profiling [12,13,22]. Although we have those
systems, users still mostly rely on generic search engines. In this situation, we
believe that a comparative evaluation against generic IR systems represents a
stronger evidence of the effectiveness of novel systems. In this regard, a compar-
ative experiment based on a same benchmark provides the research community,
industries and end users with a valid motivation to change their attitude towards
novel systems and practices.

Table 1. A review of some recommender systems in TEL focused on the evaluation
experiments.

System Online Offline Comparative Accuracy Predictive

evaluation evaluation evaluation measures accuracy

[18] (2007) x x

[16] (2008) x (50 students) x

[25] (2010) x x

[30] (2011) x (10 students) x

[2] (2011) x x x

[5] (2012) x (Java course) x

[21] (2013) x x

[31] (2013) x (24 students) x

[9] (2014) x x

[1] (2014) x x x

[22] (2015) x x

In literature, we found some surveys of recommender systems in TEL
[7,17,29] where it is depicted a very good overview of those systems and their
approaches. Unfortunately, a comparative evaluation of the resulting perfor-
mance of such systems is difficult to conduct because of the different experi-
mental settings conducted in those studies. However, the performance of those
systems (e.g. accuracy) can still be compared if they are evaluated in the same
experiment. To the best of our knowledge, no works either conduct a compar-
ative evaluation of accuracy performance or propose a comparative framework
of recommender systems in TEL. In this regard, Table 1 reports some recom-
mender systems in TEL and their experimental settings. As we can see, none
of them has conducted a comparative evaluation with other systems, neither
with current practices of their end users. In addition, the performance analysis
is mostly based on predictive accuracy measures, that however cannot be used
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for big IR systems for the absence of ratings of their items from the educational
point of view. Therefore, in this work we adopt Top-N accuracy measures of rec-
ommender systems [8], which are largely used also for the evaluation of generic
search engines [11,28].

3 The Proposed Comparative Framework

The framework proposed in this contribution consists of a set of features used for
conducting a comparative experiment of accuracy performance of recommender
systems in TEL. In practice, our framework expresses the keywords for describing
some educational features that the retrieved resources are expected to meet.
The framework must be as generic as possible in order to make the comparison
possible for most of the systems; the more the framework is generic, the more
IR systems can be evaluated with it. Moreover, the framework must be based
on information that is user independent. As result, the framework proposed in
this contribution consists of:

1. Concept Name (CN)
2. Course Title (CT)
3. Difficulty (D)
4. Education Level (E)
5. Prerequisite Knowledge (PK)

Fig. 1. Structure of a comparative experiment based on the proposed comparative
framework.
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Those elements represent a piece of information that is essential when searching
for educational resources and independent of user characteristics [12,24]. More-
over, the order as they are here presented is important too. In fact, the framework
submits 5 queries to the subject systems, where in each query is added one of
those elements following that order (e.g. Query1 has only CN, then Query2 has
CN and CT, and so forth). With this approach we expect to provide a more
wide evaluation of the systems with different queries of increasing depth. So, we
can have a spectrum of the systems’ performance for the different specificity of
the queries.

Figure 1 shows the structure of a comparative experiment using the proposed
framework. As we can see, an instance of the framework is used to query different
systems. Then, it is possible to compare the results using well-known accuracy
measures of recommender systems. The framework is proposed with accuracy
measures, instead of predictive accuracy or other measures, because it is not
easy to find educational datasets for recommender systems in TEL, even more
with ratings from users [3,29]. Being the goal of the comparative experiment the
analysis of accuracy performance of subject systems, Precision (P) and relative
Recall (R) [23] have been used as accuracy measures. For an expressive com-
parative experiment, we suggest to combine P and R in one score using the F1

score that is, in essence, the harmonic mean of P and R [8,23]. The formula of
the F1 score is the following:

F1 =
2PR

P + R
(1)

In the next section we provide all the details about the framework and its appli-
cation for comparing some systems used to retrieve educational material.

4 The Framework in Action: A Case Study

In this section we apply the proposed framework to conduct a comparative
experiment of accuracy performance of Google, Youtube, Slideshare, Connex-
ions, MERLOT and ARIADNE for the retrieval of resources appropriate for an
educational context, which is described by an instance of the framework. We
have selected those systems because they are either very popular among users of
recommender systems in TEL, such as Google, Youtube, Slideshare and MER-
LOT [4], or with high attention in literature, like Connexions and ARIADNE
[6,14,20]. The instance of the framework involved for this evaluation is about
a Java Programming course for Undergraduate students and Beginners as dif-
ficulty level. All the queries submitted to the subject systems are about the
retrieval of material for the concept Operators that has Variables as prerequisite
in such course (derived from the official Java tutorial8). Therefore, the instance
of the framework for this experiment consists of the following data:

8 https://docs.oracle.com/javase/tutorial/java/index.html

https://docs.oracle.com/javase/tutorial/java/index.html
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1. Concept Name: Operators
2. Course Title: Java Programming
3. Difficulty: Beginners
4. Education Level: Undergraduate
5. Prerequisite Knowledge: Variables

From this set of information, we query each subject system five times, each
time increasing the depth of the query adding a piece of information of the
framework. So, we start with a query formed by only Operators, then the second
query consists of Operators and Java Programming, and so on. The last query
contains all the elements of the framework. The set of queries used for this
comparative experiment is reported in Table 2.

In order to reduce every possible bias due to the automated user profiling
that most of the analysed systems perform, we have decided to (i) completely
delete the cache, history, cookies and any other browsing data of the browser
before to perform each query, and (ii) execute the queries browsing in private
(incognito). The browser used in this experiment is Internet Explorer.

Table 2. Set of queries used to evaluate the performance of the test systems.

Query # Query Contextual

Information

1 Operators CN

2 Operators Java programming CN, CT

3 Operators Java programming beginners CN, CT, D

4 Operators Java programming CN, CT, D, E

beginners undergraduate

5 Operators Java programming beginners CN, CT, D, E, PK

undergraduate variables

Specifically for this experiment, the same authors (with expertise in teach-
ing Java Programming courses for Undergraduate) decided the relevance of the
retrieved items, because of their expertise in Java Programming and their impar-
tiality in evaluating the subject systems (the authors are not linked in any way to
any of the analysed systems), as performed in other literature for the evaluation
of big IR systems [28].

In addition, only the items displayed in the first page of the results are
considered, given the fact that just few users go to the second page or beyond
when browsing the results of large IR systems [27]. Given that all the test systems
present at least ten results for each page, P and R are calculated according to the
relevance of the first ten results (top-10 accuracy measure). As said, the relevance
of a retrieved document is established by the same authors with a binary value
(1 if relevant, 0 otherwise). A retrieved item is considered relevant when (i) it
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covers all the concept Operators and not just a part of it, even if it covers also
other topics, and (ii) it complies with all the features of the educational context
as described by the framework.

For the computation of the F1 scores, the set of relevant items of each subject
system consists of the union of relevant resources retrieved by the individual sys-
tem during the execution of the five queries. In the following section, we present
the subject systems that are evaluated in our experiment, with a particular focus
on how they perform the recommendations.

4.1 Brief Overview of Subject Systems

As said earlier, during the comparative experiment presented in this paper,
Google, Youtube, Slideshare, Connexions, MERLOT and ARIADNE are eval-
uated. With more focus on the data used for their recommendation processes
and the structure of such processes, companies like Google Inc. (owner of Google
search engine and Youtube platform) and LinkedIn (which is behind Slideshare)
do not use only the keywords in the string query to perform their recommenda-
tions. Information about the user is deducted even if the person is not logged
in, via an automated user profiling.

For example, as stated in the privacy policy of Google Inc.9, Google can
depict a user profile through the previous queries, visited web pages, Youtube
videos watched in the past, the location of the user via the IP address, the device
of the user and even the movements of the mouse pointer. This is applied not
only for the Google search engine, but also for Youtube. Hence, recommendations
are personalised using such user data collected in background of user’s activities
on the web.

According to the privacy policy of Slideshare10, also this system collects
information about the chronology of visualised content and queries performed by
the user. In addition, if the user is logged in the system, Slideshare can deduct
different data in several ways. For instance, the sex of users can be acquired
analysing their name, and the users’ qualifications are used to deduct age, fields
of interest and range of income.

Those three subject systems mostly use generic user profiles to personalise
the query results, but they do not build or use an educational profile of users.
Although those systems are not focused in education, the experimental setting
here proposed can still be applied. For the proposed experimentation, educational
features of the retrieved items are not required for comparing the relevance of
the results, but the comparative framework itself is used for querying the subject
systems and then evaluate the relevance of their results; an approach valid also
for Google, Slideshare and Youtube. In this manner, the comparative evalua-
tion can show the performance of the subject systems in retrieving educational
resources for the same context as described by the instance of the comparative
framework.

9 http://www.google.com/intl/en/policies/privacy/
10 https://www.linkedin.com/legal/privacy-policy

http://www.google.com/intl/en/policies/privacy/
https://www.linkedin.com/legal/privacy-policy
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5 Performance Analysis

In this section we present and discuss the performance of the subject systems
involved in the comparative experiment presented in this contribution. Along
the next subsections, we report the results and discussions for each analysed
system.

5.1 Google

The chart of the performance of Google search engine is shown in Fig. 2. Google
has retrieved 8 relevant items after the five queries. As we can see, there is an
increment of Precision and Recall until the second query, reaching the best values
which are 0.3 and 0.375 respectively. The performance remains steady with query
number three, but it presents a drop when the query is expanded with Education
Level. Adding the Prerequisite Knowledge to the query, Precision and Recall rise
again to their maximum value. Overall, Google has a F1 score which is always
just over 0.3 throughout the experiment, except for query Q1 and Q4. It is not
an excellent performance, but we have to consider that Google dataset is the
entire web, not only educational resources, so it is acceptable that it does not
have the best performance.

Fig. 2. Results of accuracy performance of Google using the framework.

5.2 Slideshare

Throughout the experiment, Slideshare retrieved 5 relevant resources. Figure 3
shows that Precision and Recall of Slideshare have an increasing trend until
the fourth query reaching the maximum value of 0.4 for Precision and 0.8 for
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Recall. The same performance is recorded for the last query. So, in opposite
to Google, Slideshare benefits of the Education Level element and, overall, it
performs better than Google. However, we expected still better results because
Slideshare is more focused in education than Google.

Fig. 3. Results of accuracy performance of Slideshare using the framework.

5.3 Youtube

The third system involved in this experimentation is Youtube, with 6 relevant
items retrieved over the entire experiment, and Fig. 4 reports its accuracy per-
formance. We can say that Youtube has a steady trend during the experiment
except for the first and the last queries where it is registered a relevant drop
of the accuracy. In particular, the first query produces a F1 score of 0, because
the retrieved items were not sufficient to cover the entire concept, but just a
part of it. From the second to the fourth query, there is the best performance
of Youtube, with Precision = 0.2 and Recall just over 0.3. Then, with the last
query, Precision falls to 0.1 and Recall to less than 0.2. We can say that Youtube
did not perform well against the other systems analysed so far. The main prob-
lem of such a low performance of Youtube is due to the granularity of its items,
which might be too much fine for educational purposes according to the results
of this experiment. In fact, although Operators is not a wide concept, most of
the retrieved items are short videos which explain only a portion of it.

5.4 Connexions

Throughout the entire experiment Connexions has retrieved 2 relevant items and
the accuracy performance is shown in Fig. 5. For this system, we can see that
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Fig. 4. Results of accuracy performance of Youtube using the framework.

Fig. 5. Results of accuracy performance of Connexions using the framework.

the best values for precision and recall are achieved straight away with the first
two queries, namely Recall = 1 and Precision = 0.2, because the only two relevant
items are both retrieved in these two first queries. After that, the trend starts
to fall until 0 when, in query Q4, the Education Level is added. A significant
increment is recorded for the fifth query. The main problem of this system is the
low availability of relevant material. In fact, the highest recorded value of recall
is 1 because the two relevant items have been retrieved right away in the first
two queries. However, it is interesting to note that it is the unique system in this
experiment that reached its maximum accuracy in the first query.
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5.5 MERLOT and ARIADNE

Both MERLOT and ARIADNE had issues in the retrieval of Learning
Objects during this experiment. In particular, MERLOT retrieved items only for
the first query, but none of them were relevant. No results have been reported
from the second query to the last one. Similarly, ARIADNE was not able to
retrieve any resource for any query, and, in addition, it mostly retrieved broken
links. For these reasons, we could not produce the charts about the performance
of MERLOT and ARIADNE.

6 Summarising the Results: Comparative Analysis

During our analysis we have been able to retrieve relevant items from the major-
ity of the tested IR systems, but with different performance for each query. From
the charts presented in the previous section, we can see that Slideshare achieved
the best results in terms of precision and recall, especially when nearly all the
elements of the framework were in the query. With the application of the com-
parative framework here proposed, we can have a very significant and expressive
performance of all the four systems of this experiment, as Fig. 6 clearly shows.
In fact, just looking on that figure we can conclude that Connexions and Google
have the best accuracy performance for low-specific queries (Q1 and Q2). From
the third query on, it is evident that Slideshare has a remarkable and over-
whelming performance compared to the other three systems, with an increasing
performance as the queries are more specific.

Fig. 6. Comparative evaluation of Google, Slideshare, Youtube and Connexions based
on F1 scores resulting from the application of an instance of the comparative framework.

In conclusion of this experiment, we have shown the benefit of the proposed
framework for comparing recommender systems in TEL. Such approach is simple
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but very effective in properly conducting comparative experiments and produc-
ing comparable results. Moreover, the results found in this experiment can be
a benchmark for comparative evaluation of novel systems in TEL. Indeed, new
recommender systems in TEL are expected to have an overall accuracy per-
formance higher than 0.53 in terms of F1 score. That value is the highest F1

score observed in this experiment, achieved by Slideshare with the fourth and
fifth query (refer to Fig. 6). Finally, the comparative framework can also help to
understand what educational information enhance the accuracy performance of
a novel system.

6.1 Limitations of the Experiment

The analysis presented in this contribution has been performed on several IR
systems with the most possible attention to avoid any bias or other condition that
could invalidate the experiment, but it is limited to only one domain. However,
this limitation does not weak this experiment, because Java programming courses
are taught in several universities around the world in Undergraduate classes, so
the instance of the framework used in this experiment is a very popular scenario
in the real world. Furthermore, it is highly probable that an educator or student
could use the discussed IR systems to look for educational resources about the
topic included in our analysis. More important, in this paper we have been able to
show how it is practically possible to conduct a comparative experiment using
the framework here proposed, and the effectiveness of the framework itself in
comparing the performance of different systems.

7 Conclusions and Future Work

In this contribution we have seen the importance and feasibility of conducting
a comparative experiment of recommender systems in TEL, towards a better
understanding of their benefits for users. As result of the review of the litera-
ture, no comparative studies of such systems have been conducted in the field
of TEL. Moreover, it is evident the lack of comparative evaluations of new sys-
tems against current solutions. Such evaluations are important when presenting
a novel system in order to provide researchers, industries and even the end users
with a clear improvement of the recommendation service provided by the novel
system. The framework proposed in this contribution provides the stakeholders
of recommender systems in TEL with a tool for comparing the accuracy per-
formance of new systems against what they currently use. Even for researchers,
this framework is fundamental for conducting comparative experiments for bet-
ter insights of the performance of their work, which is the main goal of this
paper.

In addition, an application of the framework in a popular case study is pre-
sented, namely the recommendation of educational resources for a Java Pro-
gramming course (refer to Sect. 4 for more details). Using our framework, a
comparative experiment of Google, Slideshare, Youtube, Connexions, MERLOT
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and ARIADNE has been conducted. Figure 6 summarises the results of the com-
parative experiment based on our framework, where those systems have been
compared one another in a single experiment and in the same educational con-
text. In that figure, MERLOT and ARIADNE are not reported because of their
problems in performing the steps of the experiment (refer to Sect. 5.5 for more
details).

Another important finding of this paper is the result of such experiment,
which is a very significant benchmark when conducting the evaluation of future
novel recommender systems in TEL. In fact, researchers can repeat the compar-
ative experiment with the case study here analysed, and use the results of this
experiment for demonstrating the actual contribution of their systems.

In conclusion, with the application of the proposed comparative framework,
a comparative experiment has been successfully conducted for the comparison of
accuracy performance of systems with different characteristics. We expect other
applications of the framework for a better understanding of its effectiveness for
the evaluation of other systems.
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Abstract. In this paper, we present a multiplatform and Intelligent Tutoring
System for learning Java (Java Sensei). The learning system combines
state-of-the-art action selection, motivation through emotions, a modern rec-
ommendation mechanism, and multimodal instructional and selection learning.
Java Sensei architecture works with a collection of modules and processes, each
with its own effective representations and algorithms. The learning system was
implemented under different learning methodologies like problem-solving for
the pedagogical module, knowledge space for the expert module, and overlays
for the student module. One of the main contributions of this work was the
integration of cognitive and affective information in a behavioral graph which is
used by a learning companion to show emotions and empathy to the student.
Java Sensei was tested with different groups of university students with which
we obtained positive results. In addition to providing a detailed description of
the implementation and evaluation of Java Sensei, we also provide some pro-
posals of future work in our intelligent tutoring systems.

Keywords: Intelligent tutoring systems � Affective computing � Artificial
neural networks � Fuzzy logic � Mobile learning � Knowledge spaces

1 Introduction

Learning a programming language is the first big challenge for a student of computer
science or a related field [1]. Some of the issues that contribute to this obstacle are: the
teaching methods employed by the instructor, the difficult nature of computer pro-
gramming, the study methods, abilities and attitudes employed by the student, the
nature of the art of programming, the lack of prior knowledge of novice students, and
the psychological influence that the student suffers from society [2–5].

Many researchers have proposed and developed methodologies and tools to help
students learn programming. For example the ACM has SIGCSE (Special Interest
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Group on Computer Science Education) where issues related to the development,
implementation and/or evaluation of programs and curricula are discussed [6].

Today, in the field of Artificial Intelligence, affect recognition is an emerging
research area of significant theoretical and applied awareness to a number of academic
fields including machine learning, computational linguistics, computer vision and
speech and language, neuroscience, educational psychology, and pedagogy [7].

The link between affect computing and student learning has been a topic of
increasing attention in recent years. Due to the importance of this connection of
emotions and learning, one of the current aims of many intelligent tutoring systems is
to recognize and manage student emotional states by means of affective mediations.
Intelligent Tutoring Systems (ITS) try to simulate a human tutor to provide personal-
ized instruction taking into account not only cognitive aspects of students [8] but also
affective elements [9].

This paper presents the implementation of an Intelligent Learning Environment
(ILE) for Java programming. This system works in a flexible and interactive multi-
platform environment that considers both cognitive and affective states of students.

The paper is organized as follows: Sect. 2 describes related work of the main topics.
Section 3 shows and explains the architecture of the ILE Java Sensei. Affect recog-
nition and feedback is illustrated in Sect. 4. Section 5 presents the experiments and
results produced with the system. Conclusions and future work are discussed in Sect. 6.

2 Related Work

Research on intelligent tutoring systems for programming language has focused on
different programming languages like Java, C-C#, or PHP. Wiggins et al. [10]
implemented The JavaTutor System, an affective tutoring system that uses natural
language dialogues for human-to-human or human-to-computer dialogues using
machine learning techniques. The system takes into account cognitive aspects, where it
applies the ACT-R theory of cognition for knowledge representation. Affect focused on
nonverbal behavior obtained through bodily expressions and detection is performed by
different hardware tools. CSTutor is a tool [11] to help students learn programming in
C#. The tool incorporates anchored instruction for the domain representation of the
programming language and game theory, instead of affect recognition, for motivation
improvement. The PHP ITS was developed to teach students to program in PHP
scripting language [12]. The tutor makes an analysis written by the student and
translates to the equivalent of an abstract syntax tree (AST) code. Then, the AST is
used to create events or trigger actions. The facts that exist after all AST nodes are
processed are called the final state. To check the correctness of a program, the tutor
analyzes whether all predicates in the goal for a particular task are present in the final
state. Through this method, the student writes the solution of the task defined in its own
way, as long as the final state of his/her program meets the specified target.

CTutor [13] is an intelligent learning environment (ILE) where students perform
exercises programming in C. The idea of this system is to facilitate the effectiveness of
learning when students navigate through complex problems and thereby provide an
advanced education system to enhance the learning process. This ILE allows teachers
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to create new programming exercises and manage them from the system interface. The
domain in the system is adjustable for each solution of each exercise. From the per-
spective of a student the CTutor interface is a tool with controls to represent the
solution of the exercises. The tool uses a constructivist pedagogical orientation where
the authors give special weight to feedback as the main source of information;
moreover, its domain is formed based on a constraint-based model. On the other hand,
CTutor does not support affect recognition.

3 Java Sensei Architecture

In this section we present the main architecture of Java Sensei: the affective environ-
ment for learning Java programming. Figure 1 shows the different layers and com-
ponents of our architecture. Sensei Java architecture is designed in seven layers with a
client-server structure with a fat client. The aim of developing a thick client is to reduce
the processing load on the server.

Next, we explain the function of each layer.

• Web Layer: The Web Layer is the layer of the client, and is made up of modules that
need to run in the web browser when the user interacts with the system. This layer
contains the following components:

– Web Interface: This component represents the web user interface, so this
component is responsible for interaction with the customer, the use of external
libraries and centralizing interactions with other layers, mainly with the Service
Layer.
Example-Tracing Engine: This element is the semantic and visual interpretation
of all courses in the system. Within this component, the following tasks are
performed: creation of tracing trees, extraction of tree information, and inter-
action with the Web Interface to build the GUI. In addition, the events generated
by the example-tracing logic and notification of state changes are managed.
Pedagogical Agent: This component creates the visual representation of a
learning companion and it is based on the pedagogical information obtained
from the server layer. The actions performed are: extraction of pedagogical data
for the visual representation of the agent and extraction of information of
affective information from the student using the tree created by Engine
Example-Tracing.
Camera in Background: This component manages the capture of the array of
photographs in the background during exercise sessions in the system. It is
responsible for starting and stopping the photography sessions, clear the
memory of a photograph queue, and manage the time between each capture; also
it is responsible for converting the array of photographs into an understandable
format for the Server Layer.

• Service Layer: It is the layer where the components related to the handling of
external requests to the server are located. In this layer the components must be
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accessible from the Web and use the HTTP communication protocol. This layer
holds the next components:

– Restful Services: This component is responsible for receiving incoming web
requests from the Web Layer. Its role is to accept requests and ensure its
integrity and completeness. It also gives them a format so they can be worked on
by the components comprising the Server Layer.

• Server Layer: The Server Layer is the layer that contains the modules of the server,
which is composed of modules that need a strong interaction with the Domain Layer
and Student Layer; also it makes decisions using a high burden of processing and

Fig. 1. Java Sensei Architecture
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memory resources. Within this layer there are some key components for making
instructional decisions.

– Tutoring Module: It is responsible for taking appropriate cognitive and affective
educational decisions for the student as: assessing the quality of student
response, assessing the overall ability of the student and use the Affective
Framework component for obtaining affective information.

– Adaptation Module: It uses the perceptions and preferences of the student in
relation to the exercises and help resources to build a recommendation system.

– Affective Framework: This component represents the affective student assess-
ment. It uses cognitive and affective information from the students provided by
the Tutoring Model. It uses a back propagation neural network to recognize
emotions through the face and uses a fuzzy logic system for affective peda-
gogical strategy.

• Domain Layer: This layer contains one component: The Content Manager, which is
responsible for interacting with the Server Layer and Data Management Layer. The
Content Manager represents the tutor domain or knowledge of the Java language.
This knowledge is represented using the theory of knowledge spaces which is
encoded using JSON files.

• Student Layer: It represents the student’s knowledge compared to the domain
model. This layer contains one component: The Student Profile Management. The
tasks of the component are: calculate the overall ability of the student (the total
number of correct exercises) and quality of the current response (the number of
errors that the student makes in an exercise); verify changes in the domain model to
upgrade the overlay student model; and store student preferences regarding exer-
cises and resources. The component also interacts with the Data Management Layer
to store/retrieve student data in JSON format.

• Data Management Layer: This layer contains two components: Entities and Plain
Objects. The component Entities are data structures that encapsulate domain and stu-
dent information that are used in the Data, Domain, and Student Layers respectively.
The component Plain Objects contains information in plain text in JSON format.

• Data layer: This layer manages the data for the Domain and Student Modules
represented in JSON and MongoDB formats.

4 Affective Recognition and Feedback

Figure 2 shows the steps followed in the recognition and affective feedback from the
system. In the first step the ILE Java Sensei receives the data and the student’s col-
lection of images from the browser which are later sent to the ILE. In the second step
the ILE starts a cycle with several student faces being sent to the neural network, and
decides, at the end of the cycle, the current emotion. This current emotion is obtained
based on the most frequent student emotion. In the third step the ILE sends the updated
student model to the fuzzy system which performs the fuzzy rules to output the tutor
actions. In the last step, the tutor actions are sent to the browser to build the actions of
the pedagogical agent.
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Pedagogical Agent: The pedagogical agent is responsible for transmitting messages
that a human tutor would perform. For this, it has been provided with both facial
expressions and dialogues that can communicate to the student.

These expressions are based on facial expressions investigated by Ekman [14].
Positions of the eyebrow, mouth, and eye opening are taken into account. These
positions are entered as parameters in the FaceGen Modeller [15] software. In Fig. 3 we
observe the four facial expressions made by the pedagogical agent of Java Sensei.
These emotions were based on the pedagogical agent working with AutoTutor [16].

Fuzzy System and Neural Network: The fuzzy logic system seeks to represent the
way a human tutor acts when he/she faces various scenarios related with cognitive and
emotional situations of a student. These situations have to do with the predefined
actions. The fuzzy system uses the emotional values obtained by the neural network
which recognizes the affective state of the student when he/she works with the ILE Java
Sensei. The fuzzy logic system works with four input fuzzy variables and three output
ones. A total of 144 fuzzy rules were constructed. To define these rules we use Fuzzy
Control Language, a standardized language for creation of fuzzy rules. The imple-
mentation was done with jFuzzyLogic [17].

The emotion recognition system was built in three steps: the first one was an
implementation to extract features from face images in a corpus used to train the neural
network. The second step was the implementation of the neural network. We used the
Java-based algorithms implemented in NeuroPH [18] to implement classification by
using a neural network (feed-forward method). The third step integrated feature
extraction and emotion recognition with the fuzzy system. For training and testing the
neural network, we used the corpus RAFD (Radboud Faces Database), which is a
database with 8040 different facial expressions that contain a set of 67 models
including men and women. In the training process we obtained a successful rate of
86 % which we consider is good enough for our system. Once the emotional state is
extracted from the student, the emotional state is sent to the fuzzy system.

Adaptation Module: The ILE must be able to adapt to the student. The ILE collects
the rating produced by the student concerning the exercises and resources that the
student visits. The rating of one exercise is measured using Likert scale [19] where one
indicates total disagreement with the exercise and five indicates total agreement. At the
beginning all the exercises are rated with a value of two. We used a recommendation
system created with Apache Mahout [20]. This tool helps to find the next problem the
student must solve. The system implements the K-Nearest Neighbor (k-NN) approach
and the Pearson Correlation. As more users are included, the rating system generates
the best recommendations and thereby it gets more adapted to the changes.

Pedagogical Module: The system uses the pedagogical model known as “problem
solving” [21] where the student learns as he solves problems with a certain structure.
The system uses three types of strategies for solving problems. Type 1 is used to
evaluate theoretical concepts with “true-false” exercises. Type 2 questions present a
complete program or piece of code and ask the student to determine the output of the
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code. Type 3 is a combination of the two previous types and allows creating more
complex exercises involving “n” number of steps to reach the solution.

Expert Module: This model contains the expert knowledge that the student wants to
learn and practice. The system represents the knowledge using JSON files (a variation
of XML files). Knowledge representation uses the knowledge space theory [22]. The
expert model represents six basic skills that students must master to be modeled by a
graph representing the Knowledge Space. These skills are: Introduction to Java,
Variables and calculations, selection, iteration, methods, and arrays.

Fig. 2. Affect recognition and response

Fig. 3. Pedagogical agent

An Affective and Cognitive Tutoring System 177



Example-Tracing Engine: An ILE combines hypermedia techniques with other
methods used by Intelligent Tutoring Systems (ITS). We applied Example-Tracing [23,
24] in order to implement the ITS in Java Sensei. Example-Tracing ITS has the
advantage of providing step-by-step guiding to the students and providing with mul-
tiple strategies to the problem solution, including optimal or sub-optimal solution or
miss-conception management. Example-Tracing exercises can be easily adapted with
the pedagogical model implemented with “problem solving” and they are represented
by a graph that is traversed by the student (Fig. 4).

One of the main contributions of our work is the integration of cognitive and
affective information in a behavior graph which is used by the pedagogical agent to
show emotion and empathy to the student. Next, we describe the algorithm to
implement the affective-example-tracing:

(a) The ILE loads the JSON file with the corresponding exercise.
(b) From the JSON file, a behavior graph is created and an initial step is executed.
(c) As students traverse the graph (by clicking with the mouse), different options can

be performed and different paths are traversed. The options are:

i. Initial step (IS)
ii. Error step (ES)
iii. Optimal step (OS)
iv. Sub-optimal step (SOS)
v. Final Optimal step (FOS)
vi. Final Sub-optimal step (FSS)

(d) Every step triggers two events:

i. Actual emotion evaluation.
ii. Tutor action evaluation.

Every time a student chooses some of the options in the graph, the engine calls the
fuzzy logic system to get the tutor action (feedback, intervention, etc.) and to get the
emotion information so the pedagogical agent can build the graph. Figure 4 illustrates
an example. At the left we can observe how the student solved the problem in an
optimal way. At the right the student made a mistake.

5 Experiments and Results

In order to test the ILE, we made different experiments with different kind of students
of the Instituto Tecnológico de Culiacán. The system was first tested with graduate
students in our research lab. This test has the aim to test the functionality of the ILE.
Next, we show (Fig. 5) a small session of a student browsing in the ILE. To access the
ILE, the student must use a browser with a PC, laptop, or mobile device (e.g. a
smartphone), and a Facebook account allowing the use of the Web cam. The left part of
the example shows a problem with the student making a mistake, at the end of the code.
In the right part of the problem the student finish successfully the exercise.
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The following evaluation was applied to Computer Systems students (Engineering)
taking currently a Java course. In this case we consider two aspects: the software func-
tionality and the software effectiveness. With respect to software functionality we
compared Java Sensei against three similar ILEs: JavaTutor System [25], JITS [26] y
jLatte [27]. We considered 9 features to evaluate [6] and Likert scale from 1 to 5, where 1
represents an incomplete feature and 5 represents a complete feature the ILE accomplish.
Table 1 shows the results obtained from the software functionality evaluation.

The results show that Java Sensei and JavaTutor System are the ILEs that get better
results in the evaluation. The evaluated systems meet almost every feature of an
ILE/ITS system except for three features (Mixed Initiative) and 6 (self-improvement).
Feature 7 (Affect recognition and Handling) which is a recent area causing that few
systems incorporate this feature. The same applies to features 8 and 9. It is expected
that modern ITS migrate to the Web and Mobile platforms.

For evaluation of the effectiveness of the system, we conducted a test with a group
of 20 students in the subject Object Oriented Programming (OOP), looking to measure
the learning outcome of the ILE JavaSensei on the topic of inheritance. The selection of
students was not performed randomly, but by availability of participants. To access the

Fig. 4. Affective example-tracing

Fig. 5. Affective example-tracing
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ILE, students used a web browser with support for HTML5 and front camera in
desktops, laptops, and smartphone, entering the system from their Facebook account
(see left part of Fig. 6).

Table 1. Comparisons results in software functionality.

———————————ILE—————————

Feature JavaSensei JavaTutor system JITS jLatte

Generativity 3 5 4 4
Student and expert modeling 5 5 5 5
Mixed initiative 2 2 1 1
Interactive learning 4 5 4 5
Instructional modeling 5 5 5 5
Self-improving 1 1 1 1
Affect recognition and handling 4 5 1 1
Web platform 5 5 1 1
Mobile platform 5 1 1 1
Total 34 34 23 24

Fig. 6. Students using Java Sensei

Fig. 7. Pretest and posttest results
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The evaluation design methodology consisted of measuring the knowledge of two
groups of student: one experimental group who learns by using the ILE and one control
group who learns by using traditional teaching. The time given to the pretest was
15 min (see right part of Fig. 6), the time for the ILE session was 70 min, and the time
for the posttest was 20 min. Figure 7 shows the evaluation of both tests. The results in
the posttest indicate that the experimental group obtained better scores (in most cases)
than the control group.

6 Conclusions and Future Work

The ILE has been implemented with open source code in programming languages and
software libraries like Java, Javascript, MongoDB, JSON, jFuzzyLogic, Apache
Mahout, Weka, jQuery, jQueryMobile among others, and can be accessed from dif-
ferent platforms (operating systems, web browser, computers, etc.). Right now, a group
of programming Java professors is applying more tests to the ILE with students from
our university (Instituto Tecnológico de Culiacán). For future work, we want to include
gamification techniques in order to work more the motivational part of the system. We
also want to work with emotions that affect the process of learning (engagement,
boring, frustration, etc.). Last we are developing a new version oriented to more
collaboration work among students and authoring new exercises by instructors.

Funding. The work described in this paper is fully supported by a grant from the DGEST
(Dirección General de Educación Superior Tecnológica) in Mexico under the program “Projects
of Scientific Research and Technological Innovation”.
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Abstract. In this paper a Personalized Virtual Learning Environment (PVLE)
architecture is presented which integrates three components is as follows: (I) the
Learning Management System (LMS); (II) the Virtual Learning Environment
(VLE); and (III) the Ontological Model (OM). The components were imple-
mented as a solution for Cloud Computing. The fieldwork considered two
stages: a proof of concept that is used as a benchmark and test cases where the
PVLE were applied. We observed during the performance of stage 1 the average
scores for thought styles (logical processes, creative, relational) considerably
remain unchanged. While in stage 2, we observed the scores average has
increased, with a tendency to improve creative, logical and process styles.
Therefore, there is a significant contribution in the development of students’
cognitive profile to personalize its learning activities and the use of PVLE.

Keywords: Ontological model � Personalized virtual learning environment �
Cloud computing � Strategic learning � Virtual learning environment

1 Introduction

The integration of an ontological model in virtual learning environments facilitates the
organization of knowledge that allows the setting of recommendations of learning
activities on a course, which fosters the development of cognitive skills in students and
enables a strategic learning.
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1.1 Conceptual Framework

In recent years the research associated with the evaluation strategies of learning is
approached from different perspectives by authors such as Smyth [1], Sangster [2],
Cassidy [3], García-Ros and Pérez-González [4], Uğur et al. [5], Verhoeven et al. [6],
Burnett [7], Farrell and Leung [8], Marshall [9], among others. They made interesting
contributions that can be categorized into four approaches: (1) those related to learning
style; (2) formative assessment practices; (3) interaction and learning communities; and
(4) personalized learning assessment. Then works from points 1 and 4 directly related
to our research are described.

1.2 Learning Evaluation and Learning Styles

Many authors who focus their research on adapting of learning assessment from the
student’s learning style point of view. Sangster, Cassidy, García-Ros and
Pérez-González, Uğur et al., considered that to know the student’s learning style might
allows you to select appropriate strategies to improve their ability how to learn to learn
[2–5]. Therefore, it is desirable that any investigation related to the students academic
performance might include as independent variable the student learning styles [2].

Meanwhile, Uğur et al. analyze the students’ vision in a blended learning envi-
ronment (b-learning) with respect to their learning style [5]. They use Kolb’s theory,
based on experience which considers four types of learning styles: (a) concrete
experience; (b) reflective observation; (c) abstract conceptualization; and (d) active
experimentation [10].

Likewise, Verhoeven et al., identify a relationship between learning styles and ICT
skills. They also consider learning styles may explain the differences among groups of
students according to certain characteristics [6, 7].

These studies suggest that the student’s learning style is a determinant element in
learning and the learning assessment.

1.3 Personalization of Learning Assessment

Attention to diversity in assessment practices is an issue addressed in the researches of
Coll et al. [11]. They identified the need to reconsider the common practices used to
assess student learning. They propose an overall strategy that integrates the principles
of adaptive education and attention to student diversity in schools. For them it is
important to have an outline of an inclusive evaluation culture, incorporating the
principles of diversification and flexibility (adaptive learning feature). They recognize
the importance of a rigorous and systematic review of assessment practices [11].

Another interesting vision, environment evaluation as a mechanism of motivation and
learning is presented by Dochy et al. They propose different mechanisms to make the
assessment into amotivational tool, teaching and learning. They also conducted an analysis
about differences between self-assessment, peer assessment and co-assessment [12].
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While Guzman and Conejo pose a cognitive assessment model based on adaptive
testing for diagnosis in intelligent tutoring systems that apply AI techniques to guide
the student during instruction [13].

It is clear that there is concern to harness the knowledge of the learning style of the
student to attend diversity and a more fair evaluation.

Other interesting vision, environment evaluation as a mechanism of motivation and
learning, is presented by Dochy et al. Propose different mechanisms to make the
assessment in a motivational tool, teaching and learning. Analyze the differences
between self-assessment, peer assessment and co-assessment [12].

While Guzman and Conejo pose a cognitive assessment model based on adaptive
testing for diagnosis in intelligent tutoring systems that apply AI techniques to guide
the student during instruction [13].

It is clear that there is concern to harness the knowledge of the student´s learning
style in order to attend diversity and a more fair evaluation.

1.4 Research Focused in Evaluation of E-Learning

Learning assessment mediated by ICT is a subject in which authors as Mödritscher
et al. [14], Odeh and Qaraeen [15], Tedman et al. [16] and Samarakou et al. [17] have
worked. Focus their investigative work on issues associated with the teaching evalu-
ation models [14], methods and techniques proposed for evaluation in E-Learning [15],
addressing the evaluation of online learning as well as student assessment tools sup-
ported Artificial Intelligence of [17].

Harnessing ICTs as a mean to make a more specific assessment to support courses
on e-learning, it has become a need.

1.5 Research Based on the Design and Application of Ontologies

In the last nine years, there have been studies in which the use of ontologies in
e-learning and modeling of student profile is applied. Authors like Dahmani et al. [18],
Rezgui et al. [19], Hosseini et al. [20], Hackelbusch [21], Capuano et al. [22], Mencke
and Dumke [23] direct their research in the design and application of ontologies such
as: E-learning resources modeling, ontologies based on learner profile [19], learning
experiences based on semantics [22], didactic models [23], adaptive exercises using an
automated evaluation and use of ontologies [18], ontologies for academic programs
representation [21], customized E-learning ontologies [20].

An example of this is OMNIBUS, a declarative model belonging to learning the-
ories and instructional design, from where an ontology based on learning states is
constructed. It is focusing to build learning scenarios with a learning objects selection,
which are suited to various states of learning. However, it does not consider two key
points that must be present during the individual’s learning: (1) motivation and (2) the
learning individual preferences and cognitive skills to be developed during their
learning experience [24].
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1.6 Researches Focused on Learning Personalization and Teaching

We can consider some proposals around the learning personalization and teaching.
Authors such as Colace et al. [25], Abik and Ajhoun [26], Jovanovic et al. [27], Saul
and Wuttke [28], Swinke [29], have focusing their work on customizing learning
situations [26], in customized E-assessment models generation [28], in customized
learning tracking [25] and multidimensional models construction for personalized
contents according to student profile [29].

A radical change in pedagogy is the learning personalization, such as Reload-LDE
projects and ALFANET propose personalized learning platforms, but they do not
consider all the individual characteristics of the participants. Abik and Ajhoun pro-
posed a system that can transform a learning situation, depending on the context, into a
more structured and customized learning situation [26]. This work is characterized by
its flexibility, which allows you to manipulate the personalization criteria and the
standardized profiles that provide the context of learning personalization in an LMS. To
validate the model, they designed a normalization and personalization prototype for
learning situations (NPLS) based on Java and XML.

Under the former scenario, it appears that the authors recognize the importance in
consider the student learning style as a key element in the learning and learning
assessment. Likewise, the concern arises to address the diversity and a more fair
evaluation. Finally, from the computational standpoint, two authors applied the use of
ontologies based on the profile of the learner [19] were located, and e-learning
customization [20]. However, to attend diversity by customizing learning activities,
applying a neuroscientific theory has not been studied.

1.7 Ontology for Personalized Learning Activities Based
on a Cognitive Theory

Our research aims to determine the impact of customizing learning activities with
cognitive development.

For this goal, we use the Ned Herrmann’s Neuroscience Total Brain theory, which
defines student thinking style on a brain metaphorical model, by dividing it into four
quadrants: two upper corticals and two lower limbic. The model identifies how an
individual perceives, learns, solves problems and makes decisions. Each brain areas or
quadrants performs distinct functions: (a) left upper lobe is responsible for the logical,
analytical, mathematical thinking and it based on concrete facts, so it focuses on the
reasoning; (b) left lower lobe, it is characterized by a planned, controlled, organized,
sequential and detailed thought style, it a very oriented on processes; (c) right lower
lobe, maintains a humanistic, emotional and sensory thinking style it is symbolic, and it
goes from the interpersonal to the spiritual; (d) right upper lobe, maintains a
theoretical-conceptual, holistic and comprehensive way of thinking, it is responsible for
integrating, while synthesizing, artistic, spatial, visual and creative [30]. With all of
these, the student’s thinking style is determined.
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The works presented in this section addressing the student’s learning style, but do
not focus on the thinking style, neither applies a neuro-scientific theory. In addition,
integrated architectures of type Virtual Learning Environment (VLE). In our work, we
are incorporating the design and implementation of an ontological model that provides
recommendations for personalizing learning activities based on Ned Herrmann’s
model, and therefore, a Virtual Learning Environment (VLE) personalized architecture
is proposed.

2 Methodology

Methodology includes the architecture of Personalized Virtual Learning Environment
(PVLE) design and an empirical work in two stages. The first stage focuses on the
realization of a concept proof, for which is an empirical reference (Structured Program-
ming course for engineering students at the Universidad Autónoma Metropolitana-
Azcapotzalco) and an experimental unit, the factors considered, the information treatment
for the parameters of evaluation and experiments for the fieldwork is established. This
stage serves as a reference to align the test cases of the second stage.

At the conclusion of the first stage experiments, the model design and PVLE
architecture and as well the ontology design for associated recommendations with
customizing learning activities is carried out by applying the methodology for the
Graphical Ontology Design Methodology (GODeM) [31].

GODeM the methodology comprises by the following steps:

1. Specify the domain of knowledge and scope of the ontology.
2. Identification of requirements ontology.
3. Validation of the possibility of using existing ontologies or metadata.
4. Ontological model design.
5. Implementation of the ontological model.
6. Populate classes.
7. Evaluation.
8. Document the ontology [31].

Finally, the ontological model is applied for personalizing learning activities for the
Structured Programming course, and five experiments are performed in the second
stage.

3 Personalized Virtual Learning Environment (PVLE)
with a Ontological Model (OM)

The PVLE is an environment for learning, in it an ontological model, which enables
recommendations for customizing activities learning, from cognitive skills you want to
develop in students is integrated. In this section, the components of the architecture are
described PVLE: Learning to Management System (LMS), the Virtual Learning
Environment (VLE) and the Ontological Model (OM) [32]. The PVLE is part of the
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strategic learning meta-model [33] consists of a layer of infrastructure [32], an intel-
ligent layer (OM) and a reactive layer.

3.1 LMS Architecture

LMS architecture includes the use of SAKAI (developed in Java) and is installed on
virtualized servers to have a cloud solution. It requires a database server and an
applications server, all deployed in a virtualization infrastructure as shown in Fig. 1.

3.2 VLE Architecture

VLE architecture consists of an application server and three frameworks; the first for
the services centralization (Spring), the second for database mapping (Hibernate), and
the third for controlling and Vista (Struts) implementation, implemented on a virtu-
alized server, as is shown in Fig. 1.

Personalized Virtual Learning Environment (PVLE) that we are proposing is
integrated by using the Ontological Model (OM) in the VLE, whose architecture is
described in Sect. 3.3.

3.3 Ontological Model (OM) Architecture

The ontological model architecture integrates for an Apache Web Server, a Protégé
framework for building intelligent system (open-source platform) and Pellet is using as
reasoning, as shown in Fig. 1. OWL DL is used which is a standard description formal
language for ontology specification. The ontology was modeled with OntoDesign
Graphics [34]. In Sect. 4, the ontological model design is described by applying
GODeM methodology [31].

Fig. 1. PVLE architecture.
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4 Study Case

The case study is comprised of two stages. In the first stage a concept testing is done,
the objective of this is to have a reference point before applying the learning activities
personalization. At this stage, two experiments are carried out in Fall 11 (11-F) and
12-Winter quarters (12-W).

The second stage integrates cases testing where the experiments are applying to
engineering students during Structured Programming course (which aims to develop
cognitive logic abilities, to active the creativity, encourage the students to learn how to
analyze a problem and propose a solution by developing an algorithm and a program).
In stage 2, 5 experiments were performed in the 12-Spring (12-S), 12-Fall (12-F),
13-Winter (13-W), 13-Spring (13-S) and 13-F (13-F) quarters. For model validity and
for the proposed architecture, teaching modalities and no face-to-face course learning
(CNP) and cooperative learning system (SAC) were used. Those courses were con-
ducted to a large group of students (from 70 to 250 students per quarter).

The ontological model version 4, consists in four ontologies: profiles, students,
courses and assessment activities. Those ontologies were designed by using GODeM
and plotted with OntoDesign Graphics [34]. Finally, these ontologies were imple-
mented by using Protégé.

4.1 Design of the Ontology Using the Methodology GODeM
and OntoDesign Graphics Notation

The knowledge domain for personalizing learning activities is modeled based on two of
the four ontologies: the ontology assessment activities; where different types of
activities and technological tools sorted by the thinking style are integrated. And
profiles ontology, where the Ned Herrmann’s total brain cognitive theory is described
and the description of the characteristics of each thinking style for dominant cerebral
quadrant were stored, as is showing in Fig. 2.

4.2 Implementation of the Ontology Protégé

In order to build the knowledge domain model associated with learning activities
personalization Protégé 5.0 was used. In Fig. 3, populated profiles data and assessment
activities ontologies is shown.

4.3 Results

The results obtained in the concept test are shown in Table 1. The differences between
the assessment initial values for the students’ cognitive abilities in each quadrant seem
to be very similar.

For the case tests, results show scores increase on student’ cognitive skills
assessment. In the first experiment no progress was presented. In the experiments two
and three show significant improvement in all cognitive skills, with the highest scores
on logic and process skills. While in the fourth and fifth experiment, scores show
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Fig. 2. Ontological model for the learning activities personalization designed by using
OntoDesign Graphics.

Fig. 3. Ontologies implementation by using Protégé.
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Table 1. Results of the two experiments stage 1.

Period 11-Fall (11-O) 12-Winter (12-I)

Thinking Style Initial Final Initial Final

Logic 10.5672 10.6213 10.3017 10.7743

Processes 10.4444 10.4319 10.8106 10.7782

Relational 10.9941 10.6331 11.5207 11.1128

Creative 11.4152 11.0473 11.2840 11.2062

Table 2. Results of experiments on stage 2.

Period 12-Spring
(12-P)

12-Fall
(12-O)

13-Winter
(13-I)

13-Spring
(13-P)

13-Fall
(13-O)

Thinking 
Style

Initial Final Initial Final Initial Final Initial Final Initial Final

Logic 10.36 10.32 11.29 13.42 11.40 14.99 12.22 14.87 13.35 14.99

Processes 10.55 10.23 11.54 13.37 11.86 14.95 12.48 15.17 13.58 15.96

Relational 11.20 10.64 11.77 12.90 12.37 14.90 12.60 14.91 13.79 14.70

Creative 11.56 11.22 11.82 12.95 12.25 14.73 12.83 15.39 14.66 15.69

Fig. 4. Curve fitting for the results of fieldwork.
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improvement in all cognitive students skills, obtaining a higher score on creative and
process skills, as shown in Table 2.

Figure 4 shows adjusted curves for data experimental of experiment 7 made in
fieldwork.

5 Conclusions

The results of two experiments in stage 1 of methodology (concept test), whereas
learning activities personalization is not applied, the average scores for student’s
cognitive abilities were similar in both, initial and final stages. While for the last 4
experiments in stage 2 (test cases), where personalization of learning activities was
applied, an increase in areas of creative, processing and logical thinking were observed.

Then, we can conclude that the personalization of learning activities has a positive
impact on the development of cognitive skills of students. Our contribution is the
incorporation of an OM; whose function is to recommend the types of learning
activities and the technological tools, and the VLE architecture; which allows you to
define a PVLE new architecture.

Future work will automate reactive layer meta-model of strategic learning, with the
goal to provide an adaptive tracking learning activities personalization.
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Abstract. Electrical tests are important because they anticipate problems.
When they are erroneously performed, human accidents or equipment damage
can occur; thus, efficient training is mandatory. Traditional training under
supervision of human instructors has proved to be successful; but it is costly and
takes a long time. We need to complement traditional training with computers
systems which adapt the training to particular trainee and shorten the training
time. We have defined a blended learning model to support adaptive and dis-
tance training for complementing traditional training. We have defined an open
trainee model to represent how much trainees know and how they feel. The
model is used by instructors to adapt instruction, and by trainees to know what
needs to be reinforced. The trainee model is represented by Bayesian networks
and the instruction is presented via a virtual reality system. This paper presents
the open trainee model and current results on using it.

Keywords: Electrical tests � Bayesian networks � Blended learning � Open
student model � Virtual reality

1 Introduction

Performing electrical tests in substations is very important because they allow fore-
seeing problems, which might otherwise end up damaging substation equipment and in
turn originating power interruptions. When electrical tests are erroneously performed,
they might originate human accidents or equipment damage. Thus, efficient training is
mandatory in order to ensure optimal operation of the substations.

Traditional training includes two ingredients, namely classroom training and camp
practice. However, it faces some problematic situations, for instance: the knowledge
about electrical tests is not easily available to students and opportunity to practice in a
real substation is limited. Moreover training might be unaffordable and could take a
long time.

In traditional training, camp practice and face-to-face instruction are very important
as they have proven to be efficient [4, 21]. However due to the need for training more
electricians in less time and with less cost, we have complemented traditional training
with computers systems.

© Springer International Publishing Switzerland 2015
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We have developed a virtual reality system (VRS) for supporting training in
electrical tests. Trainees still attend classroom courses and have camp practice but they
complement learning and practice aided by this VRS before attending the camp
training [28].

The system allows self-training and has helped to improve training; moreover both
costs and training time have been reduced. However, the system does not allow yet
adaptive training. In this way the VRS represents the starting point of intelligent and
adaptive training where the individual state of trainees is considered, in such a way that
the instruction adapts to trainee’ needs intelligently.

Thus, we have defined a blended learning model. Blended learning (b-learning) is a
new term and an innovative model in education although the concept has already
existed for a long time. It can take many forms and there are several definitions which
include roughly the same elements. A general and perhaps the most accepted definition
states that blended learning is learning that is facilitated by the effective combination of
different delivery modes, models of teaching and styles of learning, and founded on
transparent communication amongst all parties involved in a course [13].

The blended training process includes three actors which have a strong relationship,
namely: trainees, instructors and the training platform [20]. The instructor and the
training platform have to adapt to the needs of the trainee. In order to achieve an
adaptive training, we have defined an open student model to represents how much
trainees know. Open learner models are student models that are accessible to the user,
usually the student being modeled, but sometimes also to other users [7].

In our proposal, instructors can see the trainee model in order to adapt their
instruction, and also can design new training and testing material based on the trainee
model. Trainees can see the model to know which electrical test, they need to reinforce.
We are especially interested in providing trainees with tools for self-assessment, since it
is one of the meta-cognitive skills necessary for effective learning. Students need to be
able to critically assess their knowledge in order to decide what they need to study [23].
Also, we include in the trainee model the affective state of the student with the aim of
adapting the instruction based on both the affective and the knowledge states.

In this paper we present the blended learning model and describe the trainee model.
We also present the current results of applying the blended learning model in a
Mexican utility. The rest of the paper is organized as follows: Sect. 2 describes some
related work. Section 3 describes the blended training model and the virtual reality
system. Section 4 presents the trainee model. Finally, some conclusions and future
work are presented in Sect. 5.

2 Related Work

There are multiples examples of applications of blended learning, not only in
Universities but also in companies, some few examples are: AulaWeb, a blended
learning system, is a successful application in the Polytechnic University of Madrid,
[5]. Positive appraisal in the acquisition of competences by the students is reported in
[3]; so much in the comprehension of the purposes and processes of the learning as in
the achievement of the competences planned. They applied an electronic portfolio as a
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tool to evaluate two courses in the Pedagogy program. In Centra, a software company,
is exemplified the use of blended collaborative learning principles in a new employee
orientation program [29]. Beyond the short initial kickoff session, the remainder of
these events takes place in the employee’s work context over an extended period of
time - minimizing the employee’s time- to productivity while fostering internalization
and application of key learning in the job context [29].

In fact, the benefits of blended learning have originated a tendency in universities
and institutes around the world to integrate it in their teaching/learning activities, some
few examples are: Lancaster University, U. of Leeds, Babson in Massachusetts,
IEEE BL Program in VLSI, Nipissing University in Canada, U. of de Air in Japan,
Clark County School District in Las Vegas, U. of Yale, U. of Stanford, Waterloo
university, U of Western Sydney, etc.

Regarding Virtual Reality (VR), it is a technology for which an extensive literature
has presented diverse arguments and evidences as an excellent tool for teaching and
training [6, 10, 27]. There are many applications of VR as a training tool reported in the
literature, some of them fall within electrical substation environments, most of these are
devoted to train on substation operation [2, 11, 12, 22]. Only some few are devoted to
maintenance work in substations [1, 9, 28].

In other fields, such as in medicine, it is reported a comparative study in which two
groups of novice students are trained in Laparoscopic Cholecystectomyce (LC) using
Blended Learning (BL) [24]; where VR group completed the LC significantly faster
and more often within 80 min than BL. The BL group scored higher than the VR group
in the knowledge test and both groups showed equal operative performance of LC in
the OSATS (Objective Structured Assessment of Technical Skills) score. These authors
suggest that multimodality training programs should be developed that combine the
advantages of both approaches. On this stance, there is also the term Blended Reality
(BR), which is defined as an interactive mixed-reality environment where the physical
and the virtual are intimately combined in the service of interaction goals and com-
munication environments [19], where is intended to take advantage of the potentials in
combining virtual worlds and face-to-face classes.

It makes sense that having two or more technologies, they all presenting benefits in
the learning/teaching activities, a combination of them is expected to increment benefits
for learning. This is also in accordance with the multidimensional model presented
in [27].

3 Blended Training Model

Blended learning has emerged as a response to the need of having the benefits of
face-to-face interaction with the advantages of new technologies. A general and per-
haps the most accepted definition states that blended learning is learning that is
facilitated by the effective combination of different modes of delivery, models of
teaching and styles of learning, and founded on transparent communication amongst all
parties involved with a course [13].

The training program on electrical tests is very detailed and very strict. A trainee
has to accredit the classroom courses but he also must have camp practice with the
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close supervision of an instructor. In this traditional training the trainees spend a lot of
time and also the training becomes costly.

We have developed a blended training model to train electricians which allows
adapting the instruction to particular needs. The aim is to have efficient, fast and safe
training, and also to reduce training costs.

In this blended model, the trainees learn through three elements: (i) an instructor in
a face-to-face interaction, (ii) a VRS and (iii) camp practice.

The instructor teaches trainees in classroom based on a course plan which includes
theoretical lessons and practice in the VRS. Separately, trainees can learn and practice
with the VRS as much as they want; this is in a self-learning modality. When trainees
have attended the appropriate courses they have to serve as auxiliary electrician to have
camp practice in a real substation.

The training course is planned by an instructor; he decides topics and designs the
course in the system. In classroom, the instructor explains theoretical concepts and
shares its experience in the performance of electrical tests. Also, the instructor
describes the electrical tests, its steps and sub-steps relying in the VRS system.

The trainee attends the course and practices the electrical tests included in the
course by using the VRS, however he can use the VRS as distance self-training tool.
The training and examination material were carefully developed and designed by a
team of experts on electrical tests and training.

A key element of this blended model is a trainee model that is built based on the
interaction of trainees with the three training elements. This model represents the
knowledge and affective states of trainees. The information in the trainee model is
useful for instructors to adapt the instruction in classroom, to plan the camp practice, to
recommend attending other training courses or finally to grant a certification. This
trainee model can be useful to design new courses and new examination materials and
even to redesign training material.

Nevertheless, the aim of the open student model is to adapt the instruction, cur-
rently this is not the case; since the electrical tests have to be thought in a sequence of
steps and it is hard to try adapting its strict structure. However, trainees and instructors
adapt themselves according to the trainee model, in this way; we have an open trainee
model.

The trainee affect is used by an empathic animated agent to present the instruction
properly. We are using the characteristics of the operators for developing the agent,
such as wearing the uniform and safety helmet, among other features. We believe that
by representing the tutor as an electrician, operators will accept better the training
environment. Empathy is the ability to perceive, understand and experience others’
emotions, in other words, step into the shoes of another. This construct has been
incorporated in animated agents with the aim to achieve credibility, social interaction
and user engagement [18].

The b-model also includes the representation of the trainee’s affect and it is used by
an empathic agent which presents the instruction in a suitable way. The affective state
of trainees is recognized by interaction with the VRS. The empathic agent shows facial
expressions to motivate trainees. The blended training model is presented in Fig. 1.
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3.1 VRS for Electrical Test Training

In an overall view, electrical tests consist of a sequence of steps where the equipment to
be tested has to be bypassed so that is not energized. Then the testing equipment is
connected to the primary equipment under test, and outcomes of the tests are recorded.
If not other tests is performed, then the testing equipment is disconnected and removed,
finally the primary equipment under test is connected again and reestablished. It should
be mentioned that in every step safety regulations and measures must be observed [8].
Figure 2 shows the performance of an electrical test.

Electrical tests in substations allow foreseeing possible problems, which might end
up damaging substation equipment and in turn originating interruptions, which is the

Fig. 1. Blended training model. The model has three components: classroom classes, VR system
and camp practice. These three components can be adapted according to the open student model.
The instruction is presented by means of an empathic agent.

Fig. 2. Bypassing an interrupter. This works is previous to electrical tests performance.
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last situation expected to be faced by electricity companies. On the other hand, erro-
neously performed tests might end up in human accidents or in equipment damage.
Thus, efficient training is mandatory in order to ensure that substations operate in
optimally.

We have developed a Virtual Reality Training System to support electrical tests
learning on primary equipment of Distribution Substations [28]. The VRS has
improved the training process, supporting the traditional training by means of pre-
senting 3D representations of electrical tests. This allows learning and practicing
electrical tests before visiting an electrical substation and performing the actual elec-
trical tests. In Fig. 3 an electrical test performing in the VRS is shown.

The system includes 40 electrical tests to different primary equipment such as
transformers, interrupters, capacitors bank, and so on. Among the tests, we can mention
isolation resistance, power factor, and operation time.

This kind of systems provides advantages derived from 3D representations. For
instance, the system contains different catalogs of 3D models of tools, equipment,
materials and safety gear; it also includes a 3D virtual substation. Thus, trainees can
visualize 3D tools and navigate virtually a substation. This allows students to famil-
iarize with all items used when tests are performed. It allows self-learning and provides
supports for classroom courses, since it is able to keep records of trainees’ progress so
that instructors can make even personalized training decision. As in real work, elec-
trical tests are presented as sequences of steps. On each step, explanations are provided
and activities are illustrated using 3D animations.

The main objective of the system is to complement and enhance traditional method
of training. Nevertheless, the risk of electroshock or damage to equipment, still
demands that only human experts can certify trainees, when they consider they are
ready to realize electrical tests by themselves.

The system is installed in the 16 distribution areas across the country. This benefits
some hundreds of new electricians. Thus far, the system has been helpful as a sup-
porting tool to improve training. Nevertheless other technologies can be integrated to
our VR systems, so that they can exhibit intelligent and adaptive behaviors which
improve them as training tools. With this aim we propose an open student model and it
is described in the next section.

Fig. 3. Performing the electrical tests for metal clad switchboards.
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4 Trainee Model

The core of the blended learning model is the trainee model which is a representation of
the state of the trainee. The model is built as the trainee learns the theoretical concepts
included in the classroom lessons, practices in the VRS and attends camp practice. The
trainee model includes the knowledge of the trainee about the electrical tests included
in the course, the affective state of the trainee and his profile. The trainee model is
useful for the instructor and for the trainee; in modalities of self-learning and course.
The trainee model is composed as shown in Fig. 4.

The profile contains information about previous courses that the trainee has
attended and preferences on learning. The profile is built the first time the student visits
the training system and is updated when the course is attended by the trainee, when the
course is over and when the student gains a certification. The outcomes of the camp
practice are registered by the instructor. Our proposal for detecting the affective state of
the trainees is described in [16].

The knowledge model is updated when the trainee practices the electrical tests and
when he solves theoretical exams. The affect model is updated as the trainee interacts
with the training system; the emotions are modeled through the achievement of goals
and with facial expressions.

In the course modality, the instructor can see the model in order to adapt the
instruction, give recommendations to trainees and provide grades and certifications.
Trainees can see the model to practice the electrical test that they have not learnt yet.
Neither the instructor nor the trainee can see the affective model, because we do not
know accurately if this is useful for learning. We need to conduct some studies to
investigate what is the impact of the awareness of the trainee about what the training
system knows about him, regarding his affective and knowledge states.

In the self-learning modality, trainees can practice all the time as they want.
However, self-learning is separated from the course; that is, in self-learning modality a
parallel trainee model is built. The model can be seen by trainee as in the course
modality. Currently, instructors do not see this model and the trainee model in
self-learning modality is not taken into account in the development of the course.

Fig. 4. Trainee model. The model represents the state of trainee, which includes the knowledge
and affective states and the trainee’s profile.
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Besides to modeling the knowledge of the trainee, his affective state is also mod-
eled. The trainee can see the representation of his knowledge but he cannot see the
representation of his affect. We need more analysis about the effects of awareness the
representation of the affect by trainees and instructors. Currently the affect is only used
by the empathic agent to present the instruction accordingly to the trainee affective
state. A description of the empathic agent is presented in [14]. In Fig. 5 the interaction
with the trainee model in the self-learning modality is presented, and in Fig. 6 the
interaction in the course modality is presented.

Since the electrical test is composed by many steps and many sub-steps, in the task
of evaluating the knowledge of the student, there are many factors that impact the
results of a practice or exam such as guesses and slips. In order to minimize this impact,
we have modeled the impact of knowing a sub-step in knowing a step, and in turn its
impact in knowing the electrical test, besides having the precise answer of the trainee.

Fig. 5. Self-learning modality. The trainee can see the representation of his knowledge state in
the trainee model, and so that he can reinforce its learning.

Fig. 6. Course modality. The trainee can see the representation of his knowledge state in the
trainee model, and reinforce his learning. The instructor can see the representation of the trainee
and so that adapt the instruction.
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But this process involves uncertainty; therefore the model relies on Bayesian reasoning
which provides strong mechanisms to work with any minimal evidence in order to
manage uncertainty [26].

The Bayesian network is built when the instructor design a course. The Bayesian
network is composed by a node for each electrical test included in the course and a
node for an exam which comprises the items of the theoretical exam also designed by
the instructor. In turn, each node of the Bayesian network representing a test is a
Bayesian network composed by steps and sub-steps. This Bayesian network represents
how trainees have performed the electrical tests. In Fig. 7 a test with four steps is
shown; but most electrical tests have an average of 40 steps.

Initially, each node representing a sub-step has two possible values: known and
unknown which correspond to the possible result of performing the sub-step (to exe-
cute an instruction). The nodes representing steps have two possible values: learnt and
not learnt and their probabilities are conditionally dependent on the probabilities of the
sub-step nodes. Step nodes represent the probability that the trainee has learnt the
step. Test nodes also have two values: acquired and not acquired and their probabilities
are conditionally dependent on the probabilities of the step nodes.

The evidence for sub-steps nodes comes from the trainee’ movements when he is
practicing in the VRS, that is to say, the probability of knowing a sub-step comes from
the correct or incorrect clicks. We have configured the conditional probabilities table
(CPT) of sub-steps nodes with parameters p and q which are calculated based on the
numbers of sub-step intents and numbers of test tries. Currently, we have the config-
uration for sub-steps showed at Fig. 8 and the CPT is shown in Table 1.

The theoretical exam is also represented by a Bayesian network composed by a
number of items. The causal relationships between items and conditional probabilities
for each node will be established when the exam is designed by the instructor. For the
time being, we have not defined the complete structure and values of this Bayesian

Fig. 7. Bayesian network for an electrical test with four steps. The knowledge about electrical
test is impacted by the knowledge of each step and a theoretical exam.
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network. However we want to model trainee’ guesses and slips on the basis of the
relationships between the items and the evidence of the answers to questions. Figure 9
shows an exam with 8 items as an example.

We also model the affect of trainees. We have modeled emotions as stated by OCC
[25], which use the contextual information as predictors of emotion. A detailed
description can be found in [17]. Now we are integrating the facial expressions as
indicators of emotion based in the theory proposed by Ekman. Our proposal for
affective modeling is presented in [14].

5 Conclusions and Future Work

There are domains where learners can self-learn using a system whose instructional
content is comprehensive and really well done. In such cases the presence of instructor
might not be determinant for trainees. Nevertheless, electrical tests procedures involve
physical activity, which is not provided by a computer system. Computer systems, even

Fig. 8. Fragment of Bayesian network for an electrical test. The click node represents the
evidence of knowing or not the sub-step.

Table 1. Conditional probabilities table for sub-step nodes. The probability of knowing a
sub-step comes from the correct or incorrect clicks of trainees.

Sub-step
Click Correct Incorrect

Known p 1 − q
Unknown 1 − p q

Fig. 9. Bayesian network for an exam including eight items. This structure represents only the
relationship between topics of the items.
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VR systems, are still limited with respect to the real electrical tests performance, there
are physical actions such as claiming up a transformer, removing cables or taking care
of safety regulations within specific circumstances, whose expertise cannot be obtained
by using a system, but in the actual work. This is why, it is responsibility of a human
instructor who will have to cover the physical and practical training and verify the skills
of the trainees. Thus, the system is a helpful complementary training tool which can be
used to enhance the traditional training but it cannot be used instead of it.

On the other hand, in order to have an efficient instruction, it is necessary an
adaptive training to specific need of trainees. We model the knowledge and affect of
trainees. Due to strict order in the performance of electrical tests, we do have a
complete adaptable instruction, for the time being, we have composed an open student
model which allows instructors to adapt the instruction to the progress of the trainees
and it also allows trainees to know which electrical tests needs to be reinforced.

We are working in the adaptation of the instruction base on the student model. As
future work we are planning to conduct a study to evaluate the open trainee model as a
self-evaluation tool.

In the blended learning model, we include an empathic agent to present the
instruction. We have conducted a study to evaluate the animated agent with encour-
aging outcomes [14], which will be used to guide the refining the agent.

In this paper we described our blended learning model for learning electrical tests,
and we propose an open student model that models the progress of trainees on mas-
tering the electrical tests. The aim of the model is to help trainees to improved learning
and support instructors to know the progress of trainees, make recommendations and
adapt his own instruction.
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Abstract. Distance learning is now a key component in higher level education.
Given the high dropout rates and the important investments in distance learning
it is of utmost concern to determine the most critical data in the success and
failure of students. In this article we data mine enrollment profiles, educational
background and students´ data from the Open University System and Distance
Learning of the National Autonomous University of Mexico to determine the
key factors that drive success and failure, creating a relevant predictive model
using a Naive Bayes classifier. We have found that the number of subjects
approved and their average qualification in the first semester are part of the most
interesting predictors of student success.

Keywords: Distance learning � Keys to success � Data mining � Naive Bayes
classifier

1 Introduction

The global population aged to study higher education is increasingly considering
distance education as the first and best choice. At the same time, the number of
universities that offer courses online is growing. Some of the main advantages of
distance learning for a student are: (i) flexible learning hours better adapted to work and
family life; (ii) ability to set their own pace of study; and, (iii) greater efficiency and
less wasted time commuting to a fixed place of learning. On the other hand, distance
education requires a greater commitment to self-management of study time. The benefit
of group learning and social peer support is also lacking despite the existence of chats
and other on-line social forums.

In 2012, the United States Department of Education reported that of 18,236,340
students enrolled in undergraduate education, 11 % were enrolled in distance education
only and 14.2 % were enrolled in at least one distance learning course. In the case of
Mexico, the Open University System and Distance Education (SUAyED, acronym in
Spanish) of the National Autonomous University of Mexico (UNAM, acronym in
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Spanish), has registered approximately 27,000 students in a range of careers between
2005–2015.

Furthermore, the constant growth in the number of students in the system, there is
also the data we get from them, for example: Entry profiles, educational background and
enrollment data. The data may contain essential information to improve the quality of
education, with the potential to customize the learning experiences of the students [1].

The school dropout and identifying success factors of students in higher education
has been a concern for everyone involved in the education; in particular for the distance
mode, [2] Which investigated that various authors said they agreed with “dropout rates
from distance education that are generally higher than those in conventional education.
Many students are easily leaving online learning courses and programs or finishing
without satisfaction”.

When we talk about the success that SUAyED students can achieve, we refer to the
possibility of getting 100 % of the credits of their career in ten semesters (curriculum
time). Since 2009 the SUAyED in distance learning started to have the first students
with the success characteristics aforementioned. On average, 6 % of students who
began their studies have completed total credits in curriculum time, which is worrying
since many efforts in terms of human resources, development time and online courses
implementation have been invested, as well as the technological infrastructure in order
to provide high quality distance education.

As much as dropout rates are considered an indicator of quality in distance edu-
cation [3, 4] if students completed all their credits in curricular times it will certainly
help to improve quality indicators.

Therefore, it became necessary to identify from those who have already finished
their studies, the success factors that determined the achievement of the 100 % of
credits in curriculum time. A review in the literature was made to achieve this where
many analyses and case studies describe the relevance of performing data mining over
academic data. Even the term “Educational Data Mining” is already common [5].

Data mining algorithms examined with multiple data such as (gender, age, occu-
pation and courses) from 510 online students who got the best results with Naive Bayes
algorithm [6].

From a study made by [6], to address the problem of dropout in the Hellenic Open
University, compared six data mining algorithms and concluded that Naive Bayes
algorithm is the most appropriate technique for predicting dropout.

A good example of the potential of doing studies of data mining in education is the
case presented by [7], they used a questionnaire of 37 questions in five sections which
included demographics data and perspectives of students in online courses. In that
study, researchers used data mining algorithms to predict the academic success of the
students, and found that students who publish questions, answers and surf in the
Internet tend to get higher scores.

The advantage of developing a data mining study instead of continue doing tra-
ditional statistics is to illustrate the following example: suppose John Smith is a
minority student in the first year of college. Data mining asks the question, “Will John
Smith return to college for his sophomore year?” A hypothesis based research question
asks, “Are minority students liable as other students to return to college?” [1].
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This means, data mining has the ability to provide very specific information, whereas
the statistics will establish possibilities between more general data set.

The above mentioned examples strengthen the relevance of developing an analysis
of data mining techniques where the Naive Bayes classification algorithm is imple-
mented, with the purpose of developing the predictor model of the success factors of
SUAyED students in distance education courses. All studies show that academic
success depends on multiple factors of students, such as: qualifications, personality,
expectations and sociological background [8].

2 Methodology

To identify the most important factors of the students’ success, we used the following
data mining methodology, which describes the steps to be followed for data selection,
feature selection, model creation and model performance analysis (Fig. 1).

From the total number of students enrolled in distance learning at SUAyED we
selected those who had been studying for ten semesters. It´s necessary to define the
class for analysis and identify the entry profiles, educational background and enroll-
ment data in the first semester. For a later integration of all of them into a relational
database. The data was divided randomly into a training set (70 %) and a test set
(30 %). On the training data the Epsilon and Score measures were calculated; these
measures allowed to have another dimension of analysis for each descriptor of the
students and their categories, thus making the identifying process and selection of
variables easier to be considered for the classifier model.

Fig. 1. Data mining methodology
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Once the all the Score were selected by category, these were assigned to the 30 %
of the test data. Subsequently all the Score by instances were added and the final results
were sorted in a descending order to graph the distribution of the classifier model by
deciles and see the discrimination made between classes. With the confusion matrix
and their measure, the performance of the classification model was evaluated. Finally,
the model was plotted in a ROC (Receiver Operating Characteristic) curve to examine
the ability of the classifier model to identify and predict of the true positive rate against
the false positive rate.

3 Data Collection

From the total number of students enrolled in distance education, only those with ten
semesters concluded in the SUAyED were taken into consideration. The following
figure shows the entry semesters that satisfy this condition (Fig. 2).

The target population consists of 2,889 students, 6 % (177) out of which complied
with all of their credits in the stipulated time frame. The next chart shows the distri-
bution by entrance semester and class type (Table 1).

Fig. 2. Entry semester (In 2006-1, 2007-1 and 2008-1 there were no calls for distance learning)

Table 1. Student by entry semester and class type

Entrance 
semester 

Class 
Total

Yes No

2005-2 26 209 235

2006-2 12 240 252

2007-2 20 349 369

2008-2 21 353 374

2009-1 0 45 45

2009-2 26 313 339

2010-1 72 1,203 1,275 

Total 177 2,712 2,889 
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The class is an identifier that classifies the students into two groups, the first group
is made up of students who accumulated 100 % of the required credits after ten
semesters (1) and the second refers to the students who did not accumulate the required
credits in that time frame (0) (Table 2).

For each student we had access to the following data (displayed according to
source, descriptor and category), which was analysed to determine its potential impact
on academic success.

The Naive Bayes algorithm [9, 10] is a classification algorithm based on Bayes’
theorem, which assumes that the predictors X ¼ X1;X2. . .Xmf g are conditionally
independent. Thus, we write the posterior conditional probability P CkjXð Þ as

P CkjXð Þ ¼ P XjCkð ÞPðCkÞ
PðXÞ ¼

QN
i¼1 PðXijCkÞ
PðXÞ ð1Þ

Where the product is over the N variables chosen by the feature selection process
for the classifier. A useful diagnostic to determine the predictability of the Xi is a
binomial test [9]

eðCkjXiÞ ¼ Nxi P CkjXið Þ � P Ckð Þ½ �
NxjP Ckð Þ 1� P Ckð Þð Þ� �1

2

ð2Þ

Where Nxj is the total number of the students with feature value Xi. The numerator is
the difference between the actual number of co-occurrences of Ck and Xi, relative to the
expected number if the class distribution were obtained by a binomial with sampling
probability of PðCkÞ. If we can approximate the binomial by a normal approximation
then, eðCkjXiÞ ¼ 1:96 represents the 95 % significance level [9].

Epsilon determines which features to include in the score function that represents
the classifier. Using the Naive Bayes approximation the score function is:

SðCkjXÞ ¼
XN

i¼1

SðCkjXiÞ ¼
XN

i¼1

ln
P XijCkð Þ
P XijCk:ð Þ þ ln

P XijCkð Þ
P XijCk:ð Þ ð3Þ

Where Ck¬ is the complement of the set Ck. The score measures the degree that an
instance X is a member of the class Ck. Therefore based on Score`s higher values, the
chances of complying with Ck will be higher. The Score function allows one to derive
predictions based on a series of predictors X and is a monotonic function of Eq. (2).
When the Score is zero, this means that the probability to find Ck is the same as it
would be found if Ck were distributed randomly. If the Score is positive then there is a
higher than random probability to find Ck present and on the contrary if the Score is
negative [9].
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Table 2. Data (source, descriptor and category)

Source Descriptor Category
E

nr
ol

lm
en

t  
da

ta
  (

Fi
rs

t s
em

es
te

r)
 

Entrance semester {Even semester, Odd semester} 

State headquarters {Chiapas, DF, Edomex, Hidalgo, Oaxaca, Querétaro, Tlaxcala} 

Registered courses {0, 1, 2, 3, 4, 5, 6, 7} 

Approved courses {0, 1, 2, 3, 4, 5, 6, 7} 

Grade point average  
{0, 5 - 5.4, 5.5 - 5.9, 6 - 6.4, 6.5 - 6.9, 7 - 7.4, 7.5 – 7.9, 8 - 8.4, 8.5 
- 8.9, 9 - 9.4, 9.5 - 9.9, 10} 

Entrance cause2 {56, 58, 64, 67, 74, 76, 97}  

Gender {Female, Male} 

Entrance age  
{16 a 19, 19 a 22, 22 a 24, 24 a 26, 26 a 28, 28 a 31, 31 a 34, 34 a 
38, 38 a 43, 43 a 63}. “Coarse graining” 

Nationality  {1 (Mexican), 2 (Foreign), NA.*} 

State of residence 
{Aguascalientes, Chiapas, Chihuahua, Coahuila, Distrito Federal, 
Durango, Guanajuato… Zacatecas} 

Career 
{Administration, Bibliotecology, Political science, Accounting, 
Law, Economy, Spanish, Informatics, English, Pedagogy, Journal-
ism, Psychology, International relations, Sociology} 

E
nt

ry
 p

ro
fi

le
  

Marital status {Married, Divorced, Widowed, NA, Single, Free union} 
Children {NA, No, Yes} 
Work {NA, No, Yes} 
Employment rela-
tionship 

{Temporary, Permanent, No answer, NA.} 

Working hours per w {10 or less, 11- 20, 21- 30, 31- 40, More than 40, No answer, NA} 
Relationship between 
studies and work 

{No, Yes, No Answer, NA.} 

Number of people 
who depend on fi-
nancial support 
(Family) 

{1- 2, 3 - 4, 5 - 6, 7 or more, NA.} 

Number of people 
contributing to the 
family income 

{1, 2 - 3, 4 or more, NA.} 

Mother’s educational 
level  

{No education, Elementary, Middle school, High school, Tech-
nical career, Undergraduate, Postgraduate, NA.} 

Father’s educational 
level 

{No education, Elementary, Middle school, High school, Tech-
nical career, Undergraduate, Postgraduate, NA.} 

Access to computer 
equipment

{No, Yes, NA.} 

Comprehension of 
English 

{Good, Bad, Nothing, NA.} 

Spoken  English {Good, Bad, Nothing, NA.} 
Written  English  {Good, Bad, Nothing, NA.} 

E
du

ca
tio

na
l

B
ac

kg
ro

un
d 

Highest level of 
education 

{High school, Undergraduate (finished),  Undergraduate (not 
finished), NA.,  Postgraduate (finished),  Postgraduate (not fin-
ished)}

Grade point average 
in the highest level of 
education 

{7 -7.9, 8 - 8.9, 9 - 10, NA.} 

Years without study-
ing

{2 or less, 2 - 4, 5 - 8, 8 or more, NA.} 

Score in the admission test 
{33 - 40, 41- 48, 49 - 56, 57 - 64, 65 - 72, 73 - 80, 81- 88, 89 - 96, 
97 - 104, NA.} 
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4 Results and Interpretation

The training data (70 % of students) were randomly selected and the Epsilon and Score
were calculated. With the Epsilons in hand a feature selection step could be imple-
mented. The selection criterion was for all those Epsilon higher or equal to two
standard deviations (95 % confidence level). Those descriptors that comply with some
of eðCkjXiÞ ¼ 2 categories are as follows (Table 3).

A conditional formatting for each descriptor was applied in the Epsilon column to
identify those categories that have a higher representation in the model.

Once the Scores variables and measures have been selected, we assign each one of
these to the relevant categories in the simple data, which means, the Score value
obtained with the training date will replace the category according to the proof date.
Afterwards, the total individual values are added to those of Score to obtain a total
Score (St) for each instance1, and these are ordered in a descending manner with its
respective class (0/1). It is important to affirm that a positive value from Epsilon adds to
the fulfillment of the class and a negative one does not. See the following Table 4.

The following chart was made considering all the complete fourth table and graph
of the classifier model by deciles, in which the count of the class and its total respective
distribution for each decile were presented (Table 5 and Fig. 3).

In the first two deciles almost 80 % of the class was added, demonstrating that the
classifier model developed with the training data and using the Naive Bayes algorithm,
complies with its predictive function and discriminates the testing data by “yes or no”.

In order to measure the performance of the classifier model and to calculate the
matrix of confusion it was necessary to define a threshold in the test data in order to
establish the boundaries between the four categories of the confusion matrix: true
positive (Tp), false negative (Fn), true negative (Tn) and false positive (Fp). This
threshold is between a positive and negative value in St, but in fact the minor value in
the list is zero, so we have to apply the next smoothing constant.

St fix ¼ Stþ ln
Pc

1� Pc
ð4Þ

With this smoothing constant for each St, it was possible to identify the threshold in
the new values of St fix, see Table 6.

The threshold was located between 0.001 and −0062 from the St fix column. This
allowed to calculate the next confusion matrix and performance measures: sensitivity
and specificity (Table 7).

Analyzing the performance measures, we see the probability of the model to cor-
rectly classify the true positive rate is of 79.3 % and the probability of correctly
classifying the false positive rate is equal to 84.3 %.

In addition to the confusion matrix, the ROC (Receiver Operating Characteristic)
graphs is an excellent technique to examine the performance of a binary classifier [11].

1 Each instance refers to a student with his/her data entrance profile, educational background and
enrollment data.
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Table 3. Variables calculation (Epsilon and Score)

Descriptor Category Nx Nxc=Ncx N Nc Pc P(x|c) P(c|x) Epsilon Score
Registered courses in first semester 0 896 4 2,022 114 0.06  0.04 0.00 -6.737 -2.384
Registered courses in first semester 1 167 1 2,022 114 0.06  0.02 0.01 -2.823 -1.624
Registered courses in first semester 2 118 1 2,022 114 0.06  0.02 0.01 -2.256 -1.276
Registered courses in first semester 3 139 1 2,022 114 0.06  0.02 0.01 -2.514 -1.440
Registered courses in first semester 4 107 1 2,022 114 0.06  0.02 0.01 -2.109 -1.178
Registered courses in first semester 5 164 17 2,022 114 0.06  0.16 0.10 2.625 0.694
Registered courses in first semester 6 289 58 2,022 114 0.06  0.51 0.20 10.636 1.432
Registered courses in first semester 7 142 31 2,022 114 0.06  0.28 0.22 8.366 1.549
Grade point average in first semester 0 542 2 2022 114 0.06  0.03 0.00 -5.318 -2.394
Grade point average in first semester 5 - 5.4 394 2 2,022 114 0.06  0.03 0.01 -4.415 -2.074
Grade point average in first semester 5.5 - 5.9 65 1 2,022 114 0.06  0.02 0.02 -1.433 -0.680
Grade point average in first semester 6 - 6.4 109 1 2,022 114 0.06  0.02 0.01 -2.137 -1.197
Grade point average in first semester 6.5 - 6.9 88 2 2,022 114 0.06  0.03 0.02 -1.369 -0.566
Grade point average in first semester 7 - 7.4 168 7 2,022 114 0.06  0.07 0.04 -0.827 -0.207
Grade point average in first semester 7.5 - 7.9 125 8 2,022 114 0.06  0.08 0.06 0.369 0.228
Grade point average in first semester 8 - 8.4 163 24 2,022 114 0.06  0.22 0.15 5.029 1.079
Grade point average in first semester 8.5 - 8.9 118 20 2,022 114 0.06  0.18 0.17 5.327 1.251
Grade point average in first semester 9 - 9.4 174 34 2,022 114 0.06  0.30 0.20 7.951 1.408
Grade point average in first semester 9.5 - 9.9 61 10 2,022 114 0.06  0.09 0.16 3.642 1.248
Grade point average in first semester 10 15 3 2,022 114 0.06  0.03 0.20 2.412 1.623
Entry age 16 - 19 192 10 2,022 114 0.06  0.09 0.05 -0.258 -0.010
Entry age 19 - 22 208 6 2,022 114 0.06  0.06 0.03 -1.722 -0.566
Entry age 22 - 24 201 12 2,022 114 0.06  0.11 0.06 0.204 0.119
Entry age 24 - 26 211 7 2,022 114 0.06  0.07 0.03 -1.461 -0.442
Entry age 26 - 28 208 12 2,022 114 0.06  0.11 0.06 0.082 0.083
Entry age 28 - 31 209 5 2,022 114 0.06  0.05 0.02 -2.034 -0.730
Entry age 31 - 34 196 10 2,022 114 0.06  0.09 0.05 -0.325 -0.032
Entry age 34 - 38 201 16 2,022 114 0.06  0.15 0.08 1.427 0.409
Entry age 38 - 43 202 17 2,022 114 0.06  0.16 0.08 1.712 0.466
Entry age 43 - 63 194 19 2,022 114 0.06  0.17 0.10 2.510 0.627
State of residence Chiapas 23 0 2,022 114 0.06 0.01 0.00 -1.172 -0.377
State of residence Chihuahua 1 0 2,022 114 0.06  0.01 0.00 -0.244 2.108
State of residence Distrito Feder 336 16 2,022 114 0.06  0.15 0.05 -0.696 -0.137
State of residence Durango 3 1 2,022 114 0.06  0.02 0.33 2.080 2.396
State of residence Guanajuato 4 0 2,022 114 0.06  0.01 0.00 -0.489 1.192
State of residence Guerrero 3 0 2,022 114 0.06  0.01 0.00 -0.423 1.415
State of residence Hidalgo 201 11 2,022 114 0.06  0.10 0.05 -0.102 0.034
State of residence Jalisco 3 0 2,022 114 0.06  0.01 0.00 -0.423 1.415
State of residence México 347 23 2,022 114 0.06  0.21 0.07 0.800 0.195
State of residence Michoacán 7 1 2,022 114 0.06  0.02 0.14 0.992 1.549
State of residence Morelos 15 2 2,022 114 0.06  0.03 0.13 1.292 1.261
State of residence Oaxaca 404 23 2,022 114 0.06  0.21 0.06 0.048 0.034
State of residence Puebla 60 3 2,022 114 0.06  0.03 0.05 -0.214 0.127
State of residence Querétaro 12 1 2,022 114 0.06  0.02 0.08 0.405 1.010
State of residence Quintana Roo 1 0 2,022 114 0.06  0.01 0.00 -0.244 2.108
State of residence San Luis Poto 3 0 2,022 114 0.06  0.01 0.00 -0.423 1.415
State of residence Tamaulipas 3 0 2,022 114 0.06  0.01 0.00 -0.423 1.415
State of residence Tlaxcala 583 31 2,022 114 0.06  0.28 0.05 -0.336 -0.048
State of residence Veracruz 10 2 2,022 114 0.06  0.03 0.20 1.969 1.703
State of residence Yucatán 1 0 2,022 114 0.06  0.01 0.00 -0.244 2.108
State of residence Zacatecas 2 0 2,022 114 0.06  0.01 0.00 -0.346 1.703

(Continued)
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Table 3. (Continued)

Descriptor Category Nx Nxc=Ncx N Nc Pc P(x|c) P(c|x) Epsilon Score
Career Administratio 98 4 2,022 114 341.0-866.0-40.040.0  60.0
Career 29 1 2,022 114 721.0115.0-30.020.0  60.0
Career 153 6 2,022 114 052.0-029.0-40.060.0  60.0
Career Counting 224 18 2,022 114 314.0655.180.061.0  60.0
Career Law 521 47 2,022 114 905.0843.390.014.0  60.0
Career Economy 75 2 2,022 114 404.0-611.1-30.030.0  60.0
Career Spanish 2 0 2,022 114 307.1643.0-00.010.0  60.0
Career Informatics 29 1 2,022 114 721.0115.0-30.020.0  60.0
Career English 0 0 2,022 114 000.0000.000.010.0  60.0
Career Pedagogy 187 1 2,022 114 737.1-620.3-10.020.0  60.0
Career Journalism 120 6 2,022 114 200.0303.0-50.060.0  60.0
Career Psychology 518 26 2,022 114 301.0-016.0-50.032.0  60.0
Career International r 47 1 2,022 114 653.0-340.1-20.020.0  60.0
Career Sociology 19 1 2,022 114 055.0170.0-50.020.0  60.0
Marital status Married 554 45 2,022 114 593.0635.280.004.0  60.0
Marital status Divorced, Wi 111 8 2,022 114 453.0717.070.080.0  60.0
Marital status NA. 367 14 2,022 114 063.0-415.1-40.031.0  60.0
Marital status Single 846 43 2,022 114 401.0-007.0-50.083.0  60.0
Marital status Free Union 144 4 2,022 114 835.0-884.1-30.040.0  60.0
Children NA. 479 21 2,022 114 732.0-091.1-40.091.0  60.0
Children No 748 35 2,022 114 681.0-731.1-50.013.0  60.0
Children Yes 795 58 2,022 114 572.0620.270.015.0  60.0
Working hours per week 10 or less 150 7 2,022 114 980.0-615.0-50.070.0  60.0
Working hours per week 11-20 118 12 2,022 114 396.0431.201.011.0  60.0
Working hours per week 21-30 163 8 2,022 114 150.0-404.0-50.080.0  60.0
Working hours per week 31-40 360 22 2,022 114 111.0983.060.002.0  60.0
Working hours per week 40 o more 576 29 2,022 114 401.0-826.0-50.062.0  60.0
Working hours per week No answer 266 20 2,022 114 633.0033.180.081.0  60.0
Working hours per week NA. 389 16 2,022 114 092.0-403.1-40.051.0  60.0
Access to computer equipment NA. 393 16 2,022 114 003.0-743.1-40.051.0  60.0
Access to computer equipment No 95 10 2,022 114 547.0660.211.090.0  60.0
Access to computer equipment Yes 1,534 88 2,022 114 310.0861.060.077.0  60.0
Years without studying 2 or less 457 29 2,022 114 141.0656.060.062.0  60.0
Years without studying 2 - 4 432 20 2,022 114 871.0-909.0-50.081.0  60.0
Years without studying 5 - 8 282 11 2,022 114 023.0-562.1-40.001.0  60.0
Years without studying 8 or more 386 37 2,022 114 185.0263.301.033.0  60.0
Years without studying NA. 465 17 2,022 114 514.0-358.1-40.061.0  60.0

Bibliotecology
Political science

Table 4. Class and Score total

Number Class St

1 1 5.014 

2 1 4.948 

3 1 4.561 

.. .. ..

865 0 0.000 

866 0 0.000 

867 0 0.000 
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Table 5. Class by deciles

Rank Deciles Counts Relatives 

1 - 87 1 33 0.524 

88 - 174 2 17 0.270 

175- 261 3 8 0.127 

262 - 348 4 2 0.032 

349 - 435 5 0 0.000 

436 - 522 6 0 0.000 

523 - 609 7 1 0.016

610 - 696 8 2 0.032 

697 - 783 9 0 0.000 

784 - 870 10 0 0.000 

Total 63 1 Fig. 3. Classifier model

Table 6. Threshold

Number Class St St fix

175 0 2.610 0.024 

176 0 2.587 0.001 
Threshold

177 0 2.525 -0.062

178 0 2.511 -0.076

Table 7. Confusion matrix and performance measures

Confusion matrix Performance measures

Tp Fp

50 126
Tn Fn

678 13
Where: 

Tp: If the instance is positive and it is classified as positive 
Fp: If the instance is negative and it is classified as positive 
Tn: If the instance is negative and it is classified as negative 
Fn: If the instance is positive and it is classified as negative

(Tp)+(Fn) = Class (1); (Fp)+(Tn) = Class(0)

Sensitivity

Specificity
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ROC graphs display the distribution of different pairs (false positives and true
positives) for each interaction in the threshold. The point (0,1) shows a perfect clas-
sification, this means that it correctly classified all true positives and none of false
positives. In contrast, the point (1,0) shows the worst classifier model. In the next
graph2 shows the ROC curve that determines the performance of our classifier model
(Fig. 4).

The shape of the ROC curve has a closer approximation to the upper left corner
(0, 1) and the area under the curve (AUC) is an important measure, which through a
scale value between 0 and 1, determines the performance of the classifier model.
The AUC of a classifier is equivalent to the probability that the classifier will rank a
randomly chosen positive instance higher than a randomly chosen negative instance
[12]. In our particular case, the AUC is equal to 0.877 and therefore demonstrates the
good predictive ability of our model.

5 Conclusions

By analysing data from students involved in distance learning at SUAyED using data
mining techniques we developed a model for predicting student success, success being
defined as completing 100 % of all required credits within 10 semesters. We have
shown that the Naive Bayes classifier used here is a good predictor of student success
that the factors that influence it. The model achieved a sensitivity of 52 % and 27 % in
the first two first two score deciles, respectively. The model performance as calculated
from the ROC curve corresponded to an AUC of 0.88 when using feature selection and
0.85 for the model with all variables included. Using Epsilon we were able to identify

Fig. 4. ROC Curve

2 The graph was generated with the web calculator ROC analysis of the school of medicine at Johns
Hopkins University. URL: http://bit.ly/1eWFAnC.
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the main predictors that contribute to the success of students. The most representative
factors are that students pass at least five subjects in the first semester of their career
with an average greater than or equal to eight. It was also found that students with an
entrance age of 43 or more, enrolled in a law career and claimed at the moment of
starting their studies to be: married, with or without children, working 11–20 h per
week, not having a computer and counting more than eight years without studying, are
those who are more likely to meet 100 % of credits in ten semesters.

Knowing that the classification model is predictive, the next project will be about
making a program of this predictive model, which can constantly measure the per-
formance interactions between variables that lead students toward academic success.
In this way the SUAyED will be able to provide more personalized and actionable
student information to decision makers, thereby improving student learning and
increasing student retention and therefore the number of students completing their
studies on time and, most of all, allowing for more efficient educational resource
planning to maintain and improving the quality of distance education at the UNAM.
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Abstract. Music Schools would greatly benefit from a tool that would
reduce the time teachers spend evaluating students while those teachers
would be confident that evaluation is still a reliable and perhaps more
transparent process. We propose a method for evaluating students by
asking them to play a specific piece of music, then we transform the
audio-signal into a sequence of feature vectors. We align this sequence
to a reference to determine how well the student played. We found
that Dynamic Time Warping works better than Levenshtein distance
or the Longest Common Subsequence distance to determine the similar-
ity between the music played by the student and the reference. We tested
our system with 28 musical performances played by music students and
compare the grades determined by our system with the actual grades
given to them by their teacher getting very encouraging results.

1 Introduction

Since the benefits of music learning for the cognitive processes of the brain are
well known, teaching how to play a musical instrument has become quite com-
mon and even mandatory in public and private schools. A tool for automatic
evaluation of music students would help the teaching-learning process. Nowa-
days music teachers spend many hours evaluating their students in a one-by-
one fashion, even worse, to avoid favoritism it is common practice to designate
several teachers to evaluate each student. Using computers to evaluate music
students not only discharge teachers from such time consuming task but might
also increase confidence in the process since computers would not favor a stu-
dent over another. Students could also use the evaluation tool to practice before
the actual examination date. Robine et al. introduced in [4] a software tool
which analyses the technical ability of saxophonists. They estimate pitch using
autocorrelation for evaluating the performer by considering the evolution of the
fundamental frequency during the performance of specially designed exercises.
Their method is however intended only for monophonic music. The IMUTUS
project [1,5] introduced an interactive multimedia system for training students
using MIDI (Musical Instrument Digital Interface) instruments. This system has
a score performance matching module to detect spurious or missing note onsets
and offsets, however, it is not intended for advanced students but for beginners.
Beginners play monophonic music, that is music played one note at a time. In
order to evaluate piano students, Vila et al. in [8] extract discrete histograms
c© Springer International Publishing Switzerland 2015
O. Pichardo Lagunas et al. (Eds.): MICAI 2015, Part II, LNAI 9414, pp. 220–231, 2015.
DOI: 10.1007/978-3-319-27101-9 16
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of occurrences of the different note durations at low level from MIDI files to
evaluate the rhythmic correctness of various performances of the same piano
piece and compare it to a performance considered as the correct performance.
No aligning technique was used in that work, the performances are evaluated
only by comparison of the histograms.

For MIDI instruments the evaluation problem is easier, instead of an audio
signal the stream consists of symbolic data and string matching techniques might
be used. However, most musical instruments such as flutes and violins have no
MIDI Ports, so we have to capture the audio-signal through a microphone and an
A/D converter included in almost every modern computer. The digitalized audio-
signal must be processed in order to extract features from it and observe how
these features evolve in time. Spectrograms for example show how energy dis-
tribute in frequency and also how its frequency components change in time. The
spectrogram should next be compared to a reference which ideally should be the
music score but could also be another spectrogram which could be synthesized
from the score or instead it could be extracted from a well-played performance
of the same music, for example played by the teacher.

Chromagrams are preferred over spectrograms for characterizing music sig-
nals specifically. There are 12 chromas in an octave which correspond to the
tones and semitones (i.e. white and black keys) normally found in the keyboard
of a piano within an octave. A Chromagram shows the level of energy in each
chroma for each short period of time. In [2] Hu et al. proposed to synthesize
chromagrams from MIDI files and align them to chromagrams extracted from
audio signals for music retrieval purposes.

2 Feature Extraction

A chromagram is a sequence of vectors of chroma values, the Constant Q trans-
form may be used to determine the chroma values of a segment of audio.

2.1 The Constant Q Transform

The constant Q transform (CQT) can be visualized as a filter bank where the
filters are logarithmically separated The k-th filter has a bandwidth given by

Δfk = 2
1
b Δfk−1 (1)

where b is the number of filters per octave
Each octave has b filters so the filter numbered b − 1 is the last filter of the

first octave, the b-th filter is the first filter of the second octave and so forth.
The bandwidth of the first filter of an octave is twice the bandwidth of the first
filter of the previous octave. And half the bandwidth of the first filter of the next
octave. The bandwidth of the k-th filter is related to the bandwidth of the very
first filter of the filter bank by Eq. (2)

Δfk =
(
2

1
b

)k
Δf0 (2)
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The Quality factor Q which remains constant for all the filters in the filter
bank is defined in Eq. (3)

Q =
fk

Δfk
(3)

where fk is the center frequency of the k-th filter defined in Eq. (4)

fk = f02
k
b ∀ k = 0, 1, ...,K (4)

where K is the number of filters K =
⌈(

b log2
(

fmax

f0

))⌉

The bandwidth of the k-th filter is then determined as in Eq. (5)

Δfk = fk+1 − fk = fk2
1
b − fk = fk(2

1
b − 1) (5)

Combining Eqs. (3) and (5) we obtain Eq. (6) for the quality factor Q

Q =
fk

Δfk
= (2

1
b − 1)−1 (6)

So the ratio of frequency to resolution (the quality factor) does not depend
on the frequency, it is constant. What makes the Constant Q transform so inter-
esting is that by choosing appropriate values of f0 and b, the center frequencies
correspond to musical notes or semitones. Another important characteristic of
the Constant Q transform is that it uses more samples of the signal for the lower
frequencies than for the higher ones, it resembles the human auditory system
which needs more time to perceive the lower frequencies than the higher ones.
The Constant Q Transform (CQT) is defined as in Eq. (7).

x[k] =
1

Nk

∑
n<Nk

x[n]WNk
[n]e−2πnQ/Nk ∀ k = 0, 1, 2, ...,K (7)

where Nk is the number of samples used in the k-th filter
Nk =

⌈(
Q fs

fk

)⌉
and fs is the sampling rate

WNk
is a window function (i.e. The Hamming window) of length Nk.

3 Aligning Techniques

A chromagram is a sequence of chroma vectors determined as explained in the
previous section. Once a chromagram has been extracted from the audio-signal
of a music piece it should be aligned to the chromagram of a correct version of
the same music in order to compare it and determine how similar these chroma-
gramas are, the more similar the higher the grade assigned to the student is. We
will now explain several aligning techniques which are at the same time a way
of establish how similar those time series are.
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3.1 Dynamic Time Warping (DTW)

Aligning two performances R(n), 0 ≤ n ≤ N and T (m), 0 ≤ m ≤ M is
equivalent to finding a warping function m = w(n) that maps indexes n and
m so that a time registration between the time series is obtained. Function w
is subject to the boundary conditions w(0) = 0 and w(N) = M and might
be subject to local restrictions, an example of such restriction is that if the
optimal warping function goes through point (n,m) it must go through either
(n − 1,m − 1), (n,m − 1) or (n − 1,m), a penalization of 2 is charged when
choosing (n − 1,m − 1).

Let dn,m be the distance between frame n of performance R and frame m of
performance T , then the optimal warping function between R and T is the one
that minimizes the accumulated distance Dn,m as in (8).

Dn,m =
n∑

p=1

dR(p),T (w(p)) (8)

DN,M can be computed using the recurrence defined in Eqs. (9), (10) and (11).
Based on this recurrence DN,M can be obtained using dynamic programming.

Di,0 =
i∑

k=0

di,0 (9)

D0,j =
j∑

k=0

d0,j (10)

Di,j = min

⎧⎨
⎩

Di−1,j−1 + 2di,j

Di−1,j + di,j

Di,j−1 + di,j

(11)

An alternative and new way of aligning time series is using flexible string
matching techniques. We will now give a brief introduction beginning with the
most general string edit distance also called Levenshtein distance.

3.2 Levenshtein Distance

The string edit distance between two strings is defined as the number of opera-
tions needed to convert one string into the other, the considered operations are
insertions, deletions and substitutions. A different cost maybe assigned to each
operation. If only substitutions are allowed and the cost is 1.0, the Hamming
distance is obtained. If only insertions and deletions are allowed and for both
operations the cost is 1.0 then the Longest common subsequence (LCS) distance
is obtained [3].

To compute the Levenshtein distance between string t of length N and string
p of length M , Eqs. (12), (13) and (14) can be used. Note that to all considered
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operations (insertion, deletions and substitutions) the same cost of 1.0 has been
assigned.

Li,0 = i ∀ i = 0..N − 1 (12)

L0,j = j ∀ j = 0..M − 1 (13)

Li,j =
{

Li−1,j−1 ti = pj

min[Li−1,j−1, Li,j−1, Li−1,j ] + 1 ti �= pj
j = 1..M − 1 ; i = 1..N − 1

(14)
The classical approach for computing the Levenshtein distance relies in

Dynamic Programming, for instance, the Levenshtein distance between the string
hello and the string yellow is 2 as can be seen on location (5, 6) of matrix (15) cor-
responding to two operations (i.e. substitute “h” by a “y” and add “w” at the end)

y e l l o w
0 1 2 3 4 5 6

h 1 1 2 3 4 5 6
e 2 2 1 2 3 4 5
l 3 3 2 1 2 3 4
l 4 4 3 2 1 2 3
o 5 5 4 3 2 1 2

(15)

There is no need for keeping the whole dynamic programming table in
memory. The Levenshtein distance can be computed in just one column. To
compute the Levenshtein distance between string t of length N and string p of
length M using only one column, initialize the column as L0

i = i for i = 0..N −1
and then update it using (16).

Lj
i =

{
Lj−1

i−1 ∀ ti = pj

min[Lj−1
i−1 , Lj

i−1, L
j−1
i ] + 1 ∀ ti �= pj

j = 1..M − 1 ; i = 0..N − 1

(16)
where Lj stands for L once j characters of string p have been read.

3.3 The LCS Distance

The computation of the LCS distance is done just as the computation of the
Levenshtein distance, except that only insertions and deletions are allowed. The
LCS distance was designed to report a low value where the same sequence of
symbols are present in both strings as is usually the case with speech signals, in
this context, a symbol represents an acoustic event. For example, the Levenshtein
distance can not tell that the strings computer and curtain are any more different
than the strings computer and cooommpuuuteeer. The LCS distance can however,
report that the first couple of strings are more different than the second couple
of strings as can be seen on Table 1.
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Table 1. LCS distance for strings that contain the same sequence of symbols and for
strings that do not

x y Levenshtein(x, y) LCS(x, y)

Computer Cooommpuuuteeer 7 7

Computer Curtain 7 10

The recurrence defined in (17), (18) and (19) is used with dynamic program-
ming to compute the LCS distance. Of course, LCS can also be computed using
a single vector.

Ci,0 = i ∀ i = 0..N − 1 (17)

C0,j = j ∀ j = 0..M − 1 (18)

Ci,j =
{

Ci−1,j−1 ti = pj

min[Ci,j−1, Ci−1,j ] + 1 ti �= pj
j = 1..M − 1 ; i = 1..N − 1 (19)

4 Description of the Automatic Evaluation System

For evaluating a music student, the student plays his instrument in front of a
microphone connected to a computer running the evaluation program. The stu-
dent selects the piece he is about to perform among a list of musical pieces known
to the system as well as the instrument he is going to use for that purpose, then
he starts playing whenever he is ready. After he finishes he asks the computer for
his grade. The system has two modules, the front-end module extracts features
from the audio-signal and the evaluation module compares the performance of
the student to a correct performance of the music selected by the student.

4.1 Front-End Module

The Front-end module captures the audio-signal with a sampling frequency of
44,100 samples per second, with a precision of 16 bits per sample in mono-aural
and linear scalar quantization. After the student has selected the piece he is
about to perform, there is a space of time before he really starts playing the
instrument. In a similar way, after he finishes to play his instrument and before
he requires for the computer to assign him a grade there is also a space of time.
For this reason, the front-end module needs to locate the beginning and the end
of the performance in the audio-signal, this process is called segmentation of the
signal or localization of the Region Of Interest (ROI). The signal is analyzed
in short segments of time called frames, our frames for are 30 ms long and are
overlapped by 2/3 so the frames are shifted along the signal by 10 ms with respect
to its previous position. Let N be the number of samples that fit in a frame, in
our case N = 1323 samples. To locate the beginning of the performance, we use
three features extracted in time domain:
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1. Short time Energy. It is determined using the following equation:

En =
n∑

m=n−N+1

x2(m) (20)

where n is the location of the frame, so En is the energy of the frame that
ends in sample n and x(m) is the m-th sample of the audio-signal inside that
frame.

2. Short time Zero Crossings Rate (ZCR). It is an estimation of the frequency
of the signal and it is determined using:

Zn =
n∑

m=n−N+1

|sign[x(m)] − sign[x(m − 1)| (21)

where Zn is the ZCR of the frame that ends in sample n and:

sign[x(m)] =
{

1 x(m) ≥ 0
−1 x(m) < 0 (22)

3. Short time Entropy. According to Claude Shannon [6], entropy measures the
amount of information content in a signal, it is determined with Boltzman
Eq. (24). To determine the entropy we first estimate the probability distribu-
tion function using a histogram as follows:

pi =
fi

N
(23)

where fi is the number of times a sample falls within the range of the i-th bin

H(x) = −
B∑

i=1

piln(pi) (24)

where B is the number of bins in the histogram, we use B = 36.

We determine all three short time features described above for every frame
starting at the beginning of the signal and if En, Zn, and Hn are all above their
respective threshold values, then the frame ending in sample n is declared to
belong to the ROI, that is the student has begun playing his instrument. We
proceed in a similar way to detect the end of the performance starting with a
frame at the end of the recorded signal and proceed backwards to detect the end
of the student’s performance.

Once the audio signal has been segmented, we apply a pre-emphasis filter
defined with the following difference equation:

y(n) = x(n) − 1.95x(n − 1) (25)

That is, each sample of the signal at the output of the pre-emphasis filter is
determined with a combination of two samples of the signal at the input of the
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filter, this filter with only two coefficients (the length of the filter) emphasizes
the higher frequencies of the signal. After the preprocessing of the signal, we
frame the signal in the same way that we do in the segmentation phase, except
now we use a frame size of about 92 ms, which correspond to N = 4096 with an
overlap of 50 % between frames and extract a chroma vector for every frame so
we will end with a feature vector for each 46 ms of music approximately.

To every frame we apply a Hamming window to reduce the spectral leakage.
The Hamming window is defined as:

hamming(n) = 0.54 + 0.46cos(2πn/N) (26)

Instead of using the constant Q transform as described in Subsect. 2.1 for
extracting the chroma-values for the short segment of audio inside a frame,
we extract the chroma values using the Fast Fourier Transform (FFT) since
using CQT directly would make the feature extraction a very slow process. After
applying the FFT we locate the spectral coefficients within bands with center
frequency fk given by Eq. (27) and bandwidth Δfk given by Eq. (28):

fk = f02
k
b ∀ k = 0, 1, ...,K (27)

where K =
⌈(

b log2
(

fmax

f0

))⌉

Δfk =
fk

Q
∀ k = 0, 1, ...,K (28)

We use b = 12 and so Q = (2
1
12 − 1)−1 = 16.817 and f0 = 261 Hz and

fmax = 8372 Hz, that is the frequencies between C4 and C9 (i.e. five full octaves
starting with note DO), and K = 72.

The sets of spectral coefficients within bands numbered k +mb belong to the
same k-th chroma so instead of K bands we are left with only b chromas, then
we determine the arithmetic average of the magnitude of the spectral coefficients
that belong to each chroma and that is how we obtain each chroma vector of
twelve values each one. As we said before, extracting the chroma vector for each
frame we end up with a chromagram with a constant height (i.e. the value of b)
and a length that depends on the duration of the musical performance.

4.2 Evaluation Module

To evaluate a student we compare the chromagram extracted as explained in
the previous subsection from the music played by the student with a goal chro-
magram, that is a chromagram that is considered correct since it was extracted
from a well played performance of the same music piece, such well played per-
formance could be stored in a CD accompanying the student’s learning book or
could simply be played by the teacher. If the two chromagrams are very similar
it means the student played very well and should get the higher grade. To estab-
lish how similar the chromagrams are, we use the aligning techniques explained
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in Subsect. 3.1, 3.2 and 3.3 (DTW, Levenshtein distance, and LCS) these tech-
niques not only align time series (i.e. chromagrams) but also deliver a distance
between them. The lower the distance the more similar the chromagrams are. In
order to convert distances to grades, the distances have to be normalized so they
do not depend on the length of the musical performances under comparison, this
is done by dividing the distance by the sum of the lengths of the performances
in terms of number of vectors of chroma, also, by establishing the dynamic range
of the distances, which is done off-line, the distances between vectors of Chroma
are normalized as well to the range [0–1], after all, not even the teacher can
play the music exactly the same twice. Normalization against lengths of chroma
vectors under comparison which is related to the amount of energy content is
unnecessary since we use the cosine distance to compare these vectors. Finally
The grades are determined using Eq. (29).

grade = 10 ∗ (1.0 − d) (29)

where d is the distance between the performance and the correct performance
of the piece of music selected for the test which is in the range of 0 and 1.

5 Experiments

Our experimental set consists of 38 musical performances recorded with a smart-
phone at the music school named Conservatory of the Roses in Mexico. Students
taking piano lessons played ten different music pieces, they are shown in Table 2,
in the same table, the number of performances for each piece and the average
duration is also shown and at the end of the table the total recording time was
added. The compressed versions in mp3 may be downloaded from http://dep.
fie.umich.mx/∼camarena/conservatory/.

For each music piece of Table 2 there are several performances, one of them
was considered correct since it was played by the teacher, by comparing the

Table 2. Set of performances for automatic evaluation tests

Music piece name Number of performances Average duration

Chun 4 16 s

Extra 5 30 s

Fugue VI, The art of the Fugue (J.S. Bach) 4 160 s

Für Elise (L.V. Beethoven) 3 180 s

The Flea Waltz 3 40 s

Mikrokosmos Lesson 2 (B. Bartok) 4 18 s

Minuet in G Major (J.S. Bach) 6 32 s

Des pas sur la neige, Praeludium VI (C. Debussy) 3 110 s

Praeludium I (J.S. Bach) 3 150 s

Praeludium VI (J.S. Bach) 3 100 s

Total 38 47min: 38 s

http://dep.fie.umich.mx/~camarena/conservatory/
http://dep.fie.umich.mx/~camarena/conservatory/
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rest of the performances of the same piece with the correct one a distance was
determined using DTW, Levenshtein distance, and LCS distance. The automatic
evaluation system assigns a grade to the student based on the distance between
the performance played by the student and the correct performance played by
the teacher, the larger the distance the lesser the grade.

In Table 3 the grades assigned to the students by the system using the align-
ing techniques explained above and the actual grade given by the teacher. In
Table 3 column labeled GT is the grade assigned by the teacher, column GDTW

is the grade assigned by the system using DTW for comparing the student per-
formance to the reference, column GL is the grade assigned by the system using
the Levenshtein distance, and GLCS is the grade assigned by the system using
LCS distance. In the same table the absolute differences between the grades
assigned by the teacher and the grades assigned by the system for the three
metrics used are also shown in columns |GT −GDTW |, |GT −GL|, |GT −GLCS |.

Taking the grades assigned by the teacher as the ground truth, then the best
evaluation method is the one that assigned grades that were closest to the grades
assigned by the teacher and were most highly correlated with the grades assigned
by the teacher. At the end of Table 3 the sum of the absolute differences between
the grades assigned by the teacher and those assigned by the system. We can see
there that

∑ |GT −GDTW |=18.0,
∑ |GT −GL|=26.0, and

∑ |GT −GLCS |=51.7.
The correlation rxt between method x (i.e. DTW, Levenshtein, or LCS) and the
teacher t is determined using

rxt =
Sxt

SxSt
(30)

where Sxt is the covariance between the grades assigned by method x and
the grades assigned by the teacher, Sx is the standard deviation of the grades
assigned by method x and St is the standard deviation of the grades assigned
by the teacher.

The correlation obtained by the three considered evaluation methods in
our experiment is shown in Table 4. As Table 4 shows, Dynamic Time Warp-
ing turned out to be the best evaluation method assuming the grades assigned
by the teacher to be the ground truth. this is confirmed by the fact that the
least total absolute differences between the grades assigned by the teacher and
those assigned by the system occurred when DTW was used. All three meth-
ods compare chromagrams by temporal alignment but DTW does not consider
the sequences of chroma vectors to be sequences of symbols as edit distances
do, even thought the cost of substitution in Levenshtein distance was taken as
proportional to the difference between the chroma vectors being replaced one by
the other (normalized to the range between 0 and 2), the cost of insertion and
deletion was 1.0. Also in computing the LCS distance where no substitutions are
allowed, the vectors were considered different if the normalized distance (in the
range [0,1]) between them was below 0.25, several tests were conducted and this
value appeared to be the most adequate.
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Table 3. Grades obtained in automatic evaluation tests

Student GT GDTW |GT −GDTW | GL |GT −GL| GLCS |GT −GLCS |
1 10 10.0 0.0 10.0 0.0 10.0 0.0

2 8 8.3 0.3 7.7 0.3 9.6 1.6

3 4 3.7 0.3 4.0 0.0 4.0 0.0

4 10 10.0 0.0 10 0.0 10.0 0.0

5 9 9.5 0.5 9.3 0.3 8.3 0.7

6 4 4.4 0.4 6.0 2.0 3.9 0.1

7 7 7.6 0.6 2.0 5.0 2.0 5.0

8 10 10.0 0.0 10.0 0.0 10.0 0.0

9 7 7.3 0.3 9.3 2.3 9.9 2.9

10 2 3.5 1.5 2.0 0.0 2.0 0.0

11 9 8.8 0.2 8.0 1.0 10.0 1.0

12 9 10.0 1.0 10.0 1.0 8.0 1.0

13 9 8.2 0.8 8.0 1.0 10.0 1.0

14 9 10.0 1.0 10.0 1.0 10.0 1.0

15 10 10.0 0.0 10.0 0.0 10.0 0.0

16 2 2.8 0.8 2.0 0.0 7.9 5.9

17 8 8.5 0.5 7.9 0.1 2.0 6.0

18 9 10.0 1.0 10.0 1.0 2.0 7.0

19 7 9.4 2.4 7.4 0.4 9.4 2.4

20 8 8.8 0.8 9.7 1.7 10.0 2.0

21 5 5.7 0.7 2.0 3.0 7.1 2.1

22 2 3.6 1.6 3.9 1.9 9.0 7.0

23 9 10.0 1.0 10.0 1.0 10.0 1.0

24 4 4.2 0.2 4.0 0.0 4.0 0.0

25 9 9.3 0.3 10.0 1.0 10.0 1.0

26 9 10.0 1.0 9.0 0.0 10.0 1.0

27 10 10.0 0.0 10.0 0.0 10.0 0.0

28 6 6.8 0.8 8.0 2.0 4.0 2.0

Sum 18.0 Sum 26.0 Sum 51.7

Table 4. Correlation between the grades determined by the automatic evaluation
module and the grades assigned by the teacher

DTW Levenshtein LCS

0.969 0.864 0.501
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6 Conclusions and Future Work

Both the feature extraction and the evaluation module of a system that auto-
matically evaluates music students were described in detail in this paper, even
thought we are glad with the results of the experiments reported here, we know
both modules may be improved. Regarding the feature extraction module, we
intend to improve it by determining the chromagrams from the Harmonic Prod-
uct Spectrum as in [7]. As for the evaluation method we intend to use a Hidden
Markov Model to perform the comparison between the chromagram extracted
from the music produced by the student and a correct performance of the same
music, such correct performance would be used to build the Hidden Markov
Model using the EM algorithm and the comparison would be performed by the
forward procedure. We intend to use continuous Markov Models since using dis-
crete ones would require vector quantization techniques that might affect the
results.
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Abstract. The design of a Computer Adaptive Testing (CAT) system
assumes the existence of an item pool containing properly calibrated
items. The calibration is based on an Item Characteristic Curve (ICC).
In this paper two mathematical ICC models, and how these models prop-
erly fit into the concept of extended Rasch specific objectivity, are under
analysis. The results make clear that the comparison between two items
depends on subdomains of the complete domain of the corresponding
ICC’s. The introduced models are also useful to describe the characteris-
tics of skewness and bimodality in the population, where classical models
commonly fail.

Keywords: Computer Adaptive Testing · Specific objectivity · Item
Characteristic Curve · Skewness · Bimodality

1 Introduction

Computer Adaptive Testing (CAT) is an example of a Computer Based Test
(CBT) and is one of the main trending topics in the area of knowledge testing [1]
and, more recently, in e–learning or in Intelligent Tutoring Systems scenarios [2].
The Item Response Theory (IRT) defines the theoretical basis of a CAT imple-
mentation [3], which assumes the existence of a repository of items that is used
during the testing process of a particular examinee. Every item in the repository
must be calibrated at the initial steps of the implementation of the CAT system,
based on the specification of a psychometric model. The calibration process is
achieved to determine the parameters values defined by a psychometric model
previously defined and, in general, the parameters values change from one item
to another. In fact, the calibration stage can be compared with the learning stage
of an artificial intelligent system, and this is one of the main reasons to make a
reliable calibration process.

c© Springer International Publishing Switzerland 2015
O. Pichardo Lagunas et al. (Eds.): MICAI 2015, Part II, LNAI 9414, pp. 232–248, 2015.
DOI: 10.1007/978-3-319-27101-9 17
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The psychometric model used in the process depends on the specific scenario
where the CAT system is applied. Usually, its structure is defined by a sigmoidal
or logistic function, which depends on the examinee’s ability and contains one or
more parameters. Hence, an item designer could find models of one, two, three
or four parameters, depending on the chosen model called 1PL, 2PL, 3PL and
4PL model, respectively.

For 1PL model, also known as the Rasch’s model, ideal experimental condi-
tions are assumed, while for the remaining models some additional item proper-
ties are highlighten which are useful to describe the item’s capability to clearly
distinguish among the examinees’ abilities, the degree of item guessing and the
degree of item inattention.

However, when considering some simulated or real experimental results, these
models can have a lower performance when skewed and/or multimodal behaviors
are included in the statistical characteristics of the population. The knowledge
of the distribution behavior becomes a very important question when student
achievement is involved. A distribution with bimodality in this kind of context
can be useful to predict failures of the lower sub–population in future testing
processes, and to make more reliable item calibrations. There are some inter-
esting examples in the literature where dealing with these failures is a very
important question for solving several academic problems [4–6].

The choose of a suitable psychometric model structure and its parameters is
a sine qua non condition in order to provide reliable information concerned with
the examinee’s ability, item’s and test’s difficulty, among others.

Furthermore, the values of the item’s parameters are related to this kind of
information, and once that the parameters values are obtained, they are very
useful in e–learning scenarios, Intelligent Tutoring Systems or Computer Adap-
tive Testing Systems, where an immediate and reliable diagnostic is required for
giving a support to the teaching–learning or testing process [7].

The finding of meaningful interpretations of the parameters in the model
can be also very useful to make the best decisions in this sense. The constraint
models (for instance, 2PL/MML framework), nonparametric function estimates
and others flexible models, such as Ramsay–curves and splines, do not provide a
direct way of doing this. On the other hand, the cited examples are real contexts
where constraint models like 2PL/MML are not enough to describe them.

As a matter of fact, it is well known that traditional psychometric models
provide an interpretation of every item’s parameter in terms of the item’s diffi-
culty, item’s discriminant, degree of item guessing, and so on [8]. In this paper,
the properties of two generalized sigmoidal psychometric models are analyzed
and shown to be more flexible than the previous ones, meaning that they could
be applied in more complex testing scenarios, where some aspects of skewness
and bimodality can be included.

The analysis of our models is made on the basis of the mathematical behavior,
which is described not only by the latent trait variable or examinee’s ability, but
by the parameters, as well. The concept of specific objectivity is also used as a
mean of validation of our models.
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1.1 Standard Psychometric Models and Specific Objectivity

The 1PL model is the simplest psychometric model and is defined by the Equa-
tion (1)

pi(x = 1|θ, μi) =
1

1 + e−(θ−μi)
(1)

where pi(x = 1|θ, μ) denotes the probability of a correct response of the exami-
nee to the i–th item, given that θ is the examinee’s ability and μi is the item’s
difficulty. An important characteristic of this model is that the specific objectiv-
ity is verified, since it allows a comparison of both the performance of any two
examinees and of any two items in one test [9,10].

In order to state a formal definition of specific objectivity, let us recall the
following. The psychometric model verifies p : E × I −→ (a, b), where E and I
are the sets of examinees and items in the test, respectively, and (a, b) ⊆ [0, 1].
The specific objectivity of the model assumes the existence of a function, χ :
(a, b) × (a, b) −→ R, and defines a multivariable vector function p : (E × I) ×
(E × I) −→ (a, b) × (a, b), where p((r, u), (s, v)) = (p(r, u), p(s, v)), such that
the composition of functions c = χ ◦ p : (E × I) × (E × I) −→ R compares the
pair (r, u) with the pair (s, v) under one of the following conditions [9,10],

1. The comparison of any two objects r, s ∈ E is independent of the choice
u, v ∈ I, u = v, and of any other element t ∈ E, t �= r, s.

2. The comparison of any two objects u, v ∈ I is independent of the choice
r, s ∈ E, r = s, and of any other element w ∈ I, w �= u, v.

Comparing function c is specifically objective within the frame of reference
defined by E, I and p. The function c of the first condition does not need to
be equal to the function c of the second condition; i.e., the function χ of the
first condition can be quite different of the function χ of the second condition.
However, the psychometric model p is always the same.

1.2 Generalized Models

Some authors have explained the reasons for proposing more sophisticated alter-
natives formulations to the Rasch model, with the main intention of including
the possible skewness of the experimental data [11]. In [9] it is proposed an
extension of the specific objectivity concept, giving the possibility of comparing
three or more elements in the sets E or I, and even in [10] the specific objec-
tivity concept is excluded as a necessary requirement, which leads to the idea of
pseudo–Rasch models.

Example 1. A relatively simple general model can be proposed, which is a slight
modification of another function by [12],

p(x = 1|θ, μ, α, a, c, d, g) = d + (a − d)pg

(
x = 1

∣∣∣∣θ, μ +
1
α

lnc, α

)
(2)
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where the Cumulative Distribution Function (CDF), p, on the right hand side
of (2), is given by the 2PL model, as defined by (3),

p(x = 1|θ, μ, α) =
1

1 + e−α(θ−μ)
. (3)

2 Analysis of the Proposed Models

In this scenario, several alternatives of psychometric models are possible. How-
ever, in order to keep the strength of Rasch’s model [13,14] some constraints are
introduced. For instance,

(i) the proposed model must be part of a frame of reference with specific objec-
tivity, even with the extended one, which admits the comparison among two,
three or more elements of E or I,

(ii) the model also must be quite flexible to admit skewness and some multi-
modality that the ability could possibly show and,

(iii) finally, the proposed model must verify the Rasch’s model as a particular
case.

The model given by (2) contains six parameters μ, α, a, c, d and g, and it
verifies the constraints mentioned before. As a matter of fact, the interpretation
of parameters μ, α, a and d, coincides with that given to the parameters in the
very well known 1PL, 2PL, 3PL and 4PL models [12,15]. In addition to that, the
Rasch’s model, along with the 2PL, 3PL and 4PL models, are particular cases
of the more general 6PL model defined by (2).

Furthermore, with the model given by (2), hereafter called extended 6PL
Rasch’s model, the interpretation of the new parameters c and g includes the
concept of skewness of the experimental data, since the parameter c implies a
correction term to the difficulty μ. However, it can be proved that the model
does not produce symmetrical skews (the left skew is not a mirror image of the
right skew).

2.1 Behavior of the Extended 6PL Rasch’s Model

The change of concavity and the symmetrical behavior relative to the upper and
lower asymptotes, respectively defined by the equations (4),

lim
θ→±∞

p(x = 1|θ, μ, α, a, d, c, g) =
{

a
d

(4)

are two important points to be considered in the behavior of the extended 6PL
Rasch’s model. At this stage of the discussion, let us analyze conditions to success-
fully apply this CDF as a proper psychometric model, mathematically speaking.

In order to do so, in the analysis of the function behavior first and second deriv-
atives are involved and it can be easily proved that the CDF (2) is an increasing
function. On the other hand, the change of concavity occurs at the single point
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θ = μ + 1
α ln(cg) in the domain of the CDF (2) and d + a−d

(1+g−1)g is the value
of the function at this point. Now, the condition of rapid growing of the CDF is
established through the definition of a positive parameter κ such that,

κ

αg(a − d)
≤ pg

(
x = 1

∣∣∣∣θ, μ +
1

α
lnc, α

)
− pg+1

(
x = 1

∣∣∣∣θ, μ +
1

α
lnc, α

)
(5)

Then, the set of abilities θ satisfying this inequality becomes the interval
where the CDF (2) grows rapidly. Since this CDF is an increasing function, then
the roots of the equality in inequation (5) define the infimum and supremum
of the interval. Inequality (5) can also be seen as the specification of the lower
bound given by κ

αg(a−d) to the polynomial f(x) = xg − xg+1 in the real unit
interval (0, 1), with real power g, 0 < g. The derivative of this polynomial is
given by (6)

d

dx
f(x) = (g + 1)xg−1

(
g

g + 1
− x

)
, (6)

which is always positive in the interval
(
0, g

g+1

)
(increasing function f) and

negative in the interval
(

g
g+1 , 1

)
(decreasing function f).

If 0 < g < 1, then the function f does not have a change of concavity and
is always concave downward (since its second derivative is always negative). On
the other hand, if 1 < g, then the function f changes from being concave upward
to be concave downward at the critical point θ = g−1

g+1 . The point θ = g
g+1 in the

domain of f is a critical point where the function f has a maximum value for
arbitrary values of the parameter g, 0 < g. This means that the function defined
by the equality in (5) has only two real roots if the constant κ

αg(a−d) satisfies the
conditions (7),

0 <
κ

α(a − d)
<

(
g

g + 1

)g+1

(7)

The asymmetrical behavior of the function f ensures that the two roots are
asymmetrical with respect to the point g

g+1 . This behavior of f implies the
possibility of obtaining a skewed Probability Density Function (PDF) for the
CDF (2); however, the behavior of this skewness is not completely symmetrical,
in the sense already explained at the beginning of this section.

The prove of the existence of an asymmetrical skewness for the extended 6PL
Rasch’s model considers the value of this function at the point θ = μ+ 1

α ln(cg),
where the change of concavity appears. The distance between the point (μ +
1
α ln(cg), d) on the lower asymptote and the point where the change of concavity
appears is given by the expression a−d

(1+g−1)g , which means that the distance is
proportional to a− d, where the proportion is defined by the expression 1

(1+ 1
g )g .

Note that the parameter g has a lower bound equal to zero, but it can grow
without limit, so that it is interesting to know the bounds of this proportion.
By using the definition of the basis of the natural logarithm and the L’Hopital’s
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rule, it is relatively easy to notice that these limits are 1 and 1
e , when g → 0 and

g → +∞, respectively.
Thus, the distance between the point on the lower asymptote, (μ+ 1

α ln(cg), d),
and the point on the CDF where the change of concavity occurs, can be as long
as a − d or as short as 1

e (a − d), which means that the right skewness of the
CDF is not necessarily symmetrical to the left skewness of the same model of
the CDF.

2.2 The Extended 6PL Rasch’s Model and Specific Objectivity

The behavior of this model is quite complex, and it is difficult, if not impossible,
to handle in a direct way the concept of specific objectivity. However, the function
can be approximated by the piecewise function (8), which is defined in some
interval of abilities,

p(x = 1|θ, μ, α, a, c, d, g) ≈

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

1
1+exp

(
−α
(

θ−μ− 1
α

ln c
)) , if μ + 1

α ln c � θ

1
exp

(
−αg

(
θ−μ− 1

α
ln c

)) , if θ � μ + 1
α ln c

1
2g
(
1− 1

2 g
) · 1

1+exp

⎛

⎝−α

⎛

⎝θ−μ− 1
α

ln cg

2
(
1− 1

2 g
)

⎞

⎠

⎞

⎠

, otherwise
(8)

The piecewise definition of the function p(x = 1|θ, μ, α, a, c, d, g) and the
idea of an extended specific objectivity permit to compare three arbitrarily
chosen abilities and two arbitrarily chosen items. It should be noticed that
the choice of any two expressions of the piecewise definition of the function
p(x = 1|θ, μ, α, a, c, d, g) represents to exactly the same CDF, so that the con-
cept of specific objectivity is properly applied in this sense.

Hence, the comparison of three abilities can be made by means of the follow-
ing definition of the function χ : (0, 1) × (0, 1) × (0, 1) −→ R,

χ(x1, x2, x3) =
ln

(
x1

1−x1
· 1−x2

x2

)

ln
(

x1
1−x1

· 1−x3
x3

) (9)

and through the assumption that the specific objectivity gets rid of any scale
factor in any expression of the piecewise definition of the CDF. So, for example,
c((r, u), (s, u), (t, u)) = θr−θs

θr−θt
. Similarly, two items can be compared through the

following definition of the function χ : (0, 1) × (0, 1) × (0, 1) × (0, 1) −→ R,

χ(x1, x2, x3, x4) =
ln

(
x1

1−x1
· 1−x2

x2

)

ln
(

x3
1−x3

· 1−x4
x4

) (10)

and the idea of specific objectivity already suggested. Therefore, two items can
be compared considering the same expression, or any two expressions, of the
piecewise definition of the CDF, as follows, c((r, u), (s, u), (r, v), (r, v)) = αu

αv
or

c((r, u), (s, u), (r, v), (r, v)) = αugu

αv
.
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These results imply that one single item can be compared with itself through
subdomain definitions, making clear that one item can have different discrimi-
nant capabilities. Therefore, two different items (u, v) can be compared taking
some of the following indexes αu

αv
, αugu

αv
, αv

αugu
, αv

αu
and one single item u with the

indexes gu, 1
gu

.

2.3 An Improved and More Flexible 6PL Model

The authors in reference [16] propose another CDF with six parameters in a
different context, and this function is defined as follows,

p(x = 1|θ, μ, α, β, k, a, d) = d +
a − d

1 + e−α(θ−μ)

1+ek(θ−μ) + e−β(θ−μ)

1+e−k(θ−μ)

(11)

where the definition k = 2αβ
|α+β| specifies a constraint on the possible values

of k. However, the model discussed in this work only requires that 0 ≤ d <
a ≤ 1, μ ∈ (−∞,+∞) and does not impose constraints on the possible values
of k. Notice also that the model satisfies the two asymptotic behaviors when
θ → ±∞ and that the Rasch’s model can be obtained as a particular case when
a = 1, d = 0, k = 0 and α = β. The possible values of α and β are deduced from
an analysis of the asymptotic behavior of the function (11). This analysis shows
that 0 < α and 0 < β.

2.4 The Flexible 6PL Model and Specific Objectivity

The condition of specific objectivity is in some way intimately related to the
concept of inverse function. So that, given the CDF (11), one possible means to
find the proper transformation, leading to the property of specific objectivity,
consists in finding the roots of the equation (12)

1 +
1

1 + ek(θ−μ)
e
−α(θ−μ)

+
1

1 + e−k(θ−μ)
e
−β(θ−μ)

=
a − d

p(x = 1|θ, μ, α, β, k, a, d) − d
(12)

which comes after some manipulation over the Equation (11).
At first sight, it might be quite difficult to find an analytical expression of

the possible roots of (12). However, the asymptotic analysis shed some light on
the behavior of the left side of (12) in the limits k −→ ±∞ and θ −→ ±∞.

Conditions specified by Table 1 say that, for some proper parameters α, β, k,
there are regions in the domain of the function p(x = 1|θ, μ, α, β, k, a, d) where
the specific objectivity is achieved. So, for example, the conditions α > 0, β > 0
and k 	 1 define the asymptotic behavior 1 + e−α(θ−μ) of the left side of (12)
in an interval (−∞, θ∗), where θ∗ < μ.

A similar analysis on some interval (θ∗∗,+∞), where μ < θ∗∗, shows the
existence of specific objectivity, as well. By symmetry, one should expect similar
results when k 
 −1, with the asymptotic behavior specified by the second row
of the Table 1. So, three regions in the domain of definition of the CDF (11)
specify the approximated behavior of the model.



On the Extended Specific Objectivity of Some Pseudo–Rasch Models 239

Table 1. The asymptotic behavior of the left side of the Equation (12). Although ur
means ‘unrestricted value’, it is assumed that α > 0 and β > 0 to satisfy the asymptotic
behavior of the function (11).

k θ α β Asymptotic behavior Comments

+∞ −∞ + ur 1 + e−α(θ−μ)

+∞ ur + 1 + e−β(θ−μ)

These conditions imply the existence of
intervals to the left and right of θ = μ
where the CDF given by (11) becomes
increasing and with complex behavior in
a neighborhood of θ = μ

−∞ −∞ ur + 1 + e−β(θ−μ) Similar comments to previous row

+∞ + ur 1 + e−α(θ−μ)

Thus, the flexible 6PL model can be approximated by the piecewise expo-
nential function (13),

p(x = 1|θ, μ, α, β, k, a, d) ≈

⎧⎪⎨
⎪⎩

1
1+e−α(θ−μ) if θ ∈ Iα(μ, k),

1

1+e− α+β
2 (θ−μ)

if θ ∈ Iα+β
2

(μ, k),
1

1+e−β(θ−μ) if θ ∈ Iβ(μ, k),
(13)

where the intervals Iα(μ, k), Iα+β
2

(k), Iβ(μ, k) depend on the parameters μ and k.
Note that Iα(μ, k)∩Iα+β

2
(μ, k) = ∅, Iα(μ, k)∩Iβ(μ, k) = ∅, Iβ(μ, k)∩Iα+β

2
(μ, k) =

∅ and also Iα(μ, k)∪Iα+β
2

(μ, k)∪Iβ(μ, k) = R. This representation suggests that

the item contains three discriminant parameters, as given by α, β and α+β
2 .

Thus, the comparison function is similar to the function of the extended
Rasch 6PL model and three abilities and two items can be compared by using
the functions defined in the Equation (9) and the Equation (10), respectively.
Let μu, αu, βu, ku be the parameters of the item u and θr, θs, θt, which are the
abilities of three arbitrary and different examinees. Then the comparison function
is evaluated as follows,

c((r, u), (s, u), (t, u)) =
θr − θs

θr − θt
(14)

Similarly, in order to compare two items, let us consider only the examinees
r and s and the items u and v. Then,

c(p(r, u), p(s, u), p(r, v), p(s, v)) =
γu

γv
, (15)

compares two arbitrary items, without considering the examinee’s character-
istics. The comparisons can be obtained as follows, αu

(αv+βv
2 ) , βu

(αv+βv
2 ) , αu

βv
, βu

αv
,

(αu+βu
2 )

βv
,
(αu+βu

2 )
αv

, αu

αv
, βu

βv
,
(αu+βu

2 )
(αv+βv

2 ) or even within the same item it could be there

comparisons by regions, αu

(αu+βu
2 ) , βu

(αu+βu
2 ) , αu

βu
, βu

αu
,
(αu+βu

2 )
βu

,
(αu+βu

2 )
αu

.
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3 Simulation Results

In order to get a glimpse of the possible conclusions coming from the theoretical
analysis of both models, in the following, a discussion of some results obtained
by a numerical simulation, is given.

The simulation can be implemented in two ways that assume the definition
of the samples of examinees and items. The examinees’ abilities and items’ para-
meters represent the examinees and items, respectively. Given an examinee and
an item, the probability of correct response is computed through the a priori
definition of the psychometric model, as well.

However, these definitions are given with simulation purposes, since in a
real calibration process they are unknown and need to be determined. Both
approaches have some advantages and drawbacks and proceed as follows.

3.1 Complete Simulation Process

The experimental setting of the simulation considers the number of examinees,
M , and items, N , as two variables running into proper sample sizes. The simula-
tion defines a test with these examinees and items, whose abilities and parame-
ters, respectively, are unknown. However, for simulation purposes, their values
are randomly generated by a normal or uniform distribution, within a priori
bounded real intervals or just considering some well–known finite sets of real
numbers, cf. [17–19].

After defining the mechanism to generate the unknown variables and para-
meters, the definition of another mechanism to generate the items’ responses
is performed. This kind of simulation can involve the generation of examinees’
responses based on the application of the CDF (11) along with uniformly and
randomly generated values in the unit interval (0, 1).

Given an examinee and an item, which are respectively represented by θ
and a set of the parameter’s values (μ, α, β, k, a, d), the probability of successful
response is computed through the model (11). So, the result is compared against
r, which is a number randomly selected with uniform distribution from the unit
interval (0, 1). If r ≤ p, then the response is assumed correct, otherwise the
response is incorrect.

Responses are then processed to obtain the experimental values of the exami-
nee’s abilities, the item’s difficulties and the probabilities of successful responses.
However, this procedure does not necessarily ensure that the experimental prob-
abilities of successful response are properly fitted into the generating CDF (11).
Nevertheless, the acquisition of simulated experimental raw data is one of the
main advantages of this procedure. These data can then be fitted into a proper
psychometric model to obtain the estimated items’ parameters.

3.2 Partial Simulation Process

Unlike the complete simulation process, the partial simulation does not require
to generate items’ responses. The probabilities of correct responses are not exper-
imentally computed, but they are directly given by the CDF (11), and slightly
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modified through a normal or uniformly distributed random noise. In other
words, the procedure assumes that a set of responses are previously given and
that a calibration process has been made to get the experimental probabilities
of a successful response.

For a given simulated ability θ, the corresponding noised probability p(θ) of
a correct response is a random variable with normal distribution N (p(θ), σc) in
some subinterval of the unit interval [0, 1], or a random variable with skewed
normal distribution N (0, σl) in a neighborhood of 0, or a random variable with
skewed normal distribution N (1, σr) in a neighborhood of 1. The Fig. 1 shows
this kind of behavior in the experimental probability with error.

The lack of a specific set of experimental responses, to explain where these
probabilities are coming from, is one of the main inconvenience of this method.
However, there are some possibilities to analyze the fit of the data to others dif-
ferent psychometric models, by making some comparisons against the generating
function p(x = 1|θ, μ, α, β, k, a, d).
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Fig. 1. Experimental probabilities are produced with three different PDF’s. The prob-
abilities closer to the asymptotes of the ICC are produced with skew normal distribu-
tions.

3.3 Presentation of Experimental Results

Based on some previous results in the literature on the topic [17,19], the exam-
inees’ abilities are assumed to have a normal distribution N (0, 1) and a sample
size of 80 examinees has been chosen. Nevertheless, in a real situation, skewness
and multimodality appear. Then, the function p(x = 1|θ, μ, α, β, k, a, d) should
be adopted during the simulation. Hereafter, the comparison between the 2PL
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model, the extended 6PL Rasch model and the flexible 6PL model considers the
data produced by a partial simulation process.

Within ideal circumstances, the experimental data should fit properly the
2PL, the 6PL extended Rasch and the 6PL flexible models. The ideal situation
assumes the lack of skewness and multimodality, and this situation is precisely
considered by any of the different versions of the original Rasch model (1PL, 2PL,
3PL and 4PL models). Furthermore, in Subsection Behavior of the extended 6PL
Rasch’s model and Subsection An improved and more flexible 6PL model it is
shown that some kind of skewness and multimodality in experimental data com-
ing from a population, can be properly represented into the extended 6PL Rasch
and the flexible 6PL models. In Fig. 2 this behavior is shown, where simulated
data were generated with the CDF

p(x = 1|θ) =
1

1 +
(
1 − 1

1+e−10θ

)
e−θ + e−5θ

1+e−10θ

(16)

The PDF associated with this CDF contains some degree of skewness and a
bimodality as Fig. 3 illustrates (curve with label ‘original’).
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Fig. 2. Experimental simulated probabilities are generated with the CDF (16) and
random noise given by PDF in Fig. 1.

Notice that in Fig. 3 the ‘flexible’ 6PL model with four fixed parameters
(β = 5, k = 10, a = 1, d = 0), and two parameters (μ, α) determined by curve
fitting, achieves a better approximation than 2PL and extended 6PL Rasch’s
models.

On the other hand, the ‘extended’ 6PL Rasch’s model with four fixed para-
meters (a = 1, d = 0, c = 0.004, g = 0.05), and two parameters (μ, α) determined
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Fig. 3. The PDF’s of the corresponding CDF’s shown by the Fig. 2. The PDF coming
from the fitted 6PL flexible CDF exactly fits the PDF coming from the CDF (16).

by curve fitting, performes better than 2PL Rasch’s model, but does not improve
over the ‘extended’ 6PL with four fixed parameters.

Finally, in Fig. 3 it is also shown that the simulated data fit better to the
PDF from the flexible 6PL model, which contains skewness and bimodality. On
the other hand, the extended 6PL Rasch’s model contains the skewed behavior
of the experimental data. The 2PL Rasch’s model cannot predict these kind of
behaviors.

The Akaike Information Criterion (AIC) and the Bayesian Information Cri-
terion (BIC) are two importante statistical methods to test the performance of
fit [20–22]. The first method includes a penalization for overparameterization
and, along with BIC, respectively produce the results 151.7, 151.18 and 151.29,
when the 2PL Rasch’s model, the flexible model and the extended 6PL Rasch’s
model consider only the two parameters (μ, α), while the rest of the parameters
are fixed.

However, the 2PL Rasch’s model is outperforming when, in the parameter
estimation, the fitting of the whole set of parameters is considered. The 2PL
Rasch’s model produce similar results by using both AIC and BIC. Since AIC
includes a penalization for overparameterization, it should be expected that the
2PL Rasch’s model is more efficient. This result changes through the application
of the following three steps, where the inattention and guessing parameters are
set to 1 and 0, respectively

1. Fit the models with the presence of the corresponding set of fitting para-
meters; in other words, the fitting process must consider as unknown two
parameters for the 2PL Rasch model and four parameters for the extended
6PL Rasch’s model, and the flexible 6PL model.
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2. Keep the unknown parameters μ, α and fix the rest of the unknown parame-
ters to their values already found in the first step.

3. Fit again the models considering only the parameters μ, α as unknown. In
this situation the penalization for overparameterization becomes identical in
the three models, and the statistical tests AIC and BIC consider only the
mean square error as a criterion for goodness of fit.

3.4 Computation of Item’s Discriminant

The results of the simulation can also be useful to illustrate the computation
of the item’s discriminant in subdomains of abilities. For example, the Fig. 2
shows an item characteristic curve based on the flexible 6PL model, where
α = 0.96792, β = 4.8961, so that the item distinguishes to a greater degree for
higher abilities and to a lower extent for smaller abilities; i.e., β

α = 5.0584, β
γ =

1.6699, γ
α = 3.0292, where γ = α+β

2 .

3.5 Abilities and Parameters Estimation

The proposed models can actually be estimated and the number of observations
needed to make the estimation can be acceptably good, since the maximum
likelihood method leads to a system of decoupled nonlinear equations; namely,
M equations for abilities θ need to be solved, where some seeds are required
for the 6N parameters, and 6N equations involving the parameters μ,α,β,k,a
and d, need to be solved assuming the abilities’ values already found in the first
step,

Particularly, the estimated ability of the i–th examinee can be computed by
finding the roots of the equation i–th in the given system of decoupled nonlinear
equations. Of course, the standard assumptions given in the literature must be
also applied to get the required results (for instance, every examinee provide a
correct response and one incorrect response, at least, to one pair of items in the
set of items) [3,23,24].

The decoupled aspect of the nonlinear system of equations concerning the
parameters of the items, leads to similar comments to those given at the end of
the previous paragraph, although a system of six coupled nonlinear equations per
item needs to be solved. In this case, it is very useful to know that the parameters
αi, βi, ai and di for item i–th need to satisfy the constraints 0 < αi, 0 < βi and
0 ≤ di < ai ≤ 1.

Although the topic on root finding is currently under research by the authors
of this paper, it is possible to get some information about this problem, based on
the comments already made in the previous paragraphs, and the realization of
relatively simple simulated examples. One example considers the case where 45 is
the number of examinees and items. Assumming that the items’ parameters are
known, a single iteration estimates the abilities with an rms error equal to 0.03.
The second example considers the case where 20 is the number of examinees and
15 is the number of items. The example applies two iterations to estimate the
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examinees’ abilities, assuming that at the first iteration the items’ parameters
are known. The estimate of the abilities at the first iteration produces an rms
error equal to 0.01 in the values, while the estimate of the parameters in the
same iteration produces an rms error equal to 0.09 in the values. Finally, the
second iteration produces an estimate of abilities with an rms error equal to 0.07
in the values. The correlation coefficient between the estimated abilities in the
first and the second iterations acquires the value 0.93, which is acceptably fine.
Figure 4 shows the results after the second iteration in the abilities values for
the case of 20 examinees and 15 items.

The extended 6PL Rasch’s model has an identifibiality problem for its ability
and difficulty parameter θ and μ + 1

α lnc, respectively, since the CDF remains
the same when they are substituted by the corresponding expressions θ + δ and
μ + 1

α lnc + δ, 0 < δ [25]. This is a location identifiability, but there is a scale
identifiability as well, since the CDF also remains the same through the scaling
α
κ , θκ,

(
μ + 1

α lnc
)
κ, where 0 < κ. A popular practice to solve the problem of

identifiability defines the mean and standard deviation of the parameters θ’s
equal to zero and one across the test takers in the sample, respectively [25].
This procedure is usually applied in the cases of the 2PL and 3PL models,
where a similar expression as a function of the ability θ and the parameters
α and μ produce the identifiability problem, as well. However, there are some
other possibilities of useful restrictions giving equally good estimates [25]. On
the other hand, the approximation of the flexible 6PL model suggests also that
the same set of restrictions should yield acceptable results.
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Fig. 4. Correlation between the abilities’ estimates in first and second iterations in
the case of 20 examinees and 15 items. The correlation coefficient is equal to 0.93 and
the linear fit is given by the function 1.6θ + 0.57, where θ is the ability after the first
iteration.
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4 Conclusion

In addition to the possibility of the item’s difficulty, the item’s discriminant, the
item guessing and the item inattention, some complex testing scenarios need to
be considered in contexts where multimodality and skewness can be found. Thus,
traditional psychometric models are not useful any more to cope with this prob-
lem. Particularly, two well–known psychometric models have been analyzed here.
Every model is defined by six parameters, where four parameters are associated
with the difficulty, discriminant, guessing and inattention, and the others could
be associated with distribution skewness and bimodality from population under
analysis. A direct extension of the usual psychometric 1PL, 2PL, 3PL and 4PL
models is introduced, and the new models so defined use parameters to control
the characteristics of bimodality and skewness in the distribution functions.

Naturally, the models performance depend on the accomplishment of a spe-
cific objectivity. In this sense, the concept of specific objectivity is also modified
giving models that satisfy the specified requirements, at least in some intervals
of ability in the worst case, as represented by the extended 6PL Rasch’s model.
Furthermore, as a drawback, the degree of skewness is constrained under the
extended 6PL Rasch’s model, which is avoided with the flexible 6PL model.

The identification of two and three values of the item’s discriminant for a
single item is an interesting result arising from the extended 6PL Rasch’s model
and the flexible 6PL model, respectively. Another result is that the value of
the item’s discriminant is found to depend on the interval where the ability
belongs to. The redefinition of a specific objectivity suggests that two arbitrary
items can be compared in four and nine different ways, respectively, for the 6PL
Rasch’s and flexible models, which depend on the selected values of the items’
discriminants. Particularly, both models give the possibility of comparing one
single item with itself, through its discriminant capabilities by subdomains.

The possibility of comparing examinees or items through the constraint of
specific objectivity, even though they do not belong to the same asymptotic
region, is one important point to remark. The partial specific objectivity in some
models, or even the absence of this property, has suggested the introduction of
pseudo–Rasch models [10].

The authors of the reference [26] introduce less restrictive ICC’s to IRT mod-
els through the definition (17),

p(x = 1|θ, μ, α) = d + (a − d)F (m) (17)

where m = α(θ − μ) and F (x) = 1
(1+e−x)λ , 0 < λ. On the other hand, the

proposed extended 6PL Rasch’s model is given by the function (18),

p(x = 1|θ, μ, α, a, c, d, g) = d + (a − d)pg

(
x = 1

∣∣∣∣θ, μ +
1
α

lnc, α

)
, 0 < g, c (18)

where p(x = 1|θ, μ, α) is defined through the equation (3).
The value of the item’s difficulty is the main difference between the two

models. The authors of reference [26] assume that μ is the item’s difficulty, while



On the Extended Specific Objectivity of Some Pseudo–Rasch Models 247

the extended 6PL Rasch’s model assumes that the difficulty is given by the
expression μ + 1

α lnc. The presence of the parameter c implies the existence of
right or left skewness in the PDF. So that, in this work, just one function for the
CDF contains the left and right skewed behavior reported by Bolfarine et. al.,
who uses two CDF’s to describe it. On the other hand, the parameter g plays
exactly the same role in both models, which means that the two lead to similar
conclusions about the comparison of items or examinees in subdomains.
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3220, pp. 12–21. Springer, Heidelberg (2004)
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Abstract. Computer Supported Collaborative Learning (CSCL) is an emerging
interdisciplinary research area that deals with the formation of students groups to
work and to learn together in an educational context. One of the factors that
affect successful collaborative learning is the group composition. This paper
surveys the most relevant researches carried out in this field to date. For each
one it describes the applied criterion to form learning groups and the way in
which the grouping criterion is applied. These researches are compared and
some conclusions are outlined.

1 Introduction

Collaborative learning (CL) can be seen as teaching methods in which students work in
small groups to help them learn from each other [1]. The technological advance
occurred in recent decades allowed the CL adopt computational tools that facilitate
collaboration, coordination and communication transforming it in Computer Supported
Collaborative Learning (CSCL). Today its use is diffused in the area of education, and
there are numerous studies showing that can be advantageously applied.

A learning group is defined as a structure formed by people who interact to achieve
specific learning objectives through their participation [2]. In CSCL there are different
approaches to form groups, it is possible randomly select the members, let them
self-select themselves, or choose them by certain criterion established by the teacher,
and also do it manually (by the teacher) or automatic (by the system). Each of these
alternatives has certain disadvantages. Randomization can generate very unbalanced
groups that are unlikely to be effective; the self-selection can cause discrimination
among students with poor social relationship; and manually creating unviable when the
number of students is high or when the selection criterions are complex.

The objective of this work is to present some background on proposed approaches
to the formation of groups in CLSL, analyzing in them the algorithms and machine
learning techniques that apply. This paper is organized as follows: Sect. 2 describes the
experiences surveyed in the formation of groups, Sect. 3 performs an analysis and
comparison of the same, and finally, Sect. 4 presents some conclusion.
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2 Applied Approches in Collaborative Group Formation

The Supnithi et al. [3] suggest the formation of opportunistic group using two ontolo-
gies, one of negotiation and other collaborative learning. For authors opportunistic
group is one that is dynamically generated when a situation where it is desirable that the
student migrate individual learning to collaborative, there formed a group with members
who share a goal of learning is detected. In this proposal the students start working
individually with a software agent that monitors the actions of the student and updates
his student profile. This agent is able to recognize when your student would benefit by
changing to the mode of collaborative work. In such cases, the agent initiates a process
of negotiation with the agents of other students of the course to form a group. The agent
begins by setting a goal of learning for the group and a role for the student group. The
agents of all other students negotiate with him using the ontology created for it (each
agent considers the information contained in the profile of the student and estimate the
benefits that could get, if it participate of the group that it was called). If negotiation is
successful every student is informed about the target of the group learning and the role
which must assume, and a communication channel is opened for the use of members.
When one of the students affirms to have reached the goal, the agents close the com-
munication channel and update the student profile. The authors claim to have developed
the ontologies but still no experimental data.

Balmaceda et al. [4] suggest the use of an assistant agent to form collaborative
groups based on three characteristics that may affect the group performance: the psy-
chological styles, team roles and social relationships. The psychological styles
considered are those proposed by Myers-Briggs (extroversion/introversion, sensing/
intuitive, thinker/sentimental, judgment/perception). Respect to roles, they take the life
cycle phases of collaborative work and the eight team roles proposed by Mumma,
respecting the paired appearance of these by phase. Zheong [5] consider that the
formation of groups is a constraint satisfaction problem; they take every place in the
group as a variable, the list of course students as the domain of these variables, and
derived from Mumma roles and the styles from Myers-Briggs the restrictions that them
have to satisfy. Some examples of restrictions proposed by the authors are: the student
may participate in only one group in each group all roles must appear, psychological
styles must be balanced. The preferences of each student regarding the manifestation of
roles and psychological styles are stored in your student profile. To validate the pro-
posal’s authors developed a pilot without assessing the performance of the groups
created experience.

Zheong [5] proposes a generator groups by applying data mining techniques
(clustering), analyzes the interactions of students to extract interaction patterns. These
patterns and the rating assigned by the teacher are used to differentiate between
effective and weak groups. Based on this distinction, and using decision trees, establish
composition rules of groups used by the generator groups. Students are represented by
a set of personal characteristics, and the first cluster is carried out considering these
characteristics. Then, by having the teacher’s grade and the level of interaction revealed
new patterns that allow you to refine the formation of groups and produce new
groupings are extracted. The authors plan to implement and validate the proposal.
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Henry [6] describes a program that automatically performs the grouping of students.
Initially students are surveyed to capture information necessary for the creation of his
student profiles (preferred programming language, number of postponements, subject
notes, whit which partner it prefer to work and which not, etc.). The teacher must
indicate the desired size for the groups, and whether homogeneous or heterogeneous
want based on a particular feature. The authors state that they use the described software
for years but they do not have experimental results.

Hoppe [7] establishes three criterions to perform the grouping: a complementary
criterion where a student with high competence in a topic is grouped with other of low
competition, a competitive approach where students are grouped with similar profiles,
and finally, a selection criterion of problem where no member of the group can solve
the problem alone but a group integrating with other members who possess the
knowledge as required. There is little documentation of experimentation by the author.

Wessner and Pfister [8] present a group formation process composed of three
stages: initiation, pairs identification and negotiation. The initiation of a collaborative
situation can arise for student choice or decision of the teacher. When the student
proposes the initiative, the system searches the profiles of students other pupils who
meet the requirements to work with him, providing a list of these or telling you that
there are no matches. The student can choose his partner from the list, or cancel the
training. In the case where a candidate selected, the system will consult whether to
accept it. If the group agree is created, but rather the student may choose another
candidate. The group created a communication channel opens. Wessner and Pfister [8]
also propose the concept of point of cooperation (PoC), understood as an opportunity to
collaborate included in the system. Also, classify PoC in: generic PoC (GPoC), which
are all the facilities of cooperation provided by the system that may or may not be used
by students (mail, chat, etc.); spontaneous PoC (SPoC), incorporated into the course
but not linked to a particular position (seek help from the teacher, find a partner for
dialogue, etc.) activities, and intentional PoC (IPOC), logical collaborative activities
and didactically integrated course in a given thereof (forum enabled by the teacher after
the development of certain units, chat to discuss a given concept, etc.) point. The
authors implemented their concept of PoC in the L3 environment. There is a working
mode in collaboration that allows synchronous and asynchronous POCI with formation
of groups by the teacher manually or automatically by the system. For automatic
formation the system considers the course as a sequential list of units and calculates the
learning distance among students by calculating the difference between the units in
which students find themselves.

Duque Medina et al. [9] suggest identifying indicators of collaboration and then
apply some of these criterions to form groups: concentration, grouping students who
have similar values in certain indicators, and dispersion, grouping students differ in the
values of certain indicators. Obviously, while a criterion generates homogeneous
groups the other produces heterogeneous groups. However, the authors experimented
with the combination of both criterions in the COLLECE system. For this they cal-
culated indicators of the student: work (it measures the dedication) and discussion
(it measures the level of participation), indicators of the group: coordination (it mea-
sures the extent to which students agree to share the charge and the workspace), and
speed (it measures the time taken on the task), and indicators of solution: correctness
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and validity. Then they generated the groups considering the concentration criterion for
indicators for student and dispersion criterion for indicators of the solution, achieving
homogeneous groups in some aspects and heterogeneous in others.

Cocea and Magoulis [10] proposed case-based reasoning combined with data
mining techniques (clustering) to form the groups. The authors experimented with the
proposal by using the learning environment eXpresser in the field of mathematics
generalization. With case-based reasoning can recognize solving strategies applied and
the clustering can detect students who applied similar strategies. With this information
the teacher defines the constitution of the groups.

Sukstrienwong [11] proposes the use of a genetic algorithm for forming hetero-
geneous groups. The author considers each student attributes defined by the current
rating and score on the previous year, by way of representing the academic and edu-
cational skills of the student, respectively. Averaging the values of the members for the
two attributes it is calculated by a chromosome also two attributes per group. The
authors describe an experiment and they analyze the results.

Lin et al. [12] consider the formation of collaborative groups as a problem of
multi-grouping and to fix propose using the particle swarm optimization. For this
purpose define two grouping criterions: the level of understanding of each student on a
given topic, and the level of student interest on that topic. With these criterions, the
authors calculate the difference in the level of understanding between groups and the
maximum distance in the level of interest among groups. The first time the indicators
are calculated on historical data and are updated for later groupings. Experimental data
show the viability of the proposal.

Yannibelli and Amandi [13] propose setting up well-balanced groups to the nine
roles of equipment known as Belbin roles. An unbalanced group is one where these roles
do not appear naturally or where the same role is manifested by different members. The
authors suggest the existence of three indicators and the implementation of a genetic
algorithm. The first indicator shows whether each of the roles appear naturally in each
group. The second indicator is applied to each group and calculate the balance level
roles based on the first indicator. The third indicator maximizes the average balance
levels in all groups, and is taken as evaluation function indicator for the genetic algo-
rithm. The constitutive genes of chromosome correspond to students of the course. The
initial population is given by random permutations of the value of the genes, that is, with
the same students positioned at various locations within different chromosomes.

Martin and Paredes [14] propose using learning styles by Felder and Silverman as a
main feature for grouping students. The authors propose the creation of groups which
combine different styles in the same proportion, making a temporary shape with a
criterion of homogeneous styles and then regrouping with a criterion of heterogeneous
styles. There are no experimental results.

Carro et al. [15] propose the use of grouping rules looking for students with similar
characteristics to integrate the same group. Initially to form the groups is considered
one of the following characteristics: learning style, knowledge level and frequency of
interaction. Then there is the possibility of sub-groupings within groups formed,
considering some of the other characteristics or other criterions (for example, consid-
ering the collaboration wishes of students, with whom they want to work or with who
do not want to).
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Liu et al. [16] propose perform an intelligent grouping of students based on their
learning styles. For this, first they get the learning style of each student using the styles
of Felder and Silverman. The teacher provides the necessary grouping parameters
(number of groups to form and number of members per group). Students are arranged
in descending order according to the score obtained for the style, and then the ranked
list is segmented into as many equal parts as students should have each group, and
finally, the groups are generated by assigning randomly from each segment to one
student group. There are no experimental results.

Barati Jozán et al. [17] propose the use of a genetic algorithm and two evaluation
functions: one intragroup and intergroup other.While the first measures the quality of each
group, the second compares the competition between groups created. The authors seek
heterogeneity intergroup and intragroup homogeneity. The genetic algorithm considers
each group as a chromosome and students as genes. The length of chromosome indicates
the number of group members. For define the initial population the students are randomly
distributed within groups to form. The experiences analyzed are on simulated data.

Razmerita and Brun [18] propose perform homogeneous groupings using data
mining techniques (clustering) on the data of students who are judged adequate. The
authors suggest evaluating the performance (individual and group) of these groups to
make changes to the groupings made. There are no experimental results.

Ounnas et al. [19] propose to create well-balanced groups to the nine roles of
Belbin, which implies a certain presence of roles in the group. The authors using
ontologies for modeling the characteristics of the students, which includes personal,
social and academic data (learning style, favorite subjects, preferred partners, leading
role, supporting role, etc.). The negotiation is presented as a constraint satisfaction
problem, for example, looking for heterogeneity in learning style or homogeneity in the
favorite subjects. The teacher shows how many students want to group. The authors
conducted experiences with real students and also with simulated data.

Wang et al. [20] introduce a heterogeneous grouping system called DIANA. This
system uses a genetic algorithm to form groups heterogeneous with same size and same
level of diversity. For this genetic algorithm one chromosome represents one group and
each gene within a chromosome represents one student. The tool uses the students
thinking styles collected from questionnaires to create groups with 3 to 7 members.
DIANA was tested with real students.

3 Analysis and Comparison of the Applied Approaches

To make the comparison between the different approaches of clusters of students in
CSCL environments, the following questions were raised: 1 - What students features
involved in the grouping process are considered?, 2 - What techniques or algorithms
are applied especially for grouping?, 3 - Form groups is the decision of one person
(teacher or student) or the same system?, 4 – In the formed groups, the characteristics
of the students assume similar values (homogeneous groups), different (heterogeneous
groups), or there are some with similar characteristics and other with differing values
(mixed groups)?, 5 – The used algorithm raises the possibility of regrouping looking
for improvement ?, 6 - Are there experimental results?.
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Considering the first question, we can say that all the approaches analyzed use own
characteristics of the students involved. In some cases there are similarities in the
aspects evaluated, in [3, 4, 13, 19] are considered the team roles, in [4, 14–16] learning
styles, in [3, 5, 9, 11, 17] teacher qualifications, in [12, 18] the topic or level of interest,
in [7, 8, 12, 15, 17, 18] the level of knowledge or understanding, in [6, 7, 18, 19]
private personal data, and in [4, 5, 9, 15, 17] social relations, the level of interaction or
communication. In other cases there are no similarities, for example, only in [3] takes
the target learning feature, in [10] the style of problem solving, and in [20] the thinking
style. It was also noted that in [3–6] the authors identify in their proposals a student
model as the place where all these characteristics are stored.

Considering the second question, we can say that the techniques and algorithms
applied are varied, although in some cases there are similarities. In [3, 19] ontologies
are proposed, in [3, 4] software agents are used, in [5, 10, 18] clustering is used, in
[7–9, 12, 15] rules or specific grouping criterions are defined, in [4, 12, 19] grouping is
solved as a constraint satisfaction problem, in [14, 18] segmentation system is applied,
and in [11, 13, 17, 20] genetic algorithms are proposed. The decision trees are used
only in [5].

Considering the third question, we can say that most of the analyzed approaches
perform the formation of groups at the request of teacher organizes the course of CSCL
[4–20]. Only in [3, 8] there are possibilities of automatic grouping initiative (by sys-
tems), and in [8] the possibility of forming groups on the initiative of the students
themselves are also offered.

Considering the fourth question, we can say that the approaches of heterogeneous
groups and approaches of homogeneous groups exist in the same amount. The pro-
posed approaches in [3, 5, 7, 11, 16, 19, 20] only generate heterogeneous groups,
whereas in [8, 10, 13, 17, 18] only homogeneous, and in [6, 9, 12, 15] it is possible to
choose between the two categories. Furthermore, in particular, in [4, 9, 12, 14, 15]
exists the possibility of forming mixed groups, using simultaneously criterions to
homogeneity and heterogeneity.

Considering the fifth question, we can say that only in [5, 12] there are possibilities
of iterative regrouping looking for more efficient formation of groups.

Finally, considering the sixth question, we can say that considerable number of
analyzed approaches does not support their proposals with experimental results; this
occurs in [3, 5, 6, 8, 14–16, 18].

In Table 1 the questions and answers are synthetized.

Table 1. Comparison of grouping approaches

Ref. Questions
1 2 3 4 5 6

[3] Team roles,
Qualifications,
Learning goals

Ontologies,
Agents

System Heterogeneous No No

(Continued)
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Table 1. (Continued)

Ref. Questions
1 2 3 4 5 6

[4] Psychologies
styles,

Team roles,
Social,
relationships

Agents,
Constraints
satisfaction

Professor Mixed No Yes

[5] Qualifications,
Interaction level

Clustering,
Decision trees

Professor Heterogeneous Yes No

[6] Collaboration
preferences,

Personal
information

Grouping
criterions

Professor Homogeneous
Heterogeneous

No No

[7] Knowledge,
Capacities

Grouping
criterions

Professor Heterogeneous No Yes

[8] Knowledge Grouping
criterions

Professor,
Students,
System

Homogeneous No No

[9] Communication
level,

Quality

Grouping
criterions

Professor Homogeneous
Heterogeneous
Mixed

No Yes

[10] Style of problem
resolution

Clustering,
Case-based
reasoning

Professor Homogeneous No Yes

[11] Qualifications Genetic
algorithms

Professor Heterogeneous No Yes

[12] Interest level
Learning level

Grouping
criterions

Professor Homogeneous
Heterogeneous
Mixed

Yes Yes

[13] Team roles Genetic
algorithms

Professor Homogeneous No Yes

[14] Learning styles Rank and
segmentation

Professor Mixed No No

[15] Learning styles,
Knowledge level,
Interaction style,
Opinions,
Collaboration
preferences

Grouping
criterions

Professor Homogeneous
Heterogeneous
Mixed

No No

[16] Learning styles Rank and
segmentation

Professor Heterogeneous No No

[17] Social
characteristics,

Qualifications

Genetic
algorithms

Professor Homogeneous No Yes

(Continued)
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4 Conclusions

In many areas of science and industry success depends on individual skills to be a
productive member of a group that people can demonstrate, this is also true for ACSC.
So far, the formation of collaborative groups are made based on personal information
of the students of the course which is available on systems, and is usually contained in
the profiles or student models (data such as sex, age, level of knowledge, main
interests, preferences, learning styles, grades obtained, level of participation, etc.).
Thus, these data are evaluated to select the members of the group so that everyone
benefits potentially working together. In making this selection sometimes comple-
mentarity is encouraged (when there is heterogeneity in the group), in other cases
competitiveness (when there is homogeneity among members), and others are looking
for both (when there is homogeneity between some characteristics of the members and
heterogeneity in others).

Several approaches of group formation have been proposed and machine learning
techniques that are varied include: genetic algorithms, agents, clustering, optimization
of restrictions, individual grouping criterion, etc. The factors that guide the grouping
are also varied: psychological styles, learning styles, social relations, level of knowl-
edge, level of participation, etc. Many of the proposed approaches to the formation of
groups have been tested, but most points to validate the effectiveness of clustering
algorithm rather than evaluating the effects on the performance of the group formed
with this algorithm.

Predominantly the formation of groups in CSCL is performed at the request of the
teacher who also indicates the parameters under which the grouping algorithm will
perform its task. In general, these parameters are the number of groups to be formed,
the number of members that each group should have. In some cases the teacher should
indicate the type of group to form (homogeneous or heterogeneous) and the student
characteristics for the selection of members. The examples in which these tasks are
performed automatically or delegated to software agents are few.

The current perspectives for ubiquitous computing and its relationship to intelligent
systems augur the emergence of new approaches to the formation of groups of CSCL
including components related to the context of the student. Examples of contextual

Table 1. (Continued)

Ref. Questions
1 2 3 4 5 6

[18] Interest topics,
Knowledge level,
Country

Clustering Professor Homogeneous No No

[19] Team roles
Sex

Ontologies,
Constraint
satisfaction

Professor Heterogeneous No Yes

[20] Thinking styles Genetic
algorithms

Professor Heterogeneous No Yes

256 R. Costaguta



variables in CSCL that could be considered in future grouping algorithms are: emotional
parameters, noise, climate, temperature, availability of devices, proximity of others, etc.
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Abstract. Motifs are not random entities found in DNA chains. A motif can
also be defined as not a single phenomenon. Already motifs, besides having
recurring patterns in the analyzed sequence, also have a biological function.
Intelligent algorithms are search techniques widely used to find approximate
solutions to optimization and search patterns in the science area of computing.
Finding motifs in gene sequences is one of the most important problems in
bioinformatics and belongs to the class NP-Complete. Therefore, it is plausible
to investigate the hybridization of consolidated tools, but limited in their per-
formance, in combination with intelligent systems techniques. This work has the
premise to show a research of the main techniques and concepts of intelligent
algorithms used in discovery of patterns (motifs) in gene expression and also an
in-depth study of the major bioinformatics algorithms that are used for this
function in recent years by researchers. It is understood that such techniques in
combination, can achieve interesting results for research in bioinformatics. Thus
proposing an optimized architecture for motifs discovery in genetic expressions
of promoter regions of a bacteria. Using as many intelligent algorithms such as
bioinformatics algorithms and refining techniques of its main data provided by
the algorithms used. Thus forming an architecture with better performance due
to hybridization of consolidated tools to search for patterns in genetic
expressions.

Keywords: Bioinformatics � Genetic algorithm � Neural networks � Motif
discovery

1 Introduction

Bioinformatics is a new and developing science and both has grown exponentially in
recent years, showing that bioinformatics is now a need for data analysis in molecular
biology [1].

One of the primary tools used today for local sequence alignment is BLAST (basic
local alignment search tool) is a set of bioinformatics algorithms for sequence
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comparison mounted to exploit all the information contained in database DNA and
protein sequences from a database that has similarity to be analyzed [4].

For multiple alignment algorithms we use a package called MUSCLE (multiple
sequence comparison by log-expectation) that is very fast and efficient based on an
approach, in general, progressive (analysis hand in hand, tree guide construction and
alignment) However performs subsequent refinements to improve the initially created
alignment [5].

HMMER [6] is used to search for protein sequences that have been cataloged in
various databases and uses probabilistic techniques hidden Markov models [7].

But these tools are used separately at the discretion of the researcher who is
analyzing the data. Finding motifs in gene sequences is one of the most important
problems in bioinformatics and belongs to the class NP-Complete. Therefore, it is
plausible to investigate the hybridization of consolidated tools, but limited in perfor-
mance, along intelligent systems techniques. In this context, this proposal is based,
aiming to improve the technology currently available to the bioinformatics researchers.

2 Motifs

Motifs are not-random entities found in DNA chains. A pattern can also be defined as
not a single phenomenon. Already motifs, besides having recurring patterns in the
analyzed sequence, also have a biological function. One can define motifs as a short
segment shared by multiple DNA sequences that can contain information about evo-
lution, structure or function [2].

The recognition of these motifs is often only based on shared patterns it is hardly
possible to obtain information of 3D structures, details of chemical reactions, changes
or features. Taking into account all these points is noted that not all patterns found in
DNA strands are motifs. Then most of existing algorithms presents possible motifs.
Within the recognition motifs can elicit two types intra sequences and between
sequences. The second information having a higher load, since the probability that
patterns that are maintained in several different individuals have more relevant motifs
functionality need not be exactly equal, they may have some difference between them.
These differences are possible because the affinity reduction at this point can be
compensated in one point ahead in its structure [2].

2.1 Deterministic Model

Within the group of deterministic models have become regular expressions and con-
sensus sequence. Regular expressions used in motifs discovery is a subset of regular
languages, usually using symbols unambiguous and ambiguous, fixed and variable
spacing. The use of regular expressions enables an easier representation of complex
patterns with large or multiple spacing [2].

The consensus sequence that represents a set of possible motifs sequences, which
are at a maximum distance x from the consensus. This distance x is the number of
different characters between the two sequences. Each instance of this set is consensus
occurrence of call. Usually the number of differences between an occurrence of
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consensus and the consensus sequence is defined and is directly proportional to the size
consensus [3].

The two above approaches may be combined so that the characters presented in the
regular expressions to be a consensus derived from all instances, may also allow for
differences between the consensus and occurrences. However, these expressions can
become very complex and difficult to be handled, in fact some existing tools enable the
use of an even smaller subset of regular expressions.

2.2 Probabilistic Model

The simplest probabilistic model is a matrix score or PWM (position weight matrices).
Its main advantage compared to the deterministic model is the ability to express dif-
ferent amounts for each symbol. While the deterministic model if a consensus position i
have the occurrence of two symbols, both are equally important. The scoring matrix is
a representation of a set of sequences without gaps, for each position of the sequence
defines the frequency of each possible symbol. The calculation is given by Eq. 1.

Fxi ¼ Nxi

N
ð1Þ

In Eq. 1, Fxi is the frequency of the symbol x at position i, Ni is the number of
x instances of the symbol at position i of all occurrences, and N is the total number of

occurrences. Thus the scoring matrix has dimensions 4\times N. Figure 1 shows a
PWM of the probabilities of each nucleotide at each position is repeated [3].

Fig. 1. Probabilistic model of a PWM.
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2.3 Motif Recognition

Motifs are sets of DNA sequences that can be represented in different ways presented
above. Usually the sequence is analyzed using sliding window. The window size is set
to the size of the motif and the window is slid by the sequence one base at a time until
the end thereof. A hit occurs if the subsequence in the window matches the motif being
examined under the user considerations [3].

3 Implementation of the Architecture

Implementation were used all the concepts discussed earlier, where each execution flow
returns the input of the next stage. The implementation of other programs were
implemented and built on the Linux system. All programs from the Genetic Algorithm

were used and arranged in the Python language, where BioPython library is used. The
difficulty with this implementation is the large number of sequences generated through
every step of executing, so it was necessary the use of a filter when converting from
one format to another and the use a refining tool [8]. The Fig. 2 shows the data flow of
the architecture and its modules.

3.1 Genetic Algorithm

The genetic algorithm (GA) was implemented using techniques found in several pre-
vious works and was written in the Java programming language. The score is imple-
mented manually in the GA so that there was greater control and understanding of the

Fig. 2. Data flow of the architecture.
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operation of the code. Although the algorithm theory is simple various considerations
and decisions needed to be taken.

Given a set of M sequences width l of the alphabet
P

A;R;N;D;C;E;Q;G;H;f
I; L;K;M;F;P; S; T ;W ; Y ;V ;U;O;B; Z; J;Xg the algorithm must find a combination
with one or more subsequence candidates motifs of size W. However, the difficulty of
the problem grows when freedom is given to motifs to have differences, and these
differences are from one nucleotide or length of the motif.

Shown in Eq. 1 the total number of possible motifs in a given sequence i, one
realizes that test all possibilities becomes unviable.

Y
i
26l�wþ 1 ð2Þ

Two methods for the generation of initial population were implemented. The first
and simplest is a random generator, in this method are created as many individuals as
specified by the user, typically between 100 and 200. Although this method is simple, it
can take the GA to take more to find the optimal solution or in the worst case to get
stuck in a maximum place. The second approach used was a simple clustering tech-
nique based hashed, the size of the hash is given by following formula Top ¼ Log4Size,
Size is a user input. This hash size defines how many of the N characters of each motif
can be used for clustering, after setting this size are randomly selected N positions that
will be used to calculate the hash of every possible motif. Thus two sequences that have
the same characters in these positions randomly selected will be grouped in the same
cluster. Although this technique is not complex or deterministic she accelerated speed
at which the GA is the solutions.

As it is not possible to say, in this problem, that the optimal solution was found we
needed to define a method stop. The approach used was simple in this work, the
algorithm continues to search as the number of generation grows and the best suited
individual that changed is less than twenty percent of the maximum set by the user. If it
was decided that the maximum number of generations is 1000 and for 200 generations
the best individual has not changed is considered that there will be no more changes
and the process is terminated.

The crossover is the function in the algorithm responsible for combining two
individuals and generating one or more new individuals. Here we used two crossover
functions, the first can be subdivided into two: one and two crossover points. These two
approaches function entry of individuals are divided and reunited. The second cross-
over technique used may be called the “best each”, in this approach we used a PMF
(positive matrix factorization) of each of the two individuals and the nucleotide which
has the highest conservation value is used to generated individual. The mutation is
another part that belongs to the generation of new individuals to the population.

During all crossovers there is a small chance that one nucleotide is changed ran-
domly, this process also aims to escape from local maxima generating individuals who
could not be created using crossover only. There is only an addendum to be done on the
mutation, it never occurs in a position that is retained absolute.
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It used the roulette selection method with weights, this method all individuals of the
population is likely to be chosen but the chance is greater higher the fitness of that
individual, thereby allow the best of them prevail, but also allow diversity.

The fitness was calculated using the conservation of the formula which is given in
Eq. 3.

RE að Þ ið Þ ¼ Pci � logPci

pc
ð3Þ

Where Pci is the probability to have a nucleotide c in the position i, and pc is the
probability to have a nucleotide c in the background. It is understood as background the
remainder of all sequences where there was an instance when withdrawing the portion
of the occurrence. So using this formula, a higher value to nucleotides that have less
frequently in background, assuming as they are less likely to be a random organization
bases. Finally the individual’s fitness can be represented by the sum of the score of
N motif positions, as can be seen in Eq. 4.

RE
0
a ¼

XN

i¼1
RE að ÞðiÞ ð4Þ

While this is a good fitness calculation method it still does not take into account the
size and the motif number of occurrences, which can lead to an individual with a
perfect occurrence have a higher fitness than an individual with ten non-perfect events.
To resolve this problem formula was adapted to Eq. 5.

F að Þ ¼ RE
0
a � 3 � NS

NM
ð5Þ

Where NS is the number of input sequences and NM the number of hits found by
the individual. Using this formula the individuals who have few occurrences suffer
greater penalty, but it is still possible that an individual with less occurrences receives a
score higher than another with more occurrences.

A new occurrence is added to the individual when it reaches values that exceed the
limits set by the user. The first compared value is the similarity corresponding to how
much is a new sequence similar to the set of sequences present in the individual. The
similarity calculation is performed as follows, the individual frequencies matrix is
calculated and using this matrix are summed values of each nucleotide corresponding
to a new sequence. Thereby calculating the similarity ceases to be the sum of the
matches and becomes the sum of the probabilities, which allows sequences that pre-
viously would not be added would becomes added. Having a value of similarity and the
same being larger than the defined threshold, is then calculated relative entropy (RE) of
the new sequence joint with the sequences present in the individual, Eq. 3 shows the
formula of the relative entropy. Finally, subsequences that present the greatest value of
relative entropy are added to the set of occurrences of the individual.

One of the difficulties was because the algorithm does not converge to a single
response and was trapped in a local maximum. Trying to solve this problem two
operations are conducted at the end of each iteration, these operations has the goal to
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remove exact or near duplicates, thereby maintaining individuals well adapted and
ensuring the diversity of the population. The first operation use an operation of simi-
larity previously described, using a limit of 70 % of similarity, so if two sequences are
70 % or more similar the only one with largest fitness will be saved to the next
generation. The second function uses the Smith Waterman alignment algorithm. As this
algorithm returns an integer value which it’s maximum is twice the size of the threshold
sequence and was calculated as 70 % of its maximum value. And because at removing
all duplicates the population starts to get smaller than it was specified and it is filled
with individuals randomly generated.

The parallelism can be easily explored in this algorithm, since the calculation of the
motif which is one of the heaviest tasks is also unique, just an individual’s fitness
calculation does not interfere in the calculation of others. Using the Java IntStream

function was possible to create the desired competition with ease, two hundred tests
were rotated eat without competition and the results showed an improvement of 67.8 %
at runtime when using a machine with four physical cores and eight cores logical. It is
shown in Fig. 3, the basic flow of execution of the genetic algorithm developed. Note
that the operation of the algorithm is quite simple, considering the complexity lies in
the more specific approach of operations in this case complexity in this part of eval-
uating (calculating the fitness) for individuals.

3.2 BlastP

The basic local alignment search tool protein (BlastP) is a program for finding similarities
between sequences. This extension is only for proteins, which uses a local database
generated from the sequence to be analyzed, also calculates statistics for hits [4].

Fig. 3. Flow of execution of the genetic algorithm.

An Architecture Proposal Based in Intelligent Algorithms 267



At this stage the BlastP input is the output of Genetic Algorithm, which is con-
tained all random motifs previously generated. In this step, the output format is .xml,
will only take some necessary information from this file for the purpose of this article.
This format was chosen for its ease of use tags to capture this information.

3.3 Conversion .XML to .FASTA

This procedure is performed using the Blast NCBIXML function module from the
BioPython library to load the .xml file information generated by BlastP. To separate the
necessary information, were used Python commands. At the end of the conversion is
used a filter of the aligned sequences where only be utilized the sequences with a
percentage greater or equal to 70 % (the ratio between the ID value, and the size of the
sequence to be analyzed). Thus, the aligned sequences will only be used locally and
which have a high probability of being valid. After conversion, the information is saved
in a .FASTA file containing a header with your ID and the sequence.

3.4 CD-Hit

After execution of the steps above, even with filtering Conducted, the number of
sequences is extremely high. Having the necessity to use the tool for these specific
situations [8].

To reduce the amount of sequences in a satisfactory mannered and contains high
probability of validity, the filter was 70 %. Thus, not only relevant sequences and
sequences containing redundant results will be eliminated, with less promising
sequences.

3.5 MUSCLE

Muscle [5] is a tool for performing multiple alignments of protein sequences. The
sequence is aligned with the other sequences of the same input file. This tool performs
peer-to-peer analysis, building tree guide and alignment tree. In this step the aligned
sequence is the result of previously performed refining implementation, as in .FASTA
one of the input files supported by the tool. Due to realization of filtering in the
conversion step, it was not necessary to use parameters that limit the number of
interactions due to the fact the information already being optimized and previously
guaranteed.

Table 1. Motifs found in each step.

GA.fasta BlastP.xml BlastP.fasta CD-hit.fasta Muscle.fasta % Valid motifs

1.757 seqs 174.914 seqs 17.283 seqs 28 seqs 28 seqs 1.59 %
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3.6 HMMER

This tool does not generate new findings or modify the sequences already found. This
step uses the result of the multiple alignment (Muscle) held previously. The role of this
step is to generate a static model of multiple sequence alignments, or even individual
sequences. This model contains specific information for each column of alignment, it is
possible to analyze from basic information to model definitions, facilitating the visu-
alization of the results performed before this step [7].

4 Conclusion and Future Work

The overall architecture execution time was 2 min and 51.956 s. After all executions and
filters used, the result was considerable. Using lectins.fasta file as initial input, a quantity
of 28 protein motifs was found. Considering the initial amount of 1,757 random motifs
generated we can say that 28 sequences of motifs are likely to be correct motifs.

As we can see in the table above, we find that a gain of minus 98.40 % over the
amount sequences first found in the GA.fasta archive (Table 1).

Among the aspects raised to continue the work, we need to improve the following:

– Development of a computational tool for motifs discovery.
– Optimization of the genetic algorithm.
– Create a database of already noted motifs for future testing.
– Provide a dataset template to search promoter regions in bacteria.
– Make download of the architecture available to the academic community.
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Abstract. The severity of Guillain-Barré Syndrome (GBS) varies among
subtypes, which can be mainly Acute Inflammatory Demyelinating
Polyneuropathy (AIDP), Acute Motor Axonal Neuropathy (AMAN),
Acute Motor Sensory Axonal Neuropathy (AMSAN) and Miller-Fisher
Syndrome (MF). In this study, we use a real dataset that contains clini-
cal, serological, and nerve conduction tests data obtained from 129 GBS
patients. We apply Support Vector Machines (SVM) using four differ-
ent kernels: linear, Gaussian, polynomial and Laplacian to predict four
GBS subtypes. We compare SVM results with those of C4.5. We evalu-
atedperformanceunder both 10-FCVand train-test scenarios.Experimen-
tal results showed performance of both classifiers are comparable. SVM
slightly outperformed C4.5 with Polynomial kernel in 10-FCV. And it did
with Laplacian, polynomial and Gaussian kernels in train-test. This is an
ongoing research project and further experiments are being conducted.

Keywords: SVM kernels ·Classification ·Performance evaluation ·AUC

1 Introduction

Guillain-Barré Syndrome (GBS) is an autoimmune neurological disorder charac-
terized by a fast evolution, usually it goes from a few days up to four weeks. The
severity of GBS varies among subtypes, which can be mainly Acute Inflamma-
tory Demyelinating Polyneuropathy (AIDP), Acute Motor Axonal Neuropathy
(AMAN), Acute Motor Sensory Axonal Neuropathy (AMSAN) and Miller-Fisher
Syndrome (MF). Currently, the identification of AIDP, AMAN, and AMSAN
subtypes is made according to electrodiagnostic criteria applied after nerve con-
duction studies [13]. These three subtypes are known as electrophysiological
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subtypes. On the other hand, Miller-Fisher (MF) subtype is characterized by
the clinical triad: ophthalmoplegia, ataxia and areflexia [8]. Reason why MF is
considered a clinical subtype.

Hospitalization time and the cost of treatments vary according to the severity
of the specific GBS subtype. The ultimate goal of a physician is to get patients
to a full recovery. This can be more effectively achieved when an early diagnosis
of the case is performed using a minimum number of medical features. In this
study, we investigate the predictive power of a reduced set of only 16 features
selected from an original dataset of 365 features. This dataset holds data from
129 Mexican patients and contains the four aforementioned GBS subtypes.

Our goal in this study is to build a predictive model for the four GBS subtypes
present in our dataset. For this model, we applied Support Vector Machines
(SVM) using four different kernels: linear, Gaussian, polynomial and Laplacian.
We compare SMV results with those of C4.5. SVM is one of the most widely used
classifiers due to its high performance in classification problems of diverse nature.
We selected C4.5 as a benchmark classifier due to its competitive performance
in classification applications as well as its implementation simplicity. Further
experiments with other algorithms will follow.

The experimental results showed a good performance of the methods and
allowed us to obtain a predictive model for GBS subtypes using machine learning
techniques.

2 Materials and Methods

2.1 Data

The dataset used in this work comprises 129 cases of patients seen at Insti-
tuto Nacional de Neuroloǵıa y Neurociruǵıa located in Mexico City. Data were
collected from 1993 through 2002. There are 20 AIDP cases, 37 AMAN, 59
AMSAN, and 13 Miller-Fisher cases. Hence, there are four GBS subtypes in this
dataset. The identification of subtypes was made by a group of neurophysiol-
ogists based on the clinical and electrophysiological criteria established in the
literature [8,11,13].

Originally, the dataset consisted of 365 attributes corresponding to epidemi-
ological data, clinical data, results from two nerve conduction tests, and results
from two Cerebrospinal Fluid (CSF) analyses. The second nerve conduction test
was conducted in 22 patients and the second CSF analysis was conducted in
47 patients only. Therefore, data from these two tests were excluded from the
dataset.

The formal diagnostic criteria for GBS [8,11,13] were considered to determine
which variables from the original dataset could be important in the characteri-
zation of the four subtypes of GBS. We made a pre-selection of variables based
on these criteria. After pre-selection, it was left with 156 variables: 121 variables
from the nerve conduction test, 4 variables from the CSF analysis and 31 clinical
variables.
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In a previous work [2], we identified a set of 16 relevant features out of the
156 features. In this study, we investigate these features to create a predictive
model for GBS. The features are listed in Table 1. The first four features are all
clinical and the remaining features come from a nerve conduction test.

Table 1. List of features used in this study

Feature label Feature name

v22 Symmetry (in weakness)

v29 Extraocular muscles involvement

v30 Ptosis

v31 Cerebellar involvement

v63 Amplitude of left median motor nerve

v106 Area under the curve of left ulnar motor nerve

v120 Area under the curve of right ulnar motor nerve

v130 Amplitude of left tibial motor nerve

v141 Amplitude of right tibial motor nerve

v161 Area under the curve of right peroneal motor nerve

v172 Amplitude of left median sensory nerve

v177 Amplitude of right median sensory nerve

v178 Area under the curve of right median sensory nerve

v186 Latency of right ulnar sensory nerve

v187 Amplitude of right ulnar sensory nerve

v198 Area under the curve of right sural sensory nerve

2.2 Multiclass Classification

In this study, we face a multiclass classification problem (n number of classes
> 2). SVM tackles multiclass classification using either OVA (One vs All) or
OVO (One vs One) strategy. In this study, we use OVO strategy as it is proven
to show higher performance than that of OVA for SVM classifications [5]. OVO
strategy consists of building n(n−1)/2 binary classifiers, the appropriate class is
found by a voting scheme. The implementation of this process was out-of-the-box
in the R versions of SVM we used in this study [1,10]. As for C4.5, multiclass
classification is intrinsically supported.

2.3 Support Vector Machines (SVM)

SVM was first introduced by Vapnik and colleagues [14]. Given a set of training
instances (input space), where each instance belongs to class A or class B, SVM
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uses a mapping function (kernel) to transform the input space into a higher
dimension space (feature space), that is, if input space is 2-D, then it is mapped
into a 3-D space. In the feature space, SVM finds a hyperplane that gives the
largest separation between classes, named maximum marginal hyperplane. The
maximum margin hyperplane has the largest distance from the hyperplane to
the closest training instances. The instances located in the boundaries of the
hyperplane are called support vectors. However, the largest margin is not always
the best solution since it can compromise the generalization of the model to new
instances. For the sake of flexibility, SVM introduces a parameter C that creates
a soft margin that allows for some errors in classification but at the same time it
penalizes them. A tuning procedure is necessary for finding the best value of C.

In this study, we use four different kernels: linear, Gaussian, polynomial and
Laplacian. Each of these kernels has particular parameters and they must be
tuned in order to achieve the best performance. Table 2 shows the parameters of
each kernel used in this study.

Table 2. Kernel parameters

Kernel Parameter

Linear C

Polynomial C, degree, σ (γ), coef

Gaussian C, σ (γ)

Laplacian C, σ (γ)

C4.5. C4.5 builds a decision tree from training data using recursive partitions.
In each iteration, C4.5 selects the attribute with the highest gain ratio as the
attribute from which the tree branching (splitting attribute) is performed. This
results in a more simplified tree (fewer subtrees). C4.5 is widely used in classifi-
cation problems of diverse nature.

2.4 Performance Measures

Average Accuracy. A more suitable measure for multiclass classification prob-
lems is the average accuracy [12]. It assesses the accuracy individually for each
class without distinguishing between the other classes. The original n x n con-
fusion matrix obtained from the multiclass problem is transformed in n 2 × 2
confusion matrices. From each binary confusion matrix, a per-class accuracy is
computed. All individual per-class accuracies are averaged to give a final accu-
racy. Formally:

AverageAccuracy =

∑l
i=1

TPi+TNi

TPi+FNi+FPi+TNi

l
(1)
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where TPi = True Positive for class i, TNi = True Negative for class i, FPi =
False Positive for class i and FNi = False Negative for class i.

For the sake of simplicity, we will refer to this measure as accuracy throughout
this paper.

Sensitivity. Sensitivity measures the proportion of true positives, which were
correctly identified by a predictive model. For a diagnostic test, sensitivity mea-
sures the ability of a test to detect ill subjects.

Specificity. Specificity measures the proportion of true negatives, which were
correctly identified by a predictive model. For a diagnostic test, specificity mea-
sures the ability of a test to detect healthy subjects.

Multiclass Area Under the Curve (AUC). A ROC (Receiver Operating
Characteristic) curve measures the performance of the classifier based on how
well it separates the group being tested into those belonging to one class and
another. Performance is measured by the AUC. AUC from a ROC graph ranges
[0,1] where 1 is a perfect classification. An AUC of 0.5 represents a random
classification. Hand et al. [7] derived an AUC for multiclass problems, which
measures the pairwise discriminability of classes. Formally:

AUCtotal =
2

|C| (|C| − 1)

∑
{Ci,Cj}∈C

AUC(Ci, Cj) (2)

where AUC(Ci, Cj) is the area under the two-class ROC curve involving classes
Ci and Cj . The summation is calculated over all pairs of distinct classes, regard-
less of order [6].

Kappa Statistic. Kappa statistic, introduced by Cohen [3], measures the agree-
ment between the classifier itself and the ground truth corrected by the effect of
the agreement between them by chance. Formally:

kappa =
P (A) − P (E)

1 − P (E)
(3)

where P (A) is the proportion of agreement between the classifier and the ground
truth, P (E) is the proportion of agreement expected between the classifier and
the ground truth by chance.

Train-Test. Train-test consists of separating the original complete dataset into
two independent new datasets. These two datasets contain both the predictor
features and the outcome variable. The first dataset, named train, used for a
classification algorithm to discover relationships or patterns among data, that
is, to train or to fit a model. The second dataset, named test, used for the model
fitted to estimate its performance on completely unseen data. In this study we
used two-thirds of the original dataset for train and one-third for test.
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Cross-Validation. Cross-validation divides the original complete dataset into
k independent new datasets (k folds). Then, it performs k loops in which k − 1
partitions of the original dataset is used for training and the rest for testing. For
each fold, the measure of evaluation of the model obtained from the confusion
matrix is calculated and summed. When all the k loops have ended, the cross-
validation accuracy is obtained. In this study, we use a 10-fold cross-validation
(10-FCV).

3 Experimental Design

We used the 16-feature subset, described in Sect. 2.1, for experiments. We added
the class variable to this subset, that is, the GBS subtype. Finally, we created a
dataset containing the 129 instances and 17 features. As mentioned in Sect. 2.1,
our dataset has 4 classes, identified with numbers 1 to 4, where 1 is AIDP, 2 is
AMAN, 3 is AMSAN, and 4 is MF.

We used two model evaluation schemes: train-test and 10-FCV. For each
of these schemes, we performed 30 runs where we applied each of the kernels
described earlier. In each run, we set a different seed. The same seeds were used
for each kernel. These seeds were generated using Mersenne-Twister pseudo-
random number generator [9]. The use of a different seed for each run ensures
producing different splits of train and test sets in both evaluation schemes.

3.1 10-FCV

For each run, we performed a 10-FCV. For each fold, we computed accuracy,
sensitivity, specificity, Kappa statistic and multiclass AUC. After the 10 folds,
we calculated 10-FCV accuracy and the average of each of the other measures.
Finally, we averaged each of these quantities across the 30 runs.

3.2 Train-Test

For each run, we computed accuracy, sensitivity, specificity, Kappa statistic and
multiclass AUC. Finally, we averaged each of these quantities across the 30 runs.

3.3 C4.5

We applied the experimental design described above for C4.5. C4.5 was applied
with pruning.

3.4 SVM Parameter Optimization

An effective and simple method of tuning C and σ simultaneously is given by Hsu
et al. [4]. This method consists of an exhaustive grid search using growing values
for C and σ. The C values used in this study for all kernels were 1, 10, 50, 80
and 100. The σ (γ) values were exponentially growing values from 0.001 to 100.
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The tuning procedure for the rest of Polynomial parameters was to try different
values for degree (from 2 to 10), and 0–1 for coef. We analyzed the behavior of
accuracies across polynomial degrees. As for coef, these are the typical values
used in the literature.

For each combination of parameter values, we performed 30 SVM runs both
the 10-FCV and train-test process with different seeds each. We calculated the
accuracy of each run and the average accuracy over 30 runs. We selected the
combination of parameters that obtained the highest accuracy.

4 Results and Discussion

The results of the linear kernel optimization for both train-test and 10-FCV are
shown in Table 3.

Table 3. Linear kernel optimization. The units of the results are shown in average
accuracy over 30 runs. The highest value appears in bold.

C train-test 10-FCV

1 0.9175 0.9069

10 0.8965 0.8890

50 0.8969 0.8890

80 0.8969 0.8890

100 0.8969 0.8890

The results of the polynomial kernel optimization for both train-test and
10-FCV are shown in Table 4. We show only the best results for each degree.

Table 4. Polynomial kernel optimization. The units of the results are shown in average
accuracy over 30 runs. The highest value appears in bold.

degree coef train-test 10-FCV

γ C accuracy γ C accuracy

2 1 0.001 50 0.9110 0.01 10 0.9178

3 1 0.001 100 0.9110 0.01 10 0.9176

4 1 0.001 80 0.9126 0.001 100 0.9175

5 1 0.01 1 0.9118 0.01 1 0.9213

6 1 0.01 1 0.9142 0.01 1 0.9235

7 1 0.01 1 0.9126 0.01 1 0.9232

8 1 0.001 50 0.9122 0.001 80 0.9218

9 1 0.001 10 0.9114 0.001 80 0.9214

10 1 0.001 10 0.9110 0.001 50 0.9194
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Fig. 1. Accuracies vs degrees in polynomial kernel

In Fig. 1, we show the behavior of accuracies for each degree in polynomial
kernel both in 10-FCV and train-test. As shown in Fig. 1, accuracies grow as
degrees increases until reaching a maximum accuracy of 0.9235 (train-test) and
0.9175 (10-FCV) at degree equal 6. For degrees above 6, accuracies decrease.
The optimal parameters for both train-test and 10-FCV were degree = 6,
coef = 1, C = 1 and γ = 0.01.

The results of SVM parameters optimization for Gaussian kernel are shown in
Table 5. The first row shows C values. The first column represents γ values. Each
entry of the table is the accuracy averaged across 30 runs using both train-test
and 10-FCV, as described in Sect. 3. The optimal parameters for both train-test
and 10-FCV were C = 10 and γ = 0.001.

Table 5. Gaussian kernel optimization. The units of the results are shown in average
accuracy over 30 runs. The highest value appears in bold.

train-test 10-FCV

C C

γ 1 10 50 80 100 1 10 50 80 100

0.001 0.733 0.887 0.911 0.910 0.909 0.736 0.885 0.913 0.915 0.915

0.01 0.885 0.913 0.904 0.902 0.903 0.882 0.919 0.915 0.910 0.912

0.1 0.910 0.900 0.896 0.896 0.896 0.910 0.895 0.893 0.893 0.893

1 0.809 0.814 0.814 0.814 0.814 0.799 0.809 0.809 0.809 0.809

10 0.732 0.734 0.734 0.734 0.734 0.726 0.729 0.729 0.729 0.729

100 0.732 0.732 0.732 0.732 0.732 0.727 0.727 0.727 0.727 0.727
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The results of SVM parameters optimization for Laplacian kernel are shown
in Table 6. The optimal parameters for both train-test and 10-FCV were C = 50
and σ = 0.01.

Table 6. Laplacian kernel optimization. The units of the results are shown in average
accuracy over 30 runs. The highest value appears in bold.

train-test 10-FCV

C C

σ 1 10 50 80 100 1 10 50 80 100

0.001 0.732 0.732 0.893 0.898 0.905 0.727 0.752 0.878 0.895 0.903

0.01 0.732 0.905 0.916 0.912 0.913 0.745 0.901 0.920 0.911 0.913

0.1 0.898 0.913 0.913 0.913 0.913 0.891 0.913 0.913 0.913 0.913

1 0.880 0.884 0.884 0.884 0.884 0.875 0.875 0.875 0.875 0.875

10 0.732 0.732 0.732 0.732 0.732 0.727 0.727 0.727 0.727 0.727

100 0.732 0.732 0.732 0.732 0.732 0.727 0.727 0.727 0.727 0.727

The optimal parameters for each kernel were used for further classification
experiments with SVM.
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Fig. 2. Accuracy across 30 runs using 10-FCV for SVM kernels.

In Fig. 2, we show the average accuracy of the four GBS subtypes across 30 10-
FCV runs for linear, polynomial, Gaussian and Laplacian kernels as well as C4.5.
Accuracy of linear kernel ranged from 0.9042 to 0.9375 (s = 0.0096). Accuracy
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of polynomial kernel ranged from 0.9000 to 0.9292 (s = 0.0080). Accuracy of
Gaussian kernel ranged from 0.9000 to 0.9333 (s = 0.0067). Finally, accuracy of
Laplacian kernel ranged from 0.8958 to 0.9292 (s = 0.0072). Accuracy of C4.5
ranged from 0.9000 to 0.9417 (s = 0.0109). Gaussian kernel showed the most
stable behavior across the 30 runs.
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Fig. 3. Accuracy across 30 runs using train-test for SVM kernels.

In Fig. 3, we show the average accuracy of the four GBS subtypes across 30
train-test runs for linear, polynomial, Gaussian and Laplacian kernels as well as
C4.5. Accuracy of linear kernel ranged from 0.8293 to 0.9512 (s = 0.0282). Accu-
racy of polynomial kernel ranged from 0.8659 to 0.9834 (s = 0.0230). Accuracy
of Gaussian kernel ranged from 0.8415 to 0.9634 (s = 0.0292). Finally, accuracy
of Laplacian kernel ranged from 0.8659 to 0.9512 (s = 0.0233). Accuracy of C4.5
ranged from 0.8537 to 0.9512 (s = 0.0283). Polynomial kernel showed the most
stable behavior across the 30 runs.

Table 7 shows the prediction results of linear, polynomial, Gaussian and
Laplacian kernels as well as C4.5 across 30 10-FCV runs. The standard deviation
(sd) of each measure is also shown. Polynomial kernel slightly outperformed the
rest of the kernels in accuracy. C4.5 obtained the second best accuracy, above
Laplacian, Gaussian and linear kernels.

Table 8 shows the prediction results of linear, polynomial, Gaussian and
Laplacian kernels as well as C4.5 across 30 train-test runs. The standard devia-
tion (sd) of each measure is also shown. Laplacian kernel slightly outperformed
the rest of the kernels in accuracy. Also, Laplacian, Polynomial and Gaussian
outperformed C4.5 in accuracy.

Overall, no major differences were observed in the results obtained across
different kernels and C4.5 both in train-test and 10-FCV. An important fact is
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Table 7. Performance measures averaged across 30 10-FCV runs

kernel/classifier Accuracy Multiclass AUC Sensitivity Specificity Kappa

Polynomial 0.9235 0.8985 0.8308 0.9481 0.7648

(sd) (0.0080) (0.0199) (0.0287) (0.0058) (0.0265)

C4.5 0.9211 0.8857 0.8136 0.9446 0.7567

(sd) (0.0109) (0.0242) (0.0421) (0.0081) (0.0321)

Laplacian 0.9201 0.8712 0.7952 0.9466 0.7554

(sd) (0.0072) (0.0240) (0.0457) (0.0051) (0.0195)

Gaussian 0.9193 0.8897 0.8212 0.9448 0.7515

(sd) (0.0067) (0.0221) (0.0316) (0.0049) (0.0214)

Linear 0.9175 0.8632 0.7831 0.9415 0.7423

(sd) (0.0096) (0.0232) (0.0461) (0.0076) (0.0317)

Table 8. Performance measures averaged across 30 train-test runs

kernel/classifier Accuracy Multiclass AUC Sensitivity Specificity Kappa

Laplacian 0.9163 0.7913 0.7753 0.9432 0.7523

(sd) (0.0233) (0.0844) (0.0764) (0.0159) (0.0675)

Polynomial 0.9142 0.8361 0.7858 0.9390 0.7452

(sd) (0.0230) (0.0717) (0.0674) (0.0163) (0.0677)

Gaussian 0.9126 0.8210 0.7884 0.9397 0.7427

(sd) (0.0292) (0.0672) (0.0704) (0.0200) (0.0827)

C4.5 0.9114 0.8085 0.7727 0.9356 0.7348

(sd) (0.0283) (0.0827) (0.0727) (0.0218) (0.0850)

Linear 0.9069 0.7751 0.7572 0.9355 0.7246

(sd) (0.0282) (0.0830) (0.0822) (0.0198) (0.0810)

that all different kernels reached an accuracy above 0.90 and so did C4.5. This
indicates that the 16 features used in this study constitute a good predictor
subset for the four GBS subtypes. On the other hand, it was observed a higher
variability in accuracy in train-test than in 10-FCV.

5 Conclusions

In previous clustering research [2], we found 16 features identifying four GBS
subtypes with a purity of 0.8992 (from a range [0,1]). We investigated the predic-
tive power of these features in this study. The results obtained in the prediction
model confirm that we identified a good feature subset using the method we
proposed. Further analysis is being conducted as to the relevance of each feature
in the context of data classification. Experimental results showed performance
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of both classifiers are comparable. SVM slightly outperformed C4.5 with Poly-
nomial kernel in 10-FCV. Also, it performed better than C4.5 with Laplacian,
polynomial and Gaussian kernels in train-test. We will further apply other clas-
sification methods.

The final 16 relevant feature subset included 4 clinical variables and 12 vari-
ables related with nerve conduction studies, no variable from the CSF test was
selected by our method. From the medical point of view, the reduced number of
features used to predict the four GBS subtypes could guide physicians to design
a faster, simpler and cheaper diagnosis of the case. However, a predictive model
using only clinical variables would be more effective for both patients and physi-
cians since additional studies would be avoided. Currently, we are investigating
the building of such model.
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8. Kuwabara, S.: Guillain-barré syndrome. Drugs 64(6), 597–610 (2004)
9. Matsumoto, M., Nishimura, T.: Mersenne twister: a 623-dimensionally equidis-

tributed uniform pseudo-random number generator. ACM Trans. Model. Comput.
Simul. 8(1), 3–30 (1998)

10. Meyer, D., Dimitriadou, E., Hornik, K., Weingessel, A., Leisch, F.: e1071: Misc
Functions of the Department of Statistics (e1071), TU Wien (2014). R package
version 1.6-3

11. Pascual, S.I.P.: Protocolos Diagnóstico Terapéuticos de la AEP: Neuroloǵıa
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Abstract. In cancer diagnosis, classification of the different tumor types
is of great importance. An accurate prediction of different tumor types
provides better treatment and toxicity minimization on patients. Pre-
dicting cancer types using non-invasive information –e.g. 1H-MRS data–
could avoid patients to suffer collateral problems derived from explo-
ration techniques that require surgery. Two Feature Selection Algorithms
specially designed to be use in 1H-MRS Proton Magnetic Resonance
Spectroscopy data of brain tumors are presented. These two algorithms
take advantage of two distinctive aspects: first, metabolite levels are quite
different between types of tumors and two, 1H-MRS data possess a quasi-
temporal series shape. Experimental readings on an international data
set show highly competitive models in terms of accuracy, complexity and
medical interpretability.

Keywords: Cancer research · Feature selection · Classification

1 Introduction

Hydrogen 1 Magnetic Resonance Spectroscopy (1H-MRS) has been used exten-
sively in biochemistry for in vitro chemical analysis of small samples for several
years. As a technique for in vivo sampling of biological tissue, it provides a quan-
tified biochemical fingerprint of metabolite1 concentrations [25]. 1H-MRS data
has the appearance of a plot of peaks along the x-axis, with the peak position
depending on the resonant frequency of the associated metabolite [21]. In Fig. 1
it is shown an example of 1H-MRS data set.

Nowadays, it has been proven its value as a powerful tool in the clinical assess-
ment of several pathologic conditions –e.g. epilepsy, multiple sclerosis, cancer–
specially neurological affections [2,9]. Framed as a minimal invasive technic, its
application in brain tumor oncologic diagnosis carries tremendous benefits to
1 Metabolites are resulting products of metabolic processes.

c© Springer International Publishing Switzerland 2015
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patients, relieving them from complicated surgical procedures and minimizing
trauma to normal tissue surrounding the particular lesion or other vital elements.

The use of systematic approaches based on 1H-MRS data for the diagnosis
and grading of adult brain tumors is subject of an extensive scientific research.
One of these growing approaches takes as backbone well established machine
learning techniques acting as intelligent engines to discern between several classes
of brain tumor [6,22,24].

This particular task is quite challenging, obeying to its scarce data values and
its high dimensionality. Therefore, the use of dimensionality reduction methods
becomes amendable in order to present low complexity and interpretable models
to oncologists. In this study, experimental work is shown in which two different
feature selection strategies are used as a way to generate relevant subsets of
spectral frequencies. These two algorithms take advantage of two distinctive
aspects: first, metabolite levels are quite different between types of tumors and
two, 1H-MRS data possess a quasi-temporal series shape. This later feature could
lead us to design algorithms that explore spectral data sweeping very specific
region of interest.

This paper is organized as follows: Section two describes scientific papers
related to the task at hand. In sections three and four, the two FS algorithms
will be detailed described. Section five gives the experimental settings, data
description, validation method and a few experimental considerations. Section
six analyzes the FS and performance results given by the two FS algorithms, as
long as metabolic interpretations. Finally, some conclusions and final thoughts
are given.

2 Literature Review

First attempts using 1H-MRS data in assessing human brain tumors in vivo are
back to [2]. It was found that spectra differ significantly from normal brain spec-
tra and between tumors by detecting the presence/absence of different metabo-
lites. Even though no ML analysis of spectra was done in establishing these
differences, it was concluded that 1H-MRS spectroscopy may help to differenti-
ate tumors for diagnostic and therapeutic purposes, limiting the need for invasive
and risky diagnostic procedures such as biopsies.

At this point, ML techniques arise in order to automate the classification
tasks. Artificial neural networks (e.g. [1,23]) and Linear discriminant analysis
(LDA) (e.g. [18,22]) are commonly used methods. Later studies perform dimen-
sionality reduction, either considering the peak signals, ratios between peak sig-
nals or feature extraction (FE) based in Principal Components or Independent
Components [4,11,16]. First studies in performing explicit Feature Selection (FS)
used well-known algorithms to select subset of spectral points: the Forward Selec-
tion [19], the Fisher criterion and the Relief algorithm [17].

Most recent works in FS properly speaking are found in [7,14,20,24], which
address a multi-class problem on the same data set analyzed in this work. Domi-
nant techniques are basic neural networks definitions as dimensionality reduction
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Fig. 1. Long echo 1H-MRS data set example. Some of the metabolites found in this
spectra are for example the Choline, which is a combination of multiple metabolites
and is elevated in all brain tumors; the creatine, a marker of oxidative metabolism of
cells; the N-acetylaspartate, a neuronal density marker; the Lipids, seen in condition
of necrosis; etc.

method –aliencies measures of features– and custom-made feature selection algo-
rithms using several classifiers on which linear discriminant solutions yield best
models.

In the next sections, the two FS algorithms will be described. Both algorithms
explore subsets of spectral points assuring the confidence about which features
posses enough merit to be considered as relevant trough bootstrap resampling.
Thereby, certainty readings in performance (standard errors) at step by step
search for the best subset are generated with such a quantity of information
that stability of solutions is as much rigorous as the end-user requires in its
particular domain and demands.

3 Class-Separability Feature Selection

It is known that metabolites (spectral points or features) in 1H-MRS data present
notorious differences among tumors. For example, theoretically, meningiomas do
not contain n-acetyl aspartate (NAA) and present the choline (CHO) elevated
(up 300 times normal). Metastases present a moderate reduction in NAA and a
decreased creatine (CR) signal. These fingerprints that distinguish each tumor
could lead us to try to establish a measure of physical distance between kinds of
tumors that measures the separability between classes.

To capture the aforementioned behavior, the CSFS algorithm (which briefs
for Class-Separability Feature Selection) is designed and outlined in Algorithm1.
The rationale behind such idea rests in the calculation of a distance value for
each metabolite, given its membership to a specific tumor class. Taking as pri-
mary data a bootstrap distribution, stable estimations of such distances from the
original 1H-MRS could be computed, a metric or centroid m for every spectral
point within each tumor is computed (lines 2–5). Thus, a m̄-subspace of cen-
troids is generated by averaging them over the B bootstrap samples (line 6). In
order to asses the separability degree of metabolites with respect to each tumor,
the cumulative difference between pair of elements –i.e. between tumors– is com-
puted (lines 7–9), obtaining a new feature vector based on distances named DS
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Algorithm 1. CSFS Class Separability Feature Selection
input : B: Bootstrap samples M : Metric
output: BSS: Best Spectral Subset

1 space ← 1 . . . TotalSpectralPoints
2 foreach sample b ∈ B do
3 foreach spectral point s do
4 foreach class c do
5 m(b, s, c) ← CalculateMetric(M)

6 Average on b|m(b, s, c) becomes m̄(s, c)
7 foreach spectral point s do
8 foreach possible combination (ci, cj)|i �= j do
9 DS(s) ← DS(s) + |m̄(s, i) − m̄(s, j)|

10 Sort DS descendently
11 BSS ← ∅

12 Jbest ← 0
13 space ← DS
14 repeat
15 ***Forward Stage***
16 for i = 1 : |space| do
17 foreach sample b ∈ B do
18 J(b) ← PF (BSS ∪ {space(i)})
19 Average on b|J(b) becomes J̄

20 if J̄ > Jbest then
21 Jbest ← J̄
22 BSS ← BSS ∪ space(i)
23 Remove element i from space

24 ***Backward Stage***
25 repeat
26 foreach sample b ∈ B do
27 J(b) ← PF (BSS \ {BSS(j)})
28 Average on b|J(b) becomes J̄

29 if J̄ ≥ Jbest then
30 Jbest ← J̄
31 Remove element j from BSS

32 until No more Backward improvement

33 until No more Forward and Backward improvement

(sorted in descendent order in line 10). It is hypothesized that the direction that
best separates tumors taking as basis the metabolites that present abnormal
values is partly expressed in DS vector.

Once completed the metric evaluation a simple Forward-Backward Search
Strategy is implemented being feed by DS vector as follows: a Forward step
is given taking the first element in the ranked list DS (lines 15–23) and its
performance (line 18, PF function) is evaluated again on each bootstrap sample,
and averaging over B samples (line 19). Taking into account that 1H-MRS data
could be considered as a time-series, in the sense that spectral points could
be ordered, it is likely that contiguous spectral points offer similar separability
values and hence being indexed in consecutive positions in DS. To exemplify,
Creatine peak, located at 3.03 ppm2 in the spectrum could have a separability
value similar to 3.01 ppm spectral point which almost define the same metabolite.
2 parts per million.
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Algorithm 2. BCFS Block-Contiguous Feature Selection
input : B: Bootstrap samples T : Block size
output: BSS: Best Spectral Subset

1 space ← 1 . . . TotalSpectralPoints
2 foreach sample b ∈ B do
3 foreach spectral point s do
4 m(b, s) ← PF (space(s))

5 Average on b|m(b, s) becomes m̄(s)
6 BSS ← argmaxm̄(s)
7 Jbest ← m̄(argmaxm̄(s))
8 space ← space \ BSS
9 for i = 1 : |space| do

10 for j = 1 : min(T, space − i + 1) do
11 ***Forward Stage***
12 foreach sample b ∈ B do
13 J(b) ← PF (BSS ∪ {space(i . . . i + j − 1)})
14 Average on b|J(b) becomes J̄

15 if J̄ > Jbest then
16 Jbest ← J̄
17 BSS ← BSS ∪ {space(i . . . i + j − 1)}
18 ***Backward Stage***
19 repeat
20 foreach sample b ∈ B do
21 J(b) ← PF (BSS \ {BSS(k)})
22 Average on b|J(b) becomes J̄

23 if J̄ ≥ Jbest then
24 Jbest ← J̄
25 Remove element k from BSS

26 until no Backward improvement

In order to avoid the inclusion of redundant features, a Backward-Stage (BWS)
is embedded right after Forward-Stage (FWS), but with the difference that the
BWS is executed as much as necessary, in other words, until no improvement
is achieved (line 29). Such arrangement of FS stages assures the removal of any
possible redundancy.

4 Block-Contiguous Feature Selection

The CSFS Algorithm takes advantage of abnormal presence of certain metabo-
lites that allows to identify some specific tumor. As a consequence, the ones that
present higher separability degree in a ranked list guide its operation. Algorithm
presented in this section finds subsets of spectral points in a complete different
fashion, exploiting the sequential property of spectral points.

The Block-Contiguous Feature Selection algorithm (named BCFS and shown
in Algorithm 2) implements a blockwise Forward-Backward search strategy which
is feed by blocks of consecutive spectral points. It starts by selecting the most
relevant feature (evaluated in PF , line 4). Such a strategy forces the BCFS to
set an initial threshold that next subsets must surpass (lines 1–4). Following
the same guessing of gaining stability in performance readings, the average of B
bootstrap samples is computed for each spectral point (line 5).
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At any given position of the continuous spectrum (from spectral point 1 to
195), a block starting at i − position and having size of T is analyzed. Every
subset of consecutive spectral points of size ≤ T is evaluated. To illustrate the
mechanism, let suppose that N = 7 features must be explored. Given a block of
size T = 3, an a starting position i = 1, the subsets exploration is as follows: In
the first shift-cycle (given by the outer for-loop in line 9 of BCFS algorithm) the
subsets {{1}, {1, 2}, {1, 2, 3}} are generated (for-loop in line 10) and evaluated
over the B bootstrap samples (lines 12–13); at the second shift {{2}, {2, 3}, {2,
3, 4}}; at the third shift {{3}, {3, 4}, {3, 4, 5}}; at forth shift {{4}, {4, 5}, {4, 5,
6}} . . . until the N -space is explored. Complexity of BCFS algorithm calculated
in 1

2NT (T + 1)O(PF ) seems to be prohibitive with block sizes near N , but
it is expected that keeping small block sizes assure us reasonable performance
demands. Each time a block is added to the current best solution BSS (line
17) in the Forward stage, the Backward stage is applied under the same policy
described in algorithm CSFS (lines 19–26).

In the next section, experimental conditions applied on both algorithms are
outlined. The 1H-MRS data set employed is described jointly with the brain
pathologies involved. Several well known classifiers are used to measure the sub-
sets performance as long as statistical tests to asses certainty about comparisons
between models.

5 Experimental Settings

An essential variable in the acquisition of 1H-MRS spectra is the choice of echo
time. With short echo times (around 20 ms), larger numbers of metabolites are
detected (myoinositol, glutamate, glutamine), but it is more likely that peak
superimposition will occur, causing difficulty in spectroscopic curve interpreta-
tion. By using long echo times (>135 ms), most metabolites in the brain are lost
(except that of choline, creatine, N-acetyl aspartate and lactate), but with bet-
ter definition of peaks, thereby facilitating graphic analysis [3]. There are a few
studies comparing the classification potential of the two types of spectra (see e.g.
[6,18]). These works seem to give a slight advantage to using SET information
or else suggest a combination of both types of spectra.

The targeted 1H-MRS data is drawn from a database belonging to the Inter-
national Network for Pattern Recognition of tumors Using Magnetic Resonance
(INTERPRET). An European research project aimed to develop systematic
tools to enable radiologists and other clinicians without special knowledge or
expertise to diagnose and grade brain tumors routinely using magnetic reso-
nance spectroscopy [12]. The data set is constructed by single voxel 1H-MR
spectra acquired in vivo from brain tumor patients in two configurations: Long
Echo Time (PRESS 135–144 ms), named LET, and Short Echo Time (PRESS
30–32 ms), named SET. Brain pathologies that conform both configurations are
distributed as following:
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– LET: 195 cases which include 55 meningiomas, 78 glioblastomas, 31 metas-
tases, 20 astrocytomas grade II, 6 oligoastrocytomas grade II and 5 oligoden-
drogliomas grade II.

– SET: 217 cases with: 58 meningiomas, 86 glioblastomas, 38 metastases, 22
astrocytomas grade II, 6 oligoastrocytomas grade II, and 7 (SET) oligoden-
drogliomas grade II.

Both spectra were grouped into three super-classes: high-grade malignant
tumors (metastases and glioblastomas), low-grade gliomas (astrocytomas, oligo-
dendrogliomas and oligoastrocytomas) and meningiomas. A third configuration
was prepared in order to explore the discriminative power of the merged LET
and SET data resulting in 195 common observations of the two previous data
sets, and labeled as LSET.

To obtain reliably relevant features we advocate for the use of bootstrapping
techniques in the feature selection process. Bootstrap resampling techniques
are used to yield mean performance estimates and their variability, and thus
a more reliable measure of predictive ability. The original 1H-MRS data sets
S = {LET, SET,LSET} were used to generate B = 1, 000 bootstrap samples
S1, . . . , SB that play the role of training sets in the feature selection process:
each Performance Function PF in the both algorithms trains a classifier on
the Si sample and its performance is assesed on the test sample S \ Si –recall
that bootstrap resampling definition requires to be done with replacement–, and
averaged across the B bootstrap samples.

Once the final subset is obtained with both algorithms, the final performance
by means of six classifiers in 10 times 10-fold Cross Validation fashion (10x10cv)
in the original 1H-MRS data sets is assessed: a nearest-neighbor (kNN) with
parameter k (number of neighbors), the Logistic Regression (LR), a Linear and
Quadratic Discriminant classifier (LDC, QDC), Support Vector Machine with
linear kernel (lSVM) and parameter C (regularization constant) and Support
Vector Machine with radial kernel (rSVM) and parameters C and σ2 (amount
of smoothing in the kernel)3. Wilcoxon signed rank test is applied in order to
give statistical significance in performance between the models.

Table 1. CSFS Feature selection results and final performance. Cell in table contains
the FS information as follows: Left number, final BSS performance rendered by CSFS;
exponent of left number, final size of BSS; right number, 10x10xv accuracy in the
original 1H-MRS data.

NN LDC QDC LR lSVM rSVM

LET 87.4711 89.70 91.7215 93.51 86.129 89.09 88.647 91.48 88.139 91.82 90.4610 93.88

SET 89.798 92.21 91.9416 93.34 86.866 87.40 88.868 90.48 90.5712 93.14 91.898 94.48

LSET 93.5917 96.14 95.7626 98.27 90.668 92.83 89.547 92.07 92.7914 94.83 92.1412 94.77

3 C and σ2 are optimized via a grid search.
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Table 2. BCFS Feature selection results and final performance. Cell in table contains
the FS information as follows: Left number, final BSS performance rendered by BCFS;
exponent of left number, final size of BSS; right number, 10x10xv accuracy in the
original 1H-MRS data.

NN LDC QDC LR lSVM rSVM

LET 89.0919 91.74 91.9715 93.90 84.788 86.89 86.698 89.10 89.1014 91.55 87.9211 90.01

SET 86.298 88.58 90.4910 90.89 86.755 87.97 87.569 90.00 88.219 89.72 90.067 93.22

LSET 88.3918 91.83 94.3320 95.85 88.398 90.83 89.3110 92.09 94.0822 96.44 90.2414 92.68

6 Experimental Results

6.1 CSFS Results

CSFS algorithm were tested with two metrics: the median and the harmonic
mean. Imputable to space regulations and to experimental results (best accu-
racy), only median records are supplied. In Table 1, CSFS feature selection
process is displayed. Among the seven classifiers in LET data, LDC observes
the best performance, giving a 91.72 % of accuracy with only 15 spectral points.
The rSVM is placed at second position with a decay of almost 1 % of accuracy
and 5 spectral points less than LDC. But, this later model achieves the best
10x10xval accuracy, 93.88 %. Wilcoxon signed rank test p-values at 95 % level
show significative results comparing rSVM against all, excepting with LDC (p-
value = 0.16016). SET experiments shows exactly the same tendency as LET
results, but offering higher values. rSVM reaches 94.48 % 10x10xval accuracy
with only 8 spectral points and its first place in this data configuration is signi-
ficative supported (all p-values ≤ 0.00195).

LSET experiments render the best results in both algorithms. FS final perfor-
mance were set at 95.76 % of accuracy under 26 spectral points. 10x10xval accu-
racy in the original 1H-MRS data yields a respectable 98.27 % value. This is one
of the best values achieved using this data set with this particular configuration
of super-classes (see [4,6,7,13,16,22]). A recent work published a similar accu-
racy performance [14], claiming a 98.46 % of 5x5xval accuracy with 18 spectral
points by means of a Single-Layer Perceptron Artificial Neural Network. Despite
offering a solution with a better but small difference in performance (0.19 %)
and less spectral points, CSFS-LSET-LDC solution requires no parameter tun-
ing in training phase. Wilcoxon test p-values give statistical confirmation to this
competitive model.

6.2 BCFS Results

In the present section, BCFS experimental results are reported. To this end, the
block size T was to be assessed ir order to obtain a value which gives a good
compromise between size of final subset, total time of processing and accuracy.
Several block sizes were tested (T = 2 . . . 15) using only the half of bootstrap
samples. This condition was chosen because the T -value process would consume a
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considerable amount of time. Two classifiers were selected to be the performance
measure, the kNN (with parameter k = 1) and the LDC. In Figs. 2 and 3 are
shown the response of their accuracy (recall that BCFS algorithm averages the
test set accuracy over 500 bootstrap samples), the size of the BSS yielded and
computational time demand (measured in hrs.) to the gradually variation of T .
The all measures were obtained in the three data sets.

1NN accuracy chart on Fig. 2 –top-left– shows a slightly decreasing tendency
with respect to the increasing value of T on LET and LSET data. Almost similar
behavior is shown in LDC classifier –Fig. 3, top-left chart– equally in the same
types of data. Congruently in both classifiers, the 1NN and the LDC, by using
the SET data, a clear conclusion can not be made.

On assessing the impact of T on BSS size measure –|BSS|–, a similar but
opposite tendency than accuracy described above is observed -i.e. the higher T
values the higher |BSS| size–. 1NN best values –Fig. 2 top-right– are on SET and
LSET data which is T = 4 for both sets and 89.98 % and 91.17 % respectively,
however their |BSS| values are quite uneven, 9 and 27 in the same order. LET
value reaches its best performance in T = 7 with 25 spectral frequencies and
88.93 % of accuracy.

Once assured the T value, experimental results with the full set of samples
are given as following: On LDC LET data –Fig. 3 top-right chart– a T = 5
block size gives a higher accuracy –92.48%– with |BSS| = 18, compared with
a T = 6 configuration that gives a better accuracy, but worst |BSS| reading
–25 features–. SET data offers a good arrangement –accuracy = 90.37% and
|BSS| = 12– with T = 5, finally on LSET data a T = 3 setting gives a very
good accuracy value, 96.09% with |BSS| = 21.

It could be briefed that on 1NN experiment T = 4 dominates the setting,
and on LDC, T = 5 does its corresponding contribution. Time consumption with
these two values is neglectable –see Figs. 2 and 3 bottom charts– in the sense that
this measure does not incline the final selection of T value. As a consequence,
T = 5 was selected as the one to be used in the complete experiments, given that
with this value offers on the one hand good accuracy values, but on the other
hand a more stable differences between the three data sets in their respective
performance measure –i.e. accuracy and |BSS| value–.

Table 2 readings are not as high as the offered by CSFS algorithm. For the
LET data set, LDC gives the best values, 91.97 % of accuracy with 15 spectral
frequencies, and 93.90 % 10x10xval accuracy on the original data set. On SET
configuration lowest results are achieved. However its best result, the rSVM, sets
a 90.06 % of accuracy with only 7 features and 93.22 % 10x10xval accuracy.

LSET experiments give highest accuracy values in BCSF algorithm, having
lSVM model its best representative, whose records are 94.08 % of accuracy with
22 features and carrying out a 96.44 % 10x10xval accuracy. It is worth it to
mention that this result represents almost 3 times in size with respect to SET-
rSVM model with an attenuation of only 3 % of 10x10 xval accuracy. Such a
situation tell us to be caution in concluding which model gives the best balanced
solution in terms of accuracy, complexity and interpretability.
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Fig. 2. Accuracy, size of BSS and computational time demand variation given several
block sizes T in BCFS algorithm using the Nearest Neighbor classifier with parameter
k=1 as performance measure.

Fig. 3. Accuracy, size of BSS and computational time demand variation given several
block sizes T in BCFS algorithm using the Linear Discriminant classifier as performance
measure.

6.3 Metabolic Interpretation

In Fig. 4 is pointed out the best spectral subsets as positioned in the whole spec-
trum –i.e. 390 x-values for LSET data given that best models come from this data
set configuration– for the winner models using CSFS and BCFS algorithms, which
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Fig. 4. Best Spectral Subsets from CSFS and BCFS algorithms as positioned in the
whole spectrum.
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Fig. 5. Projection of the data sets (using the selected feature subsets of the two best
models) onto the first three eigenvectors of the scatter matrices as coordinate system.
Left: CSFS-LSET-LDC model, Right: BCFS-LSET-lSVML. Circles represent low-grade
gliomas; filled squares high-grade malignant tumors and stars meningiomas.

will be named CSFS-LSET-LDC and BCFS-LSET-lSVM. In order to contextu-
alize the metabolic interpretation and to graphically visualize best solutions in
their spectral environment, the three super-classes mean spectra is added. The
metabolites detected and its known biological function are listed in Table 3. It is
necessary to clarify that some metabolites posses resonances at different positions
in the spectrum –e.g. Threonine or Valine–. For a complete description refer to the
source at [8].

Some metabolites consistently arise in both best models: Particular comment
deserves the Glycerol-phosphocholine-choline, given that it shows an interesting
behavior in appearing in both models as long as in the two parts of the LSET data
set, the Long and the Short echo. Glutathione-glutamate, Alanine, Threonine and
Valine are also common metabolites. Looking for common metabolites with [14]
(previously discussed in literature review) the following were found: Alanine,
Myo-Inositol, Taurine, Choline, Glutamate and Glutamine.

Data visualization in a low-dimensional space may become extremely impor-
tant to radiologists, helping them to gain insights into what undoubtedly is a com-
plex domain. We use in this work a method based on the decomposition of the scat-
ter matrix with the property of maximizing the separation between the projections
of compact groups of tumor classes –see [15]–. Such visualization is illustrated in
Fig. 5. These are scatter plots of 3-D projections of the three classes (using the first
three eigenvectors of the scatter matrices). It is seen that the three supper-classes
are notoriously clustered by the best models of both algorithms.
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Table 3. Metabolic interpretation in best models. For reading purposes the first group
on each metabolite labeled as A corresponds to CSFS-LSET-LDC model, and the
second labeled as B to BCFS-LSET-lSVM model. Prefix L, S signal which part belong
to and all values are ppm expressed.

Metabolite Biological interpretation

Glycerol-
phosphocholine-choline

An end product of membrane phospholipid degradation
and increased concentrations have been associated with
cerebral ischemia, seizures and traumatic brain injury.
A={L3.66 S3.66} B={L3.66 S3.66}

Glutathione-glutamate An anti-oxidant, essential for maintaining normal red-cell
structure. Altered levels have been reported in
Parkinsons’s disease and other neurodegenerative
diseases.
A={L2.18} B={L2.54}

Alanine A nonessential amino acid that has been observed in
increased levels in meningiomas.
A={L1.55} B={L1.59 S3.79}

Threonine A large neutral amino acid essential to the diet. A={S4.19
S1.32} B={L3.58}

Valine An essential amino acid necessary for protein synthesis
observed in brain abscesses.
A={S2.25 S1.04} B={L0.89}

Ethanolamine Increased levels of this metabolite has been observed in
ischemic brain tissue of rats and gerbils. A={L3.81
S3.81}

Phenylalanine An aromatic amino acid that presents elevated readings in
phenylketonuria, an abnormal phenylalanine
metabolization. A={L3.11 L3.07}

Glutathione-cysteine See Glutathione-glutamate. A={L2.98 L2.90}
Aspartate An exitatory amino acid that performs as a neurotoxin in

elevated concentrations [5]. A={L2.75}
NAA-Aspartate A free amino acid whose function is poorly understood,

but is commonly believed to provide a marker of
neuronal density. A={L2.69}

GABA A primary inhibitory neurotransmitter whose altered
concentrations are associated with neurological
disorders. A={L2.29 L1.86 S2.29}

Myo-inositol Its function is not enough understood, although it is
believed to be a requirement in cell growth. Altered
levels have been linked with Alzheimer’s disease, hepatic
encephalopathy and brain injury. A={S3.53}

Choline A combination of multiple metabolites and is elevated in
all brain tumors. Its required for the synthesis of
neurotransmitters constituents of membranes.
A={S3.49}

(Continued)
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Table 3. (Continued)

Metabolite Biological interpretation

Glutamate See Aspartate. B={L3.74 S2.31}
Glycerol-
phosphocholine-glycerol

Metabolite associated with cerebral ischemia, seizures and
traumatic brain injury.
B={L3.68}

Scyllo-inositol An isomer associated in high levels with Alzheimer’s
disease [10]. B={L3.38 L3.32}

Taurine Amino acid reported to have a number of biological
functions including osmoregulation en modulation of
neurotransmitters. B={L3.24}

Histidine A neutral amino acid essential for the synthesis of proteins.
B={L3.22}

Tyrosine An important precursor of epinephrine, norepinephrine and
dopamine. It may have some clinical use for treatment
of Parkinson’s disease and depression. B={L3.05}

Homocarnosine-GABA Elevated levels of this dipeptide in brain tissue are
characteristic of homocarnosinosis, a metabolic disorder
associated with spastic paraplegia, mental retardation
and retinal pigmentation. B={L2.96}

Succinate Increased levels of succinate have been reported in brain
abcesses. B={L2.39 S2.39}

Phosporyl choline It is often referred, jointly with Choline and
glycerophosphorylcholine as “Total Choline”. See
Choline. B={S3.64}

Glutamine Plays a role in detoxification and regulation of
neurotransmitter activities. B={S2.44}

Not identified A={L0.83 L0.62 S1.13 S0.70 S0.66} B={S1.15 S0.64}.

7 Conclusions

In this work, two Feature Selection algorithms are introduced as a strategy to
select subsets of spectral points from a 1H-MRS spectral data of brain tumors.
Both algorithms take advantage from two attractive –in algorithmic sense– and
distinctive aspects underpinned in biochemical definitions and spectral data mor-
phology. The models convenience arisen from using algorithms proposed in this
work are considerable competitive in terms of accuracy, complexity of the algo-
rithmic solution and medical interpretability. The CSFS Algorithm performance
assessed in this contribution is one of the highest regarding the use of an inter-
national data set as explained above. Aside from this, its independency from
the metric used to measure the class separability jointly with the resampling
strategy, make this proposal a suitable mechanism to test other mathematical
definitions.
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The BCFS algorithm as novel search strategy, is intend to explore in a par-
simoniously fashion data sets that posses a quasi-temporal series shape, given
that consecutive spectral points may reflect the presence of the same metabolite
with a certain and neglectable small difference –i.e. redundancy–. Despite not
offering a higher performance than CSFS Algorithm –only 1.8 % less– its design
permits to be adapted to more complex search strategy. For example, it could be
implemented to run in a parallel way to explore simultaneously different regions
on data sets of considerable size.

Even tough its usefulness in biochemistry analysis of brain tissue, 1H-MRS
is not strengthen as a standard method for clinical diagnosis. Machine learning
proposals on this field must be robust and highly reliable taking account the
scarcity of data towards to be recurrent and solicited tool by medical experts.
In this tenor, the provided solution in this paper gives a drastic reduction in
dimensionality with competitive performance and interpretable models.
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Abstract. This paper presents a monitor assistant system for detection of dan-
gerous events and health diagnostics for patients with dementia. The proposed
framework brings together three different types of ambient intelligence: (i) sensors
for detecting life-threatening events that can occur at home, like falls and
anomalies in vital signs predicting risk ofmyocardial infarction; (ii) sensors placed
under bed-posts for detecting unhealthy poor movement while patients are lying
on the bed which can cause bedsores (decubitus); and (iii) analysis of the current
cognitive state of patients with dementia by means of serious computer games.
This paper presents the framework, methods and sensors used by our system to
assist patients with dementia by triggering different type of alarm signals
informing which patient needs what and how some help could be provided.

Keywords: Ambient intelligence � Ambient assisted living � Decubitus ulcers �
Dementia � Serious computer games � Ubiquitous computing and wearable
sensors

1 Introduction

The recent advances in sensor technology surrounding our homes lead to different
intelligent systems tracking activities, events and health conditions of house residents.
One of the aims of the research area “ambient assisted living” is basically to develop
smart and flexible sensors (clients), to investigate smart sensor communication pro-
tocols as well as to perform smart management and analysis (server) of the information
sensed [1, 2]. A central paradigm when conceiving solutions for ambient assisted living
systems is the privacy of the data collected. Another important aspect is the
user-friendliness of the devices and the system, as well as their robustness, especially if
the intended users are elderly, nursing staff and medical doctors [2].

Ambient assisted living systems that monitor especially the activity of elderly
people have not a large presence in homes for the elderly. This is especially needed,
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given that the percentage of elderly people in the world population increases every
year. For example, the World Health Organization (WHO) reported in 2010 that the
percentage of population over 65 years old was estimated to be 8 % and forecasts an
increase in this percentage to 11 % in 2025 and to 16 % in 2050 [3]. This occurs given
the improvements in life expectancy over the last years. Moreover, one of the most
important situations where it is important to monitor activities of old people is when
they suffer from dementia. In Germany, for example, around 1.4 Million people over
the age of 65 are currently suffering from the consequences of dementia, with
approximately 200,000 people developing the disorder each year [4].

Different type of events and situations are important to monitor for the well-being
of senior citizens, especially those suffering of dementia. Some of the most important
events is to register abnormal movements like reporting the fall of a senior citizen. Also
important it is to track the daily vital signs to predict risk of myocardial infarction.
Furthermore, it is also important to assess enough movement during sleep to avoid the
appearance of pressure bedsores (decubitus ulcers). Bedsores are very frequent and
have a long-term stage. According to the Medical Commission of the SHI Association
(MDS - Medizinischer Dienst des Spitzenverbandes Bund der Krankenkassen e.V.)
bedsores are present in 5–10 % of patients in hospitals, 30 % of patients in geriatric
clinics and residents of nursing homes, as well as, 20 % of patients in home care [5].
The prevention and therapy of pressure sores is usually done by regularly changing the
body position of the patient. For immobile patients that stay most of the time on their
beds, the process of changing the body position is done mainly by the nurses and
represents usually a major challenge [6]. Moreover, not only is the state of the physical
body important to monitor but also the emotional and mental state. However, it is not
practical to assess the mental state of a person suffering with dementia. Recently, it has
been determined by means of clinical trials and psychological tests that parameters like
reaction-time and form-recognition are the most relevant parameters to determine the
mental state of a patient with dementia [7, 10]. For many of these situations and
potential problems that can arise during the daily life activities, there are different type
of sensors that can be used together with computer systems to assist senior citizens to
trigger for example an alarm signal in case of an emergency.

This paper presents the methods and preliminary results of an assistant system
developed to track the information of sensors (bed-post sensors, fall sensor and heart
beat sensor) positioned near patients with dementia. The proposed server/client net-
work architecture reduces the flow of data information from the sensors providing also
an appropriate management of the information [8]. An important component of our
assistant system is a serious games jump-and-run computer program developed to track
the reaction time of patients with dementia to analyze the current mental state of the
patients. To our knowledge there exists no computer system like ours that focuses on
assisting patients with dementia.

This paper is organized as follows. Section 2 presents the monitor assistant system,
information infrastructure and the sensors used to assist patients with dementia. Sec-
tion 3 presents the bed-posts sensor system for detecting unhealthy poor movement
while lying in bed which can cause bedsores (decubitus). Section 4 presents our system
for automated analysis of the current mental state of patients with dementia by means
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of jump-and-run serious computer games. And finally, in Sect. 5 we present our
conclusions and further work.

2 Monitor Assistant System

2.1 Goals

The assistant system conducts the analysis and interpretation of raw data received from
the sensors, it also manages and visualizes this processed data to trigger alarm signals
when needed. Table 1 presents a summary of the different practical problems and
sensor solutions that the monitor assistant system offers for patients with dementia.

Our monitor assistant system manages information from wearable sensors for fall
detection and heart rate measurement, as well as information from bed-post sensors and
results from serious computer games. Figure 1 shows schematically the system design
and basic architecture of the system. For this purpose, the system offers a software
component to receive the raw sensor data (patient-client), a component to analyze the
data (server) and two components to visualize the information (browser application for
data and GUI application for the visualization of patient events).

2.2 Methods

The assistant system is composed of the following component modules: patient-client,
server, data and event browsers, and the associated database.

The patient-client is the interface between the wireless wearable sensors (fall and
heart beat sensors), as well as the bed-post sensors. The patient-client consists of a
gateway radio receiver for data-telegrams coming from sensors for fall-detection and
bed-posts and a sender of information to the server via TCP/IP. The fall of a person can
be detected by means of integrating together an accelerometer sensor and a position
sensor. The heart rate can be measured using a finger-placed pulse oximeter [1]. The
bed-post sensors consist of pressure sensors that track changes in the position of a
person lying on the bed.

Table 1. Summary of the different practical problems and technical solutions our system offers

Practical problem Technical offers

Fall: Ensuring promptly assistance to reduce
danger of subsequent damages

Interface for communication with
fall-sensors based on both an
accelerometer sensor and a position sensor

Decubitus ulcers: To prevent the appearance
of bedsores and also to assist nursing staff
to avoid unnecessary turn overs of the
patient in bed

Interface for communication with pressure
sensors placed under on the four bed-posts
of the bed to track changes in the position
of a person lying on the bed. Evaluation of
the raw data from the sensors to determine
the risk for bedsores

Myocardial infarction: Ensuring promptly
assistance to save the life of the patient

Interface for communication with devices for
measuring the heart rate of the patient
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The data browser is a graphical user interface for nursing personal for the visual-
ization of the sensor data and alarm signal events. The data browser provides also
functionality for the acknowledgement of events and confirmation of having assisted
the patient. Figure 2 shows the browser application AMENAMIN, which is used for
managing the events and also for registering new patients and to assign sensors to
patients. AMENAMIN is the abbreviation in German for the project “Ambient Energy
und Ambient Intelligence für hilfsbedürftige Senioren” which translated to English
reads “Ambient Energy and Ambient Intelligence for senior citizens with special
needs” [8]. The browser application is also used by nurses or by medical doctors to
analyze the processed data from the bed-post sensors to assess healthy enough
movement of the patient while lying in bed. The data browser application is also used
by medical doctors to analyze the results of the serious games computer game for the
analysis of the mental state of the patient, this is discussed more in detail in Sect. 4.

Finally, the server is used for transferring and saving raw sensor data and processed
sensor data for further analysis. The database is a component for saving data from the
sensors and for loading saved data to the browser application for managing events by
the nursing staff and for further analysis by the medical doctors.

2.3 Preliminary Results

The absolute difference between pressure measurements on the bedpost is tracked over
time, processed and analyzed to answer the following question: Has the patient moved,
turned around, waked-up or laid down? The main goal of this component is to give the
nursing staff a clear overview of the last time the patient has successfully changed

Fig. 1. Basic architecture of the system.
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position while lying in bed. The component also informs the nursing staff which beds
are empty and which beds are occupied. Thus, the nursing staff is informed of the status
of skin-health of the patients, knowing at any time when, where and who needs some
help to be turned over in order to avoid the development of bedsores.

The infrastructure of the whole system gives the possibility to include other type of
wearable sensors, for example humidity sensors, to determine if the patient has not
managed to go in time to the bathroom and has become wet, this is especially helpful
for patients with incontinence problems. Other type of wearables sensors that can be
included in the system are discussed in our conclusions in Sect. 5.

3 Bed-Posts Sensor System

3.1 Goals

In this project, one of the goals was to develop a method to prevent and help the
treatment of decubitus ulcers (also known as bedsores) [5]. The goal of the system is to
turn on an alarm signal to inform the nursing staff when there has not been enough
healthy movement of the patient after lying some time in bed. For this, the system tracks
turns of the patient in bed as well as getting in and out of bed. This is done with help of
not invasive pressure sensors placed on the bottom of each bed-posts. In this manner, the
privacy of the patient remains unaffected. The pressure sensor can be energy
self-sufficient sensors leading to a cheap daily indirect analysis of the sensor data.

Fig. 2. Browser application (in German) to be used by nursing staff and medical doctors for:
managing life-threatening events (Alarmmeldungen/Quittungen), sensor data analysis (Bettbe-
wegungsverlauf) and current mental state of the patients (Mentaler Zustand)
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3.2 Methods

The air pressure sensors placed under the bed-posts send every half second a
data-telegram with the given pressure measurement on each bed-post. The difference
over time of the pressure measurements on each bed-post has been used to detect turn
overs and movement in bed. More in detail, the raw data from the pressure sensors was
processed to track the differences over time of the center of mass of the weight
(pressure) on the bed, see Fig. 3. Note that other type of pressure sensors can also be
used for this task. The following algorithm was implemented to determine the different
movements of a patient while lying on a bed. The first step is to determine the changes
over time of the center of mass. For this, the center of mass of the bed is computed from
the raw sensor data as shown in Eq. 1; where i represent each of the pressure mea-
surements in each bed-post (i goes from 1 to 4, for four bed-posts); x and y are the
corresponding coordinates of the pressure sensors (bed-posts); and M represents the
sum over all measured masses ∑mi, respectively.

�x ¼
P4

i¼1 mixi
M

; �y ¼
P4

i¼1 miyi
M

ð1Þ

A two-dimensional coordinate system is projected onto the bed, where the hori-
zontal coordinate corresponds to lateral displacements and the vertical coordinate
corresponds to elongated displacements on the bed. In order to detect turn overs on the
bed, the forward-differences of two subsequent in time center of mass measurements
are computed. For this, a time lag Δt should be fixed (typically from one second for
very fast patients to ten seconds for very slow patients). Note that the forward differ-
ences should be computed separately for the vertical (y-axis) D�y and the horizontal
(x-axis) D�x as it is shown in Eq. 2.

Fig. 3. Raw data over time of the bed-posts air pressure sensors (in PSI units).

302 J.E. Navarro-Barrientos et al.



D�x ¼ �x tþDtð Þ � �x tð Þ;D�y ¼ �y tþDtð Þ � �y tð Þ ð2Þ

Given that the horizontal component has a much larger influence in the detection of
turn overs than the vertical component, the horizontal and vertical components of the
center of mass are weighted differently for the analysis of turn overs on the bed. For
this, the time-weighted Euclidean forward difference of the center of mass (FWDM) is
computed as shown in Eq. 3. [9].

FWDM ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
w � D�x2 þð1� wÞ � D�y2

p
ð3Þ

To detect if a patient has turned over his position on the bed, the FWDM is used
together with a threshold value, which has been previously calibrated for different type
of patients. If the FWDM is larger than this threshold then this means that the patient
has changed the position on the bed. To detect if a patient is getting in or out of the bed,
the weight of the patient is compared with the weight on the bed. For this, the weight of
the patient has to be registered in the system together with the weight of the empty bed
assigned to this patient. Finally, a threshold value has to be calibrated for both cases
when the bed is empty and when the bed is occupied.

3.3 Preliminary Results

Figure 4 shows both the software for detection of movement on the bed as well as the
visualization of alarm signals and events on a graphical user interface which was

Fig. 4. Analysis of the bed-post pressure sensor measurements to detect bed movements.
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especially designed for this hospital by the company Akktor GmbH. The communi-
cation between the software for detection of movement and the visualization compo-
nent was done by means of TCP/IP messages. The system was successfully used to
detect turn overs on the bed as well as when patients were getting in and out of the bed.
The feedback obtained with this system was positive, and it was pointed out by medical
doctors that the detection of other sleep related movement disorders could be also of
interest. This means, however, that computer experiments should be done in a sleep
laboratory and this also means that the simple threshold-based method presented in
Sect. 3.2 may no longer adequately detect more complex movements. For this, more
complex methods could be implemented, for example methods based on computer-
based learning approaches for movement pattern recognition together with extra
external Knowledge provided from an expert system.

4 Automated Analysis of the Current Mental State

4.1 Goals

The goal of this system component is to automatically analyze the mental state of
patients with dementia by means of serious computer games. According to experts, the
following two parameters are the most important parameters to determine the current
mental state of a patient with dementia: reaction time and shape recognition. One of the
goals of this project was to integrate these two parameters into a jump-and-run serious
computer game. A second important criteria to determine the current mental state of a
patient with dementia is the comparison between current and retrospective historical
data. According to experts, tracking the chronological trend of the results of subsequent
games can help to determine the current mental state of patients with dementia [7, 10].
Another important goal is to implement a rule-based system to automatically determine
the mental state by bringing together knowledge from experts and automatic classifi-
cation algorithms.

4.2 Methods

An important part of the project AMENAMIN is the component to analyze the mental
state of patients with dementia. For this, a serious computer game has been imple-
mented of the type jump-and-run. The specifications for the computer game were given
by medical doctors from the Charité in Berlin (St. Hedwig’s Hospital, Berlin Institute
of Psychiatry, Charité – Universitätsmedizin Berlin). This type of games provides a
large spectrum of different tasks keeping the patient motivated. Following the main
goals for the analysis of the mental state, there are two different tasks in each level,
reaction time and shape recognition. Initially, the patient has to choose an animated
character, represented by three possible shapes: triangular, squared and circled shape.
The first task for the patient is to manage that the animated character jumps over
different type of obstacles: stones, bushes or holes. As the obstacle is approaching to
the animated character there is besides a graphical signal, also an acoustic signal
indicating to promptly press the jumping pushbutton. If the patient has jumped over the
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obstacle successfully there is a positive feedback sound which motivates and assists the
patient in the interaction with the serious computer game, see Fig. 5 (left).

The following parameters are considered the most relevant ones influencing the
course of the computer game, defining the difficulty of each level: the number of
obstacles in each level, the size of the obstacle and the time between two obstacles.

Both, the success ratio and the reaction times for jumping over obstacles provides
basic information to analyze the current metal state of the patient. Furthermore, at the
end of each level there is an extra task for the patient, which consists in choosing one
door from three possible shapes: triangular, squared, or circled shape. The task is
completed successfully if the shape of the door chosen by pressing a pushbutton
corresponds to the shape of the animated character chosen by the patient in the
beginning of the game, see Fig. 5 (right).

Once the game has finished, the results of the game are sent to the server and saved
for further analysis, which is then performed afterwards by experts together with
graphical software tools for statistical analysis of the time series. The main goal is to
facilitate the analysis, providing software tools for an automatic classification of the
mental state of a patient. For this, different algorithms for clustering and classification
of the data could be implemented. This is further discussed in our conclusion in Sect. 5.

4.3 Preliminary Results

Firstly, the patients used an ergonomic medically certified interaction device push
button from the company Spectronics (see Fig. 6 top-left) for the interaction with the
computer game. The following interaction devices were also tested. An interaction ball
developed by our project partner alpha-board GmbH, see Fig. 6 (left-middle), which
consists on a self-sufficient interaction ball with a large number of pushbuttons ener-
gized with four solar cells and protected by an impermeable transparent cover. Figure 6
(left-bottom) shows a self-sufficient miniaturized switch module from the company
EnOcean GmbH, which is powered by a built-in electro-dynamic power generator.

Some illustrative results for a series of computer games are shown in Fig. 6 (right).
Initially, a medium level of difficulty was assigned (difficulty values range is from 1 to
10, where 1 is the lowest and 10 the highest level of difficulty, resp.). Figure 6

Fig. 5. Jump-and-run serious computer game: (left) first task, to jump over the obstacles, (right)
second task, to choose the appropriate door according to the shape of the animated character.
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(top-right) shows the level reached over time (games) and the shape of the animated
character chosen by the patient. Moreover, Fig. 6 (middle-right) shows the number of
obstacles successfully jumped over by the patient, as well as, the number of times
needed to find the correct shape of the door matching the shape of the animated
character. It can be seen that as the difficulty of the level increased over time, also the
number of obstacles missed increased together with the number of tries needed to
match the doors at the end of the game. Finally, Fig. 6 (bottom-right) shows the course
of the reaction times for jumping over obstacles as well as the mean reaction times at
the position of the obstacles in the game. It can be seen that the reaction times improve
over time, meaning that the reaction is much faster every time, as the patient gets

Ergonomic push button

Self-sufficient 

interactive ball

PTM 200C self-

sufficient switch

Fig. 6. (left) Different type of interaction devices: (top-left) ergonomic push button from the
company Spectronics, (middle-left) self-sufficient interactive ball from the company and project
partner alpha-board GmbH, and (bottom-left) PTM 200C self-sufficient switch module from the
company EnOcean GmbH. (right) Results of the jump-and-run serious computer game used for
analyzing the mental state of patients with dementia: (top-right) the difficulty level reached at the
end of each game (time) and the animated character shape chosen by the patient in each game,
(middle-right) the number of obstacles that the patient missed to jump over and the number of
tries to match the door shape to the shape of the animated character at the end of each game, and
(bottom-right) the mean and standard deviation of the reaction times in milliseconds for jumping
over obstacles. The plot on the left shows the results for each level, whereas the plot on the right
shows the results for each obstacle, in this case seven obstacles at each level.
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trained in the game. It can be seen that in the beginning there is a large standard
deviation for the reaction times for jumping over obstacles. This probably indicates that
the patient is not very prepared to the task, however over time the patients get used to
the game and both the mean and the standard deviation of the reaction times decrease.
Interestingly, note that the last obstacle has a very large mean reaction time, probably
because the patient got distracted by the fact that a different task is approaching, or
maybe the patient got bored from the task of jumping over obstacles only.

5 Conclusions

All sensors, analysis, procedures and component systems presented in this paper are
state of the art and they are intended to assist particularly patients with dementia. To
our knowledge there exists no assistant system like the one presented in this paper.
Note also that our system is also in line with wearable sensor systems for health care,
meaning that they can be also used by senior citizens not necessarily suffering problems
of dementia. In some cases, we may need to increase the complexity of the procedures,
for example in the case of the serious computer games, a simple jump-and-run com-
puter game can be boring after playing two or three games the same scenario with the
same tasks. The methods presented in this paper and their implementation were tested
first within a facility in the psychiatric clinic of the Charité in the hospital St. Hedwig in
Berlin. Some of the components of our system were also installed and tested in the
show house AMINA in the Sunpark of the Evangelisches Johannesstift [11, p. 47].
Privacy and confidentiality of the data was assured by the architecture of our system
and the encrypted protocols used for the wireless transmission of sensor data.

In Sect. 2.3 it was mentioned that the infrastructure of the whole system gives the
possibility to include other type of sensors, for example humidity sensors for patients
with incontinence problems. Other type of wearable sensors and devices that can be
included in the monitoring systems include sensors for tracking physical activity to
count the daily steps, body weight scales, and the like. The flexibility and versatility of
the system proposed in this paper allows to include also sensors for home and building
automation. For example, sensors to track when someone opens or closes a window or
door; sensors to keep rooms at a given desired temperature; and sensors for turning
lights on/off depending on the presence of persons in the rooms or corridors. All these
type of sensors can be included in our system and the corresponding data can be also
visualized in our browser application for turning on/off alarm signals, as well as, for
further data processing and analysis. Section 3.2 presents a method for bed movement
detection based on differences in center of mass over time. The AI community can
provide more elaborated approaches, for example to train a neural network with the
weight changes to predict the type and amount of movement on the bed. For this, the
input data to the neural networks could variate from raw sensor data, to forward
weighted differences (Eq. 2) for different Δt. This means, however, that different
movements should be gathered and labelled for different type of patients, which could
be a laborious task, given the variety of patient profiles and type of movements.
Section 4.2 presented the properties of the jump-and-run serious computer game
implemented in our system. Data resulting from the serious computer games together
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with expert knowledge and labelling of the data, could be used to train some algorithms
for an automatic classification of the mental state of a patient. Moreover, the serious
computer game presented in this paper could be also used to train the reaction and
shape recognition of the patients towards a healthier mental state. This can be done, by
means of implementing an automated system which takes into account the results of
each patient and the set-up parameter values. If the patient performs well, the difficulty
could be automatically adapted according to the performance of the patient. For this,
different approaches could be consider, from reinforcement learning to rule-based
systems.
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1 University of Economics, W. Churchill Sq. 4, Prague, Czech Republic
{berka,jablon,marek,vrabec}@vse.cz

2 University of Finance and Administration, Estonska 500, Prague, Czech Republic

Abstract. The data concerning the outcomes of surgical clipping and
endovascular treatment in acute aneurysmal subarachnoid hemorrhage
(SAH) patients have been analyzed to reveal relations between subjective
neuropsychological assessments, measurable characteristics of the patient
and the disease, and the type of treatment the patient had undergone
one year before. We build upon results of previous analyses where have
been found that the differences in neuropsychological assessment of the
patients treated by either coiling or clipping was small and slightly in
favor of surgical group. Using this data, we compare the “classical” statis-
tical and data mining approach. While statistics offers techniques based
on contingency tables, where the compared variables have to be manu-
ally selected, data mining methods like association rules, decision rules
or decision trees offer the possibility to generate and evaluate a number
of more complex hypotheses about the hidden relationships. We used
SAS JMP to perform the statistical analysis and LISp-Miner system for
the data mining experiments.

1 Introduction

A subarachnoid hemorrhage (SAH) is bleeding into the subarachnoid space, the
area between the arachnoid membrane and the pia mater surrounding the brain.
This may occur spontaneously, usually from a ruptured cerebral aneurysm, or
may result from head injury. In most Western societies rupture of an intracra-
nial aneurysm causing SAH occurs with a frequency of 5-11/100 000/ year.
Improvement in SAH management such as superior and fast diagnostics, micro-
scope introduction, clip sophistication, triple H therapy, etc. has led to morbid-
ity/mortality decrease as assessed by neurological scales. Two treatment options
are possible for these patients: surgical clipping or coil embolization. Clipping
is a surgical procedure where under general anesthesia an opening is made in
the skull. A tiny clip is then placed across the neck of the aneurysm to stop or
prevent an aneurysm from bleeding. Coil embolization is less invasive treatment
than surgery. In embolization procedures, physicians place small, soft metal coils
within the aneurysm, where it helps block the flow of blood and prevents rupture
of the aneurysm.

c© Springer International Publishing Switzerland 2015
O. Pichardo Lagunas et al. (Eds.): MICAI 2015, Part II, LNAI 9414, pp. 310–321, 2015.
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The aim of this work is to compare the outcomes of surgical clipping and
endovascular treatment in acute (< 72 hours) aneurysmal subarachnoid hemor-
rhage (SAH) one year after. Using this data, we compare the “classical” statis-
tical and data mining approach. We build upon results of previous analyses [8]
but use more advanced algorithms.

The rest of the paper is organized as follows. Section 2 discusses the rela-
tionship betwen statistical data analysis and data mining, Sect. 3 describes the
used data, Sect. 4 shows the used statistical method, Sect. 5 presents the used
data mining method, Sect. 6 shows some related work and Sect. 7 concludes the
paper.

2 Statistics, Machine Learning and Data Mining

Statistics, machine learning and data mining are three disciplines that all deal
with data analysis, i.e. with the process of inspecting, cleaning, transforming,
and modeling data with the goal of highlighting useful information, suggesting
conclusions, and supporting decision making. The conceptual difference between
statistics on one side and machine learning and data mining on the other side is
the fact that statistical analysis is hypothesis driven and model oriented while
machine learning and data mining are data driven and algorithm oriented [6].
When doing statistical data analysis we have to start by formulating one or
more hypotheses about a model, then collect the data (in a controlled way that
preserves the expected theoretical characteristics of the data), then perform the
analysis, and then interpret the results. Statisticians also usually analyze small
volumes of numerical data with known statistical properties (they usually expect
data to be drawn from a known distribution and to be stationary). When doing
data mining, we are faced with huge heterogeneous amounts of data with a lot of
missings and inconsistencies that may contain some interesting novel knowledge.
This data is usually collected for completely different reasons than to provide
representative training set for machine learning algorithms. We thus know noth-
ing about the underlying distribution, about its properties (such as stationarity)
and we very often do not know what models (dependencies) can be hidden in
the data or what are the relevant characteristics (attributes) that will help us to
uncover these models. We usually start by formulating a possible task (rather
than a hypothesis), where some tasks (such as classification or prediction) are
more related to statistical data analysis, while others (such as pattern discov-
ery) are not. Then we try to find a relevant subset of available data to solve the
task, then “play” with various algorithms (machine learning or statistical) and
then interpret the results. Nevertheless, there is a lot of common ground in both
areas and machine learning and statistics do converge in ideas and procedures.
For example, algorithms for building decision trees from data were concurrently
proposed in both the statistical community (CART by Breiman et al. [3]) and
machine learning community (ID3 and C4.5 by Quinlan [9]), neural networks are
very close to regression methods, nearest neighbor methods are used for classifi-
cation in both areas, and purely statistical methods such as cross-validation or
χ2 test have been incorporated into many machine learning algorithms.
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3 Used Data

During the study period total of 152 patients harboring cerebral aneurysm were
treated by either surgical or interventional means. Of these 48 were able to
undergo also psychological assessment one year later. 25 patients were treated
by surgical clipping (9 men and 16 women), 23 patients were managed by coil
embolization (7 men and 16 women). Remaining patients either died, refused
to enter the study, were lost for 1-year follow-up or had neurological deficit
preventing the neuropsychological evaluation.

The data collected for these patients at the time of treatment contain the
basic socio-demographic info about the patients (age, sex), basic information
about the findings (localization of aneurysma, their number and size), basic info
about the surgery (type of treatment, urgency, complications, outcome). Char-
acteristics of some of these attributes are shown in Table 1. The follow up assess-
ment one year after SAH treatment include Trail Making test (A+B), Auditory
Verbal Learning test, Wechsler Adult Intelligence Scale (WAIS-III), Subjective
Memory Scale, SQUALA (Subjective Quality of Life Questionnaire), structured
interview focused on subjective evaluation of health status, Beck Depression
Inventory (BDI-II) and Temperament and Character Inventory.

4 Statistical Approach

We used descriptive statistics and decision trees to perform statistical analysis of
the data. As stated earlier, decision trees are also widely used as machine learning
and data mining methods. From the statistical point-of-view decision trees are
a powerful form of multiple variable analysis. They provide unique capabilities
to supplement, complement, and substitute for traditional statistical forms of
analysis such as multiple linear regression.

Table 1. Attribute characteristics

Attribute Clip Coil

average Age (years) 41.48 45.95

Male/female 9/16 7/16

average Aneurysm size category 1.96 2.34

Ruptured/unruptured 9/16 11/12

Localization ACOM 5 6

Localization M1 2 12 0

Localization PCOM 4 2

Localization ICA 23 12
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4.1 CART and Its Application

In our experiments, we used the CART decision tree algorithm [3]. CART cre-
ates a binary tree using Gini index as splitting criterion for categorical target
and sum of squares for numeric target. We used trees to find criteria that mainly
contribute to differentiation between coil (value “T” in a node) and clip (value
“F” in a node) treatment. So we used decision trees for concept description and
not for classification and thus we do not report the classification accuracies of the
trees. As can be seen in Fig. 1, the key criterion is M1 2 localization followed by
the size of aneurysma (SIZE) and the number of aneurysma (NO ANEU). When
omitting the M1 2 localization, ICA localization became the key criterion fol-
lowed by urgency of the surgery (SURGERY), days from bleeding (INT SAH ),
sex, number of aneuryasma and age (AGE PRI ) - see Fig. 2.

5 Data Mining Approach

We used association rules mining as an data mining method in our study. Instead
of using “standard” association rules as presented by Agrawal [1], we are using
association rules based on the GUHA method [5]. The statistical counterpart
would be analysis of contingency tables, where each contingency table need to
be created manually.

5.1 LISp-Miner System

LISp-Miner consists of several procedures that mine for different types of asso-
ciations between conjunctions of literals [10,12]. In our study, we will focus on
two of them.

4 ft-Miner. The 4 ft-Miner procedure mines for association rules of the form

φ ≈ ψ (1)

and for conditional association rules of the form

φ ≈ ψ/γ (2)

where φ (antecedent), ψ (succedent) and γ, (condition) are conjunctions of lit-
erals and symbol ≈ denotes the relation between φ and ψ on the subset of
examples, that satisfy the condition γ. If the condition is empty then the proce-
dure analyzes the whole data table. The relation ≈ is defined using frequencies a,
b, c, and d from a corresponding four-fold contingency table. Here a denotes the
number of examples, that are covered both by φ and ψ, b denotes the number of
examples, that are covered by φ but not covered by ψ, c denotes the number of
examples, that are covered by ψ but not covered by φ and d denotes the number
of examples that are covered neither by φ, nor by ψ. Table 2 gives some examples
of different types of relations.

Literals are in the form A(coef) or ¬A(coef). In 4FT-Miner, coef , the list
of possible values of an attribute A can be:
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Fig. 1. Tree no 1.
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Fig. 2. Tree no 2.
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Table 2. Examples of 4 ft-relations

Name Symbol ≈ (a, b, c, d) = 1 iff

Founded implication ⇒p,B
a

a+b
≥ p ∧ a ≥ B

Lower critical implication ⇒!
p,α,B

∑r
i=a

(
r
i

)i
(1 − p)r−i ≤ α ∧ a ≥ B

Founded double implication ⇔p,B
a

a+b+c
≥ p ∧ a ≥ B

Lower critical double implication ⇔!
p,α,B

∑n−d
i=a

(
n−d

i

)
pi(1 − p)n−d−i ≤ α ∧ a ≥ B

Founded equivalence ≡p,B
a+d

a+b+c+d
≥ p ∧ a ≥ B

Lower critical equivalence ≡!
p,α,B

∑n
i=a+d

(
n
i

)
pi(1 − p)n−i ≤ α ∧ a ≥ B

Simple deviation ∼δ,B
ad
bc

> eδ ∧ a ≥ B

Fisher ≈α,B

∑min(r,k)
i=a

(ki)(
n−k
r−i)

(r
n)

≤ α ∧ a ≥ B

χ2 quantifier ∼2
α,B

(ad−bc)2

rkls
n ≥ χ2

α ∧ a ≥ B

Above average dependence ∼+
q,B

a
a+b

≥ (1 + q) a+c
a+b+c+d

∧ a ≥ B

– one category, this is simply single value of an attribute A,
– subset of given length (e.g. city(London, Paris) is a literal that contains a

subset of length 2),
– interval of given length (e.g. age(10–20, 20–30) or age(0–10, 10–20) are inter-

vals of length 2),
– cut, i.e. interval of given length, that contains the boundary value (e.g. age(0–

10, 10–20) is a cut of length 2 but age(10–20, 20–30) is not a cut).

When generating a rule, the system starts to generate an antecedent (as a con-
junction of literals) and then generates all possible succedents to this antecedent.
If the condition should occur in the rules as well, it is generated after fixing the
antecedent and succedent part of the rule. The generating of conjunctions pro-
ceeds in depth-first way. The user given parameters are:

– list of literals that can occur in antecedent, succedent and condition; each
literal is defined by the corresponding attribute and by the type and maximal
length of coef,

– maximal length of antecedent, succedent and condition,
– type of relation ≈ and values of its parameters (as shown in Table 2).

When comparing this notion of association rules (we will call them 4FT rules)
with the “standard” understanding, we will find, that:

– 4FT rules offer more types of relations between Ant and Suc; we can search not
only for implications (based on standard definitions of support and confidence
of a rule), but also for equivalences or statistically based relations. In the
sense of 4FT rules “classical” association rules can be considered as founded
implications (for examples of various 4FT relations see Table 2).

– 4FT rules offer more expressive syntax of φ and ψ; φ and ψ are conjunctions
of literals (i.e. expressions in the form A(coef) or ¬A(coef), where A is an
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attribute and coef is a subset of possible values), not only of attribute-value
pairs (which are literals as well). If e.g. the analysed data contain attribute
A with values a, b, c, attribute B with values x, y, z, and attribute C with
values k, l, m, n, then a 4 ft-rule can be e.g.

A(b) ∧ B(x ∨ y) ⇒p,B ¬C(k)

– a 4FT rule consists not only of antecedent φ and succedent ψ but can contain
also a condition γ; this condition is generated during the rule learning process
as well.

SD4FT-Miner. The SD4FT-Miner procedure mines for patterns of the form

φ ≈ ψ/(α, β, γ) (3)

A true SD4FT pattern refers to a situation when an 4FT association rule φ ≈ ψ
found for a subset of the analyzed data defined by conjunction of literals α
differs (according to the parameters of relation ≈) from the (same) association
rule found for a subset of the analyzed data defined by conjunction of literals β.
Again, the analyzed data may or may not be restricted by a condition γ.

There is a number of SD4FT relations, that measure the difference between
the two 4FT association rules in question. These measures are defined for two
contingency tables, i.e. for the values a, b, c, d (the values for one rule) and
a′, b′, c′, d′ (the values for the other rule). An example of such a measure that
measures the difference between confidences of two rules and the condition that
must be fulfilled is shown in Eq. 4.

| a′

a′ + b′ − a

a + b
| ≥ p. (4)

This condition means that the absolute value of the difference of confidence
of association rule ϕ ≈ ψ computed for examples that satisfy α ∧ γ and the
confidence of this association rule computed for examples that satisfy β ∧γ is at
least p.

5.2 Performed Analyzes

Using 4 ft-Miner and SD4FT-Miner procedures, we performed following three
tasks:

1. Find 4FT rules, that relate up to three conditions of a patient before the
treatment with the type of treatment (clip/coil).
The input parameters were as follows:
– φ: characteristics of the patient and of the aneurysma
– ψ: type of treatment
– ≈: founded implication (see Table 2) with p = 0.75 and Base = 10%.
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We found 162 4FT rules with support a/(a + b + c + d) greater than 10%
and confidence a/(a + b) greater than 0.75. These rules show, that the type
of treatment (coil vs. clip) is determined mainly by the localization and by
the urgency of the treatment (see Fig. 3).

2. Find 4FT rules, that relate the type of treatment (clip/coil) to the states of
the patient (objective or subjective) one year after the surgery.
The input parameters were as follows:
– φ: type of treatment
– ψ: results of follow-up assessment of up to three characteristics (neuropsy-

chological and personality ones)
– ≈: founded implication (see Table 2) with p = 0.75 and Base = 10%.
We found 162 4FT rules with support a/(a + b + c + d) greater than 10%
and confidence a/(a+ b) greater than 0.75. The found rules show slightly but
non-significantly better results for patients treated by surgical clipping (see
Fig. 4).

3. Find SD4FT patterns between conditions of a patient before the treatment
and the state of patient one year after the surgery, that show different char-
acteristics with respect to the type of treatment (clip/coil).
The input parameters were as follows:
– φ: one or no characteristic of the patient and of the aneurysma
– ψ: results of follow-up assessment of up to three characteristics (neuropsy-

chological and personality ones)
– α: coil
– β: clip
– ≈: so called interestingness defined by the Eq. 4 with p = 0.3, Base1 =

10% and Base2 = 10%.
131 hypotheses that fulfill the given parameters have been found. The found
patterns show that the subjective feeling of patients was often in favor of sur-
gical clipping. See e.g. hypothesis no. 89, where 10 out of 17 patients treated
by coiling suffered from health complications and problems with memory that
the patients related to the treatment, while only 6 out of 24 patients treated
by clipping had similar feelings (Fig. 5).

6 Related Work

The research presented in out paper is not the only example of using statistical
and data mining analysis of data related to aneurysmal subarachnoid hemorrhage
(SAH). Dumont, Rughani and Tranmer used artificial neural networks to predict
the occurrence of symptomatic cerebral vasospasm after SAH. The resulting
neural network, created for data about 91 patients was then compared with a
multiple regression model [4]. De Toledo et al. analysed 441 SAH cases using
different classification algorithms to generate decision trees and decision rules
with the goal to distinguish between favourable and poor outcome. The authors
argue in favor of these methods against less interpretable regression models [11].
Bisbal et al. report a development of several classifiers predicting whether a given
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Fig. 3. 4FT Task no. 1

Fig. 4. 4FT Task no. 2
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Fig. 5. SD4FT Task

clinical case is likely to rupture taking into account available information of the
patient and characteristics of the aneurysm. Theused dataset included 157 cases
with 294 features [2].

7 Conclusions

Using the data concerning the outcomes of surgical clipping and endovascu-
lar treatment in acute aneurysmal subarachnoid hemorrhage, we compare the
“classical” statistical and data mining approach. Unlike the work reported in
Sect. 6, where the goal was to create classifiers or predictors, we were interested
in finding descriptions of conditions for the two possible treatments. The differ-
ences in neuropsychological assessment of the patients treated by either coiling
or clipping were small and slightly in favor of surgical group. This seems to con-
tradict to the research by Lin et al. [7], where better outcome was reported for
patients treated by endovascular clipping. Given the small number of subjects
in our study, further study with a larger sample size is needed before a reliable
conclusion can be drawn.

While statistics offers techniques based on contingency tables, where the
compared variables have to be manually selected, data mining methods like
association rules offer the possibility to generate and evaluate a number of more
complex hypotheses about the hidden relationships. We thus see statistical and
data mining methods as complementary tools for analyzing the data. When com-
paring the results obtained by CART with the results obtained by LISp-Miner,
we can see, that both methods have found the key factors like size of aneurysma
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or localization. But unlike the results obtained by decision trees that recursively
split the feature space (and thus smaller and smaller number of examples is used
to choose the splitting attribute), association rules are repeatedly created from
the whole data, i.e. offer different viewpoints on the dependencies in data (and
thus will find more relationships).
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Charvát, F., Klose, J., Vrabec, M.: Quality of life in patients treated with neu-
rosurgical clipping versus endovascular coiling. In: Monduzzi (ed.) 12th European
Congress of Neurosurgery. pp. 269–274 (2003)

9. Quinlan, J.R.: C4.5: Programs for Machine Learning. Morgan Kaufmann Publish-
ers, San Francisco (1993)

10. Rauch, J.: Observational Calculi and Association Rules. Springer, Heidelberg
(2013)

11. Toledo, P., Rios, P.M., Ledezma, A., Sanchis, A., Alen, J.F., Lagare, A.: Predicting
the outcome of patients with subarachnoid hemorrhage using machine learning
techniques. Am. Stat. 13(5), 794–801 (2009)
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Abstract. We propose the concept of superpixel adaptive segmentation
map, to produce a perceptually meaningful representation of rigid pixel
image, with higher resolution of more superpixels on interesting regions
according to the density distribution of desired attributes. The solution
is based on the self-organizing map (SOM) algorithm, for the benefits of
SOM’s ability to generate a topological map according to a probability
distribution and its potential to be a natural massive parallel algorithm.
We also propose the concept of parallel cellular matrix which partitions
the Euclidean plane defined by input image into an appropriate number
of uniform cell units. Each cell is responsible of a certain part of the data
and the cluster center network, and carries out massively parallel spi-
ral searches based on the cellular matrix topology. Experimental results
from our GPU implementation show that the proposed algorithm can
generate adaptive segmentation map where the distribution of superpix-
els reflects the gradient distribution or the disparity distribution of input
image, with respect to scene topology. When the input size augments,
the running time increases in a linear way with a very weak increasing
coefficient.

Keywords: Superpixel · Image segmentation · Self-organizing map ·
Cellular matrix model · Graphics processing unit

1 Introduction

Superpixels have become an essential tool to the vision community. As building
blocks of many vision algorithms, superpixels divide raw image into perceptu-
ally meaningful atomic regions which can be employed to substitute the rigid
structure of the pixel grid [1–3]. Therefore, these atomic regions should represent
or reflect some local properties with respect to some attribute distributions of
the raw image. However, most of the existing algorithms produce uniformly dis-
tributed superpixels. In this paper, we aim to generate adaptive segmentation,
called superpixel adaptive segmentation map (SPASM), where the distribution
(density) of superpixels coincides with the distribution of some desired attribute
of input image, such as edges, textures, and depths. In order to implement the
parallel level, on which parallel SPASM algorithm will take place, we also design
c© Springer International Publishing Switzerland 2015
O. Pichardo Lagunas et al. (Eds.): MICAI 2015, Part II, LNAI 9414, pp. 325–336, 2015.
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a massively parallel computation model. Unlike most work of the general-purpose
computing on graphics processing units (GPGPU) for image processing applica-
tions, where usually one thread deals with one pixel, we propose the concept of
cellular matrix decomposition at different levels for (1) massive parallelism imple-
mentation under different topologies of the plane and (2) optimized load balanc-
ing computing with size-configurable cells. Each cell, assigned to one thread in
our GPU implementation, is a basic parallel operation unit and performs spi-
ral search [4] for closest point finding, e.g. from pixel to cluster center and vice
versa. Then one important feature of the model is that it proceeds from a cellu-
lar decomposition of the input data in 2D space, such that each processing unit
represents a constant and small part of data. Since the cellular matrix division is
proportional to input data, and the processing units correspond one-to-one with
the cells respectively, then, both the memory and the processing units needed
are in linear correspondence of O(N) to the input image size N . Hence, as more
and more multi-cores will be available in a single chip in the future, the approach
should be more and more competitive, especially when dealing with very large
size inputs. This property is what we call “massive parallelism”.

Numerous superpixel algorithms have been proposed in the literature and
they could be roughly classified into graph-based methods and gradient ascent
methods. Algorithms in the first category usually treat each pixel as a node in a
graph where edge weights between two nodes are proportional to the similarity
between neighboring pixels. Superpixels are then created by minimizing a cost
function defined over the graph [5–8]. Gradient ascent approaches, on the other
hand, usually start from a rough initial clustering of pixels and then iteratively
refine the clusters until some convergence criterion is met to form superpix-
els. Examples in this category include mean shift [9], quick shift [10], water-
shed approach [11], and Turbopixel method [12]. Also, there exist some methods
[13,14] that use depth as an additional feature to perform segmentation on
RGB-D images. A comprehensive survey and comparison study of superpixel
algorithms can be found in [1], where a fast algorithm called simple linear
iterative clustering (SLIC) is proposed to adapt k-means clustering to generate
superpixels with good adherence to image boundaries. Our proposed algorithm
extends the state-of-the-art SLIC algorithm, using our adaptive meshing tool
to add compression abilities, with respect to the density distribution of image
attributes and the topological relationship of cluster centers. Different from SLIC
which performs a restricted nearest point search within a square region, through
our cellular matrix model, we can conduct the true closest point finding in a
massively parallel way, using the efficient spiral search algorithm under different
topologies.

2 SPASM Algorithm

The superpixel adaptive segmentation map (SPASM) algorithm is a superpixel
segmentation algorithm. By the word “adaptive” we mean in the final segmenta-
tion map of input image, (1) the distribution (density) of superpixels is adaptive



Massively Parallel Cellular Matrix Model for Superpixel 327

Fig. 1. Flowchart of the SPASM algorithm.

and (2) the size of superpixel is adaptive. As illustrated in Fig. 1, at the begin-
ning of the SPASM algorithm, we initialize a regular (uniformly distributed)
2-dimensional grid of nodes, in the Euclidean plane defined by input image.
Each node is the cluster center of a superpixel. Then we apply the online ver-
sion of the Kohonen’s self-organizing map [15] (SOM) algorithm on the grid of
nodes, in order to deploy the nodes according to the distribution of some desired
attribute of input image, such as edges, textures, and depths. Once the online
SOM learning is finished, a projection procedure is carried out where each node
searches its closest non-edge point (pixel) with spiral search under special con-
ditions, and then all attributes (coordinates, color, density value, etc.) of nodes
are copied from their closest points. After that, the batch version of SOM algo-
rithm, using a new designed distance measure which considers the specific input
image attribute, is applied to the deformed/adapted grid of nodes, for the final
segmentation map. Meanwhile, a Voronoi color image is generated by filling the
color of each point with the color of its cluster center node.

Now we give detailed explanations about how the online SOM and the batch
SOM work in the SPASM algorithm. SOM deals with visual patterns that move
and adapt themselves to brute distributed data in space. It is often presented
as a non supervised learning procedure performing a non parametric regression
that reflects topological information of the input data. The standard SOM works
on a non directed graph G = (V,E) of topological grid, where each vertex (node)
v ∈ V has a synaptic weight vector wv = (x, y) ∈ �2. Here a node corresponds
to a superpixel cluster center.

When the online SOM is applied to the SPASM algorithm, the training pro-
cedure consists of a fixed amount of tmax iterations that are applied to the grid,
with the node coordinates being initialized according to a regular topology. At
each iteration t, firstly, a point (pixel) p(t) ∈ �2 is randomly extracted from the
image (extraction step) according to a roulette wheel mechanism depending
on different density values of different pixels. Then, a competition between nodes
against the input point p(t) is performed to select the winner node n∗ (com-
petition step). Usually, it is the closest node to p(t) in the Euclidean plane.
Finally, the learning law (triggering step)

wn(t + 1) = wn(t) + α(t) × ht(n∗, n) × (p(t) − wn(t)) (1)
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is applied to n∗ and to the nodes within a finite neighborhood of n∗ with radius
σt, in the sense of the topological distance dG, using learning rate α(t) and
function profile ht. The function profile is given by a Gaussian form of

ht(n∗, n) = exp(−d2G(n∗, n)
σ2
t

) (2)

Here, the learning rate α(t) and radius σt are geometric decreasing functions
of time. To perform a decreasing run within tmax iterations, at each iteration
t, the coefficients α(t) and σt are multiplied by exp(ln(χfinal/χinit)/tmax) with
respectively χ = α and χ = σ, χinit and χfinal being respectively the values at
the starting and the final iteration.

The incremental-learning online SOM is a stochastic algorithm which updates
the values of weight vectors sequentially iteration by iteration. Its deterministic
batch equivalent, the batch SOM, uses all the data at each step. Instead of only
one point being randomly extracted, at each iteration t of batch SOM, all points
of the input image are taken into account, each of them being associated to its
closest node according to a combined distance measure. The distance measure
consists of spatial proximity, color, and density value, as

D(i, j) = τs‖xspa(i) − xspa(j)‖ + τc‖xrgb(i) − xrgb(j)‖ + τd‖xden(i) − xden(j)‖ (3)

where xspa, xrgb, and xden respectively correspond to 2D coordinate, 3D RGB
color, and 1D density value, while τs, τc, and τd are their corresponding normal-
ized coefficients. Note that this distance measure is an extension to the SLIC
distance measure [1] with a third component of density. Therefore our superpixel
segmentation algorithm should have the same ability of boundary adherence as
the SLIC algorithm [1], meanwhile considering the peculiar density attribute for
distance computation between points and cluster centers. At the triggering step
of the batch SOM, nodes update the three attributes according to the learning
law of

wn(t + 1) = wn(t) + α(t) × ht(n∗, n) × (
∑k

i=1 pn(i)(t)
k

− wn(t)) (4)

where k is the number of points pn(i) which are associated to node wn. Note that
the batch SOM is a generalization of the k-means algorithm with topological
relationship among cluster centers. If we set αinit = αfinal = 1 and σinit =
σfinal = 0, then the batch SOM degenerates into the k-means algorithm.

3 Parallel Cellular Matrix Model

In order to implement the parallel level, on which parallel SPASM algorithm will
take place, we design a massively parallel cellular matrix model which partitions
data. The input image (low level), along with the two-dimensional grid (base level)
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of superpixel cluster centers, which is deployed in the Euclidean plane defined by
the input image, are partitioned into uniformly sized cells with rigid topologies.
The topology of the cellular matrix (dual level) and the grid could be quad, rhom-
bus, and hexagonal, as shown in Fig. 2. The role of the cellular matrix is to mem-
orize data in a distributed fashion and authorize massively parallel operations.
Suppose the input image is with size W × H, and suppose both the grid of clus-
ter centers and the cellular matrix are with quad topology. Then the initial grid
of cluster centers is with size W/Rg × H/Rg, where the parameter Rg is the dis-
tance (measured by pixel) between two neighboring nodes on the base level. The
cellular matrix is with size W/2Rc×H/2Rc, where the parameter Rc is the radius
(measured by pixel) of cell on the dual level. Hence, Rc controls the degree of par-
allelism, and we assume a linear association from input data to memory as the
problem size increases. Each uniformly sized cell in the cellular matrix is a basic
training unit and will be handled by one parallel processing unit, here a thread
in our GPU implementation, during the iterations of the SOM processing. This is
the level on which massive parallelism takes place. Since the cellular matrix divi-
sion is proportional to the input image size, and the processing units correspond
one-to-one with the cells respectively, then, the processing units are also in linear
relationship to the input image size.

(a) (b) (c) (d)

Fig. 2. Parallel cellular matrix model with different topologies. Rows: (upper) quad;
(middle) rhombus; (lower) hexagonal. Columns: (a) traversal sequence - the black nodes
denote the anticlockwise spiral traversal sequence on the low level or the base level while
the red nodes denote the clockwise spiral traversal sequence on the dual level; (b) base
level grid; (c) dual level cellular matrix; (d) zoom in of the dual level cellular matrix
(Color figure online).
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Under the cellular matrix model, each cell, which is assigned to one parallel
processing unit, performs in parallel the iterative online SOM training. At the
beginning of every iteration, a particular cell activation formula

prai =
Si

max{S1, S2, . . . , Snum} × δ (5)

is employed to decide if the cell will execute or not at the considered iteration.
Here prai is the probability that the cell i will be activated, Si is the sum of
density values of all the pixels in the cell i, and num is the number of cells. The
empirical preset parameter δ is used to adjust the degree of activity of cells, in
order to avoid too many memory access conflicts. Equation 5 allows many data
points, extracted at the first step of the online SOM at a given parallel iteration,
to reflect the input data density distribution. As a result, the higher density value
a cell contains, the higher is the probability this cell to be activated to carry out
the SOM execution at each parallel iteration. In this way, the cell activation
depends on a random choice based on the input data density distribution. In the
parallel extraction step of the online SOM, each activated cell performs a local
roulette wheel mechanism in the cell itself, in order to get the extracted pixel.

In the closet node/point finding procedure of the SPASM algorithm, each
parallel processing unit carries out the spiral search as stated in [16], based on
the cellular matrix model. In Fig. 2(a) are illustrated the traversal sequences
of spiral searches at different levels based on cellular matrices with different
topologies. Note that a single spiral search process takes O(1) computation time
on the average for a bounded distribution according to the instance size [4].
Then, one of the main interests of the cellular matrix model is to allow the
execution of approximately N spiral searches in parallel, where N (= W ×H) is
the input size, and thus transforming an O(N) sequential search algorithm into
a parallel algorithm with theoretical constant time O(1) in the average case for
bounded distributions. This is what we call “massive parallelism”, the theoretical
possibility to reduce computation time by factor N , when solving a Euclidean
NP-hard optimization problem.

4 Experimental Results

We use GPU to implement the cellular matrix model for parallel SPASM algo-
rithm. With the compute unified device architecture (CUDA) programming inter-
face, we employ GPU threads as processing units, to handle cells in parallel, and
use CPU (host code) for flow control and the entire thread synchronization.
The main CUDA algorithm is shown in Algorithm 1, where underscored lines
are implemented with CUDA kernel functions that will be executed by GPU
threads in parallel.

In line 4, of Algorithm 1, cells’ activation probabilities are computed accord-
ing to the activation formula of Eq. 5. The three steps (extraction step, competi-
tion step, and triggering step) of the online SOM are implemented in the kernel
function of line 9. In this kernel function, after the cell locates its position in
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Algorithm 1. CUDA SPASM algorithm
1: Initialize input density map, node grid, and cellular matrix;
2: Calculate cells’ density values;
3: Find the max cell density value;
4: Calculate cells’ activated probabilities;
5: for ite ← 0 to tmaxCons do
6: if ite == 0 ‖ ite % CellRefreshRate == 0 then
7: Refresh cells;
8: end if
9: Parallel online SOM process;

10: Modify online SOM parameters;
11: end for
12: Cluster center projection;
13: for ite ← 0 to tmaxImpr do
14: Refresh cells;
15: Parallel batch SOM process;
16: Modify batch SOM parameters;
17: end for
18: Voronoi superpixel image generation;
19: Save results;

the cellular matrix by threadId and blockId [17], it will firstly check if itself being
activated or not. Only if being activated will the cell continue to perform local
roulette wheel point extraction. Otherwise the cell finishes at this iteration. In
the parallel batch SOM kernel function of line 15, there is no activation check
and random extraction procedures. All cells perform spiral searches for all the
points lie in them.

After the segmentation process is finished, a Voronoi color image is generated
by filling the color of each pixel with the color of its cluster center node, through
the kernel function of line 18.

Each cell has data structures where are deposited information of the number
and indexes of the nodes this cell contains. This information may change during
each iteration, but it appears that, during the online SOM learning phase, it
can be sufficient to make the refreshing based on a refresh rate coefficient called
CellRefreshRate. All the nodes’ locations are stored in GPU global memory which
is accessible to all the threads. Like other multi-threaded applications, different
threads may try to modify a same node’s location at the same time, which
causes race conditions. In order to guarantee a coherent memory update in this
situation, we use the CUDA atomic function which performs a read-modify-write
atomic operation without interference from any other threads [17,18].

In our experiments, the online SOM parameters are fixed as (αinit, αfinal,
σinit, σfinal, tmax) = (1, 0.01, 20, 0.5, 100), while the batch SOM parameters are
fixed as (αinit, αfinal, σinit, σfinal, tmax) = (1, 0.1, 1.5, 0.5, 5).
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(a) (b) (c) (d)

Fig. 3. Results obtained with image gradient (upper row) and disparity (lower row):
upper (a) image gradient, lower (a) disparity map, (b) online SOM training result, (c)
superpixel segments, (d) Voronoi image. The Teddy image from [19] is used.

We utilize two kinds of image attributes, as the density distributions which
the online SOM is trained with. The first attribute is image gradient. In this
case, at the beginning of the algorithm, we initialize input density map with color
gradient values. Here we compute gradient through Sobel operator, which gives
us a fast approximation of the edge distribution of input image, as shown in Fig. 3
upper (a). The activation possibility of each cell is then computed according to
Eq. 5, where Si is now the sum of gradient values of all the pixels inside the cell
i. However in the point extraction step, we transfer the gradient g of each pixel
into 1/(1 + g2) for the local roulette wheel extraction. The reason is to make
edge points (with high gradient values) less likely to be extracted. Therefore,
the image gradient distribution is preserved on the cell level, meanwhile inside
activated cells, situations of nodes being moved onto edge points are reduced.
In Fig. 3 upper (b) of the adapted grid after the online SOM learning phase,
areas with high image gradient present high density of nodes, with respect to
the topology of the scene. Then these areas generate more superpixels after
the batch SOM phase, as shown in Fig. 3 upper (c), and hence in the Voronoi
superpixel image they have higher resolution and their details are more finely
represented, as the example in the red box of Fig. 3 upper (d).

The second image attribute we have tested as the density distribution is the
disparity map. Figure 3 lower (a) gives an example of the disparity map for input
image, where brighter regions are nearer to the camera view point and they have
higher disparity values. As expected, these regions demonstrate higher density
of superpixels in the segmentation result of Fig. 3 lower (c) and accordingly their
details are better represented in the Voronoi image, such as the example in the
yellow box of Fig. 3 lower (d). Our algorithm’s ability of generating adaptive
superpixels with respect to user-specified density distribution can be proved
through these two tests and the comparison of their results.



Massively Parallel Cellular Matrix Model for Superpixel 333

(a) (b1) (b2) (b3)

Fig. 4. Comparison between SPASM (upper row) and SLIC (lower row). Upper (a) is
input image and lower (a) is image gradient. The image size is 584× 388. From (b1) to
(b3), for both algorithms, the number of initial cluster centers is 2266, 566, 252. The
Hydrangea image from [20] is used.

5 Comparison with SLIC Superpixel Algorithm

We compare the SPASM algorithm with the state-of-the-art SLIC superpixel
algorithm [1] using publicly available source code1. The image gradient, as shown
in Fig. 4 lower (a), is used as density map. For SPASM, we respectively set Rg

to 10, 20, 30, which makes the initial superpixel size (with quad topology) is
100, 400, 900 and the number of initial cluster centers is N/100, N/400, N/900
(N being the input image size). For SLIC we set the initial superpixel size
accordingly, in order to make the two algorithms work with same number of
initial cluster centers. As shown in the upper row of Fig. 4, in all cases the
SPASM algorithm produces a high density of fine superpixels in the edge-dense
area (the flower clump) while the background is covered with relatively coarse
superpixels sparsely. On the other hand as illustrated in the lower row of Fig. 4,
no matter how the initial superpixel size is set, the SLIC algorithm will always
generate uniformly distributed segments. This is because the SLIC algorithm
is a tailored k-means approach with no function of distribution learning like
the SPASM algorithm. Therefore, the superpixel resolution of SLIC correlates
with the number of initial cluster centers, while SPASM has the tendency of
better matching the finer-resolution regions that are selected by the density
map attribute, meanwhile obtaining finer segmentation results in such regions,
regardless of the number of initial cluster centers. This property of the SPASM
algorithm could be employed for many computer vision tasks, which usually need
to treat different areas of input image differently according to some underlying
attribute distribution, such as edges or textures.

To provide a quantification of segmentation quality, we evaluate the results
of these two algorithms according to the standard mean color distortion (MCD)

1 http://ivrl.epfl.ch/research/superpixels.

http://ivrl.epfl.ch/research/superpixels
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)b()a(

Fig. 5. (a) Comparison between SPASM and SLIC with different input sizes and dif-
ferent initial superpixel sizes. (b) Running time results of CPU SLIC (cSLIC), GPU
SLIC (gSLIC), CPU SPASM (cSPASM), and GPU SPASM (gSPASM), with different
input sizes. The Cones image from [19] is used. Experiment platform consists of an
Intel Core 2 Duo CPU E8400 processor (only one core used) and a Nvidia GeForce
GTX 570 Fermi graphics card endowed with 480 CUDA cores.

as defined in

MCD =
1
N

N∑
i=1

(‖xrgb(i) − x̄rgb(center(i))‖) (6)

where N is the input image size, xrgb(i) is the ground truth 3D RGB color of the
ith pixel, and x̄rgb(center(i)) is the color of the ith pixel’s cluster center. We test
input images of seven different sizes (360 × 300, 450 × 375, 640 × 480, 720 × 600,
1080 × 900, 1440 × 1200, 1800 × 1500) and set different initial superpixel sizes
(20×20, 30×30, 40×40). For a good adherence to image boundaries, the distance
parameters of SPASM are fixed as (τspa, τrgb, τden) = (1/2Rg2, 1/3, 1/100) and
the distance parameter (m parameter in [1]) of SLIC is set to 20. The iteration
number of SLIC is set to the default of 10. Experimental results are depicted
in Fig. 5(a). Note that all results are the mean values of 10 runs. Results from
SPASM have smaller MCD values in all the tested cases when compared with
results from SLIC. Also the MCD of SPASM results is steadier either with respect
to different input image sizes, or with respect to different initial superpixel sizes.
This shows the “adaptive” ability of our proposed SPASM which produces simi-
lar results regardless of the number of initial cluster centers and the input image
size.

In order to make a running time comparison, we test four versions, the SLIC
CPU implementation (cSLIC) with the raw public source code, the SLIC GPU
implementation (gSLIC) in [21] with the raw public source code2, the SPASM
CPU implementation (cSPASM) which is a sequential simulation of parallel
SPASM algorithm, and the SPASM GPU implementation (gSPASM). The initial
superpixel size is set to 20×20 for the four versions. The running time results are
2 https://github.com/carlren/gSLICr.

https://github.com/carlren/gSLICr
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reported in Fig. 5(b). For small size images (360 × 300 and 450 × 375), the run-
ning time of cSLIC, gSLIC, and gSPASM is similar. For other larger size images,
gSPASM runs faster than all the other three versions, especially for the largest
image. cSPASM runs much slower than others for all images. This is because the
sequential simulation of the iterative online SOM learning is time consuming.
gSLIC runs slower than cSLIC for all images. This is because the gSLIC library
we use is specifically optimized for high-end GPU cards, with a lot of shared
memory employment, while the platform we use is a relatively out-dated GPU
card. In spite of the absolute running time results of different implementations
on different platforms (CPU and GPU), we think what is more important is that
the running time of our GPU implementation of the parallel SPASM algorithm
increases in a linear way with a very weak increasing coefficient. The results
verify the “massive parallelism” characteristic of our proposed cellular matrix
model, in a practical way by GPU implementation. We consider that such results
are encouraging when solving very large scale problems.

6 Conclusion

The proposed SPASM algorithm extends the state-of-the-art SLIC superpixel
algorithm, using our adaptive meshing tool to add compression abilities, with
respect to the density distribution of image attributes while preserving the topo-
logical relationship of cluster centers. Experimental results support these merits,
and they have better quality in the light of mean color distortion, when com-
pared with the results of SLIC. This is attributed to (1) the “adaptive” ability
of SPASM and (2) the true k-means clustering it employs by the efficient par-
allel spiral search under the cellular matrix model, rather than the restrained
k-means that SLIC uses. The running time of our GPU implementation increases
in a linear way with a very weak increasing coefficient according to the input
size, which is encouraging to solve very large scale problems, under the proposed
parallel cellular matrix model.

Future work should include comparisons with other state-of-the-art super-
pixel methods, by general benchmarks and standard quality evaluation criteri-
ons. Another important following work is to use the parallel SPASM algorithm
based on the cellular matrix model, as a preprocessing tool and make possible
fast and accurate visual correspondence applications such as stereo matching,
optical flow, and scene flow.
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Abstract. Hyperspectral Image Classification represents a challenge
because of their high number of bands, where each band represents
a random variable in the classification system. In the first place, the
computational cost can be higher because of large data volume during
processing. In addition, some information can be redundant or irrelevant;
furthermore, it maybe not a discriminatory. Consequently, a classifier
has a little biased information related to the classes resulting in lower
accuracy rates. In this work, we describe a novel methodology in per-
forming feature extraction in classification as well as in efficient feature
selection based on coefficients obtained via Discrete Fourier Transform
(DFT) for signals by linking the bands of the images and making a
selection by Jeffries-Matusita distance criterion. To test the experimen-
tal accuracy of current proposal, we employ three hyperspectral images
justifying its performance against other state-of-the-art methods using
Principal Components Analysis (PCA) feature extraction algorithm in
combination with the Jeffries-Matusita distance criterion for its com-
ponents selection and employing a Support Vector Machine (SVM) for
classification.

Keywords: DFT · Feature extraction · Hyperspectral images ·
Jeffries-Matusita distance · PCA · Support vector machine

1 Introduction

Classification is a widely studied problem in remote sensing applications, espe-
cially in hyperspectral imagery (HSI). HSI data can be represented as a cube
data structure where two dimensions (2D) represent spatial information and the
third one represents information obtained by sensors that record the spectral
radiance, normally, in more than a hundred contiguous spectral bands. Then,
each pixel formed by the 2D can be viewed as a vector, which is composed by the
radiance value at each spectral band. This spectrum is used to identify different
materials present in a pixel [1,2].

c© Springer International Publishing Switzerland 2015
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For the classification problem, each band can be considered as a feature.
Therefore, the data size grows according to the number of features, so this turns
classification into a more complex problem. Moreover, data can be redundant
and irrelevant causing lower accuracy rates. As a result, a feature extraction
stage should be performed in order to reduce dimensionality and redundancy in
training data.

PCA is a popular method for feature extraction in remote sensing imagery.
It is used previously to a classification stage because of the linear transformation
that it can perform reducing data dimension, whereas the output data conserve
the most information of the input data [3,4].

The DFT is a linear transformation, which can be used to feature extraction
considering spatial characteristics of the image such as textures [5]. Besides,
DFT is used in data mining as a time series dimension reduction method that
decreases redundancy [6].

The feature extraction stage’s goal is to obtain biased information related
to each class so, that every class could obtain linear separability between each
other. Several interclass distances are used as criterion functions to measure fea-
ture extraction algorithms performance, in particular Bhattacharyya, Jeffries-
Matusita or Kullback-Leibler divergence [7]. Nevertheless, Bhattacharyya dis-
tance can be used as a basis of a texture feature selector in grey-scaled
imagery [8].

In this paper, we propose a novel feature extraction method for HSI employ-
ing the magnitude of the DFT coefficients and selecting the number of magni-
tudes by applying Jeffries-Matusita distance in order to obtain the maximum
separability between classes with the decreased number of features. We com-
pare the proposed method performace using PCA feature extraction algorithm
and the Jeffries-Matusita distance criterion over two Airborne Visible InfraRed
Imaging Spectrometer (AVIRIS) images, and a Reflective Optics System Imaging
Spectrometer (ROSIS) image. As the performance of a SVM with a Radial Basis
Function (RBF) kernel has leaded to good accuracy rates for HSI [9], we use the
same kind of SVM with one-against-all (OAA) strategy for the comparison.

2 Methodology

A hyperspectral image is denoted as X = {xi ∈ R
N , i = 1, 2, ..., h}, where N

represents the number of bands and h is the number of pixels in an image X. It
is considered that the image may contain a set W = {w1, w2, ..., wm} of classes,
so there are m labels L = {l ∈ Z, l = 1, 2, ...,m} for each one of the classes
identification.

The proposal involves calculating the DFT of the values from the image pixels
bands, subsequently obtaining the magnitude of the coefficients of the exponen-
tial Fourier series and posteriorly selecting a number of features according to
Jeffries-Matusita distance criterion. Finally, we employ a SVM with RBF kernel
for classification.
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2.1 Feature Extraction

The Fourier transform is the frequency domain representation of a temporal
function in time domain:

F (ω) =
∫ ∞

−∞
f (t) e−jωtdt. (1)

This function values are repeated after a regular period of NT , where N is
the number of samples in f (t). According to this, Eq. (1) can be expressed as:

F (k) =
N−1∑
n=0

f (n) e−j 2π
N kn. (2)

Any function f (t) can be represented in form of exponential Fourier series
every t0 < t < t0 + T interval:

f (t) =
∑∞

n=−∞ Cnejnω0t;

Cn = 1
T

∫ t0+T

t0
f (t) e−jnωtdt.

(3)

Taking into consideration that the signal f (t) has N samples in the interval
0 < t < N − 1, the Eq. (3) can be presented as follows:

f (t) =
∑N−1

k=0 Ckejkω0t;

Ck = 1
T F (k) = 1

T

∑N−1
n=0 f (n) e−j 2π

N kn,

(4)

where complex coefficients Ck are expresed in such a form:

Ck = Ak + jBk. (5)

According to the previous nomenclature, if xi is a pixel with N band values,
let xi be a band function xi (n) with N samples. Then, the Eq. (2) is represented
as

Xi (k) =
N−1∑
n=0

xi (n) e−j 2π
N kn. (6)

Thus, Eq. (4) can be written as

xi (t) =
∑N−1

k=0 Ckejkω0t;

Ck = 1
T Xi (k) .

(7)

The spectral data of a pixel can be represented by Eq. (7). We take the Ck

magnitudes as features of a pixel as follows:

Fk = | Ck |=
√

A2
k + B2

k (8)

as a pixel xi has N samples, it has N features.
A flowchart of explained above feature extraction algorithm is shown in Fig. 1.
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Fig. 1. Flowchart of the feature extraction algorithm.

2.2 Feature Selection

Once the features are extracted from an image, it is necessary to perform their
selection, so the data dimension might be reduced. However, if there are a less
number of features than it is necessary to obtain linear separability between
the classes, the classifier may result in lower recognition rates. For this reason,
the number of features that should be taken into consideration for the classifier
should be controlled by a separability distance criterion.

The probability density function of each class can be approximated as a
multivariate Gaussian distribution:

G (x;μ,Σ) =
1√

(2π)k |Σ|
exp

[
1
2

(x − μ)T
Σ−1 (x − μ)

]
, (9)

where μ is the mean and Σ is the covariance matrix. For these parameters estima-
tion, we use the labels of true position provided by the ground truth information
for separating into classes the xi pixels data from the hyperspectral image. The
xi pixels corresponding to the wj class are denoted as Oiwj

observations. If each
of the classes has hwj

number of observations, then the maximum-likelihood
estimators for parameters μ and Σ can be computed as:

μ̂j = 1
hwj

∑hwj

i=0 Oiwj
,

Σ̂j = 1
hwj

∑hwj

i=0

(
Oiwj

− μ̂
) (

Oiwj
− μ̂

)T

.

(10)

In order to measure the separability between the Gaussian functions of
the classes, Bhattacharyya distance is employed. The Bhattacharyya distance
between wi and wj classes is given by:

Bij =
1
8

(μi − μj)
T

[
Σi + Σj

2

]−1

(μi − μj) +
1
2

log

(
|Σi + Σj |

2
√|Σi||Σj |

)
. (11)
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Equation (11) uses a covariance weighting Euclidean distance called Maha-
lanobis distance (first term), which measures the dissimilarity between the means
taking into consideration the variances of the variables and their level of correla-
tion. The second term of Eq. (11) determines the similarity between the covari-
ance matrices and it vanishes when the covariance matrices are equal.

Bhattacharyya distance does not have an upper limit. For this reason, it
is difficult to know when the Gaussian functions are sufficiently separated in
order to consider them linearly separable. The Jeffries-Matussita distance uses
Eq. (11), where distance between wi and wj classes is given by:

D (wi, wj) = 2
(
1 − e−Bij

)
. (12)

For the feature selection algorithm, the Jeffries-Matusita distance between
all pair of classes is computed as follows:

Zk =
1
m

m∑
i=0

Jwi
, (13)

Jwi
=

1
m − 1

m∑
j=1;j �=i

D (wi, wj) . (14)

In Fig. 2, it is seen how the average distance between classes is computed. For
making the classes linearly separable with the least number of features, the
average distances Zk are calculated using the features F1 to Fk; where k is
iterated from 1 to N . Let N be the total number of features resulted from the
feature extraction algorithm. This results in N average distances calculation.
Finally, the number of characteristics employed for the classification’s stage is the
lowest which leads to the maximum averaged distance. A point worth mentioning
is that we approximate the exponential term e−Bij to zero when its value is
smaller than 1 × 10−16.

2.3 Classification Scheme

The goal of a feature selection algorithm is to reduce dimensionality maintaining
the separability between classes in such a way that a classifier can obtain a better
accuracy. In order to test if the goal of the proposed algorithm is achieved, we
use a SVM classifier with RBF kernel with a parameter σ = 1

S , where S is the
number of features.

Since each of the classes has a different number of observations, we propose a
random selection with a v percentage of each class during training. The training
set employed for the classifier consist of:

R =
{
R1w1

, R2w1
, ..., Rqw1

, R1w2
, R2w2

, ..., Rqw2
, R1wm

, R2wm
, ..., Rqwm

}
, (15)

where Riwj
is an observation, belonging to the class wj , selected for training and

qwj
is the number of selected observations of each class:

qwj
= vhwj

. (16)
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Fig. 2. Computing of the average distance between classes.

The other part of data set is used for testing, so the test set U is given by

U = {X �= R} . (17)

The flowchart of the proposed algorithm and the classification scheme are
presented in Fig. 3.

3 Simulation Results

Three hyperspectral images were employed to evaluate the accuracy of the pro-
posed method: two landscapes taken from the AVIRIS data set (Salinas and
Salinas Subscene, which is a subscene of a certain region of Salinas image), and
other one taken from ROSIS: Pavia University. The ground truths (GT) of these
images can be observed in Fig. 4.

Salinas image contains 16 classes, it has a size of 512 × 217 pixels, where
each pixel is composed by 224 bands. Bands 108 to 112, 154 to 167 and 224
are discarded because they express water absorption and do not give sufficient
discriminant information; finally, the image employed contains only 204 bands.
Salinas Subscene image contains only 6 classes and it has the size of 86 × 83
pixels. Pavia University data contain 610 × 340 pixels with 103 spectral bands
representing 9 classes.

The proposed method is compared with PCA feature extraction algorithm
[3]. The number of PCA components to use in the classifier is calculated by
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κ

Fig. 3. Flowchart of the proposed algorithm and classification scheme.

the Jeffries-Matusita distance criterion. Figure 5 shows the variation of the dis-
tance error ε = 2 − Zk as a function of the number of PCA components taken.
Figure 6 exposes the distance error according the number of Fourier coefficient
magnitudes taken into account.
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(a) (b)

(c)

Fig. 4. Ground Truths: (a) Salinas. (b) Salinas Subscene. (c) Pavia University.

As it can be observed from Figs. 5 and 6, the higher is the number of features,
the lower is the distance error. The number of features selected for each scheme
is shown in Table 1.

For the purpose of validating the accuracy of the proposed method against
PCA feature extraction, four classification scheme strategies were used: where
40 %, 50 %, 60 % and 70 % of data were employed for training. These schemes

Table 1. Number of features employed

Image Fourier Coefficient Magnitudes Principal Components Analysis

Salinas 3 2

Salinas Subscene 4 5

Pavia University 2 2
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Fig. 5. Error of averaged distances depending on the number of PCA selected. (a)
Salinas. (b) Salinas Subscene. (c) Pavia University.

were performed 10 times over each image with a different selection of the train-
ing set. Classification accuracies (training and test) and κ coefficients were
calculated.

The κ coefficient represents the difference between the agreement, which is
actually present in the classification, and the proportion of agreement that would
be corrected by chance, where the last one is known as expected agreement.
Classification results with κ coefficient in the range from 0.61 to 0.80 can be
defined as a substantial agreement, and in a range from 0.81 to 1.00 is considered
as almost perfect agreement [10].

The average accuracy rates and average κ coefficients resulted from the exper-
iments using the proposed method can be observed in Table 2, as well as the
results of another method that uses PCA procedure are presented in Table 3. In
these tables, Tr. oa. is training overall accuracy, Tr. κ is training κ coefficient,
Te. oa. is test overall accuracy and Te. κ is test κ coefficient.
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Fig. 6. Error of averaged distances depending on the number of Fourier coefficients
magnitudes selected. (a) Salinas. (b) Salinas Subscene. (c) Pavia University.

Table 2. Average classification accuracy and average κ coefficients of each classification
scheme obtained with the proposed method.

40 % 50 % 60 % 70 %

Salinas Tr. oa 0.9835 0.9812 0.9791 0.9771

Tr. κ 0.9816 0.9790 0.9767 0.9744

Te. oa 0.8039 0.8231 0.8375 0.8515

Te. κ 0.7831 0.8039 0.8199 0.8353

Salinas Subscene Tr. oa 0.9999 0.9997 0.9999 0.9998

Tr. κ 0.9998 0.9997 0.9998 0.9998

Te. oa 0.8581 0.8849 0.9077 0.9196

Te. κ 0.8195 0.8540 0.8832 0.8985

Pavia University Tr. oa 0.9352 0.9304 0.9263 0.9385

Tr. κ 0.9115 0.9048 0.8991 0.9167

Te. oa 0.5891 0.6040 0.6141 0.6228

Te. κ 0.3560 0.3873 0.4074 0.4254
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Table 3. Average classification accuracy and average κ coefficients of each classification
scheme obtained using PCA feature extraction method.

40 % 50 % 60 % 70 %

Salinas Tr. oa 0.9999 1.0000 0.9999 0.9999

Tr. κ 0.9999 1.0000 0.9999 0.9999

Te. oa 0.3557 0.3899 0.4245 0.4576

Te. κ 0.2066 0.2528 0.2993 0.3432

Salinas Subscene Tr. oa 1.0000 1.0000 1.0000 1.0000

Tr. κ 1.0000 1.0000 1.0000 1.0000

Te. oa 0.4675 0.5106 0.5541 0.5913

Te. κ 0.2774 0.3402 0.4028 0.4560

Pavia University Tr. oa 0.6037 0.6647 0.6183 0.6602

Tr. κ 0.3757 0.4761 0.4334 0.4669

Te. oa 0.4363 0.4366 0.4364 0.4369

Te. κ 0.0009 0.0014 0.0013 0.0023

4 Conclusions

In this work, we have developed a novel feature extraction-selection scheme for
hyperspectral image classification. The experiments have demonstrated that the
proposed method can obtain better classification accuracy rates than other one
based on PCA feature extraction algorithm.

According to the proposed feature selection algorithm, the Gaussian func-
tions of the classes contained in Pavia University image should be sufficiently
separated in order to obtain a good classification accuracy that results in κ coef-
ficients range between 0.61 and 1.00. However, as it can be observed, this image
has a test overall accuracy near of 60 % with κ coefficients between 0.35 and 0.42
in contrast to the AVIRIS images, where it can be obtained a test overall accuracy
over 80 % with κ coefficients over 0.78. Under these circumstances, we think that
the usage of the Jeffries-Matusita distance criterion should be employed in com-
bination with another criteria that uses diverse statistical distances to obtain an
efficient feature selection, which can result in better classification accuracy rates.
In addition, we think that this accuracy may be increased with the employment
of spatial characteristics.

In future, a combination between spectral and spatial feature extraction algo-
rithms should be performed employing the criteria mentioned before.

Acknowledgments. The authors would like to thank Consejo Nacional de Ciencias
y Tecnologia (CONACyT, grant 220347), and Instituto Politecnico Nacional (IPN) for
their economic support.



348 B.P. Garcia Salgado and V. Ponomaryov

References

1. Shaw, G., Manolakis, D.: Signal processing for hyperspectral image exploitation.
Sig. Process. Mag. 19(1), 12–16 (2002)

2. Zhang, L., Zhang, L., Tao, D., Huang, X.: Sparse transfer manifold embedding for
hyperspectral target detection. IEEE Trans. Geosci. Remote Sens. 52(2), 1030–
1043 (2014)

3. Cao, L.J., Chua, K.S., Chong, W.K., Lee, H.P., Gu, Q.M.: A comparison of PCA,
KPCA and ICA for dimensionality reduction in support vector machine. J. Neu-
rocomput. 55, 321–336 (2003)

4. Slavkovic, M., Reljin, B., Gavrovska, A., Milivojevic, M.: Face recognition using
Gabor filters, PCA and neural networks. In: 20th International Conference on
Systems, Signals and Image Processing, pp. 35–38. IEEE Press, Bucharest (2013)

5. Tao, Y., Muthukkumarasamy, V., Verma, B., Blumenstein, M.: A texture feature
extraction technique using 2D-DFT and hamming distance. In: 5th International
Conference on Computational Intelligence and Multimedia Applications, pp. 120–
125. IEEE Press (2003)

6. Morchen, F.: Time series feature extraction for data mining using DWT and DFT.
Technical Report No. 33, Philipps-University Marburg (2003)

7. Serpico, S.B., DInc, M., Melgani, F., Moser, G.: A comparison of feature reduction
techniques for classification of hyperspectral remote-sensing data. In: Proceedings
of the SPIE, Image and Signal Processing for Remote Sensing VIII, vol. 4885, pp.
347–358. SPIE (2003)

8. Reyes-Aldasoro, C.C., Bhalerao, A.: The Bhattacharyya space for feature selection
and its application te texture segmentation. J. Pattern Recogn. 39, 812–826 (2006)

9. Melgani, F., Bruzzone, L.: Classification of hyperspectral remote sensing images
with support vector machines. IEEE Trans. Geosci. and Remote Sens. 42(8), 1778–
1790 (2004)

10. Landis, J.R., Koch, G.G.: The measurement of observer agreement for categorical
data. Biometrics 33(1), 159–174 (1977)



Unconstrained Facial Images: Database for Face
Recognition Under Real-World Conditions

Ladislav Lenc1,2(B) and Pavel Král1,2

1 Department of Computer Science and Engineering,
University of West Bohemia, Plzeň, Czech Republic
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Abstract. The objective of this paper is to introduce a novel face data-
base. It is composed of face images taken in real-world conditions and
is freely available for research purposes at http://ufi.kiv.zcu.cz. We have
created this dataset in order to facilitate to researchers a straightfor-
ward comparison and evaluation of their face recognition approaches
under “very difficult” conditions. It is composed of two partitions. The
first one, called Cropped images, contains automatically detected faces
from photographs. The number of individuals is 605. These images are
cropped and resized to have approximately the same face size. Images in
the second partition, called Large images, contain not only faces, how-
ever some background objects are also present. Therefore, it is necessary
to include the face detection task before the face recognition itself. This
partition contains images of 530 individuals. Another contribution of this
paper is to show the recognition accuracy of several state-of-the-art face
recognition approaches on this dataset to provide a baseline score for
further research.

Keywords: Unconstrained Facial Images · UFI · Face database · Face
recognition · Unconstrained conditions

1 Introduction

Face recognition has become a mature research field and the amount of
approaches published every year is very high. We could state that the prob-
lem is already well solved but it is always not true. It holds only for the cases
when the images are sufficiently well aligned and have limited amount of vari-
ations. Face recognition under general unconstrained conditions still remains
a very challenging task.

Since the beginning of the era of computerized face recognition there have
existed an important issue with a straightforward comparison and interpretation
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of the results. Evaluation of the developed methods was often done on different
databases. This issue was fortunately recognized very early. The FERET [1]
database and a clearly defined testing protocol was designed in 1993. The
FERET program motivated by the Defense Advanced Research Projects Agency
(DARPA) brought a significant progress in the face recognition field.

It may seem straightforward to compare the methods on such a dataset but
there may also emerge problems with the comparison of the results. The authors
usually crop the faces according to the eye positions and the size of the resulting
image can thus differ. This may cause differences in the recognition accuracy.
An interesting comparison is available in [2] where three well known techniques
(PCA, LDA and ICA) are compared on exactly the same data and the results are
sometimes in contradiction with the previously reported ones of other authors.

There was much work done since the origin of the FERET database and
some new datasets have been created since then. An important issue is that
the majority of them was created in more or less controlled environment. There
are only few datasets, such as Labeled Faces in the Wild (LFW) [3], Labeled
Wikipedia Faces (LWF) [4], Surveillance Cameras Face Database (SCface) [5]
and FaceScrub [6] that are acquired in real conditions. Therefore, we believe
there is still room for another challenging face database.

Therefore, we would like to introduce a novel real-world database that con-
tains images extracted from real photographs acquired by reporters of a news
agency. It is further reported as Unconstrained Facial Images (UFI) database
and is mainly intended to be used for benchmarking of the face identification
methods, however it is possible to use this corpus in many related tasks (e.g.
face detection, verification, etc.).

We prepared two different partitions. The first one contains the cropped faces
that were automatically extracted from the photographs using the Viola-Jones
algorithm [7]. The face size is thus almost uniform and the images contain just
a small portion of background. The images in the second partition have more
background, the face size also significantly differs and the faces are not localized.
The purpose of this set is to evaluate and compare complete face recognition
systems where the face detection and extraction is included.

Together with the dataset description we provide a set of experiments real-
ized on this corpus. We use several state-of-the-art feature based methods that
perform well on the other databases and that give particularly good accuracy
on real-world data. The results should serve as a baseline and we would like to
encourage researchers to surpass these results.

The structure of this paper is as follows. Section 2 describes the most impor-
tant databases used for face recognition. The following section introduces the
created database and the testing protocol. Section 4 shows the baseline recog-
nition results on this dataset. Finally, Sect. 5 concludes the paper and proposes
some further possible improvements of this dataset.
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2 Summary of the Main Face Databases

FERET. Creation of this dataset [1] is connected with the FERET program
that started in 1993. It was designed to allow a straightforward comparison
of newly developed face recognition techniques under the same conditions. This
database was acquired during 15 sessions within 3 years and contains 14,051 face
images belonging to 1,199 individuals. The images are divided into the following
categories according to the face pose: frontal, quarter-left, quarter-right, half-
left, half-right, full-left and full-right. The images are also grouped into several
probe sets. The main probe sets of the frontal images are summarized in Table 1.

Table 1. Image numbers in the main frontal probe sets of the FERET dataset.

Type Description Images no

fa face gallery (for training) 1,196

fb different facial expressions 1,195

fc different illuminations 194

dup1 obtained over a three year period 722

dup2 sub-set of the dup1 234

CMU PIE. CMU PIE database [8] was created at the Carnegie Mellon Uni-
versity (CMU). It contains images of 68 people and the total number of images
is 41,368. All the images were recorded in a single session. There are variations
in pose (13 poses) and lighting conditions (43 different illumination conditions).
The differences in facial expression are limited and can be categorized to 4 expres-
sions.

Multi-PIE. This database [9] builds on the success of the CMU PIE database.
Its goal is to remove the shortcomings that the PIE database has. The number
of individuals is 337 and the total number of images is 755,370. The images were
taken under 15 different viewpoints and 19 lighting conditions. There were 4
recording sessions compared to just one in the case of the CMU PIE.

Yale Face Databases. The original Yale Face Database [10] contains images of
only 15 subjects, 11 images are available for each person. They differ in lighting
conditions and in the details as for instance wearing glasses or not. This dataset
was extended to the Yale Face Database B [11] which contains 16,128 face images
of 28 individuals under 9 poses and 64 lighting conditions.

AT&T “The Database of Faces”. AT&T database [12] (formerly known
as “The ORL Database of Faces”) was created at the AT&T Laboratories1. It
contains facial images of 40 people that were captured between the years 1992

1 http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html.

http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html
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and 1994. 10 pictures for each person are available. The images have a black
homogeneous background. They may vary due to three following factors: (1)
time of acquisition; (2) head size and pose; (3) lighting conditions.

AR Face Database. The AR Face Database2 was created at the Universi-
tat Autonòma de Barcelona. This database contains more than 4,000 colour
images of 126 individuals. The individuals are captured under significantly dif-
ferent lighting conditions and with varying expressions. Another characteristic
is a possible presence of glasses or scarf.

CAS-PEAL. The creation of CAS-PEAL face database [13] was sponsored by
the National Hi-Tech Program and ISVISION. It contains the faces of 1,040
Chinese people which represents in total 99,594 face images. The images differ
in pose, expression, accessories (glasses and caps) and lighting. One part of this
database called CAS-PEAL-R1 containing 30,900 images is available for the
researchers.

Banca. This database [14] was designed for testing of multi-modal verification
systems. It consists of image and audio data and contains the images of 208
people. The images were captured under three different conditions: controlled,
degraded and adverse.

Labeled Faces in the Wild. Labeled Faces in the Wild (LFW) [3] is a database
collected from the web. It contains the images of 5,749 people and the total
number of images is more than 13,000. 1,680 people has two or more images. Its
purpose is to test the face verification scenario under unconstrained conditions.
There are four available sets. The first one is the original and the others are
aligned using three different methods.

PubFig. PubFig [15] database comprises also the images collected from the
Internet. Compared to LFW, it has lower number of individuals (200). The total
number of images is 58,797 and thus the number of images per person is much
higher. There are significant differences in lighting, pose, expression, camera
quality and other factors. This dataset is also used for the face verification.

Labeled Wikipedia Faces. Labeled Wikipedia Faces (LWF) [4] is a large
collection of images from Wikipedia biographic entries. It contains 1,500 indi-
viduals which represents 8,500 images in total. There are available the original
raw images as well as the aligned ones. Compared to LFW, it contains also
historical images of a particular person and the time span is thus very large.

SCface. Surveillance Cameras Face Database (SCface) [5] was captured in
indoor environment using 5 surveillance cameras of different qualities. It con-
tains 4,160 images of 130 individuals. Some of the images are in the infrared
spectrum.

2 http://www2.ece.ohio-state.edu/∼aleix/ARdatabase.html.

http://www2.ece.ohio-state.edu/~aleix/ARdatabase.html
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FaceScrub. FaceScrub [6] dataset was collected from the images available on
the Internet. There is an automatic procedure that verifies that the image belongs
to the right person. It contains the images of 530 people which is 107,818 in total.
The images are provided together with the name and gender annotations.

The other thorough summaries of face databases can be found in [3] or in [16].

3 Unconstrained Facial Images Database

The Unconstrained Facial Images (UFI) database is composed of real pho-
tographs chosen from a large set of photos owned by the Czech News
Agency(ČTK)3. Each photograph is annotated with the name of a person. How-
ever, some background objects and also other persons are often available. Due to
(a) financial/time constraints; (b) necessity to be able to create quickly another
face dataset on demand, we would like to create the database as automatic as
possible (with minimal human efforts). We are inspired by [17] and we do thus
a similar series of tasks in order to build the UFI database. As already mentioned,
we created two different partitions.

3.1 Cropped Images: Creation and Dataset

The first step is face detection in the input images. We utilized the widely used
Viola-Jones detector [7]. It is possible that the given photograph contains more
than one person. In this case, we do not know which of the detected faces belongs
to the correct person in annotation. In this step, we do not solve this problem
and choose the first detected one. Another important issue is a presence of false
detections (e.g. background objects instead of the faces) among the results. This
issue will be addressed in the following steps.

Next, we detect the eyes in the detected faces. This step has two reasons:
(a) to remove a significant number of non-face images (false detections); (b) to
remove some face images that have significant out-of-plain rotation. The images
with both eyes detected are then rotated to have the eyes on a horizontal line
and resized to a specified size.

The resulting set of images is used as an input to the cleaning algorithm.
The algorithm tries to chose the most similar images in the set of images for
one person. Its aim is to remove the faces belonging to the other people and the
possible non-face images that were not excluded in the previous step.

From the remaining images of each person we randomly choose one exam-
ple for the test set. The remaining ones will be used for training. Finally, the
database is manually checked to correct the possible errors.

The resulting set contains images of 605 people with an average of 7.1 images
per person in the training set and one in the test set. The distribution of training
examples per person is depicted in Fig. 1. The images are cropped to a size of
128× 128 pixels. Figure 2 shows the images of two individuals from the Cropped
images partition.
3 http://www.ctk.eu/.

http://www.ctk.eu/
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Fig. 1. Distribution of the training image numbers in the Cropped images partition.

Fig. 2. Example images of two individuals from the Cropped images partition.

3.2 Large Images: Creation and Dataset

First, we apply the three similar tasks as in the previous case (i.e. face detection,
eye detection and rotation according to the eyes and cleaning algorithm).

Then, we randomly choose the image portion that the face should fill in the
image and random shifts in both horizontal and vertical axis are made. The
random values define the maximal size of the freely available images for research
purposes (the size of all images in this partition is 384 × 384 pixels). After
applying this step, the face can be located in any part of the resulting image.
Moreover, the face size is not specified and can occupy the whole image as well
as only a small part.

This procedure is followed by a manual checking and no additional alignment
or rotation is performed. The total number of the subjects in this partition is
530 and an average number/person of training images is 8.2. The distribution
of the numbers of training examples is depicted in Fig. 3. Figure 4 shows some
example images from the Large images partition.

The main goal of this partition is to evaluate and compare complete face
recognition systems. Therefore, additional steps before recognition itself are
expected (face detection, background removal, etc.).
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Fig. 3. Distribution of the training image numbers in the Large images partition.

Fig. 4. Example images of two individuals from the Large images partition.

3.3 Testing Protocol

We would like to keep the testing protocol as straightforward and simple as
possible. Therefore, both partitions are divided into training and testing sets.
All images from the training sets are available as a gallery for training. The test
sets are used as test images.

The images in the Cropped images partition should be used in its original
size. Additional cropping or resizing is undesirable because of the comparability
of the results. The images may be preprocessed and the preprocessing procedure
must be described together with the reported results.

On the other hand we allow any preprocessing or cropping in the case of
Large images partition. However, the whole procedure must be reported and
thoroughly described. The recognition results should be reported as an accuracy
(i.e. ratio between correctly recognized faces and all the faces).

Database Structure. The database is distributed in a directory structure.
Each partition contains train and test directories which are composed of the
sub-directories for each person named sxxx (xxx is the number of the subject).
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4 Baseline Evaluation

This section provides a baseline evaluation of four selected methods on both
partitions of the UFI database. As already stated in the introduction section, we
concentrated on the state of the art feature based methods that perform better
than the holistic ones under unconstrained conditions.

4.1 Face Recognition Algorithms

Histogram Sequence. Histogram Sequence (HS) [18] is a method of creating
the face descriptors from the local image operator values. This concept is com-
mon for most of the operators based on or similar to the Local Binary Pattern
(LBP) and therefore it is briefly described in this section.

The image is first divided into rectangular regions according to a regular
grid. In each of these regions a histogram of operator values is computed. The
histograms are then concatenated into a vector called histogram sequence that
is used as a descriptor. This method ensures that the corresponding image parts
are correctly compared.

Although there are a lot of sophisticated classifiers that can be employed for
classification of the face descriptors created using the HS, we chose the simple
nearest neighbour algorithm for classification in this baseline evaluation. It is
used in all following methods.

Local Binary Patterns. The LBP operator [19] is based on a simple proce-
dure that encodes a small neighbourhood of a pixel as follows: 8 neighbouring
pixels are compared against the central one. The pixels with higher intensity are
assigned to 1 and those with lower intensity are assigned to 0. The result is an
eight bit binary number which corresponds to the decimal value in the interval
[0; 255].

The LBP operator was extended to use the points on a circle of given radius
R that are compared to the central pixel. The number of the points is not fixed
and is marked P . LBP operator in this form is referred to as LBPP,R.

The LBP Histogram Sequences (LBPHS) were first used for face recognition
by Ahonen in [20] and we use this method as the first baseline.

Local Derivative Patterns. Local Derivative Patterns (LDP) operator was
proposed in [21]. Its main difference against LBP is that it uses the features of
higher order than the LBP operator. It thus should capture more information
than LBP. We will refer next the face recognition method as LDP Histogram
Sequences (LDPHS).

Patterns of Oriented Edge Magnitudes (POEM). This operator [22] uses
gradient magnitudes instead of the intensity values in LBP. The magnitudes
of pixels within a cell (square region around the central pixel) are accumu-
lated in a histogram of gradient orientations. The values for each orientation
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are then encoded using a circular LBP operator with a radius L/2. The circular
neighbourhood of a pixel with a diameter L is called block in this method. The
operator value is thus d-times longer (d is the number of discrete orientations).
We will next refer to this method used for face recognition as POEM Histogram
Sequences (POEMHS).

Face Specific LBP. This method [23] differs from the previous ones in the way
of the computing the image representation. First, the representative face points
are detected automatically using Gabor wavelets (instead of the regularly defined
grid). Then, the LBP histograms are created in the regions around these points
in the same way as in the other three previous approaches. However, the face is
not represented by a single descriptor but by a set of the features (histograms).
No HS is used in this case because the features are compared individually. We
will further refer to this method as Face Specific LBP (FS-LBP).

4.2 Results on the Cropped Images Partition

This section presents results of the four selected methods on the Cropped images
partition. The images are used in their original form as defined in the test-
ing protocol (see Sect. 3.3). The Histogram Intersection (HI) metric is used for
descriptor comparison in all cases. The grid size is set to 13 for LBPHS, LDPHS
and POEMHS. It means that the histograms are computed within the square
regions of size the 13 × 13 pixels. The similar value is used also in the FS-LBP
method where it cannot be referred as a grid but it has similar interpretation
that the histograms are computed within 13×13 square region. We use the circu-
lar LBP8,2 in the FS-LBP method. POEM descriptors are calculated using three
gradient directions. The cell size is set to 7 and the block size to 10. The results
reported for the LDP method use LDP of first order because it surprisingly
reaches better accuracy than the higher ones.

Table 2 shows the results of the four selected baseline methods on this par-
tition. This table shows that the best performing method is POEMHS. Surpris-
ingly, LDPHS has the worst results on this partition.

Table 2. Recognition results of the baseline methods on the Cropped images partition.

Method Accuracy in %

LBPHS 55.04

LDPHS 50.25

POEMHS 67.11

FS-LBP 63.31

Then, we have done some error analysis. Two incorrectly recognized face
examples/method are depicted in Fig. 5. This examples shows the complexity of
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Fig. 5. Examples of the incorrectly recognized face images from the Cropped images
partition using LBPHS, LDPHS, POEMHS and FS-LBP methods (from top to bot-
tom). Each triplet contains a probe image, corresponding gallery image, incorrectly
recognized image (from left to right).

this dataset where some examples are difficult to be correctly recognized even
by humans.

4.3 Results on the Large Images Partition

As already stated, the recognition methods cannot be applied directly on the
images in this partition. We therefore first applied the Viola-Jones algorithm to
detect the faces. Additionally, we tried to detect the eyes and if both eyes were
detected the faces were rotated and aligned according to the ayes. All resulting
images were resized to the size 128 × 128 pixels. For the face recognition itself,
we use the same configuration of the baseline methods as in the Cropped images
case (see Sect. 4.2).

Table 3 summarizes the face recognition results on this partition. In this case,
the best performing method is FS-LBP with score nearly 10 % higher than the
remaining methods. The other methods perform comparably.

Then, we have also realized some error analysis. Two incorrectly recognized
face examples/method are depicted in Fig. 6. This examples shows the complex-
ity of this dataset even more clearly than the ones in the previous experiment.
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Table 3. Recognition results of the baseline methods on the Large images partition.

Method Accuracy in %

LBPHS 31.89

LDPHS 29.43

POEMHS 33.96

FS-LBP 43.21

Fig. 6. Examples of the incorrectly recognized face images from the Large images par-
tition using LBPHS, LDPHS, POEMHS and FS-LBP methods (from top to bottom).
Each triplet contains a probe image, corresponding gallery image, incorrectly recog-
nized image (from left to right).

5 Conclusions

In this work, we presented a novel face database intended primarily for testing of
the face recognition algorithms. It represents a challenging dataset that addresses
the main issues of the current face recognition approaches, the performance
on low quality real-world images. We provide a simple testing scenario that
must be kept so that the results are directly comparable. Together with the
dataset we provide a set of experiments that evaluate some state-of-the-art face
recognition approaches on this dataset. The best obtained accuracy on Cropped
images partition is 67.1 % using the POEMHS method. The highest score on
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Large images partition is 43.2 % obtained by the FS-LBP method. The database
is freely available for research purposes4.

One possible future work consists in adding the coordinates of the faces in the
Large images partition and the coordinates of the important facial features. The
dataset could then be used also for face detection and facial landmark detection
algorithms.
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Abstract. This paper presents the application of the algorithm of Local
Binary Pattern (LBP) for face feature extraction and its implementation
on Android operating system. The algorithm LBP is used for texture
characterization and based on good performance was used to face char-
acterization showing a good effectiveness, due to this is chosen to apply
in a mobile device. To perform system testing on a mobile device was
used a standard database (AR Facedatabase) to simulate the capture
of images, which has 120 people and 21 images each, the average of 3
images was used for obtaining a template by person and using Euclidean
distance it was obtained a 70 % correct classification, showing that the
LBP obtains good results using a simple classification algorithm with
a limited processing power as have a mobile device, further tests were
performed with 10 people where up to 94 % recognition was obtained.

Keywords: Mobile device · Face recognition · Local Binary Pattern ·
Euclidean distance

1 Introduction

Face recognition is one of the most widely used biometric technologies because
the data acquisition approach is non-intrusive. Face recognition is performed
by taking a picture and can be performed with or without the cooperation of
the person under analysis. Thus, face recognition is a biometric technology that
has obtained high acceptance among users [2,3]. A face recognition system can
be used for either identity verification or person identification. In the identity
verification task, the system is asked to determine whether the person is who
he/she claims to be, whereas during the person identification task, the system
is asked to determine, among a set of persons whose facial characteristics are
stored in a database, the person who most closely resembles the image under
analysis [1].

The Local Binary Pattern (LBP) [4] algorithm is one of the best texture
descriptor methods. The acceptance and popularity level of this feature extrac-
tion method has propitiate its implementation even in facial expression recogni-
tion systems, achieving good results. Therefore, This texture descriptor method
c© Springer International Publishing Switzerland 2015
O. Pichardo Lagunas et al. (Eds.): MICAI 2015, Part II, LNAI 9414, pp. 362–370, 2015.
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is chosen to be applied, because have a lot of benefits like a low complexity to
develop on a mobile device. The LBP algorithm has been implemented only in
simulation environments, where it has responded satisfactorily, as is shown in
[5], but has not yet been implemented in a biometric system that works in an
uncontrolled environment, to prove if it responds acceptably in situations that
are not presented in a simulation environment.

LBP will be implemented as feature extractors as part of a facial recognition
system for the Android operating system, in order to assess the effectiveness and
efficiency of this algorithm.

2 Theoretical Framework

Biometric systems are a set of automated methods for recognizing people using
physiological or personal behavior characteristics [2,3]. A biometric system is,
essentially, a pattern recognition system and, generally, can be divided into four
main modules: a capture module, a feature extraction module, a comparison
and decision (classification) module and a database module. In capture module
is taken the picture to analyze; in the feature extraction module, biometric data
are processed, and a set of outstanding discriminatory features is extracted to
represent the most important features of the identity of the person under analy-
sis, in this work are used the LBP for feature extraction. In the decision module
is use the Euclidean distance to determine the winner class, and finally in the
database module are storage all de models of each person to identify.

2.1 Android OS

The importance of mobile devices called “smart phones” has been increasing in
recent years, thanks to technological development in this area. Then the per-
centage of use of smartphones by brand is show in the Fig. 1.

Android is an operating system based on Linux kernel, and was developed by
Android Inc., which was acquired by Google in 2005. Android was introduced

Fig. 1. Worldwide Smartphones sales until 2014.
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Fig. 2. Worldwide Smartphones OS Market until 2015.

in 2007 and is currently the most widely used mobile operating system in the
world, as is reported by IDC and is shown in Fig. 2.

2.2 LBP Algorithm

The original Local Binary Pattern (LBP) method uses windows of 3 × 3 pixels
of an image representing a neighborhood around the central pixel, as shown in
Fig. 3(a), where the central pixel is used as a threshold to compare values of
its 8 neighbors. The pixels whose values are less than the threshold must be
labeled with 0 and those that are greater than the threshold are labeled by with
1, as shown in Fig. 3(b). Then, the labels of pixels are multiplied by 2P , where
0 ≤ P ≤ 7 represents the position of each pixel in the neighborhood, as shown
in Fig. 3(c). Finally, the resulting values are added to obtain the label of the
central pixel of that neighborhood, as shown in Fig. 3(d). This method produces
256 possible values for the label of the central pixel. This process is repeated for
the entire image and produces a LBP label matrix (LBP image).

2.3 Proposed System

In order to apply the LBP algorithm, it will be used in a face recognition system;
this system will be implemented on the Android operating system. In Fig. 4, the
block diagram of the face recognition system is shown, which blocks will be
explained below.
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Fig. 3. LBP Algorithm: (a) Values of neighbors around the central pixel. (b) Com-
parison of each neighbor with the central pixel. (c) Substitution of each value of the
comparison by the corresponding 2P value. (d) Adding and replacing of the central
pixel with the resultant value.

Fig. 4. Block diagram of proposed face recognition system.

Input (face). Through the device’s camera, a picture will be taken, as shown in
Figs. 5 and 6. The system will identify the face of the person and will discriminate
all parts of the image that does not correspond to it. The resulting image will
be the test sample.

Resize. In order to standardizing the images, each of these were converts to
grayscale and resize it, having the same picture size, regardless of the resolution
of the camera device or distance of person with respect to device.

Feature Extraction. In this block, the LBP algorithm will be implemented,
to obtain the feature vector of the sample. Figure 7 shows the result of this block
in the application on the mobile device. After apply the LBP to the image, this
is converted to row vector concatenating each row one after another. Finally
the average of 3 different images of the same person is used like model to the
classification stage.
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Fig. 5. Opening the device’s camera to take the sample.

Fig. 6. Taking the test sample.

Classification. This block is divided into two parts:
Training : It will take place when individuals are entered to the database.

The feature vectors of each person will be marked with the ID of the person to
which they belong, and then, will be stored in the database.

Identification: It will happen when it is desired to identify a person. By
euclidean distance, the feature vector of the sample will be compared against
all existing models in the database, the winner will be that which possess a less
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Fig. 7. Sample after application of the LBP, the execution time of the algorithm is
shown.

Fig. 8. The system identifies the person that has been entered. The ID and the execu-
tion time of the algorithm are shown.

euclidean distance. The winner will be shown on the screen, where a decision
will be made on, as shown in Fig. 8.
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2.4 Experimental Results

Three tests were performed in order to measure the performance of the LBP on
a mobile device, which consist in a previous training phase and in a subsequent
identification phase.

The tests were conducted in an Android midrange device with the 4.1.2 (Jelly
Bean) OS version. This device has a 1 GHz dual-core processor and 768 MB of
RAM memory.

Test 1. For the training phase a database of 10 people was taken, using the
device camera in the input module. The system was trained with three pho-
tographs of each person, which were classified using the k-means method to
obtain the average sample. It was stored into the database as the feature vector
of the person concerned.

For the recognition phase three photographs of each person were taken.
Table 1 shows the successes, errors, effectiveness rate and the average execution
time obtained.

Table 1. Results obtained with the LBP algorithm in the test 1, with a database of
10 people and a training of 3 images per person.

Algorithm Successes Failures Effectiveness Execution time

LBP 28 2 93.33 % 9.2 seg

Test 2. For the training phase a standard AR Facedatabase of 120 people were
used, storing each of the pictures on the memory device, to avoid the take of
each picture through the device camera. The system was trained with three
photographs of each person, which were classified using the k-means method to
obtain the average sample. It was stored into the database as the feature vector
of the person concerned.

For the recognition phase, a total of 2458 pictures were analyzed. Table 2
shows the successes, errors, effectiveness rate and the average execution time
obtained. It can be seen that the effectiveness of the LBP algorithm is accept-
able considering that the database contains images with variations in lighting
and facial expressions. Also whereas a basic classifier is used as the Euclidean dis-
tance that has low computational cost and the model of each person is obtained
from a non-supervised method, as is the K-means, the results are considered
satisfactory.

Also is remarkable that the time of execution for all images is considerably
short, considering that the application is on a mobile device.
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Table 2. Comparison of results obtained with LBP in the test 2, with a database of
120 people and a training of 3 images per person. A total of 2458 photographs were
analyzed.

Algorithm Successes Failures Effectiveness Execution time

LBP 1508 950 61.35 % 73 seg

Test 3. It was determined that with a higher level of training, it could be
possible to achieve better performance results, so, for this training phase, the
same database, used in the previous test, were charged, but the system was
trained with five photographs of each person. For the recognition phase, the same
2458 photographs of the Test 2 were analyzed. The percentage of effectiveness
obtained by the LBP algorithm is shown in Table 3.

Table 3. Comparison of results obtained with LBP in the test 3, with a database of
120 people and a training of 5 images per person. A total of 2458 photographs were
analyzed.

Algorithm Successes Failures Effectiveness Execution time

LBP 1745 713 71 % 73 seg

3 Conclusions

The application on a mobile device a method such as LBP for feature extrac-
tion of face shows it have a good performance in addition to the computational
cost is low, since the tests were done with a standard database with 120 people
having a recognition rate of up to 70 % when models with 5 images per person
are obtained. It notes that the implementation of a method of facial recogni-
tion on a mobile device has many applications, besides that, the count database
within the device does not limit its use only with an Internet connection allow-
ing the user to make an identification in real time. One possible application may
be for police department in the pursuit of suspects. Another advantage of this
application is that the runtime for identification is very short which makes the
application even more attractive. Using a mobile device using the Android oper-
ating system is because it is the most currently used in the market. When the
test 1 was developed shown that with a short real database (only 10 persons)
the identification rate is until 93 %, obviously when the database increase the
number of individuals the identification rate decrease and the confusion in the
application increase because of the possible similarity between individuals.

Acknowledgement. We thanks the National Science and Technology Council of
Mexico and to the National Polytechnic Institute for the financial support during the
realization of this work.
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Abstract. This paper presents a novel face recognition method called
Local Binary Patterns with Feature to Feature Matching (LBP-FF).
Contrary to other LBP approaches, we do not focus on the operator itself,
however we would like to improve the matching procedure. The current
LBP based approaches concatenate all feature vectors into one vector and
then compare these large vectors. By contrast, our method compares the
features separately. A sophisticated distance measure composed from two
parts is used for face comparison. Chi square distance and histogram
intersection metrics are utilized for vector distance computation. The
proposed approach is evaluated on four face corpora: AT&T, FERET,
AR and ČTK database. We experimentally show that our method sig-
nificantly outperforms all compared state-of-the-art methods on all the
databases. It is also worth of noting that the ČTK corpus is a novel
face dataset composed of the images taken in real-world conditions and
is freely available for research purposes at http://ufi.kiv.zcu.cz or upon
request to the authors.

Keywords: Automatic face recognition · Czech News Agency · LBP
with Feature to Feature Matching · LBP-FF · Local Binary Patterns

1 Introduction

Face recognition became one of the most popular biometric identification meth-
ods. It has a very broad spectrum of applications: access control, surveillance of
people, automatic annotation of photographs and so on. The most of currently
emerging approaches can be categorized as feature based because these methods
proved to be more accurate than the holistic ones especially in case of images
with significant variations in pose, lighting, etc.

One of the most popular methods for feature extraction are Local Binary Pat-
terns (LBP). It was originally proposed for texture classification in [1]. Lately,
it is frequently used also for other tasks such as facial expression recognition,
content based image retrieval, face recognition or medical applications. The
first method utilizing LBP for face recognition was proposed by Ahonen in [2].
c© Springer International Publishing Switzerland 2015
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The image is divided into a set of non-overlapping rectangular regions and a his-
togram of LBP values is computed in each one. One feature corresponds to one
region. All features are finally concatenated and treated as one large vector that
represents the face.

The LBP algorithm inspired many other, more sophisticated, image descrip-
tors but the principle of creating the face representation remains usually the
same. Histograms are created from the values obtained from the particular algo-
rithm and are concatenated to one vector that creates the face representation. In
our work, we concentrate rather on the comparison procedure than the descriptor
itself.

We use the features individually and compare them one to another. A similar
method was already presented in [3]. It showed significantly better performance
than the method that uses one concatenated vector.

The main goal of this work is to improve the matching scheme and to show
its impact on several face corpora. We use features equally distributed on a grid
as in the original method to allow a direct comparison. For the face matching
step we propose a novel method that combines two distance measures.

The rest of the paper is organized as follows. Section 2 describes the fun-
damental face recognition methods based on LBP. Section 3 describes the LBP
algorithm and the proposed face recognition method. Section 4 first describes
the databases we used for evaluation and then presents the results of experi-
ments performed on these datasets. In the last section, we discuss the results
and propose some ideas for future research.

2 Related Work

As already stated, the first method using LBP for face recognition was proposed
by Ahonen in [2]. The authors also proposed a weighted LBP modification which
gives more importance to the regions around central parts of the face.

An important idea proposed already by Ojala in [1] are Uniform Local Binary
Patterns. The pattern is called uniform if it contains at most two transitions from
0 to 1 or from 1 to 0. The histogram is then shortened from 256 intervals (bins)
to 59.

Li et al. propose in [4] Dynamic Threshold Local Binary Pattern (DTLBP).
They consider the mean value of the neighbouring pixels and also the maximum
contrast between the neighbouring points. The authors claim that this variation
is less sensitive to the noise than the original LBP method.

Another LBP extension are Local Ternary Patterns (LTP) [5]. LTP uses three
states to capture the differences between the central pixel and the neighbouring
ones. Similarly to the DTLBP this method is less sensitive to the noise.

Local Derivative Patterns (LDP) are proposed in [6]. The difference from the
original LBP is that it uses features of higher order. It thus can represent more
information than the original approach.

Local Tetra Patterns (LTrPs) are proposed in [7]. The standard LBP and
LTP encode the relationship between the reference pixel and its surrounding
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neighbours by computing gray-level difference. The proposed method encodes
the relationship between the reference pixel and its neighbours by the directions
calculated using the first-order derivatives in vertical and horizontal directions.
The results on several benchmark datasets show that the performance of this
method is better than the LBP, LTP and LDP.

Yang et al. propose in [8] an interesting method which uses uniform patterns.
The authors state that the histogram bin containing non-uniform patterns dom-
inates among the other bins and gives thus too much importance to this bin.
Therefore they propose to assign such patterns to the closest uniform pattern.

A novel LBP based approach, patch based descriptor is proposed in [9]. The
authors show that this approach improves the accuracy of the original LBP
method in both multi-option identification and same/not-same classification on
the LFW corpus [10]. Three-patch LBP (TPLBP) and Four-patch LBP (FPLBP)
are proposed.

Zhang et al. propose in [11] Multiblock LBP (MB-LBP) which captures not
only the microstructures but also the macrostructures. The main difference of
this method from the original LBP is that it compares average intensities of
neighbouring subregions instead of comparing individual pixels.

Mawloud et al. propose in [12] a novel alternative to the original LBP, Modied
Local Binary Pattern (MLBP). This method exploits the sparsity of the repre-
sentative set of MLBPs for recognition of different faces. Compressive sensing
theory was employed to construct a so-called sparse representation classifier.
Experimental results on three popular face databases show the superiority of
the proposed method over other state-of-the-art techniques.

He et al. present in [13] a modified LBP operator with a pyramid model.
In this approach, a separate output label for each uniform pattern and
all non-uniform patterns is reclassified. The experiments on the AT&T and
Honda/UCSD video databases show that this novel approach outperforms other
related methods.

Davarzani et al. propose in [14] a weighted and adaptive LBP-based texture
descriptor. This approach successfully handles some issues in the previously pro-
posed LBP-based approaches such as invariance to scaling, rotation, viewpoint
variations and non-rigid deformations. In this method, both the radius of the
circular neighbourhood and the orientation of sampling in LBP descriptor are
defined in adaptive manner. The authors experimentally show that this approach
achieves significantly better results over other LBP-based methods.

Local Gabor Binary Pattern Histogram (LGBPH) [15,16] combines Gabor
wavelets with LBP. It first filters the image with a set of Gabor filters and
obtains a set of magnitude images. Then the LBP operator is applied to each of
the magnitude images.

For additional information about the LBP based methods, please see the
surveys [17,18].

It is worth of mentioning that in all above described LBP methods, the
images are divided into rectangular regions and histograms are computed in
each region. All histograms from one image are then concatenated to create the
face representation.
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A method that differs from the above described ones is proposed in [3]. The
features are not placed on a rectangular grid. The method instead detects the
feature points automatically using the Gabor wavelets. The points thus differ
for each image. The dynamically determined points proved to be more suitable
for images with higher amount of variations. One important part of the method
is the matching scheme that compares the features individually. Chi square dis-
tance is used for vector comparison.

3 LBP with Feature to Feature Matching (LBP-FF)

Our method extends the LBP based face recognition method proposed by
Ahonen [2]. The first step in the face representation creation is applying the
LBP operator to the facial image. We use the LBP8,2 operator that proved to
be superior in [3]. The resulting LBP image is then divided into a set of square
cells lying on a regular grid. The feature vector is composed of two parts. The first
one are the coordinates of the feature point and the second one is the histogram
of LBP values computed in a given cell. The coordinates of the feature point
are set to the center of the cell. The resulting feature vector is thus composed
of 2 + 256 values.

3.1 Local Binary Patterns

The original LBP operator uses a 3 × 3 square neighbourhood centred at the
given pixel. The algorithm assigns either 0 or 1 value to the 8 neighbouring pixels
by Eq. 1.

N =
{

0 if gN < gC
1 if gN ≥ gC

(1)

where N is the binary value assigned to the neighbouring pixel, gN denotes the
gray-level value of the neighbouring pixel and gC is the gray-level value of the
central pixel. The resulting values are then concatenated into an 8 bit binary
number. Its decimal representation is used for further computation.

Currently, LBP is mostly used with a circular neighbourhood which is formed
by a certain number of points P placed on a circle with a given diameter R.
Values in the points that are not placed exactly in the centre of a pixel are
interpolated from the values of neighbouring pixels. The points are compared to
the central pixel in the same way as in the original descriptor. The operator is
then denoted as LBPP,R.

The value of the operator is computed by Eq. 2.

LBPP,R =
P−1∑
p=1

s(gp − gc)2p, S(x) =
{

0 if x < 0
1 if x ≥ 0 (2)

where gp denotes the points on the circle and gc is the central point. The
computation is illustrated by Fig. 1.



Feature to Feature Matching for LBP Based Face Recognition 375

Fig. 1. Computation of LBP operator with a circular neighbourhood, P = 8, R = 2

3.2 Face Comparison

Face comparison is the main contribution of the proposed method. As stated
previously, we compare the features individually instead of concatenating them
into one large vector. Let T be a test image and G a gallery one. The distance
of the two faces distT,G is defined as:

distT,G = αDT,G + (1 − α)VG (3)

where α is a weighting coefficient and its optimal value will be found experimen-
tally. The first variable DT,G represents an average vector similarity in a given
region and is defined as:

DT,G = mean {d(t, g), t ∈ T, g ∈ G(Nt)} (4)

where G(Nt) is the neighbourhood of feature t defined by a distance threshold
DT (see Eq. 5) and d(t, g) is the (distance) metric used for histogram com-
parison. We evaluate two different metrics: Chi square distance and histogram
intersection.

√
(xt − xg)2 + (yt − yg)2 ≤ DT (5)

The second variable VG determines the face with the most similar vector to
the test vector t as follows.

VG = CG/NG (6)

The variable CG defines how many times the gallery face G was the closest
to some of the vectors of the test face T and NG is the number of features in the
face G. Same as for the variable DT,G, only the vectors within a neighbourhood
defined by the distance threshold DT are considered.

The recognized face Ĝ is then defined as:

Ĝ = arg min
G

(dist(T,G)) (7)
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4 Experimental Setup

4.1 Corpora

This section briefly summarizes the face databases used for evaluation of our
approach.

AT&T Database of Faces. This database [19] was formerly known as the
ORL database. It was created at the AT&T Laboratories1. The pictures were
captured between years 1992 and 1994. The database contains the faces of 40
people, 10 pictures for each person are available. Each image contains one face
with a black homogeneous background. They may vary due to the different time
of acquisition, head size and pose and lighting conditions. The size of pictures is
92 × 112 pixels. We used these images without any modification of size.

FERET Dataset. FERET dataset [20] contains 14,051 images of 1,199 indi-
viduals. The images were collected between December 1993 and August 1996.
The resolution of the images is 256 × 384 pixels. The images are divided into
the following categories according to the face pose: frontal, quarter-left, quarter-
right, half-left, half-right, full-left and full-right, and they are stored in the .tiff
format. The images are also grouped into several probe sets. The main probe
sets of the frontal images are summarized in Table 1. Note that only one image
per person/set is available. We used images cropped to 130 × 150 pixels in our
experiments.

Table 1. Image numbers in the main frontal probe sets of the FERET dataset

Type Images no.

fa 1,196

fb 1,195

fc 194

dup1 722

dup2 234

AR Face Database. AR Face Database2 [21] was created at the Univerzitat
Autonòma de Barcelona. This database contains more than 4,000 colour images
of 126 individuals. The images are stored in a raw format and their size is 768×
576 pixels. The individuals are captured under significantly different lighting
conditions and with varying expressions. Another characteristic is a possible
presence of glasses or scarf. In our experiments, we used images cropped to
120 × 165 pixels.
1 http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html.
2 http://www2.ece.ohio-state.edu/∼aleix/ARdatabase.html.

http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html
http://www2.ece.ohio-state.edu/~aleix/ARdatabase.html
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Czech News Agency (ČTK) Database. This database was created auto-
matically from real-world photographs owned by the Czech News Agency and
contains gray-scale images of 638 people of the size 128 × 128 pixels. All images
were taken over a long time period (20 years or more) and have significant varia-
tions in pose and lighting conditions. Up to 10 images for each person are avail-
able. The testing part contains one image for each person whereas the remaining
part is used for training. Note that only the testing part was checked manually.
No additional cropping was performed on these images.

Figure 2 shows three example images from this corpus. The corpus is avail-
able freely for research purposes at http://ufi.kiv.zcu.cz or upon request to the
authors.

Fig. 2. Three example images from the ČTK face database

4.2 Experiments

The first series of experiments was realized on the AT&T database of faces. We
used the scenario where only one image is used for training and the remaining
9 for testing. As baselines, we used the algorithm designed by Ahonen [2] and
an approach based on automatically detected feature points [3]. The recognition
accuracies of these two baseline approaches are 56.17 % and 68.8 % respectively.
The experiments on this small dataset were performed in order to choose the
best performing distance metric and to set up optimal values for the parameters
of the method.

Distance Metric Determination. In the first experiment, we compare the
results when Chi square distance and histogram intersection are used as distance
metrics. The coefficient α is set to 0.5 and the distance threshold DT is set to 0
(only features at the same positions are compared) in this experiment. Table 2
shows the results of these two metrics for cell sizes set to 11, 13 and 15.

The table shows clearly that the histogram intersection outperforms the Chi
square distance in all cases. Therefore, we use this metric in all following exper-
iments.

Optimal Value of the α Coefficient Determination. In the second experi-
ment, we determine an optimal value of the coefficient α (see Eq. 3). The results
of this experiment are depicted in Fig. 3. We also compare the results with the
distance threshold DT set to 0 and with a value that allows comparison of
neighbouring cells. AT&T database is utilized in this experiment.

http://ufi.kiv.zcu.cz
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Table 2. Recognition accuracies in % of the Chi square distance and histogram inter-
section metrics on the AT&T database.

Distance Cell size

11 13 15

Chi square 36.81 54.81 61.86

Histogram intersection 69.61 71.00 72.28

 65

 70

 75

 80

 85

 90

 0  0.2  0.4  0.6  0.8  1

R
ec

og
ni

tio
n 

ac
cu

ra
cy

Alpha

11 no threshold
13  no threshold
15 no threshold
11 threshold 14 
13 threshold 16
15 threshold 19

Fig. 3. Dependency of recognition accuracy on the coefficient α on the AT&T database.
Histogram intersection distance is used and no distance threshold. Three values of cell
size are tested.

Based on this experiment, we can conclude that:

– It is beneficial to use the distance threshold DT ;
– The optimal value of the coefficient α is around 0.9.

The best obtained recognition accuracy in this experiment reached 82.92 %.

Optimal Cell Size Determination. The following experiment is realized in
order to set an optimal value of the cell size. These tests are also done on
the AT&T database. Figure 4 shows the dependency of recognition accuracy
on the cell size. The results show that the suitable values of the cell size are
cellSize ∈ 〈15; 18〉. The rapid changes at some values are caused by placing the
grid on the image. In case of larger cell the cells may not correspond to the image
features.

Experimental Evaluation on Three Face Datasets. In the last and the
most important experiment, we would like to evaluate and compare our method
with the other state-of-the-art (SoTa) approaches (see Table 3). We use two
standard datasets: AR and FERET and our ČTK corpus. For the AR database,
we use a scenario with 7 training and 7 testing examples for each person. The
reported FERET experiments use fa set for training and fb set for testing.
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Fig. 4. Dependency of recognition accuracy on the cell size

For the ČTK dataset, we use one image for testing and the remaining ones for
training. According to the previous experiments was the cell size set to 18 in all
cases.

This table shows that the proposed FBP-FF method outperforms the
Ahonen’s baseline in all cases. Moreover, the results on AR and FERET datasets
are significantly better than the method reported in [3] as well as the other
reported SoTa methods.

In the case of the ČTK dataset, the scores are slightly lower. This is proba-
bly caused by the real-world character of images in this dataset where it is more
important to detect the most representative feature points. It must be also men-
tioned that the novel method has lower computational costs than the method [3]
which is an important factor for practical applications.

Table 3. Recognition accuracy in % on AR, FERET and ČTK datasets

Method Database

AR FERET ČTK

Orig. LBP (Ahonen) [2] 87.71 93.89 39.81

DP-LBP (Lenc) [3] 97.00 98.24 59.10

Scale adaptive features [22] 92.78 98.16 -

Direct LGBPHS [15] 98.00 94.00 -

LBP + SRC [14] 96.00 - -

LBP-FF (proposed) 99.57 99.16 57.37
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5 Conclusions and Future Work

This paper proposes a novel face recognition method based on LBP features.
Compared with other LBP-based method we concentrate mainly on the face
comparison process. The main contribution is proposal of a novel face comparison
algorithm that compares the features individually. The distance of two faces is
computed as a weighted linear combination of two partial distance metrics. The
proposed method was evaluated on four face databases: AT&T, AR, FERET and
ČTK. We experimentally showed that our approach significantly outperforms
other state of the art methods.

In this work, we used the LBP8,2 operator. Therefore, the first perspective
is to use a more sophisticated descriptor such as LDP, POEM or LQP together
with our matching scheme. Another perspective consists in using other distance
metrics or use weighting of the features according to its position in the face.
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Abstract. In this work we propose a new probabilistic segmentation
model that allows us to combine more than one likelihood. The algorithm
is applied to identify vegetation types in images from Landsat 5 satel-
lite. Firstly, we obtain histograms from two information sources: spectral
bands and principal components obtained from vegetation indices. Then,
given an image, we compute two likelihoods of pixels to belong to each
class (vegetation type), one for each source of information. The com-
puted likelihoods are the inputs of the proposed probabilistic segmenta-
tion algorithm. This algorithm gives an estimation of the probability of
a pixel of belonging to a class. The final segmentation is easily obtained
by maximizing the estimated discrete probability for each pixel of the
image. Experiments with real data show that the proposed algorithm
obtains competitive results compared with state of the art algorithms.

Keywords: Probabilistic segmentation · Remote sensing · Vegetation
indices · Histogram

1 Introduction

There are different approaches for extracting and classifying vegetation in
remotely sensed imagery, some of them are: Artificial Neural Networks
(ANNs) [32], Maximum Likelihood Classifier (ML) [22], Particle Swarm Opti-
mization (PSO), Minimum Euclidean Distance (MED) [28], ECHO (Extraction
and Classification of Homogeneous Objects) Spectral Spatial classifier (ESS) [15,
16], Fisher Linear Likelihood (FLL) [13] and probabilistic approach [21] among
others. On the other hand, vegetation indices (VI) are one of the methods
employed to enhance the vegetation information. These indices are a result of
algebraic operations in which two or more spectral bands are combined [8]. The
design of vegetation indices is based on the spectral signature of the vegetation
c© Springer International Publishing Switzerland 2015
O. Pichardo Lagunas et al. (Eds.): MICAI 2015, Part II, LNAI 9414, pp. 382–392, 2015.
DOI: 10.1007/978-3-319-27101-9 29
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and they are widely used to analyze and monitor temporal and spatial variations
of crop patterns [30]. VIs that are computed through visible and near-infrared
spectral regions such as: Normalized Difference Vegetation Index (NDVI) [26],
Green Normalized Difference Vegetation Index (GNDVI) [29], Renormalized
Difference Vegetation Index (RDVI) [11], Modified Simple Ratio (MSR) [11],
Green Chlorophyll Index (CI) [5], Enhanced Vegetation Index (EVI) [7], Wide-
Dynamic Range Vegetation Index (WDRVI) [6], Soil-Adjusted Vegetation Index
(SAVI) [12], Modified SAVI (MSAVI) [2] and Atmospherically Resistant Vegeta-
tion Index (SARVI) [14] among others are indices reported to examine the differ-
ent spectral responses of the crop and for assessing the influence of background
soil. In [23] several vegetation indices are explored and together with textural
features derived from visible, near-infrared and short-wave infrared bands of
ASTER satellite, a Decision Tree [19] is constructed to classify 13 types of crops.
In [30] NDVI, GNDVI and Normalized Difference Red Edge Index (NDRE) [1,33]
derived from Rapid Eye imagery, are investigated and the effect of each one is
studied for classification accuracy by means of a Support Vector Machine [31].

The similarity of spectral characteristic of some agricultural classes, the spec-
tral variability of the canopy reflectance, and the bare soil background together
with the presence of mixed pixels at the boundary between classes, lead to a com-
plex process of crops classification [4,23]. For that reason the conventional pixel
based methodology is not enough to discriminate different crops, and it is neces-
sary to incorporate the contextual information to diminish the misclassification
rate. The work described in [23] is an example of the technique based on objects,
in order to include contextual information around the pixel. In [21] an algorithm
was elaborated in which pixel information is combined with local information
through a Gaussian Markov Measure Fields (GMMF) [18]. The works proposed
in [21,23,30] lead to improve the discrimination of crops, however the classifi-
cation accuracy could be improved. In [21], an algorithm that combines the use
spectral bands with a probabilistic segmentation algorithm was presented, this
approach proved to be successful in comparison with other algorithms. Based
on the previous approaches and by taking into consideration the advantages of
vegetation indices to examine vegetation, we propose an algorithm that com-
bines information from different sources: spectral bands and principal compo-
nents obtained from vegetation indices. For the final segmentation we propose a
new probabilistic segmentation model, which is based on GMMF [18]. This new
approach results in a fusion probabilistic segmentation algorithm. Although we
apply this algorithm to detect vegetation types in remote sensing images, the
formulation is more general and could be applied to other types of segmentation
problems in which the feature space comes from different sources.

The structure of this work is as follows. Section 2 describes in detail of the
proposed algorithm. Section 3 presents experiments along with the discussion of
the results and finally, Sect. 4 presents the conclusions.
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2 Classification Algorithm

The segmentation approach has three stages. In the first stage we obtained his-
tograms from two information sources: spectral bands and principal components
obtained from vegetation indices. Then, given an image, we compute two like-
lihoods of pixels to belong to each class (vegetation type), one for each source
of information. For the final segmentation we propose a new probabilistic seg-
mentation model, which is based on a modification to the GMMF model, that
allows us to combine more than one likelihood. We explain the details in next
subsections.

2.1 Histogram Computation

We propose to compute two likelihood sources. As histograms give information
about the likelihood of a pixel to belong to different classes, we first compute the
corresponding histogram. For that, one needs to identify the features on which to
build the histogram. In particular, we use the spectral bands [21], and principal
components based on vegetation indices [2,11,12,14,26,29]. On the other hand,
we also use information about the classes provided by an expert, which allows
us to obtain the histograms, i.e., using a supervised learning. Let us denote the
normalized histogram as:

h(x1, x2, x3; k) ∝ N(x1, x2, x3; k), (1)∑
x1,x2,x3

h(x1, x2, x3; k) = 1, ∀k ∈ K, (2)

where K is the number of classes, K = {1, 2, · · · ,K}, (x1, x2, x3) corresponds
to a 3D feature vector, for example, three spectral bands; and N(x1, x2, x3; k)
denotes the number of times the feature vector (x1, x2, x3) is in class k.

Spectral-Band Histogram. In this work, we use satellite images from
LANSAT-5 Thematic Mapper. Therefore, and similar to [21], we use the color
scheme TM432, i.e., spectral bands TM2, TM3 and TM4; to compute the his-
togram based on spectral bands. This, because it is well-known that the infrared
(TM4), red (TM3) and green (TM2) bands provide information related to crops
and are commonly used in vegetation studies. The Spectral-Band histogram is
denoted as hSB(· · · ; ·), see Eq. (1).

PCA-Vegetation Index Histogram. To compute the histogram based on
vegetation indices, denoted here as hPV (· · · ; ·) Eq. (1)., we obtain the first 3
principal components computed on 10 vegetation indices. The vegetation indices
are computed from reflectance values, ρ, of the acquired images. The reflectance
values are calculated according to the algorithm in [3,9,10,25,34]. Table 1 shows
the mathematical expressions for each examined spectral vegetation index where
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Table 1. Explored vegetation indices. ρr, ρg, ρb and ρNIR denote the reflectance values
for the red, blue, green and infrared bands respectively

Spectral vegetation index Equation

MSR [11]
ρNIR

ρr
−1

√
ρNIR

ρr
+1

CI [5] ρNIR
ρg

− 1

NDVI [30] ρNIR−ρr
ρNIR+ρr

GNDVI [29]
ρNIR−ρg

ρNIR+ρg

EVI [7] 2.5
[

ρNIR−ρr
1+ρNIR+6ρr−7.5(ρb)

]
SARVI [14] (1+L)(ρNIR−ρrb)

(ρNIR+Rrb+L)

ρrb = ρr − γ(ρb − ρr)

RDVI [11] ρNIR−ρr√
ρNIR+ρr

SAVI [12] (1+L)(ρNIR−ρr)
ρNIR+ρr+L

MSAVI [2] 1
2

[
(2ρNIR + 1 −√(2ρNIR + 1)2 − 8(ρNIR − ρr))

]
WDRVI [6] α×ρNIR−ρr

α×ρNIR+ρr

ρr, ρg, ρb and ρNIR denote the reflectance values for the red, blue, green and
infrared bands respectively. According to [12] we considered L = 0.5 to compute
the SAVI and SARVI expressions. The authors of SARVI [14], recommended
γ = 1. The images corresponding to the computed indices are shown in Fig. 1.
Observe that in the obtained images the vegetation information is enhanced.
Although the first four indices provide more details about vegetation regions, all
the 10 indices were considered for the PCA.

Fig. 1. Images of the calculated vegetation indices. First column contains the ground
truth. The remainder columns represent: in the first row from left to right MSR, CI,
NDVI, GNDVI and EVI image indices; in the second row from left to right SARVI,
RDVI, SAVI, MSAVI and WDRVI image indices.
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2.2 Likelihood Computation

In order to compute the likelihood of a pixel r ∈ L to belong to a class k, where
L is the lattice of the image, one first obtains the corresponding feature vector
(x1(r), x2(r), x3(r)) and then assigns

vk(r) ∝ h(x1(r), x2(r), x3(r); k), (3)

such that
∑

k∈K vk(r) = 1. Note that, we need to compute the likelihood for both
information sources, i.e., based on Spectral-Band Histogram and PCA-Vegetation
Index Histogram.

2.3 Segmentation Approach

In the previous section, we provided two ways to compute the likelihood of pixels
to belong to a class. The challenge is how to combine both information sources in
order to get a good segmentation result. Here, we present a segmentation model
for probabilistic segmentation, that allows us to compute the discreet probability
of each pixel to belong to a class (vegetation type). This model is based on the
GMMF algorithm [17] and allows us to combine two likelihoods that come from
two information sources.

p∗ = arg min
p

∑
r∈L

∑
k∈K

2∑
i=1

ωi(r)(pk(r) − vi
k(r))

2 + λ
∑
s∈Nr

(pk(r) − pk(s))2, (4)

where vi(r) is the likelihood that comes from the i-th source, λ > 0 is a regular-
ization parameter, Nr represents a set of neighboring pixels to the pixel r. The
weight function ωi(r) is given by

ωi(r) =

{
1 if E(vi(r)) < E(v3−i(r))
0 otherwise,

(5)

i ∈ {1, 2} and E(·) is an entropy measure, for example, Shanon’s entropy [27].
In the experiment we use the Gini impurity index, i.e.,

E(f) = 1 − fTf , (6)

such that 1Tf = 1,f � 0. The solution of the optimization problem (4) yields
the following Gauss-Seidel scheme

pk(r) =

∑2
i=1 ωi(r)vi

k(r) + λ
∑

s∈Nr
pk(s)

1 + λ|Nr| . (7)

According to Eq. (7) the weight function basically selects one likelihood for
each pixel. The final segmentation is obtained by using ‘the winner takes it all’
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strategy, i.e., given the vector field p∗, Eq. (4), the segmentation is computed
with the following equation:

s(r) = arg max
k∈K

pk(r), ∀r ∈ L. (8)

In the experiment we use

v1
k(r) ∝ hSB(x1(r), x2(r), x3(r); k), (9)

v2
k(r) ∝ hPV (y1(r), y2(r), y3(r); k), (10)

where (x1(r), x2(r), x3(r)), (y1(r), y2(r), y3(r)) are 3D feature vectors obtained
from the selected spectral bands and the first 3 principal components computed
on 10 vegetation indices.

3 Experiments and Discussion

3.1 Study Area

The study area is located in western México at coordinates Lat. 20◦ 39′ 58′′ N,
Long. 103◦ 21′ 7′′ W, an altitude of 1550 m above sea level, in the geographical
area known as Valle de Atemajac [24]. The examined vegetation species are:
irrigation agriculture (C1), seasonal agriculture (C2), forest (C3), scrub (C4),
pastureland (C5), green area (C6), aquatic vegetation (C7) and riparian vegeta-
tion (C8), Fig. 2.

3.2 Data Sources

Data sources are from Landsat 5 TM satellite imagery. The images have res-
olution of 30 m and 28 radiometric resolution. The studied images correspond
to March 1st 2011. Data was delivered in level 1T, in which geometric cor-
rection was applied [20]. These multispectral images were obtained from the

Fig. 2. Study area: Lansat-5 TM satellite image from Guadalajara Jalisco, México.



388 F.E. Oliva et al.

Fig. 3. (a) Ground truth, (b) segmentation result by the new proposal

Table 2. Numerical results of different classification methods

Method C1 C2 C3 C4 C5 C6 C7 C8 Overall accuracy Kappa

ESS 0.80 0.41 0.31 0.75 0.56 0.09 0.18 0.09 0.7773 0.6880

FLL 0.43 0.35 0.39 0.74 0.79 0.10 0.36 0.16 0.7770 0.6867

ML 0.54 0.40 0.30 0.73 0.61 0.11 0.29 0.29 0.7676 0.6751

MED 0.15 0.22 0.53 0.77 0.89 0.11 0.24 0.13 0.7721 0.6768

Proposal in [21] 0.75 0.90 0.65 0.90 0.45 0.003 0.03 0.0003 0.8962 0.8499

Our Proposal 0.69 0.84 0.87 0.92 0.54 0.04 0.06 0.02 0.9120 0.8731

USGS Global Visualization Viewer site (http://glovis.usgs.gov/). For compari-
son purposes and error analysis, the explored image was manually segmented by
experts1, see Fig. 3(a).

3.3 Experimental Work

Figure 3 shows the labeled image by an expert and the segmentation results
obtained by our new approach.

Table 2 shows a comparison of our approach with five different reported meth-
ods, whose numerical results are taken from [21]. C1, C2, C3, C4, C5, C6, C7
and C8 denote the study classes mentioned in Sect. 3.1. According to the numer-
ical result in Table 2, the overall accuracy and the kappa index reached by our
proposal are competitive with state of the art algorithms, obtaining an improve-
ment in both measures, with respect to the algorithm proposed in [21]. Note that
the classification of classes C2, C3 and C4 is good. Nevertheless, classes C6, C7
1 The experts work at Land Information Institute of Jalisco (IITEJ).

http://glovis.usgs.gov/
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Fig. 4. Mean reflectance values for the TM432 bands for each vegetation type under
study (Color figure online).

Fig. 5. Boxplot vegetation index per classes. First row (from left to right): boxplot for
MSR, CI, NDVI and GNDVI indices. Second row (from left to right): EVI, SARVI,
RDVI and SAVI indices. Third row (from left to right): boxplot for MSAVI and WDRVI
indices.

and C8 present a poor classification. On the other hand, the algorithm presented
in [21] and our approach present the worse results for classes C6, C7 and C8. In
order to understand the misclassification of the proposed algorithm, we show in



390 F.E. Oliva et al.

Fig. 4 the mean reflectance values in the color scheme TM432 under study. The
Figure depicts the spectral signatures of the eight classes for all experiments.
As we can see, classes C1 and C6 overlap in some bands; similarly classes C7
and C8 appear very close in all bands, which leads to misclassification of these
classes.

Furthermore, Fig. 5 depicts the boxplot by class for each vegetation index.
Observe that, the mean value of class C1 is similar to the mean value of classes
C6, C7 and C8; and the variance of class C1 is, for almost all indices, greater
than the variance of classes C6, C7 and C8. This can help to comprise the
misclassification of these classes when using the vegetation indices.

This insight allows us to take into account two possible strategies in order to
tackle this problem. One alternative is a hierarchical solution, in which, for the
first level only 5 classes C0 = {C1, C6, C7, C8}, C2, C3, C4, C5 are considered;
and in a second level, a refinement could be carried out with the estimated C0,
by classifying C0 in 4 classes. Another strategy is to improve the feature space
or to propose new indices or features that discriminate better these classes. Both
strategies are beyond the scope of this work.

4 Conclusions

We proposed a new probabilistic segmentation model that combines more than
one likelihood. This new approach results in a fusion probabilistic segmentation
algorithm. In this work, the algorithm was applied to detect vegetation types
in remote sensing images, however, our formulation is more general and can
be applied on other types of segmentation problems in which the feature space
comes from different sources. In particular, for solving the segmentation of vege-
tation types, here we proposed to combine the information of spectral bands and
principal components obtained from vegetation indices. Experiments with real
images show that the proposed algorithm obtains competitive results compared
with algorithms found in the literature.

Acknowledgments. We thank Maximiliano Bautista Andalón and Ana Teresa Ortega
Minakata, members of Land Information Institute of Jalisco (IITEJ), for providing the
ground truth images and the required information for this research.
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Abstract. This paper presents a visual localization method based on
HOG-LBP and disparity information using stereo images. The method
supposes the availability of a database composed with geo-referenced
images of the traveling environment. Given an image, the method con-
sists in searching the similar image in the geo-referenced database using
SVM (support vector machine) image recognition model. To perform
that, a global descriptor obtained by concatenating LBP (Local Binary
Pattern) descriptors and HOG features built from the gray-scale image
and its disparity map is constructed. Then, a SVM recognition model
built on the global descriptors was used to identify the top best similar
images. The matched image (from the reference database) to the given
image is finally determined using a probability threshold. If no candidate
can be selected, the current position is estimated by extrapolating the
previous known positions. The integration of disparity information into
HOG-LBP is valuable to decrease perceptual aliasing problems in case of
bidirectional trajectory situation. To show its effectiveness, the proposed
method is tested and evaluated using real data sets acquired in outdoor
environments.

Keywords: Visual localization · SVM · Place recogntion · LBP · HOG ·
Disparity map

1 Introduction

Visual localization is a challenging problem for developing ADAS (Advanced
Driver Assistance Systems) and/or unmanned driving cars. In this context, each
location is represent by an image, localization can be achieved through visual
(place) recognition. One of the typical approaches is adopting image matching
(retrieval) method [4,5,8] to recognize geo-referenced places of the traveling envi-
ronment. Some works like FAB-MAP [4] and SeqSLAM [9] have been proposed
in the past years. However, most of these works exhibit a high computation cost
and large storage due to complex feature extraction or image matching.

During the last several years, local binary patterns (LBP) [10], as one of the
widely used binary descriptors, which is invariant to monotonic changes in gray-
scale and fast to calculate, has achieved good performance in image description
and visual recognition [1]. Using binary codes, the computation and storage are
c© Springer International Publishing Switzerland 2015
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Fig. 1. Block based D-HOG-LBP descriptor built from gray-scale image and its dis-
parity map.

more efficient and effective than non binary descriptors like SIFT or SURF.
This makes them applicable in mobile devices or small smart agents with low
processing and storage capacities [1].

In this paper, a novel visual localization approach is proposed based on stereo
images using an augmented descriptor D-HOG-LBP as illustrated in Fig. 1. D-
HOG-LBP feature, which is built from gray-scale image and its disparity map,
incorporates texture, shape and disparity information that help to reduce some
typical problems related to visual place recognition, such as perceptual aliasing.
The descriptor extraction process is based on image blocks. Principal Compo-
nent Analysis (PCA) is used to further reduce data dimension. Basing on the
constructed descriptor, visual place recognition is achieved by SVM recognition
modeling.

2 Related Works

Due to cheap and easy-use, visual sensor can be a complementary or alternative
option for localization with respect to other sensing techniques such as LiDAR-
based or GPS-based. Vehicle localization based on vision approaches enable to
recover vehicle current position from a reference database.

FAB-MAP [4] can be considered as the milestone in visual topological local-
ization methods for detecting loop closures. It employs Bag-of-Words (BOW) and
Chow-Liu trees algorithm to measure the co-occurring visual words to achieve
robust image matching.

Some related image retrieval works use binary descriptors. Local binary pat-
terns (LBP) has been popularized in texture classification, face recognition and
image retrieval [12]. LBP is invariant to monotonic changes in gray-scale and
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fast to calculate. Its efficiency originates from the detection of different micro
patterns (edges, points, constant areas etc.). HOG as one of the best features to
capture edge or local shape information also has been widely used. HOG-LBP
feature resulting from the combination of HOG feature and LBP feature is also
used in the literature to take simultaneously into account texture and shape
information.

Apart from texture and shape information provided by HOG-LBP, dispar-
ity information from scene is also interesting for place recognition. Some works
use 3D information to improve performance of vision-based navigation meth-
ods, such as [2,3]. In [2], the author proposed a SLAM system that combines
both appearance and 3-D geometric information. However, the calculation and
matching 3D information is associated with a high computational cost. For this
reason, an augmented feature vector (D-HOG-LBP), proposed in our work, is a
promising approach, since 3D information is efficiently integrated in the binary
descriptor, improving place recognition performance.

3 Proposed Vehicle Localization Approach

The proposed localization approach uses pairs of images acquired by a stereo
camera. Given a current query image, the objective is to find the matching
image from a reference database containing geo-referenced images. The whole
system proposed in this paper is outlined in Fig. 2.

Our proposed system is composed of two phases: training and testing. Train-
ing consists of constructing a reference database composed of geo-referenced
images acquired by the stereo set-up when the vehicle traversed a path at the
first time. Both in training and testing phases, each image is characterized by a
global descriptor D-HOG-LBP (HOG-LBP extracted from the gray-scale image,
and LBP descriptor extracted from its disparity map). Given a current query
image in the testing phase, we start by searching from the reference database
a set of potential matching images using an image retrieval circle, calculated
from the previous vehicle position. This set of reference images is then used to

Fig. 2. Architecture of the proposed system
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train a SVM model. This allows to reduce learning/searching processing time
and matching ambiguities.

When the query image is applied to the SVM model, we obtain a confidence
value for each potential candidate. A thresholding validation procedure is finally
applied to select the best candidate image.

3.1 Image Preprocessing and Feature Extraction

For decreasing computation time, the original color images are converted into
640×480 gray-scale images. At each acquisition time, we have stereo images.
HOG-LBP extraction is applied to the left gray-scale image and LBP feature
is extracted from its disparity map. Here disparity map is calculated using
the SGBM (Semi-Global Block Matching) algorithm [7]. In order to describe
large scale structure (macro-structure), D-HOG-LBP feature is computed using
blocks.

LBP: The generalized LBP definition is used with N sample points evenly dis-
tributed on a radius R around a center pixel located at (xc, yc). The position
(xp, yp) of the neighbor points, where p ∈ {0, ..., N − 1}, is given by:

(xp, yp) = (xc + Rcos(2π/N), yc − Rsin(2π/N)) (1)

The local binary code for the pixel (xc, yc) can be computed by comparing
its gray-scale value gc and its neighbor pixel gray-scale values gp. The value of
the LBP at the pixel (xc, yc) is given by:

LBPN,R(xc, yc) =
N−1∑
p=0

s(gp − gc)2p (2)

where

s(x) =

{
1, x ≥ 0
0, otherwise

(3)

In our work, we set N to 8 sampling points and radius R to 3 pixels around
the center pixel to get the LBP feature. The computed LBP pattern is uniform
patterns “U2” (U refers to the measure of uniformity, 2 is the number of 0/1 and
1/0 transitions in the circular binary code pattern) which decreases the original
256 dimension to 59.

HOG: For HOG feature computation, the size of the cell is 8×8 pixels and
the size of the block is the same as for LBP, the direction of the gradient at
each pixel is discretized into 9 bins. For each pixel, the gradient is a 2D vector
with a real-valued magnitude and a discretized direction (9 possible directions
uniformly distributed in [0, π]).

D-HOG-LBP: Each image can be represented using a single vector v (D-HOG-
LBP feature) by concatenating the block features from gray-scale image and its
disparity map, as the following equation shows:

v = P1 ++P2 ++... ++Ps ++Q1 ++Q2 ++... ++Qk (4)
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where ++ means concatenation, Pi is HOG-LBP feature of the ith block and s
is the block number in the gray-scale image. Qi is LBP feature of the ith block
obtained from disparity map and k is the block number in the disparity map.
Here, due to removing the “black area” in the disparity map, s and k are not
identical.

Since the vector v is a high dimension data, principal component analysis
(PCA) is also performed to reduce the data dimension (as shown in Fig. 1).

3.2 Image Recognition Model Based on SVM

Support Vector Machine: SVM are state-of-the-art discriminative classifiers
which have recently gained popularity within visual pattern recognition [11].
Consider separating positive and negative place matches (x1, y1), (x2, y2), · · ·
(xm, ym) into two classes, where xi ∈ RN is a feature vector and yi ∈ {-1,1} is
its class label.

If we assume that the two classes can be separated by a hyperplane in Hilbert
space H, search for the optimal hyperplane that maximizes the margin (distance)
to the closest points in the training data, can be regarded as a constrained
minimization problem, using Lagrange multipliers αi(i = 1, ...m):

f(x) =
m∑
i=1

αiyiK(xi, x) + b (5)

The sign of f(x) indicates the classification result, αi and b are found by using
sequential minimal optimization (SMO) algorithm. The xi with nonzero αi are
the “support vectors”.

The Kernel K(xi, x) maps the input data into a high dimension space H
where the non-linearly separable data may be separated linearly. In our work,
sigmoid kernel was selected after comparing four different kernel types (RBF,
polynomial, linear and sigmoid).

Dynamic Image Retrieval Circle: In order to improve recognition accuracy
and time searching, SVM recognition models were built on a subset of reference
images from the training database rather than on the whole database. For that, a
searching circle centered at the last known vehicle position is used. If the chosen
radius of searching circle is too wide, it will lead to time-consuming and if it is
to small, it will be hard to guarantee that the target reference image is included
in. In this paper, we set the searching circle radius to 10 m according to our
experiment. Given a query image, we consider that its corresponding reference
image is in the defined local searching circle. As Fig. 3 shows, the reference images
in the searching circle were selected according to the tagged GPS information
and the last estimated vehicle position (at time t-1). The searching circle is
dynamic since the vehicle moves.
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Fig. 3. Example of an image searching circle

Dynamic SVM Recognition Model: For a given query image (from test-
ing database), suppose that there are M reference images (potential matching
images) from training database in the searching circle. Then M SVM models are
constructed for these reference images. For each reference image, the SVM recog-
nition model is constructed by labeling the current reference image as Y =+1
and the remaining reference images as Y =−1, as shown in Fig. 4. For each SVM
model, the input predictor matrix X is composed of D-HOG-LBP features of
the reference images.

After the training step, the D-HOG-LBP feature of the query image is used
as the input predictor matrix for the M SVM models, and M probability values
are obtained, each one representing a matching confidence measure between the
query image and a reference one. The best candidate for matching is the reference
image with highest confidence value.

Best Candidate Validation: To accept the best matching candidate defi-
nitely, we set a reliable threshold to guarantee precise results. The confidence
value, which is originally in the range [-1 1], is converted to the range [0 1]. If
the confidence value is larger than a threshold T, then the matching candidate is
validated; otherwise it is rejected. The threshold T is set experimentally to 0.28.
It is noted that the value 0.28 is a strict threshold that guarantees the validated
candidates are true positives. Then the vehicle position can be get according
to the GPS measurements of the matched reference image. If no candidate is
validated, the position is estimated according to the last known positions using
extrapolation technique.

4 Experimental Results

The proposed method is tested with real data acquired by our experimental GEM
vehicle equipped with a stereoscopic Bumblebee XB3 system (16 Hz, image size
is 1280×960), a RTK-GPS receiver (10 Hz) and two SICK LMS221 laser range
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Fig. 4. SVM recognition method

finders, as shown in Fig. 5. In this paper, we just use the left and right cameras of
the stereoscopic Bumblebee XB3 system. The camera field of view (FOV) is 66◦.
For fast computation, the original images are converted into 640×480 gray-scale
images.

During the training database acquisition, the experimental vehicle traversed
about 4 Km in a typical outdoor environment, which is surrounded by lake,
trees, factories and buildings. As shown in Fig. 6, in the traveled trajectory, three
typical areas are traversed: urban city road (area A), lots of factories building
(area B) and a nature scene surrounding a lake (area C). Data for training and
testing were acquired and stored at different times.

The training and testing data were collected respectively in 2014/9/11 and
2014/9/5 independently. The training database is composed of 849 images while
the testing database is composed of 819 images. The average distance interval
between two successive frames was around 3.5 m. To tag the reference images
(training database), GPS position of each image is obtained by RTK-GPS.

Place recognition experiment was conducted in unidirectional and bidirec-
tional driving situations. Our proposed method is also compared with the FAB-
MAP method [4]. Here, we use the OpenFABMAP code [6] and focus on its
recognition performance at 100 % precision.

4.1 Place Recognition in Unidirectional Driving Situation

In this part, we firstly focus on the unidirectional driving situation (areas A and
C in Fig. 6). The visual localization results are shown in Fig. 7 (area A) and
Fig. 8 (area C).
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Fig. 5. Experimental vehicle equipped
with sensors (camera and RTK-GPS)

Fig. 6. Experimental field which
includes three typical areas

Fig. 7. Appearance-based matching results within the area A. Training and testing
locations are marked by black “.” and green “+” respectively. Two correct image
matches coming from the same location are joined with a red line (Color figure online).

In Table 1, image recognition rates of our approach and FAB-MAP method
were compared. It can be seen that with 32×32 block size our approach achieves
64.22 % in area A and 68.36 % in area C. More smaller block sizes can obtain
more better performance. This is easy to understand because more blocks can
bring more image local spatial information. One can see that the result of our
approach outperforms FAB-MAP method.
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Table 1. Image recognition results in unidirectional driving situation

Method Recognition rate in area A (%) Recognition rate in area C (%)

D-HOG-LBP (Block size:16×16) 156/232 (67.24) 183/256 (71.48)

D-HOG-LBP (Block size:24×24) 154/232 (66.38) 181/256 (70.70)

D-HOG-LBP (Block size:32×32) 149/232 (64.22) 175/256 (68.36)

FAB-MAP 120/232 (52.16) 137/256 (53.52)

Also it can be noted that the D-HOG-LBP feature with the SVM classification
method has good recognition rate in the area C when compared to the results in
the area A. This is due to the nature of scenes within the area C which contain more
local texture information than in the area A. We can see that when the block size
increases the place recognition rate decreases. However, by decreasing the block
size, the number of blocks increases and thus the computation time increases also.

4.2 Place Recognition in Bidirectional Driving Situation

In the most place recognition methods, bidirectional driving situation, which
may lead to ambiguous matching, is not considered. In this part, we test our
proposed method in the area B (see Fig. 6) which includes a bidirectional driving
trajectory. The visual localization results are shown in Fig. 9 and the image
matching rates are reported in Table 2.

As can be seen, in bidirectional environment, the average recognition rate
is lower for the unidirectional situation. However, our method improves place
recognition compared to the state-of-art FAB-MAP method. This is due to the
fact that FAB-MAP method uses SURF descriptor which can not distinguish the
same scene image taken from two directions as shown in the example of Fig. 10.

Fig. 8. Appearance-based matching results within the area C. Training and testing
locations are marked by black “.” and green “+” respectively. Two correct image
matches coming from the same location are joined with a red line (Color figure online).
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Fig. 9. Appearance-based matching results within the area B. Training and testing
locations are marked by black “.” and green “+” respectively. Two correct image
matches coming from the same location are joined with a red line (Color figure online).

Table 2. Image recognition results in bidirectional driving situation

Method Recognition rate in area B (%)

D-HOG-LBP (Block size:16×16) 202/331 (61.03)

D-HOG-LBP (Block size:24×24) 184/331 (55.59)

D-HOG-LBP (Block size:32×32) 183/331 (55.29)

FAB-MAP 103/331 (31.12)

4.3 Place Recognition Results in Whole Field

In this part, we focus on testing and evaluating our method in the whole field
with the bidirectional and unidirectional driving situations, with and without
disparity map. Here, the adopted block size is 32×32. The recognition rates of
our method and FAB-MAP method are shown in Table 3.

From Table 3, we can see that disparity information improves the recogni-
tion rates in each area. Especially, it gives great help in the bidirectional driving
situation (area B) in which the recognition rate passes from 30.82 %, without
disparity information, to 55.29 % with disparity information. At the same time,
the average image recognition rate of FAB-MAP is only 31.12 % in area B. We
can thus conclude that integrating disparity information permits to improve
the image matching results. Indeed, image matching with disparity information
permits to avoid recognition aliasing which often occurs in similar position but
from two opposite driving directions. Furthermore, the average recognition rate
of our method (61.90 %) is higher than the one of FAB-MAP method (43.96 %).
Hence, the proposed method outperforms the FAB-MAP method and demon-
strates more robust results in different typical areas and situations.
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Table 3. Image recognition rates with and without disparity map in three different
areas

Method Area A (%) Area B (%) Area C (%) Average (%)

With disparity map (D-HOG-LBP) 149/232 (64.22) 183/331 (55.29) 175/256 (68.36) 507/819 (61.90)

Without disparity map (HOG-LBP) 138/232 (59.48) 102/331 (30.82) 163/256 (63.67) 403/819 (49.21)

FAB-MAP 120/232 (52.16) 103/331 (31.12) 137/256 (53.52) 360/819 (43.96)

Fig. 10. Disparity map in the bidirectional driving situation. Image (a), (b), (c) are
the camera acquired images and (d), (e), (f) are their corresponding disparity maps.
It is noted that image (a) and (c) are taken from the same driving direction while the
image (b) taken from the opposite direction

As Fig. 10 shows, image (a) and image (c) are taken from the same direction
while the image (b) is taken from the opposite direction. When using traditional
features like SIFT or SURF, these three images may be matched, because their
visual content represents almost the same image context and then their SIFT or
SURF descriptors will be very close.

Although disparity information based improvement, the recognition rate is
still low due to two main reasons. The first is that the distance interval between
two successive images is little small, overlapping parts make the image distin-
guishing more difficult. The second reason is that the view of our camera is not
wide enough and the images are taken with front view, so there are not enough
discriminating information.

5 Conclusion

In this paper, we presented a vehicle localization based on place recognition using
stereo vision. The proposed method consists in matching reference
(geo-referenced) and testing images thanks to a SVM recognition model using
D-HOG-LBP features built from gray-scale images and their disparity maps.
The experimental tests conducted in different typical outdoor areas showed that
our method is effective and the integration of disparity information is very use-
ful especial in bidirectional situation where it is more difficult to discriminate
between scenes acquired in opposite directions. The proposed place recognition
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method was also compared to the state-of-the-art FAB-MAP method. The eval-
uation demonstrated that our method outperforms the FAB-MAP method.

In our method, the image searching is performed in a fixed local range with
the assumption that vehicle is moving at a constant speed. The dynamic of
searching range can be improved in future work by adjusting it according to the
vehicle speed. Furthermore, our method builds SVM model at each given query
image, making the whole system time-consuming. This issue can be solved by
using GPU or other accelerate speed algorithms.
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Abstract. Solving Territorial Design problems implies grouping territorial units
into k of groups with compactness and/or contiguity restrictions. However each
group formed is often treated in accordance to a conflict of interest; one of them is
the routing problem. In this work grouping geographical units is also known as
classification by partitions, which is a well-known high complexity problem.
This complexity requires reaching approximated partitioning solutions of the
territory in a reasonable computing time; therefore we have chosen the tabu
search metaheuristic because it has achieved very efficient results in several
optimization problems. Once tabu search has returned a solution, we apply an
exact algorithm to the elements of the partition, which solves a routing problem.

Keywords: Tabu search � Territorial design � Traveling salesman problem

1 Introduction

Zone design occurs when small areas or geographical units must be grouped into
acceptable zones according to the requirements imposed by the problem under study.
Depending on the context, these requirements can include the generation of connected
zones with the same amount of habitants, clients, communication means, public ser-
vices, etc. Zone design appears in diverse applications such as the creation of school
zones, zones with appropriate characteristics for socio-economic analysis, sales terri-
tories design, services or maintenance and geographic design for censuses. In general,
zone design or Territorial Design (TD) is a problem present in geographical tasks and
requires taking into account multiple objectives and/or restrictions, which implies that
this problem is particularly hard due to the size of the solutions space. Even for a small
number of geographical units and zones, the amount of possible configurations can be
considerably high. On the other hand, when the zones have been designed with a
clustering method, they must be analyzed in accordance to a specific objective, such as
routing, and this implies the need to apply a routing algorithm adequate to the problem.

One of the most common applications of the routing problem is attaining an effi-
cient minimum cost route in the supply chain. For example, the classic Vehicle Routing
Problem (VRP), one of the most demanded problems, has classic restrictions such as
satisfying customers’ demand where the vehicles can visit several clients in one
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trip. The VRP can be reduced to finding the shortest way possible traveled by the
vehicles while employing the minimum amount of these. In the classic interpretation of
the (VRP), connections between clients are allowed, providing a complete graph, but it
has been given little attention to the problem of an incomplete network or when there
aren’t connections between all the nodes or customers. VRP is an NP-Complete
problem [1], and only small instances can be solved in a reasonable amount of time by
exact methods. Our work is focused on this point considering two phases to solve a
routing problem: First the territorial design is solved under geometric compactness
restrictions using a partitioning algorithm. Considering that this is an NP-Complete
problem, employing a heuristic is necessary, and after analyzing several proposals we
have chosen tabu search (TS) because of its capability to attain good solutions in a
reasonable amount of time for several problems [2]. The second phase consist of
applying a routing procedure to every partition, using the traveling salesman problem
(TSP) model while omitting sub-tours to optimize the best one, this was solved with an
optimization software in an exact way. To test our methodology we chose a map with
469 objects; Toluca city, Mexico.

The following work is organized as follows: this introduction is Sect. 1. In Sect. 2
the territorial partitioning problem is exposed. Section 3 explains the tabu search
methodology and Sect. 4 presents a TS approximation method to find a partition of a
territory. Finally, Sect. 5 shows the application of the routing with TSP and conclusions
are discussed in Sect. 6.

2 The Territorial Design Problem and Partitioning
of Geographical Units

TD problems are generally presented from different points of view due to the multiple
applications it can have, however common and essential factors exist to solve this kind
of problems. Among the most common factors, two are essential: the definitions and
the mathematical models, the ones that have been important in this area and they’re
usually employed as a support. Furthermore, it can be observed in the TD literature that
authors propose terms that can originate diverse interpretations: regionalization, zoni-
fication, territorial distribution, zone categorization, territorial aggregation, territorial
ordering, regional design and even territorial lining. Nonetheless, the terminology
doesn’t make any noticeable conceptual differences between each other. The territory
design also known as zone design problem (ZD), may be viewed as the problem of
grouping small geographic coverage units into larger geographic clusters called terri-
tories such that the territories are acceptable according to managerially relevant
alignment criteria. Depending on the context, these criteria can have economical motive
(potential sales average, workload or number of salespeople) or they can have a
demo-graphic background (number of habitants, people that can vote). At this stage,
concepts like spatial restrictions, contiguity and compactness are formalized and
required [3, 4]. Zone design is a complex geographic problem present in several
geographic tasks. The geographic zones design occurs when n area units are aggregated
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into k zones such that the value of a function is optimized, depending on the restrictions
over the topology of the zones (for example internal connectivity). The ZD solution
requires a process that classifies zones based on restrictions, where the grouping
generally forces the comparison of several configurations, and then the problem
becomes NP-hard [5]; therefore an optimization model supported on a metaheuristic is
needed to obtain a good grouping/solution.

To deal with the zone design problem, we must analyze diverse algorithms al-ready
proposed to solve it. There are two important problems in the application of the
automatic algorithms for zone design. First, most of the algorithms described in the
literature aren’t available due to the fact that most of them are a product of research
efforts and most of these weren’t released as software packages. Secondly, most of the
algorithms are based on a regional perspective of the zone design problem; this means
that they use entire areas whereas the basic units aren’t well determined for the zone
they design. However, currently some algorithmic proposals more or less clear are
available for zone design and they employ several optimization strategies, including
simulated annealing, tabu search, and lineal programming associated to branch and
bound [6, 7]. The genetic algorithms (GA) [5, 8] still are pretty much unexplored in this
field, a good reference is [5], but it doesn’t provide details about how the GA was
applied to this particular problem. Still, GA has been extensively used as search pro-
cedure in related fields such as the P-Median problem [9]. The design of districts for
electoral processes is one of the most demanded applications of TD and consist in
partitioning area units (usually administrative units), into a predetermined number of
zones (districts) such that the units in every zone are contiguous, geographically
compact and the sum of the population of the area units in every district is as homo-
geneous as possible or with a certain tolerance within a predetermined range [6]. We
assume the importance of this definition resides in its simplicity and flexibility that
allows it to be adjusted to other similar problems, for example, commercial or sales
territories design. On this stage we locate our work: we propose an algorithm that
solves geometric compactness while it partitions a territory with TS. The territory under
study is formed by geographic units called Agebs (an acronym in Spanish which means
basic geo-statistical areas). This Agebs partitioning algorithm minimizes the interclass
distance in the objective function, which guarantees that the elements of the partition
formed are very close to its distribution center. However, once the Agebs clusters have
been obtained, it is important to treat these groups in accordance with a routing
problem. It is assumed that from the distribution centers, the most optimal route must
be given to the salespeople to optimize costs, at this stage, a routing algorithm is
necessary. This routing is solved employing a TSP algorithm without subtours,
implemented in Lingo, which ensures it provides an optimal route.

2.1 Modeling in Geographic Partitioning

Partitioning as an optimization method produces a unique partition of the objects into a
particular number (k) of non-overlapping clusters, as a result of minimizing or maxi-
mizing an objective function. Usually, these methods start with an initial partition of
the set of objects into k clusters, for each cluster a centroid (representative) is defined,
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and then each object is allocated into the cluster that has the nearest centroid, after-
wards a new set of centroids is generated (randomly or strategically, one or more new
centroids) and each object is reallocated accordingly. This recalculation continues until
there aren’t any changes in the clusters or no further improvement is made.

Generally, the objects are represented by D descriptive attributes in the form of
vectors in the RD space, and by a similarity comparison measure, such as distance to
create clusters formed by similar objects. In the clustering of the information, a series of
variables for every object is used and in accordance with them, the similarity between
the objects is measured. Once the similarity has been determined, the objects are
gathered into internally homogeneous groups but different to one another. The simi-
larity measures depend on the assumptions and the use that is given to the data;
different results from the same data can obtained due to the use of different similarity
measures, where each one of them can be equally valid for a particular goal.

In the classification by partitions we have X ¼ X1;X2; . . .;Xnf g as the set of
n objects to classify and k 2 N, the number of classes, in which the objects will be
classified and k\n. One partition P = {C1, C2, …, Ck} of X into k classes is char-
acterized by the following two conditions, the first X ¼ Tk

i¼1 Ci, and the second
Ci\Cj; 8i 6¼ j. For our partitioning problem, let X be a set of n geographical objects
named Agebs in the form of Xi ¼ xi1; xi2; . . .xiDð Þ, are vectors with D components, and
let k be an integer number known beforehand. The clustering problem consists in
finding a partition P of X such that Pj j ¼ k and that minimices the Euclidean distance
between objetos, defined as similarity function between the Agebs and denoted by

dðXi;XjÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PD

l¼1
xil; xjl
� �2

s

; therefore the objective function of the combinatory opti-

mization problem to form compact groups is:

X

Ci2P

X

Xi2Ci

d Xi;XCið Þ

Where XCi is the representative Ageb of Ci.
The previous formulation can be implemented with diverse programming lan-

guages using heuristic methods. In previous works we have incorporated simulated
annealing (SA) and variable neighborhood search (VNS) where several statistical tests
proved that VNS obtains better results, considering time and quality [10]. In this work
we have propose tabu search as approximation method and with some random tests we
have observed that it obtains better approximations for TD partitioning than the
heuristics previously implemented.

3 Tabu Search

The origins of tabu search can be traced back to several works published in the late
1970’s. Officially, the name and the methodology were introduced by Fred Glover and
Manuel Laguna in 1989 in the book tabu search [2, 11]. The philosophy behind TS is to
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derive and exploit a collection of intelligent principles to solve problems. On this sense,
it can be said that TS is based on select concepts that unite the artificial intelligence and
optimization fields.

TS is a metaheuristic that guides a local search heuristic to explore the solution
space beyond local optima. The local procedure is a search that uses an operation
named “move” to define the neighborhood of any given solution. One of its main
elements is the use of adaptive memory, which creates a more flexible search behavior.
This memory based strategy is a distinctive point of tabu search approaches. Fur-
thermore TS imposes restrictions to guide the search process to reach regions that
would be hard to access otherwise. The restrictions are imposed or created by making
reference to memory structures designed for this specific purpose. The restrictions work
over the local searches (LS), which have a tendency to become stuck in suboptimal
regions or on plateaus, to break out of these difficult areas. TS translates the restrictions
into memory structures that describe the visited solutions or attributes of it in order to
get stuck in the same areas of the solution space [2]. If a latent solution has been
previously visited within a certain short period of time or if it has violated a rule, it is
marked as “tabu” (forbidden) so it isn’t considered repeatedly. TS uses LS or a
neighborhood search procedure to move iteratively from one potential solution x to an
improved solution x´ within the neighborhood of x, until a stopping criterion has been
fulfilled. The memory structures form what is known as the tabu list, a set of rules,
attributes and/or banned solutions used to filter which solutions will be explored in the
neighborhood N*(x). In its simplest form, a tabu list is a short-term set of the solutions
that have been visited in the recent past (less than l iterations ago).

Different memory structures can be used in TS: (a) Short-term: The list of solutions
recently considered. If a potential solution appears on this list, it cannot be revisited
until it reaches an expiration point, (b) Intermediate-term: A list of rules intended to
bias the search towards promising areas of the search space and (c) Long-term: Rules
that promote diversity in the search process (i.e. regarding restarts when the search
becomes stuck in a plateau or a suboptimal area).

On the other hand, TS has weaknesses as well, a major issue is that it is only
effective in discrete spaces. Another problem with TS is that if the search space is very
large or of high dimensionality, it can be easy to get stuck in a small area of the search
space. To work around this pitfall, is important to create a tabu list consisting of the
attributes of a solution, rather than complete candidate solutions [2]. The tabu lists
containing attributes (rather than entire solutions) can be more effective for some
domains, although they raise a new problem; when a single attribute is marked as tabu,
this typically results in more solutions becoming tabu as well. Some of these solutions
that must be avoided could be of excellent quality and might not be visited.
Nonetheless, there’s a solution to mitigate this problem, the “aspiration criteria”, which
override the tabu state of a solution, thereby including the otherwise-excluded solutions
in the allowed set. A common aspiration criterion used is allowing solutions which are
better than the current best solution to be accepted despite being tabu.
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4 A Tabu Search Partitioning Algorithm in TD

The model presented in Sect. 2, has been implemented and adapted to a tabu search
scheme. For this TS algorithm we have a main data structure, which is an array of
initial size equal to k (number of clusters to form) in which the centroids are stored, and
its associated tabu list that stores the “tabu centroids”. A centroid that recently replaced
another centroid from the solution array is considered tabu-active for a certain number
of iterations to forbid the early replacement of this new centroid. The size of this list is
dynamic; however, the sum of the size of the solution array and the size of the list of
tabu centroids is always equal to k, this means that the centroids are split into two
sections; the replaceable ones and the irreplaceable ones. In the following Fig. 1, we
can see a graphic representation of the structures:

On the other hand Agebs are stored analogously into two structures, an array of size
n and its associated tabu list. A centroid recently replaced by a new one, becomes a
tabu Ageb (non-centroid), and will under a tabu-active state for a certain number of
iterations to forbid its early reinsertion into the solution array.

These four structures diversify the search avoiding revisiting the same solutions.
The Fig. 2 shows the Agebs structures:

Fig. 1. Array of centroids (m < k)

Fig. 2. Array of Agebs (h < n)
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4.1 Tabu Search Algorithm Pseudocode
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Parameters description:

nit: Determines the number of iterations for the first phase (stopping criteria).
nit2: Determines the number of moves or iterations that will be made over the best
solution found in the first phase.
ip: Determines the maximum number of worse solutions that will be accepted before
perturbing the current solution (only during phase one).
tat: The tabu-add tenure determines for how many iterations a new centroid added to
the current solution won’t be replaced.
tdt: The tabu-drop tenure determines for how many iterations a centroid dropped from
the current solution won’t be added to the solution array again.
ns: Determines the number of neighbors to evaluate in the local search process (size of
candidate list).

The algorithm works in the following way: A random initial solution is generated,
which is considered up to this point the best solution found (x’). This happens at the
beginning of the search, then the first search phase starts. Within this phase the cost of
the current solution is stored in costp to continue with a move over this solution (x).
This move is a local search that returns the best neighbor in the neighborhood defined.
If the cost of the new solution (x) is worse than the cost of the previous solution (costp)
the perturbation counter is increased (pc) and when it reaches the limit (ip), the current
solution will be perturbed generating a new one from where the search will be restarted,
that is, the search will move to another place of the solution space with the expectative
to find even better solutions. On the other hand, if the cost of S is better than the cost of
the best solution found so far (x’), then x becomes the new best solution.

At the last step the tabu lists are updated, this consists in transferring Agebs or
centroids from the tabu lists to their respective arrays if the maximum number of
iteration given by tat and tdt has been reached. When this phase finishes, a new search
over the best solution found begins, which is stored back into the array S. The tabu lists
are emptied to restart a completely new search without previous information. In this
second phase the perturbation strategy is removed in order to intensify the search over
the best solution of the previous phase, therefore, only if the move made over x finds a
better solution than x’, this new solution is stored and otherwise discarded. Finally the
tabu list are updated before increasing the global iteration counter (ic).

On the other hand, in the move function, according to the value of ns, a limited
amount of neighbors will be explored. We have defined a neighbor as the action of
replacing one of the centroids from the current solution (randomly chosen) by a new
one, which is chosen from the Agebs assigned to the centroid being replaced. Finally
the tabu-active states are initialized, that is, the dropped centroid is now tabu-active and
so is the new centroid. Implicitly the algorithm has an internal memory to determine
when the tabu states begin and end, also a frequency memory to keep control of the
centroids that appear more often in the evaluated solutions, these structures are updated
in the last step of the move function.

The map we treat in this article is of the Toluca city formed by 469 geographic
objects (basic units) Agebs. The following Fig. 3 shows the Toluca map divided into
Agebs when it hasn’t been partitioned.
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In accordance with the empirical comparison made with other heuristics: simulated
annealing (SA) [13], variable neighborhood search (VNS) [14], general algebraic
modeling system GAMS [15], partitioning around the medoids (PAM) [16] and
VNS-SA hybrid [17]; tabu search has reached good results close to the optimum for
small instances of the problem. These results are presented in the following Table 1.

We can see that the cost achieved by TS for a partition of 469 Agebs is good,
however for bigger territories; the quality of the solutions is questionable. Recently we
made an evaluation of SA, VNS, GAMS, PAM and a SA-VNS hybrid with the goal of
analyzing the behavior of the computing cost and of the quality function [17]. These
results have been reported and are currently being reviewed.

Given that TS returns better results for this TD problem than the other meta-
heuristics, it has been employed to cluster 469 geographic objects from Toluca city,
Mexico achieving a compactness cost of 9.357 for 24 groups in 28 s. From the 24
groups formed, we chose cluster 1 as study case to apply TSP. This group (circled in
red) contains 26 Agebs with centroid in the Ageb 378 and the elements that belong to it
are: 301, 307, 309, 77, 375, 383, 302, 299, 377, 300, 298, 376, 389, 303, 379, 304, 65,
382, 381, 405, 390, 66, 380, 384 and 288.

The Fig. 4 shows the partition of the Toluca territory into 24 groups and in the
following section we present the TSP application over this cluster. The map has been
generated with a geographic information system (GIS) application [18].

Fig. 3. The territory (Toluca)

Table 1. Cost and time for 6 algorithms (24 groups)

Method Cost Time (s)

Hybrid SA-VNS 11.838 3
SA 11.893 9
VNS 11.855 1
GAMS 9.2 936
PAM 9.1986 89
TS 9.3 28
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5 TSP Applied in Territorial Partitioning

The commercial distribution has the goal of putting manufacturers or producers in
contact with the consumers, that is, the enterprises that distribute their products directly
need to divide a geographic area into commercial territories, each one of them
administrated as a business unit.

In general, optimization gives answer to the commercial territory design problem
regarding one or more criteria of interest, for example the workload and the turnover or
distance minimization between the distribution center and the salespeople. When the
territory is divided into zones (partitioned) with a heuristic method and because each
element of the territory is considered a business unit, it is necessary to organize the
workload of each salesperson in the best way possible. For this, once the territory has
been partitioned, it is convenient to employ a routing technique to every element of the
partition to determine optimal visiting sequences. This will ensure the decrement of the
unproductive times in the territorial groups formed allowing bigger attention spans to
every sales point, and to the transportation expenses between them looking to improve
the team of salespeople’s performance, with the lowest investment possible. Consid-
ering that it is common to have many sales points to look over, this is a factor that
increases the difficulty of the optimization algorithms to solve this kind of problems.
With the purpose of decreasing the complexity of the feasible region, the sales points
are grouped into basic units called groups or partitions that will be considered as one
entity. The restrictions of the model must be defined based on geographic criteria. For
our problem, in Sects. 2 and 3, we have already designed the territory with a parti-
tioning algorithm that optimizes the distance minimization between the distribution
centers and the salespeople. Now the challenge is to determine an optimal sequence for
every zone formed. Considering each Ageb as a basic unit, implies that the distance
between its distribution points and salespeople has the lowest cost in an optimal route
without omitting that from every basic unit it must be possible to reach any other basic
unit within the same territory. Such characteristic will allow us to apply a routing
optimization method based on TSP to travel between the units of the same territory

Fig. 4. Partition of the territory into 24 groups with TS (Color figure online)
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without exiting it. The territories must be as compact as possible, which has been
achieved with a TS partitioning algorithm.

Let G ¼ ðV ;AÞ be a graph where V is a set of n vertices and A is a set of arcs that
connect the vertices in V, let C ¼ ðCijÞ be a distance matrix between the vertices in
V associated with A. We associate a variable Xij to every arc (i, j) equal to 1 if and only
if the arc (i, j) is used in the optimal solution and 0 otherwise. The linear integer
programming model for TSP is credited to Miller, Tucker and Zemlin and modified by
Desrochers and Laporte [19].

Minimize
X

i6¼j

cijxij ð1Þ

Subject to
Xn

j¼1

xij ¼ 1 i ¼ 1; . . .; n; ð2Þ

Xn

i¼1

xij ¼ 1 j ¼ 1; . . .; n; ð3Þ

ui � uj þðn� 1Þxij þðn� 3Þxji �
n� 2; i; j ¼ 1; . . .; n; i 6¼ j

ð4Þ

1� ui � n� 1; i ¼ 2; . . .; n; ð5Þ

xij 2 0; 1f g; i; j ¼ 1; . . .; n; i 6¼ j ð6Þ

The objective function (1) describes the cost of an optimal tour, the restrictions (2),
(3) are the restrictions to ensure a single assignation of each arc, the restrictions (4)
prevent the generation of subtours in the optimal solution and the variables uj describe
the optimal tour. In this article this model has been implemented in LINGO 10.0 [20]
and as representative example we have chosen cluster 1 of the partition obtained in this
work. The model presented in this section is known as the TSP and is one of the most
widely studied combinatorial optimization problems. Its modeling is deceptively simple,
and yet it remains one of the most challenging problems in operational research [21].

One of the most common practical applications of the TSP is the vehicle routing
problem (VRP). The TSP is used to solve the VRP and both are NP-hard, in both cases
several approximation methodologies have been employed to solve them.

Another interesting application related to TSP and that is possible to incorporate it
to this work is the Inventory-Routing Problem (IRP), which combines the critical
routing logistic activities and the handling of the inventories at the lowest cost possible,
where the demand of a set of customers most be attended, employing a fleet of vehicles
that travel from a central storage to the distribution routes [22]. Without losing gen-
erality, in this article we solve the integration of a territorial design problem with a
routing problem for every cluster of the territorial design such that a vehicle can travel
through every geographic unit and go back to the departing point. Although the TSP is
an NP-hard problem and using a metaheuristic is necessary for big instances, in the
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application that is presented it isn’t needed because the cardinality of the clusters is
adequate to use available software such a LINGO.

Laporte defines the TSP in terms of graphs and Hamilton circuits [21]. The TSP
consists of determining a minimum distance circuit passing through each vertex once
and only once. Such a circuit is known as a tour or Hamiltonian circuit (or cycle). In
several applications, C can also be interpreted as a cost or traveling time matrix. It will
be useful to distinguish between the cases where C is symmetrical, that is, when
Cji = Cij, 8i; j 2 V , and the case when it is asymmetrical.

In this article we partitioned the territory of Toluca to get 24 groups and we chose
randomly the cluster 1 of the partition which centroid is Ageb 378. Let’s suppose that
this cluster 1 of the partition of Toluca must attend the shipment of merchandise from a
distribution center to the customers without capacity restrictions in one trip and in only
one vehicle. In this way, we calculate the vehicle route from Ageb 378 and finishes at
the same spot, by means of a TSP model. Ageb 378 is the centroid of the cluster where
a distribution center can be established and the rest of the Agebs are the customers. In
congruence with the mathematical model presented in this section and discussed by
Desrochers and Laporte [19], we included restrictions that avoid the generation of
subtours in the optimal solution. The implementation used was executed in LINGO
10.0 producing the optimal sequence shown in Table 2.

Figure 5 shows this group with 26 Agebs which has been obtained with a geo-
graphic information system.

The version of Lingo available that we used for this instance of 26 nodes, is
efficient for a maximum of 26 customers, with 676 integer variables. However, with
more than 26 customers this version of Lingo (10.0) doesn’t respond well regarding the
computing time or the feasibility of the solutions. At this stage we decided to test TSP
in a new version of Lingo (13.0) and after 38 h for 80, 90 and 100 customers, finding a
feasible solution wasn’t possible. The optimization software called Lingo 13 was
installed and used on a workstation with 4.00 GB RAM, a 1397 GB hard drive and
CPU Intel (R) Core (TM) i7-3770 at 3.40 GHz.

According to these results, incorporating a metaheuristic to solve the TSP in this
work is necessary.

On the other hand, in an effort to compare the efficiency and optimality of the
solution, we processed it with a TSP implementation that consists of a genetic algo-
rithm in Java [23] where we obtained the tour shown on Table 3.

Table 2. Optimal Tour with 26 Agebs (Group 1)

Ordinal 1 2 3 4 5 6 7 8 9 10 11 12 13

AGEB 378 65 66 77 288 298 299 300 301 302 303 304 307
TSP route 0 15 16 19 3 9 4 8 7 6 5 10 11
Ordinal 14 15 16 17 18 19 20 21 22 23 24 25 26
AGEB 309 375 376 377 379 380 381 382 383 384 389 390 405
TSP route 13 14 12 25 24 23 21 22 1 2 20 18 17
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Despite the response time of 6 s for this solution [23], it isn’t good; it doesn’t keep
the same starting centroid (Ageb 378) that represents the optimal solution (Fig. 6).

Fig. 5. Cluster 1 with its Agebs: 301, 307, 309, 77, 375, 383, 302, 299, 377, 300, 298, 376, 389,
303, 379, 304, 65, 382, 381, 405, 390, 66, 380, 384, 288. TSP Lingo 10.0.

Table 3. SUB-Optimal Tour with 26 Agebs (Group 1) WITH JAVA ANG GENETIC

Ordinal 1 2 3 4 5 6 7 8 9 10 11 12 13

Ageb 77 405 376 298 65 381 379 382 288 299 303 384 377
Tour
Ordinal 14 15 16 17 18 19 20 21 22 23 24 25 26
Ageb 380 66 389 390 375 309 302 378 383 300 304 307 301
Tour

Fig. 6. TSP for cluster 1 solved by a genetic algorithm in java
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6 Conclusions

In this work we proposed a method to solve the routing problems over an already
designed territory. The proposal consists of 2 phases: the first is partitioning the ter-
ritory with TS because of its high efficiency in territorial clustering. The second phase
is applying routing with TSP to every element of the partition, which is a cluster that
can be seen as a business unit. Considering that TD and TSP are NP-hard problems, the
solution in two phases has reduced the complexity: once the territory is partitioned with
TS, the routing solution returns an optimum tour cost given the smaller amount of
Agebs in every cluster, which makes easier getting the optimal configuration with
Lingo.

Without a doubt, by measuring our results, TSP in Lingo 10, TSP in Lingo 13 and a
genetic algorithm in Java [23], the solution we have presented in this article shows
efficiency regarding the execution time, the feasibility and of course the optimality of
the solution.

We have developed a graphic interface with a GIS in order to have a graphic
representation of the territory [18] and with some modifications; this interface can show
each cluster separately, such that a graphic analysis of every cluster can be done within
the GIS or with other tools. This contribution helps us to express the routing over an
element of the partition graphically.

Another evident application of our methodology can be within the context of
location-allocation, because we solve the partitioning and also define the location of
facilities in the centroid of every group, from which a route can be established to visit
each customer with a minimum transportation cost considering all the distances.

Finally, an additional demanded restriction is the satisfaction of the homogeneity in
regard with the number of customers, and currently we are solving this restriction under
a multi-objective context including the characteristics required in territorial design:
geometric compactness and homogeneous cluster sizes [24, 25].
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Abstract. In [1] it was presented some MaxSAT encodings for trees
in graphs which can be used to solve the Steiner Tree Problem. In this
paper we focus exclusively on the relative encoding which was called
Parental-based. We review this encoding and improve it by applying two
techniques. One of them is a known improvement to encode transitivity,
previously used for other relative encodings. The other one consists on
deducing unit clauses from the dominance relation of the given graph.
Finally, we use the improved encodings to solve relevant instances, and
present experimental results.

Keywords: Boolean satisfiability · SAT encodings · MaxSAT encod-
ings · Relative encoding · Steiner Tree

1 Introduction

The efficiency of SAT and MaxSAT solvers has grown in the last decades. This
motivates solving relevant problems by encoding them to (Max)SAT and pro-
viding the resulting formulae as input to state-of-art (Max)SAT solvers.

Many encodings of relevant problems are known [1–4]. In this paper, we focus
on an encoding for the Steiner Tree Problem. This problem is known to be NP-
Hard [5], and has applications, for instance, in Computational Geometry and
Circuit Design [6].

Previously, it was presented different MaxSAT encodings for the Steiner Tree
Problem [1], which were classified as absolute, relative or counting-based. In this
paper, we review and improve the relative Parental-based encoding, the most
efficient encoding among the relative ones presented previously.

We apply two improvements on this encoding. One of the procedures we use
to improve the encoding was previously used by Bryant & Velev [3] and Velev
& Gao [4] to encode transitivity for other problems. The other one consists on
using the dependence relation of the given graph to deduce unit clauses.

This paper is organized as follows: Section 2 provides preliminary defini-
tions and notations. Section 3 provides a brief background on SAT and MaxSAT
encodings for problems in graphs. Section 4 reviews the Parental-based encoding.
c© Springer International Publishing Switzerland 2015
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Section 5 presents the first improvement on the encoding, while Sect. 6 presents
the second one. Finally, Sect. 7 shows experimental results, while Sect. 8 con-
cludes and present future works.

2 Preliminaries

In this section we present some preliminaries notions and definitions. First, the
Steiner Tree Problem consists in, given a weighted graph G = (V,E,w : E →
N

+) and a set of vertices S ⊆ V (the terminal vertices), find a connected sub-
graph of G containing all terminal vertices whose sum of the weight of its edges
is minimized. Such subgraph is clearly a tree.

A (Boolean) variable can assume either 0 (false) or 1 (true). A literal is a
variable xi or its negation ¬xi. A clause is a disjunction (∨) of literals. The
expression A → B denotes (¬A) ∨ B, which always results in a clause in this
text. An unit clause is a clause containing exactly one literal, and an empty
clause is a clause containing no literals, which is always evaluated to 0 (false).
A Conjective Normal Form (CNF) formula is a conjunction (∧) of clauses.

An assignment is a set of literals where a variable and its negation do not
occur simultaneously in it. Given a CNF formula, an assignment A is total if
xi ∈ A or ¬xi ∈ A for all variable xi occurring in the formula, and partial
otherwise. An assignment A is an extension of a partial assignment A′ (or,
equivalently, A′ can be extended to A) if A′ ⊂ A. An assignment A satisfies
a clause C if there is a literal in both the assignment A and the clause C. An
assignment satisfies a CNF formula if it satisfies all its clauses. A total assignment
that satisfies a CNF formula is a model of it. The Boolean Satisfiability Problem
(SAT) consists in, given a CNF formula, decide whether it has a model.

Unit Propagation is a procedure used by most state-of-the-art SAT solvers
to simplify a CNF formula [7,8]. If a given CNF formula contains an unit clause
(xi) (resp. (¬xi)), then the procedure propagates the literal xi (resp. ¬xi) in the
formula, i.e., it replaces each occurrence of the variable xi by 1 (true) (resp. 0
(false)). The procedure is repeated until the formula does not contain any unit
clause or contains an empty clause.

Let A be a partial assignment (possibly empty) which can be extended to a
model of a given CNF formula, and consider that all literals in A are propagated
in such formula. The resulting formula is Generalized Arc-Consistent (GAC) if
there is not a variable xi such that: (i) A∪{¬xi} can be extended to a model of the
formula; (ii) A∪{xi} can not be extended to a model of the formula; (iii) ¬xi /∈ A.
Informally, the formula is GAC if all variables that must be set to 0 (false) to
make the formula satisfiable are present in the current partial assignment, and
thus are not present in the resulting formula at all. Also, the given formula is
maintained GAC by Unit Propagation if the literal ¬xi is propagated by such
procedure, for all variable xi such that A ∪ {¬xi} can be extended to a model
of the formula, but A ∪ {xi} can not, for all such partial assignments A during
the search.

The Partial Weighted Maximum Boolean Satisfiability Problem
((PW)MaxSAT) consists in, given a CNF formula Fh (the hard formula), a
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set of clauses Fs (the soft clauses), and a function W : Fs → N
+ (the weight

or cost of each soft clause), find a model of the hard formula whose sum of the
weight of the satisfied soft clauses is maximized. Unit Propagation can also be
used by MaxSAT solvers to simplify the hard formula [9].

Finally, given a graph G = (V,E), we denote by N(vi) = {vj ∈ V |{vi, vj} ∈
E} the set of neighbors of a given vertex vi.

3 Background

In this section we give a brief background about SAT and MaxSAT encodings
for problems in graphs.

There is more than one way to reduce a given problem to SAT or MaxSAT. A
possible way to do so is by describing the problem as a Constraint Satisfiability
Problem (CSP) and then encode its constraints into CNF formulae. These encod-
ings are referred as absolute encodings. This notation was used by Prestwich [2]
to describe an encoding for the Hamiltonian Cycle Problem. In his encodings,
a permutation of the vertices in the given graph, which described the path, is
encoded. In the absolute encoding, there is a boolean variable for each vertex in
the given graph and each position of the permutation. Many distinct absolute
encodings can be used, such as the direct, muldirect, and log encodings. For a
review of these encodings, the reader may referrer to Velev [10].

For some problems, one can describe the problem as a binary relation instead
of a CSP. The encodings that describe a binary relation are referred as relative
encodings. This notation was also used by Prestwich [2] to describe another
encoding for the Hamiltonian Cycle Problem. In this encoding, each boolean
variable states the relative positions, in the described permutation, between ver-
tices in the given graph.

In relative encodings, it is usually necessary to describe a transitive relation.
The transitivity property can naturally be encoded by a cubic number of clauses
in the form (ra,b ∧ rb,c) → ra,c, where ra,b states the relation between elements
a and b. Bryant & Velev [3] suggested an improvement for this property in par-
ticular. Velev & Gao [4] then improved Prestwich’s encoding. This improvement
is shown in Sect. 5 applied to the Parental-based encoding.

Previously [1], it was presented, among others, two relative encodings for
the Steiner Tree Problem to (PW)MaxSAT. In this work, we focus on the
Parental-based encoding. The encoding describes the partial (binary) relation
induced by a tree in the given graph. This encoding is reviewed in the next
section.

4 The Parental-based encoding

In this section we review the Parental-based encoding. Given a graph G = (V,E)
and a set of its vertices S ⊆ V , the Parental-based encoding creates a hard
formula FPrB(G,S) which is satisfiable if and only if all vertices in S are in the
same connected component of G [1]. Also, each model of FPrB(G,S) describes
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a tree in G containing all vertices in S. To solve the Steiner Tree Problem, soft
clauses are then created to minimize such tree [1].

The encoded tree is rooted in an arbitrary terminal vertex vr ∈ S. The root
of the tree is chosen among the terminal vertices during a pre-processing step.
We suggest seven heuristics to select such vertex: (1) Select the first terminal
vertex in the input file; (2) Select a terminal vertex with maximum degree. Break
ties by selecting the first such vertex in the input file; (3) Select a terminal
vertex with maximum degree. Break ties by randomly selecting one such vertex;
(4) Select a terminal vertex with minimum degree. Break ties by selecting the first
such vertex in the input file; (5) Select a terminal vertex with minimum degree.
Break ties by randomly selecting one such vertex; (6) Select a terminal vertex
whose average distance to all others terminal vertices is minimum. Break ties by
randomly selecting one such vertex; (7) Select a terminal vertex whose average
distance to all others terminal vertices is maximum. Break ties by randomly
selecting one such vertex. One can use the Floyd-Warshall algorithm [11] to
compute the distances used by heuristics 6 and 7.

The formula FPrB(G,S) is built as follows [1]: for each edge {vi, vj} ∈ E, two
boolean variables pi,j and pj,i are created. The variable pi,j (resp. pj,i) states
that vj (resp. vi) is the parent of vi (resp. vj) in the described tree.

Also, two other boolean variables ai,j and aj,i are created for each pair of
distinct vertices vi, vj ∈ V . The variable ai,j (resp. aj,i) states that vj (resp. vi)
is an ancestor of vi (resp. vj) in the described tree. It is worth noticing that
variables pi,j encode a binary relation P over the vertices of the given graph,
while variables ai,j encode its transitive closure P+.

Finally, another boolean variable yi,j is created for each edge {vi, vj} ∈ E.
The variable yi,j states that the edge {vi, vj} is present in the described tree.

The hard formula FPrB(G,S) contains eight types of clauses:

(terminal-presence) ( ∨
vj∈N(vs)

ps,j) for each vs ∈ S, vs 	= vr. These clauses

ensure that all terminal vertices, except for the root, must have a parent in the
tree, and thus are present in the described subgraph;

(at-most-one-parent) (pi,j → ¬pi,k) for each vi ∈ V, vi 	= vr and for each pair
of distinct vertices vj , vk ∈ N(vi). These clauses ensure that no vertex has more
than one parent in the tree;

(connectedness) (pj,i → ∨
vk∈N(vi)

pi,k), for each vi ∈ V, vi 	= vr and for each

vj ∈ N(vi), vj 	= vr. These clauses ensure that, if a given vertex has a parent in
the tree, then its parent also has a parent in such tree, except for the root;

(subset) (pi,j → ai,j) for each vi ∈ V, vi 	= vr and for each vj ∈ N(vi). These
clauses state that if a vertex is the parent of another vertex in the tree, then it
is also one of its ancestors. This encodes P ⊆ P+;

(transitivity) ((ai,j∧aj,k) → ai,k) for each triple of distinct vertices vi, vj , vk ∈
V . These clauses encode the transitivity of the ancestor relation P+;

(asymmetry) (ai,j → ¬aj,i) for each pair of distinct vertices vi, vj ∈ V . These
clauses state that the ancestor relation P+, and thus also the parental relation
P , is asymmetric;
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(root-path) (as,r) for all vs ∈ S, vs 	= vr. These unit clauses state that the
root of the tree is an ancestor of all other terminal vertices;

(edge-vertex-relation) (yi,j ↔ (pi,j ∨pj,i)) = (yi,j → (pi,j ∨pj,i)), (pi,j → yi,j)
and (pj,i → yi,j), for each edge {vi, vj} ∈ E. These clauses state that an edge is
present in the tree iff one of its vertices is the parent of its other one.

Finally, an unit soft clause (¬yi,j) with weight w({vi, vj}) is created for each
edge {vi, vj} ∈ E, stating that the sum of the weights of the edges in the tree
must be minimized.

This encoding creates O(|V |2) boolean variables, O(|V |3) hard clauses and
|E| soft clauses. The total number of literals in both the hard and soft clauses
is also in O(|V |3). Asymptotically, this encoding creates the smaller number of
variables, clauses and literals among the Path-based encodings presented in [1].
Also, it is worth noticing that the largest portion of the instance is due the
encoding of the transitivity property, which requires a cubic number in |V | of
hard clauses. In the next section we present an improvement on this part of the
formula in particu lar.

It is also worth observing that a model A of the hard formula may describe
a subgraph G′(A) containing more vertices and edges than the ones presented
in the described tree. These elements are removed from the solution exclusively
via MaxSAT optimization.

5 An Improvement on the Transitivity Relation

As previously stated, this encoding creates a hard formula with O(|V |2) vari-
ables, O(|V |3) clauses and O(|V |3) literals in total, and |E| unit soft clauses.

The number of variables and clauses in the hard formula can be reduced
using a method described by Bryant & Velev [3] and applied to the Hamiltonian
Cycle Problem by Velev & Gao [4]. Their method is based on the fact that the
transitive relation between some pairs of vertices is not directly relevant to the
solution, and thus some variables may be omitted from the formula.

Let us define the relational graph as the graph GR = (V,E ∪ {{vr, vs}|vs ∈
S, vs 	= vr}), i.e., GR is the graph G with additional edges connecting the root vr
and all other terminal vertices in S (if not present already). Instead of defining
variables ai,j and aj,i for each pair of distinct vertices vi, vj ∈ V , we define these
variables only for each pair of vertices where {vi, vj} ∈ E(GR). In practice, we
remove from the encoding the variables that originally occur in the transitivity
and asymmetry clauses only. These variables are not directly relevant to the
encoding and their values could be inferred from other variables in the solution.

Transitivity can then be encoded by enumerating all chord-free cycles in GR,
as suggested by Bryant & Velev [3]. For each chord-free cycle with k vertices,
k clauses are added to the formula. Each clause states the relation between the
vertices in one edge and the vertices in all the other edges in the cycle.

As also suggested by Bryant & Velev [3], the transitivity property can be
encoded efficiently if every chord-free cycle in GR is a triangle with 3 vertices,
i.e., if GR is chordal. If GR is not chordal, it is possible to add a set of edges
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(called a fill) to the graph to make it chordal. It is NP-Hard to obtain a fill with
the smallest possible number of edges [12]. However, some heuristics can be used
to obtain a “good” set of edges.

Velev & Gao [4] presented the following procedure to obtain such a set:
Let G+ be a graph initially equal to GR, and let F be an initially empty set.
Select a vertex vi ∈ G+ and, for each pair of distinct vertices vj , vk such that
{vi, vj} ∈ E(G+) and {vi, vk} ∈ E(G+), add the edge {vj , vk} to both the set F
and the graph G+, if not present already. Then, remove the vertex vi and all its
incident edges from G+. Repeat the procedure until G+ is empty. At the end,
include all edges in F to GR to make it chordal [4].

Twelve heuristics to choose a vertex at each step are known [4]: (1) Select
a vertex in G+ with minimum degree. Break ties by selecting the vertex whose
sum of the degrees of its neighbors is minimum; (2) Select a vertex in G+ with
minimum degree. Break ties by selecting the vertex whose sum of the degrees
of its neighbors is maximum; (3) Select a vertex in G+ with minimum degree.
Break ties by selecting the vertex whose number of edges to be added at that
step of the procedure, if that vertex is selected, is minimum; (4) Select a vertex
in G+ with minimum degree. Break ties by selecting the vertex whose number
of edges to be added at that step of the procedure, if that vertex is selected,
is maximum; (5) Select a vertex in G+ with minimum degree. Break ties by
selecting one such vertex whose degree in GR is minimum; (6) Select a vertex in
G+ with minimum degree. Break ties by selecting one such vertex whose degree
in GR is maximum; (7) Select a vertex in G+ with minimum degree. Break ties
by selecting the vertex that, if selected, minimizes the number of triangles, in
the graph given by the union of GR with the edges currently in F , containing
the selected vertex and some edge in F ; (8) Select a vertex in G+ with minimum
degree. Break ties by selecting the vertex that, if selected, maximizes the number
of triangles, in the graph given by the union of GR with the edges currently in
F , containing the selected vertex and some edge in F ; (9) Select a vertex in G+

that, if selected, minimizes the number of edges to be added to G+ at that step
of the procedure. Break ties by selecting the first such vertex in the input file;
(10) Select a vertex in G+ that, if selected, minimizes the number of edges to be
added to G+ at that step of the procedure. Break ties by randomly selecting one
such vertex; (11) Select a vertex to G+ that, if selected, minimizes the number
of triangles, in the graph given by the union of GR with the edges currently in
F , containing the selected vertex and some edge in F . Break ties by selecting
the first such vertex in the input file; (12) Select a vertex to G+ that, if selected,
minimizes the number of triangles, in the graph given by the union of GR with
the edges currently in F , containing the selected vertex and some edge in F .
Break ties by randomly selecting one such vertex. For all heuristics, if not stated
otherwise, if there are still ties, break it by selecting the first vertex in the input
that matches the given criteria.

We define variables ai,j and aj,i only for pairs of vertices vi, vj ∈ V that are
adjacent in GR. Also, a transitivity clause ((ai,j ∧ aj,k) → ai,k) is added only
when all variables ai,j , aj,k and ai,k are defined. Since GR is chordal, a transitivity
clause is created for each triangle in this graph. The number of triangles in GR
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may be way smaller than the number of transitivity clauses created in the original
encoding, which is near to |V |3.

Finally, a asymmetry clause (ai,j → ¬aj,i) is also added only when the vari-
ables ai,j and aj,i are defined. The number of asymmetry clauses created is equal
to the number of edges in GR, which is in O(|E| + |S| + |F |), the sum of the
number of edges in the original graph, the number of edges connecting the root
to all terminal vertices, and the number of edges in F .

As stated by Bryant & Velev [3], this improvement can be applied without
invalidating the correctness of the transitivity encoding. Indeed, the solutions
found during our experiments are all optimal according to benchmark descrip-
tions and previous experiments.

6 On Deducing Unit Clauses from the Dominance
Relation

In this section we suggest another improvement on the Parental-based encoding.
It is possible to anticipate a truth value for some variables before starting

the MaxSAT solver by analyzing the input graph. Informally, this improvement
consists on deducing unit clauses based on the original problem and the meaning
of the variables in the encoding.

Let G′ = (V,E′) be the directed graph obtained by replacing each edge in the
original graph G by two directed arcs, i.e., E′ = {(vi, vj), (vj , vi)|{vi, vj} ∈ E}.
Also, let vr be the terminal vertex selected to be root of the encoded tree, as
defined in Sect. 4.

The dominator tree D of G′ w.r.t. vr is a tree rooted at vr such that, if a
vertex vi is an ancestor of a vertex vj in D, then every path from vr to vj in
G contains the vertex vi [13]. Hence, if vi is an ancestor of vj in D, then it not
possible to obtain a tree in G such that vj occurs before vi in a path starting in
vr. Thus, vj cannot be an ancestor of vi in the described tree, so we can deduce
that the variable ai,j , if defined, must be set to 0 (false). In this case, we create
the unit clause (¬ai,j) and add it to the hard formula.

If the vertex vj is present in the tree described by a model of the hard formula,
then the literal aj,i is certainly present in such model. However, there is a model
containing aj,i even if the vertex vj is not present in the encoded tree. Notice
that the subset clause (pj,i → aj,i) is satisfied in this case even if pj,i is set to 0
(false). Hence, it is also possible to add the unit clause (aj,i) to the formula.

We use the Lengauer-Tarjan algorithm [13] to build the dominator tree. Then,
for each pair of vertex vi, vj such that vi is an ancestor of vj in the dominator
tree and the variables ai,j and aj,i are defined, we add the unit clauses (¬ai,j)
and (aj,i) to the hard formula. These literals will be propagated by the Unit
Propagation procedure as the solver starts.

It is worth mentioning that the addition of the unit clause (¬ai,j) makes
Unit Propagation propagate the literal ¬pi,j (if defined), due to the subset clause
(pi,j → ai,j). In fact, we conjecture that, with this improvement, Unit Propaga-
tion makes the hard formula Generalized Arc-Consistent (GAC), i.e., if there is
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any variable that must be set to 0 (false) in order to make the formula satisfied,
then Unit Propagation will propagate such assignment. However, this fact may
be valid only for the formula given as input to the solver – GAC is not main-
tained by Unit Propagation during the search. This maintenance is discussed as
a future work in Sect. 8.

It is also worth noticing that, although we applied this technique on the
Parental-based encoding in particular, this improvement may actually be applied
on any relative encoding that encodes the transitivity property.

7 Experimental Results

In this section we present some experimental results obtained by solving relevant
instances of the Steiner Tree Problem using the presented encoding.

We used the encoding to reduce some random instances of the Steiner Tree
Problem and instances from the SteinLib benchmark [6]. The random instances
used in our experiments, namely 20 45 13, 25 54 15, 30 70 17 and 35 98 19, as
well as all source codes of all tools used in this paper, can be downloaded at
http://www.inf.ufpr.br/rtoliveira/.

To efficiently encode a given instance of the problem, it is needed to determine
(i) the root vr of the encoded tree and (ii) the vertex to be selected at each step
of the procedure used to make GR chordal, presented in Sect. 5. We consider
seven heuristics for the selection of the root and twelve for the selection of such
vertex, as presented in Sects. 4 and 5.

First, we encoded the instances with the improvement on the transitivity
property using all combinations of both heuristics. We then compared the size of
the resulting formulae against the size of the formulae obtained by the Parental-
based encoding as-is, i.e., as presented in [1].

Table 1 shows the results. The column PrB stands for the Parental-based
encoding as-is, while IPrB stands for the improved version of the encoding,
with the improvement on the transitivity property. Columns Vars indicate the
number of variables in the formulae, while columns Claus indicate the number of
clauses in them. The columns h(i) and h(ii) indicate which heuristic to (i) select

Table 1. Size of the formulae generated by the encodings

Encoding PrB IPrB
Instance Vars Claus Vars Claus h(i) h(ii)
20 45 13 3 1
25 54 15 7 2
30 70 17 2 2
35 98 19 7 2
i080-001 1 2
i080-002 3 2
i080-003 1 2
i080-004 1 10
i080-005

511 7750 279 1543
758 14920 382 2371
1076 25937 507 3670
1480 41663 743 7035
6673 497740 817 4246
6676 497772 860 4766
6672 497736 840 4368
6674 497768 858 4870
6677 497732 904 5487 2 2

Encoding PrB IPrB
Instance Vars Claus Vars Claus h(i) h(ii)
es30fst01
es30fst02
es30fst03
es30fst04
es30fst05
es30fst07
es30fst08
es30fst09
es30fst10
es30fst11
es30fst12
es30fst13
es30fst14

6505 479011 879 3897
5259 346623 712 2828
7162 556189 904 3994
6664 497572 872 3767
3517 187649 531 1957
2946 142714 464 1638
4968 317846 676 2584
1937 75471 310 936
2411 105526 355 1081
6496 478955 858 3739
2213 92691 321 928
4410 265192 630 2471
2929 142638 389 1177

3 3
7 3
3 10
7 3
2 3
2 2
7 10
2 1
3 2
3 10
2 1
2 10
2 2

http://www.inf.ufpr.br/rtoliveira/
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the root and (ii) select the vertex at each step of the procedure resulted in the
smaller number of variables and clauses in the formulae.

As expected, this improvement on the encoding reduced the size of the result-
ing formulae. For the instance i080-001, the number of variables was reduced by
aprox. 8 times, while the number of clauses was reduced by aprox. 117 times.
It is also worth noticing that the selections 2, 3 and 7 showed to be the best
heuristics overall to choose the root of the tree.

We then encoded all instances: with the improvement on the transitivity
property only; with the improvement on deducing unit clauses only; and with
both improvements. In the cases where the first improvement applies, we con-
sidered all 12 heuristics to choose the vertex to be selected at each step of the
procedure, and the heuristics 2, 3 and 7 to select the root of the tree. In the case
where only the second improvement applies, we used the heuristic 1 to select
the root of the encoded tree, as implemented by [1]. The resulting formulae
were given as input to MaxSAT solvers MiniMaxSAT (minimaxsat1.0) [9] and
EvaSolver (eva500a ) [14]. We then ran the solvers on an AMD Opteron(tm)
Processor 6136, 2.4Ghz, 120Gb RAM, Linux 3.16.7.

Table 2 shows the best obtained results. PrB stands for the Parental-based
encoding as-is; IPrB stands for the improved version of the encoding, with the
improvement on the transitivity property only; UPrB stands for the improved
version with deduced unit clauses only; UIPrB stands for the encoding improved
by both improvements. In the cases where the first improvement applies, each

Table 2. Best results for both solvers with the first improvement, with the second one
and with both

Encoding PrB IPrB UPrB UIPrB

CPU CPU σ h(i) h(ii) CPU CPU σ h(i) h(ii)

Solver MiniMaxSAT [9]

20 45 13 4.77 0.64 0.00 7 2 6.97 0.78 0.00 7 3

25 54 15 1.19 0.68 0.00 3 5 6.06 0.56 0.00 2 2

30 70 17 265.48 18.28 0.00 2 1 273.88 12.92 0.00 7 1

35 98 19 TLE TLE - - - TLE TLE - - -

es30fst01 TLE TLE - - - TLE TLE - - -

es30fst02 TLE TLE - - - TLE TLE - - -

es30fst03 TLE TLE - - - TLE TLE - - -

es30fst04 TLE TLE - - - TLE TLE - - -

es30fst05 TLE 35.71 0.00 7 2 TLE 23.01 0.00 7 2

es30fst07 TLE 1.20 0.00 2 3 TLE 0.95 0.00 2 4,5

es30fst08 TLE TLE - - - TLE TLE - - -

es30fst09 0.82 0.01 0.00 * * 0.33 0.01 0.00 * *

es30fst10 0.52 0.01 0.00 * * 0.32 0.01 0.00 * *

(Continued)
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Table 2. (Continued)

Encoding PrB IPrB UPrB UIPrB

CPU CPU σ h(i) h(ii) CPU CPU σ h(i) h(ii)

es30fst11 TLE TLE - - - TLE TLE - - -

es30fst12 0.20 0.00 0.00 * * 0.33 0.00 0.00 * *

es30fst13 TLE 502.12 1.03 2 2 TLE 17.77 0.00 2 6

es30fst14 0.75 0.00 0.00 * * 0.47 0.00 0.00 * *

i080-001 TLE 765.94 1.5 2 1 1292.42 272.99 0.45 2 6

i080-002 TLE 281.10 0.55 2 9 920.36 250.42 1.33 2 6

i080-003 TLE 90.97 0.17 2 5 TLE 205.42 0.46 2 7

i080-004 TLE 197.70 0.46 2 2 TLE 101.05 0.20 2 6

i080-005 TLE 1146.93 5.08 2 9 TLE 304.91 0.38 3 2

Solver EvaSolver [14]

20 45 13 87.74 2.55 0.00 7 9 150.01 5.77 1.20 7 10

25 54 15 13.81 0.22 0.00 * * 1.27 0.24 0.00 7 6

30 70 17 TLE TLE - - - TLE TLE - - -

35 98 19 1128.26 135.55 3.63 7 4 955.81 236.30 17.34 7 4

es30fst01 TLE 1698.69 31.18 2 5 TLE TLE - - -

es30fst02 172.47 10.33 0.00 7 5 160.05 13.05 0.33 7 5

es30fst03 1392.26 23.06 0.14 7 2 896.13 20.34 0.20 7 4

es30fst04 TLE 662.33 6.30 2 5 TLE 1275.68 44.45 2 6

es30fst05 TLE TLE - - - TLE TLE - - -

es30fst07 9.22 0.28 0.00 * * 10.31 0.30 0.00 * *

es30fst08 93.14 8.15 0.00 3 4 94.66 8.89 0.22 2 4

es30fst09 3.91 0.24 0.00 7 10 8.99 0.33 0.00 7 9

es30fst10 2.54 0.08 0.00 3 2 3.45 0.08 0.00 3 7

es30fst11 TLE 460.37 8.57 7 4 TLE 523.47 12.52 7 4

es30fst12 0.70 0.01 0.00 * * 0.80 0.01 0.00 * *

es30fst13 46.22 2.18 0.00 * * 61.22 2.39 0.00 2 4

es30fst14 1.13 0.01 0.00 * * 0.99 0.01 0.00 * *

i080-001 245.63 313.09 54.94 7 12 377.24 294.36 9.99 7 1

i080-002 1100.40 242.45 4.24 7 9 1169.88 259.70 9.27 7 9

i080-003 119.52 115.31 2.94 2 9 143.96 138.22 8.93 3 2

i080-004 724.11 954.66 16.33 7 6 753.81 887.64 53.00 2 6

i080-005 688.35 531.31 9.92 7 7 887.96 833.94 46.88 7 3

instance was encoded 10 times for each combination of heuristics. Column CPU
indicates the average CPU time took by the solver in seconds, while column σ
indicates its standard deviation. TLE (Time Limit Exceeded) indicates that the
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given formula was not solved within 1800 s. The symbol ∗ indicates that there
was not an unique best combination of heuristics for that instance.

Let us first analyze the results obtained by the improvement on the tran-
sitivity property only (IPrB). As it can be observed, except for isolated cases,
this improvement on the encoding impacted significantly on the run time taken
by solvers to solve the obtained formulae. Indeed, some instances previously
unsolved by MiniMaxSAT with the Parental-based encoding, such as the ones in
the class I080, can be solved with the improved encoding by the same
solver.

It is also worth observing that the combination of heuristics that generates
the smaller formulae is not necessarily the combination that generates the easier
formulae. It is also interesting noticing that there is not an overall best MaxSAT
solver to solve these instances. EvaSolver performed better than MiniMaxSAT
for some instances, mainly for the class ES30FST, while MiniMaxSAT performed
better than EvaSolver in others. This may indicate there is a relation between
the instances’ characteristics and the internal algorithms and heuristics used by
the solvers.

Let us then analyze the results obtained by the improvement by deducing
unit clauses only (UPrB). We expected this improvement to make the formulae
easier to solve. Surprisingly, although this improvement did make the solvers
solve specific instances faster, it did not improved their overall run time. In fact,
this improvement made some instances actually harder to be solved.

To help us to investigate this fact, we combined the second improvement with
the 12 × 3 = 36 combinations of heuristics used for the experiments for the first
improvement, and analyzed the cases where the second improvement made the
resulting formulae easier or harder to solve.

Table 3 shows the results. Column UIPrB indicates the number of combina-
tions of heuristics for which the formula obtained by using both improvements
were solved faster, while column IPrB indicates the number of combinations of
heuristics for which the formula obtained by using the first improvement only
were solved faster. It is worth mentioning that the sum of both values may not
add to 36 due to formulae that were not solved within the time limit.

Table 3. Number of combinations that performed better for each instance
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By analyzing Table 3, we can notice that, overall, the formulae obtained by
using both improvements are better solved by MiniMaxSAT, while the formula
obtained by not using the second improvement are better solved by EvaSolver.
This seems particularity true for the random instances and the class ES30FST,
where the differences between the respective number of easier instances are
larger.

We suspect that the performance obtained with and without the improve-
ment may be related to the base algorithm and to the internal heuristics used
by the solvers. MiniMaxSAT is based on a Branch and Bound DPLL-like algo-
rithm [9], while EvaSolver is based on successive eliminations of unsatisifable
cores [14]. Since the base algorithm used by each solver is different, it may be
expected that the deduced unit clauses may impact them differently.

Also, the deduced unit clauses may interfere in the internal heuristics used
by the solvers. After unit propagation, the resulting formulae may be such that
the solver decides to use “worse” heuristics and hence explore the search space
poorly, which may not be the case if the formula remains unchanged, without
the deduced unit clauses. Further investigation on the solver’ internal algorithms
and instances’ characteristics is needed to confirm this conjecture.

As stated in Sect. 6, we conjecture that the second improvement makes the
(initial) formula GAC, but unit propagation does not maintains it during the
search. We also conjecture that, if the formula is maintained GAC by unit prop-
agation during the search, then the solvers will perform better with the second
improvement for all instances. We suggest studying such maintenance as a future
work, as discussed in Sect. 8.

Finally, let us briefly analyze the results obtained by both improvements
(UIPrB). Again, it is possible to notice that the second improvement did not
make all instances easier as expected, as previous discussed. However, for some
particular instances, such as 30 70 17, es30fst03, es30fst05 and i080-004, the
combination of both improvements did make the instance easier to be
solved.

8 Conclusion and Future Work

In this paper we review the Parental-based relative encoding which is used to
solve the Steiner Tree Problem in graphs and improve it by using a method
described and used previously by Bryant & Velev [3] and Velev & Gao [4], and
another one that explore the dominance relation in the given graph.

As shown in Sect. 7, the first method reduced the size of the resulting formulae
and the run time taken by MaxSAT solvers to solve them, as expected. The
second method made some instances easier to solve, but did not improved the
run times overall.

As mentioned in Sect. 6, we conjecture that the second improvement makes
the hard formula GAC, but unit propagation does not maintains this property
during the search. As mentioned in Sect. 7, we also conjecture that maintaining
GAC during search may make the second method always improve the solvers.
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Since it is polynomial to decide whether all terminal vertices are in the same
connected component, we suspect that it may be possible to build the hard for-
mula in such a way that GAC is maintained by unit propagation. As a future
work, we suggest studying some encoding for which the hard formula is main-
tained GAC by unit propagation, or prove that such encoding does not exist.
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Abstract. The spatial relations “left-of” and “right-of” are important
for distinguishing relative positions of objects within and with respect
to elements of plane embedded networks such as networks of streets. We
present a representation of the “left/right” relations that is suitable for
use in sketch-to-metric map alignment. The new representation is based
on a new family of qualitative spatial calculi called ULST RA. Although
left/right relations have already been formalized for line segments in the
Dipole Relation Algebra (DRA) family of qualitative spatial calculi, the
distinctions made by those calculi are too strong for applications such as
sketch-to-metric map alignment. We show in an empirical evaluation that
performing sketch-to-metric map alignment with the new representation
is more effective than using the original DRA calculi.

Keywords: Left-right relations · Qualitative spatial representation ·
Sketch-metric map alignment

1 Introduction

Qualitative matching algorithms [4,13,19] have applications in sketch-to-metric
map alignment [5,17] as well as other areas such as image retrieval [18] and object
recognition [6]. These algorithms take qualitative descriptions of two spatial scenes
and search for a correspondence between objects in one scene with objects in the
other such that the similarity of spatial relations between corresponding pairs is
maximized. The qualitative descriptions are fundamental to these algorithms
because the measure of similarity depends on the representation [13].

Representations can be constrained to differing degrees. For line segments
the undirected graph representation is one of the simplest, distinguishing only
whether two line segments share an end point or not. The DRA80 calculus [11]
may be considered to be at the other end of this spectrum. It is so expressive that
it distinguishes between parallel, anti-parallel, and non-aligned configurations of
line segments. However, this great expressive power comes at the expense of
flexibility. That is, the distinctions made by the calculus may be finer than the
c© Springer International Publishing Switzerland 2015
O. Pichardo Lagunas et al. (Eds.): MICAI 2015, Part II, LNAI 9414, pp. 435–450, 2015.
DOI: 10.1007/978-3-319-27101-9 33
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distinctions required by an application. Therefore, to use a representation for
qualitative matching problems involving line segments, it may first have to be
adapted to make only as many distinctions as necessary to preserve relations
between matched segments.

In this paper we present a family of spatial calculi for qualitative representa-
tion and reasoning about undirected line segments called the Undirected Line Seg-
ment Ternary Relation Algebra (ULST RA). The target application for which we
developed these calculi is sketch-metric map alignment but their generality makes
them useful for representing and reasoning about connectivity and left-right rela-
tions between adjacent segments in spatial networks in general. The main goal of
this representation is to be able to capture information about the connectivity of
the segments and at the same time allow one to distinguish the cyclic order of seg-
ments that meet at a three way or higher order junction. The design choices made
in the development of the new calculus are justified by results from experiments in
sketch-metric map alignment [5] that showed that the cyclic order of streets around
a junction was preserved with high accuracy in sketch maps. In the experiments
reported in [5] it was found that the connectivity relations or network topology
of street segments drawn in sketch maps was mostly correct with respect to the
same relations for the corresponding street segments in the metric map. It was
also found that the ordering of street segments at junctions was always correct
whenever the connectivity relations were correct [2]. On the other hand precise
relations such as metric lengths and angles are not necessarily correlated due to
typical schematization and distortion effects [20].

Based on ULST RA119, a version of the ULST RA calculus and the qualita-
tive spatial calculus DRA7 [2,19], we devise a binary representation of ULST RA
relations called DRA7–lr. This allows us to apply ULST RA constraints directly
using existing sketch-metric map alignment algorithms that only accept binary
constraints.

We will begin our presentation with an overview of the state of the art in qual-
itative spatial representation of left/right relations for directed line segments and
highlight some difficulties that arise when representing spatial networks (Sect. 2).
The ULST RA calculus is introduced in Sect. 3. Section 4 contains evaluations
of the two new representations with sketch maps from the SketchMapia data-
base1. In Sect. 4.2 we evaluate the robustness of ULST RA against typical dis-
tortions of sketch maps. The results of Sect. 4.2 partly motivate development of
the DRA7−lr representation. The relations DRA7−lr are introduced in Sect. 4.3
with details of their application to a sketch-metric map alignment algorithm [3].
We close the paper with a conclusion in Sect. 5.

2 Qualitative Representation with Left/Right Relations

Relative direction relations can be defined many ways depending on the applica-
tion and the domain of spatial objects involved. The common aspect to relative
direction relations that can be interpreted as representing “being left of” and
1 www.sketchmapia.de.

www.sketchmapia.de
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Fig. 1. Any two points p1 and p2 induce a planar partition into sectors l,b,s,i,e, f , and
r. Any other point in the plane, e.g. p3, must be located in exactly one of these sectors.

“being right of” is that the referent set of objects have an intrinsic front. At
any point in time, an object will have an orientation determined by the bearing
of its front. “Left” can thus be taken to be a region contained in the left half-
plane determined by the line through the front of the object that has the same
bearing as the front. The choice of which region is considered is one of the main
differences between models of left and right relations.

2.1 The LR calculus

One of the simplest relative orientation calculi is the ternary LR calculus which
distinguishes several configurations that three points can be in. Given an ordered
list of three points, (p1, p2, p3), consider the planar partition P (p1, p2) induced
by the points p1 and p2 with the following classes: the open left (l) and right (r)
half-planes bounded by the directed line L incident with p1 and p2 and oriented
with bearing p1 to p2; the points of L lying before p1 (b), coincident with p1 (s),
between p1 and p2 (i), after p2 (f), and coincident with p2 (e).

The triple (p1, p2, p3) are in a relation R if the point p3 is the region with
the label R. For example if p3 is in the left half-plane bounded by L then the
corresponding relation is l (Fig. 1).

For the sake of clarity, we will use the symbols l, b, s, i, e, f , r to refer to the
relations. When referring to the regions of the partition, we will annotate the
relation symbol with a subscript containing the point pair defining the partition.
That is, l(p,q) refers to the left two dimensional region of P (p, q). If A = (p, q) is
the line segment determined by the point pair (p, q) we may equivalently use lA
to refer to the same two dimensional region.

2.2 The DRA Calculi

In DRA the relative positions of directed line segments, also called dipoles in
[11], are based on the relations of their vertices. Formally, a dipole is an ordered
pair of points in R

2 which can be written as A = (As, Ae), where As and Ae
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Fig. 2. The qualitative spatial calculi DRA72 and DRA80 are over constrained as tools
for representing spatial networks

are, respectively, the start- and end-point of A. We refer to As and Ae as nodes
of A.

A basic DRA relation between two dipoles A and B is given by the 4-tuple
of LR relations sBeBsAeA of the respective triples (As, Ae, Bs), (As, Ae, Be),
(Bs, Be, As), and (Bs, Be, Ae). The resulting system of 72 relations is called
DRAf [11]. DRA80 refines DRA72 by introducing orientation descriptors ‘+’,
‘-’, ‘A’, and ‘P’ that describe the orientation of B with respect to A where
the orientation is ‘+’ if B is oriented towards the left of A, ‘-’ if it is oriented
towards the right, ‘P’ if A and B are parallel and ‘A’ if they are anti-parallel.
The descriptors are defined only for the four relations rrrr, rrll, llll, llrr [11]. The
“coarsened” DRAc [11] demands that points be in general position (i.e. no three
points can be collinear). This means that only the values l, r, s, e are allowed.
The resulting calculus has 24 relations (see [11] for details). The coarsest version
of DRA described so far is DRA7 , so called because only 7 relations can be
realised between any pair of dipoles [2,19]. For DRA7 , P(A) is a partition of
the plane into only three parts, namely, As (sA), Ae (eA), and the rest of plane
(xA). The resulting seven relations are sese (coincidence), sxsx (share same
start point), xsex (start point of first dipole coincident with end point of second
dipole), xxxx (disjoint), exxs (start point of second dipole is coincident with
end point of first dipole), xexe (share same end point), and eses (reverse of each
dipole is coincident with the other). The DRA7 relations give the information
captured by a directed graph without loops.

2.3 Representing Spatial Networks

Representing relative directions between segments in spatial networks can be
performed at least two levels. At the finest level, relative directions between
nodes of the network can be used to describe all relative direction relations in
the network. Using LR this would mean recording the LR relation for every
three nodes. But for many applications such constraints would be too strict.
For example, it is not disagreeable that the configurations (a, b, d) and (a, b,
d′) of points in Fig. 2 are more similar than the configurations (a, b, d) and (a,
b, c). Yet, to the contrary, LR would consider the former pair to be different
and the latter indistinguishable. Another example of this strictness can be seen
when considering the constraint between nodes where one is not adjacent to
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any of the other two. In many applications (e.g. Sketch-metric map alignment
[5]) such constraints are not given in strict form, often remaining completely
undetermined.

A solution might be to coarsen constraints to allow for expressing uncertainty
but this would introduce more problems than not, because even for small LR
constraint networks of four to five nodes using only the base relations l and r it is
impossible to detect inconsistencies using algebraic closure [10]. A solution may
instead lie in using DRA72 to directly represent relative directions between the
segments of the network. This approach, however, has the same shortfalls. Again
the configurations (A, B) and (A, D) would be considered indistinguishable
while the configurations (A, D) and (A, D′) would be seen as being significantly
different. The problem here is that the semantics of the left and right relations
as captured here are different from the expected semantics for the given domain
of spatial networks.

In [19], Wallgrün et al. did away with these problems by disregarding all rel-
ative direction information, instead introducing DRA7 relations between street
segments and using cardinal direction relations between street intersections to
constrain orientations of the street segments relative to the entire spatial scene.
This of course applies only to situations where the correspondence between the
two input networks is expected to preserve orientations globally.

The ULST RA calculi which we present below support alternative repre-
sentations that do not share some of the aforementioned shortfalls. ULST RA
builds upon our previous work [2] and on the work of Moratz et al. [11,12] on
the DRA calculus.

3 ULST RA Calculi

The ULST RA calculi are defined by ternary relations over the set of undirected
line segments in R

2. However, our characterization of them derives from the
DRA relations, i.e. we first consider relations on directed line segments and
collapse these relations to relations on undirected line segments. In this section
we will present the ULST RA calculi. Subsection 3.1 introduces a few terms and
concept the we will refer to in the sequel. In Subsect. 3.2 we define four members
of the ULST RA family and in Subsect. 3.3 we how reasoning can be done using
ULST RA relations in the spatial solver CLP(QS).

3.1 Preliminaries

We denote the set of undirected line segments by USegs and denote the set
directed line segments by Segs. Thus all ULST RA relations are subsets of
USegs × USegs × USegs and all DRA relations are subsets of Segs × Segs. For a
directed line segment A ∈ Segs we will write rev(A) to denote the directed line
segment covering the same set of points as A but having the opposite orienta-
tion. In the sequel we shall treat rev as an equivalence relation on Segs so that
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we shall be also able to use the fact that

USegs = Segs/rev = {{A,B} | A,B ∈ Segs ∧ B = rev(A)}.
Where the division represents taking the quotient of Segs by identifying line
segments that cover the same set of points. Let R be a binary relation on Segs.
Then there is a relation R′ on USegs satisfying (A′, B′) ∈ R′ if and only if there
exists a pair (A,B) ∈ R such that A and A′ cover the same points, and B and
B′ cover the same points. Thus with some abuse of notation we will also write
R/rev ⊆ R′ to describe the relationship between R and R′. This notation is
extended to three and higher arity relations.

In the next Subsection below we will refer to ternary incarnations of DRA7

and DRA72. These will be denoted DRA7t and DRA72t respectively, and are
what we call Induced Ternary Calculi [2]. A ternary calculus, C, is said to be an
induced ternary calculus if every relation of C has a decomposition into binary
relations of some binary calculus, say B, such that if R is a base relation of
C then there are base relations R1,R2,R3 of B with R = {(A,B,C)| (A,B) ∈
R1, (B,C) ∈ R2, (A,C) ∈ R3}.

3.2 Defining ULST RA Relations

Any simple undirected graph with three or less edges such that each node is
incident with at least one edge can have no more than six nodes and there
are exactly eight such graphs up to isomorphism (which can be enumerated
exhaustively - see Sloane’s sequence number A000088 [9]). In [2] we introduced
the notion of the shape of a triple of line segments which in fact refers to these
eight graphs (See Fig. 3). The set of classes of line segment triples belonging
to the same shape is a JEPD set of relations (by isomorphism). The closure of
these eight relations under permutations comprises 16 JEPD relations. The 16
shape relations together with the standard relation algebraic operations form
the coarsest member of the ULST RA family of qualitative spatial calculi which
we call ULST RA16.

For a further refinement consider the the system of induced ternary relations,
S, comprising the components S0, S1, S2 where

S1 = {(A,B) ∈ Segs × Segs | (A,B) ∈ eifs ∪ iebe ∪ sisf ∪ iseb}}
S2 = {(A,B) ∈ Segs × Segs | (A,B) ∈ ebis ∪ beie ∪ sfsi ∪ fsei}}
S0 = (Segs × Segs) − (S1 ∪ S2).

The symbols eifs, iebe, sisf , iseb, ebis, beie, sfsi, fsei in the definitions of S1,
S2, and S3 represent DRA72 the relations. S1 identifies pairs of line segments
that share an end point and the first contains the second, while S2 identifies
pairs of line segments that share an end point where the second contains the
first. The 27 relations in S have the form

Sijk = {(A,B,C) ∈ Segs×Segs×Segs | (A,B) ∈ Si ∧ (B,C) ∈ Sj∧ (A,C) ∈ Sk},

0 ≤ i, j, k ≤ 2, some of which are empty.
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Fig. 3. The eight basic shapes describing possible configurations of three line segments
in the plane based on shared end points.

We now introduce the mechanisms for distinguishing between left and right
in the ULST RA calculus. Let A = (As, Ae) and B = (Bs, Be) be two directed
line segments with DRA7 relation RAB . We can alter the orientations of A and
B by the following mapping

if RAB ∈ {sese, exxs}(A,B) �−→ (A,B)
if RAB ∈ {xexe, eses}(A,B) �−→ (A, rev(B))

if RAB = sxsx(A,B) �−→ (rev(A), B)
if RAB = xesx(A,B) �−→ (rev(A), rev(B))

Fig. 4. The ULST RA zones determined by a configuration of directed line segments.
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Then under this mapping A and B determine a partition, P (A,B), of the
plane defined as follows (see Fig. 4 for illustration). Let tAB = RLR(As, p, Be)
denote the LR relation on the ordered triple (As, p, Be), where p ∈ {Ae}∩{Bs},
and let

L =

⎧⎨
⎩

lA ∩ lB if tAB = l or tAB = f
lA ∪ lB if tAB = r

∅ otherwise
(1)

R =

⎧⎨
⎩

rA ∩ rB if tAB = r
rA ∪ rB if tAB = l or tAB = f

∅ otherwise
(2)

A = ({As} − {Be}) ∪ ({Ae} − {Bs}) (3)
B = ({Bs} − {Ae}) ∪ ({Be} − {As}) (4)
Q = ({As} ∩ {Bs}) ∪ ({Ae} ∩ {Be}) (5)

M = ({As} ∩ {Be}) ∪ ({Ae} ∩ {Bs}) (6)

X = R
2 − (L ∪ A ∪ Q ∪ M ∪ B ∪ R) (7)

We call the parts of the partition P (A,B) the ULST RA zones of the pair (A,
B). Then any triple (A, B, C) of line segments can be placed into a relation {sC ,
eC} ∧ {sB, eB} ∧ {sA, eA} where the values sI and eI , I ∈ {A,B,C}, specify
the respective sectors of the partition determined by the remaining ordered pair
in which Is and Ie lie (à la DRA). We assume L = R = ∅ whenever M = ∅.

Note that this set of relations has the property that changing the orientations
of any line segments in a triple will not change the relation computed. That
is, forgetting the orientations of the line segments does not add or reduce the
amount of information at our disposal. So we can in fact treat these relations
as if they were relations on USegs. We denote by ULST RA65 the closure of the
resulting relations under permutations.

The base relations of ULST RA119 are those obtained as intersections of the
set S/rev of relations on USegs and ULST RA65 base relations. ULST RA119

distinguishes 33 disjoint sets of line segment configurations (Fig. 5).

3.3 Reasoning with ULST RA Relations in CLP(QS)

One of the most important tasks to which qualitative spatial representations are
applied is reasoning. We are currently working on reasoning using the ULST RA
representation, specifically in order to (1) determine the consistency of a mixed
qualitative-numerical descriptions of a scene using the ULST RA relations (2)
verify the jointly-exhaustive, pairwise disjoint properties of the relations, and
(3) automatically generate composition tables for relation algebraic reasoning.
Importantly, these tasks require both sound and complete spatial reasoning.

One approach to achieve this is by encoding the ULST RA relations as poly-
nomial constraints; determining spatial consistency of a scenario is then equiv-
alent to determining satisfiability of the corresponding polynomial constraint
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Fig. 5. 33 configurations distinguished by ULST RA119 with some representative rela-
tion labels. The first three conjuncts of each label correspond to the underlying
ULST RA65 relation while the last conjuct corresponds to the underlying member
of the set S/rev.
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system. Specifically, given polynomial constraints over real variables X, the con-
straints are satisfiable if there exists some real value for each variable in X such
that all the polynomial constraints are simultaneously satisfied. By using this
approach we can adopt declarative spatial reasoning systems such as CLP(QS)
[1]; within such reasoners, polynomial solving is achieved using a range of ded-
icated solvers such Sat Modulo Theories (SMT), real quantifier elimination,
CLP(R), and constructive geometric constraint solving [14–16].

We observe that ULST RA relations can be formulated as combinations of
LR relations on the endpoints of the segments. LR relations are encoded as poly-
nomial constraints as follows [1]. Let pi be a point with real number coordinates
xi, yi ∈ R; given points pa, pb, pc:

pa eq pb ≡def (xa = xb) ∧ (ya = yb)

pc left pa pb ≡def (xb − xa)(yc − ya) > (yb − ya)(xc − xa)

pc collinear pa pb ≡def (xb − xa)(yc − ya) = (yb − ya)(xc − xa)

pc right pa pb ≡def (xb − xa)(yc − ya) < (yb − ya)(xc − xa)

Each ULST RA relation consists of three segments A,B,C; let segment A
consist of endpoints A1 and A2 (likewise with segments B,C). Consider the
relation in column 1, row 2 in Fig. 5. This corresponds to the LR relations:

R1,2(A,B,C) ≡def (A2 eq B1) ∧ (B2 eq C1) ∧ (C2 left A1 A2) ∧ (C2 left B1 B2)

The relation in column 1, row 3 (Fig. 5) corresponds to the LR relations:

R1,3(A,B,C) ≡def (A1 eq C2)∧ (A2 eq B1)∧ (B2 eq C1)∧¬(C1 collinear A1 A2)

We similarly encode relation R2,4 for the following proof of concept reasoning
tasks. Firstly, CLP(QS) proves that the relations R1,2 and R1,3 are pair-wise
disjoint:

∃A,B,C
(
R1,2(A,B,C) ∧ R1,3(A,B,C)

) ≡ ⊥
Next, we use CLP(QS) to compute the composition of R1,2 and R1,3 between

four segments A,B,C,D:

∃A,B,C,D
(
R1,2(A,B,C) ∧ R1,3(B,C,D) ∧ Ri,j(A,B,D)

) ≡ �
CLP(QS) determines that this is satisfiable when Ri,j is the relation in col-

umn 2 row 4 (Fig. 5).
Given a partially numerically defined scene, CLP(QS) can determine which

ULST RA relations are possible; e.g. let A1 = (0, 0), A2 = (10, 0) and B1 =
(10, 0), then CLP(QS) determines that R1,2 and R2,4 can hold between A,B,C
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(restricted to the subset of relations that we have defined for this proof of
concept):

∃A,B,C
(
A1 = (0, 0) ∧ A2 = (10, 0) ∧ B1 = (10, 0) ∧ Ri,j(A,B,C)

) ≡ �

. . . for i = 1, j = 2 or i = 2, j = 4.
Finally, given the following incomplete qualitative LR description of a sce-

nario, CLP(QS) determines which ULST RA relations are possible:

∃A,B,C
(
(C2 collinear A1 A2) ∧ Ri,j(A,B,C)

) ≡ �
. . . for i = 1, j = 3 or i = 2, j = 4.
We are in the process of completing this polynomial formalisation of all

ULST RA relations.

4 Representation of Networks for Sketch Map Alignment

Spatial representation with ULST RA can be done directly for plane embedded
networks. We performed experiments to compare ULST RA representations with
those of DRA7 and DRA72 for efficacy in sketch-metric map alignment. In past
experiments with sketch-metric map alignment [7] we explored using DRA7

and DRA72 for representing spatial relations between street segments. Results
from those experiments showed that DRA72 relations were over constrained for
this task. The results from our first experiment presented in Subsect. 4.2 below
support the hypothesis that the ULST RA calculi are at least as robust against
typical distortions in sketch maps as are the DRA calculi. In addition, the results
of Subsect. 4.3 show that representations based on ULST RA are competitive in
terms of their impact on algorithm performance when compared with pure DRA
representations.

4.1 The Sketch Map Alignment Problem

For the sake of clarity, we will introduce a formal characterization of the sketch
map alignment problem as the problem involving matching sets of constraints.
Given a domain of objects such as line segments, one can describe the spatial
configuration of these objects by labelling each pair of objects with the relation
that holds between them. We call such labels constraints.

Suppose the relations that we use as constraints in our description are given
by a qualitative spatial calculus with base relations B. If N is a set representing
the set of objects in our description then the function C : N × N → 2B is
called the constraint function for our description and the pair (N,C) called a
Qualitative Constraint Network (QCN). Thus a set of spatial constraints can
equivalently be expressed as a QCN. In order to say what it means to match
two QCNs we require the following definition.
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Definition 1 (Disjoint Union of QCNs [4]). Let N = (N,C) and N ′ =
(N ′, C ′) be QCNs with N ∩N ′ = ∅. The disjoint union of N and N ′ is the QCN
N � N ′ = (N ∪ N ′, C ′′) where

C ′′(i, j) =

⎧⎨
⎩

C(i, j) if i, j ∈ N
C ′(i, j) if i, j ∈ N ′

1 otherwise

The set of arcs connecting nodes from N to N ′ are called the joining arcs.
A QCN matching problem is the problem of finding refinements of the joining
arcs that maximize the number of those arcs labelled with relations under 1′,
the identity relation. Formally, let IdN = {(i, j) ∈ N | C(i, j) ≤ 1′} denote the
arcs of QCN N labelled with relations under 1′. The QCN matching problem is
stated as follows.

Definition 2 (QCN Matching Problem [4,19]). P (N ,N ′): find M ≤ N �
N ′ such that

1. M is closed, and
2. for any closed M′ ≤ N � N ′, |IdM′ | ≤ |IdM|.

The sketch map alignment algorithms that we presented in [3,4] all perform
the alignment by solving this QCN matching problem. In Subsect. 4.3 below we
claim that solving the QCN matching problem with ULST RA119 constraints is
equivalent to maximizing a certain sum.

4.2 Robustness Against Typical Distortions: A Comparitive
Evaluation

For evaluating the efficacy of ULST RA representations for alignment we com-
pared how robust the representations were to the distortions inherent in sketch
maps. The data used were extracted from 10 sketch maps taken from the Sketch
Mapia database2. The sketch maps were produced by participants in a study on
information contained in sketch maps. One general location in the city Münster,
Germany, was selected and participants were asked to draw a sketch map of this
location indicating all features that they considered important for describing the
location. In the original study, participants were asked to draw a sketch map of
the designated region from a survey perspective. Other than landmarks used to
mark the maximum extents of the regions to be drawn no other information was
provided to the participants. At the end of the drawing exercise each participant
georeferenced their sketch map by ground truthing as many sketched objects as
they could. The ground truthing involved assigning an object in the metric map
to the sketch object that is being georeferenced.
2 http://www.uni-muenster.de/Geoinformatics/en/sketchmapia/

sketch-map-database.php.

http://www.uni-muenster.de/Geoinformatics/en/sketchmapia/sketch-map-database.php
http://www.uni-muenster.de/Geoinformatics/en/sketchmapia/sketch-map-database.php
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In our evaluation we used the ground truthing data provided in the original
experiment to determine the number of constraint violations the sketch map
data contained when compared with the metric map data. The results of our
comparison are summarized in Table 1. Each row in the table represents data
for a single sketch map. For each calculus we computed the number of spatial
constraints on which the sketch map and the metric map agreed. The columns
titled ‘Actual’ contain the actual numbers counted while the ‘%age’ column
contains the same count as a proportion of the total number of constraints in
the sketch map (nC3 for a map of size n). DRA7t and ULST RA16 had almost
the same performance both overall and for the individual maps with an average
gain in robustness of 1.2 % from DRA7t to ULST RA16. They both resulted
in fewer constraint violations when compared with DRA72t and ULST RA119.
The performance of ULST RA119 was surprisingly much better than that of
DRA72t. In fact the average reduction in robustness of 52.2 % from ULST RA119

to DRA72t is by far much higher than that observed between ULST RA16 and
ULST RA119 (4.5 %).

The results reported here suggest that for the given data either DRA7t or
ULST RA16 may be the best suited models for representing them. However,
previous experience [4,19] has shown that these calculi are considerably under-
constrained for the matching task. DRA72t, and therefore the binary DRA72,
on the other hand, are most unsuitable for this task. In addition the cubic size
of ternary representations present a bottleneck when large amounts of data are
involved. In the next section, we therefore explore a binary representation of
ULST RA119 relations for this task.

4.3 DRA7–lr: Binary Re-representation of ULST RA119 constraints

We have found that performing sketch-metric alignment using model/graph
matching algorithms is orders of magnitude faster using DRA72 than using
DRA7 [3,4]. We therefore sought to find an alternative representation for line
segments spatial relations that could be used in place of DRA72 to increase the
robustness against typical distortions in sketch maps with a smaller penalty on
performance. Because the graph matching algorithm that we have developed for
sketch-metric map alignment [3], requires binary rather than ternary constraints,
we present here DRA7–lr, an alternative, binary, representation of ULST RA119

constraints.
An atomic DRA7-lr constraint between two line segments A and B is specified

by a 4-tuple of two-part constraints of the form

RDRA7-lr(A, B) =
∧

i,j∈{1,2}

⎛
⎝RDRA7(Ai, Bj) ∧

⎛
⎝ ∧

τ,κ∈{L,A,Q,X ,M,B,R}
#{τ, κ}

⎞
⎠
⎞
⎠,

(8)
where i, j ∈ {1, 2} each indicate one of the two possible orientations of the

respective line segments A and B, τ and κ are any two compatible ULST RA
zone symbols, and #, when applied to {τ, κ} returns the number of line segments
with one end-point in τ and the other end-point in κ. The first term of the
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Table 1. Robustness of different calculi against distortions inherent in sketch maps
measured as the proportion of constraints on sketched objects that are consistent with
constraints on corresponding metric map objects.

Sketch map # of line segments DRA7t ULST RA16 ULST RA119 DRA72t

Actual %age Actual %age Actual %age Actual %age

SM1 43 11354 92.0 11943 96.8 11564 93.7 2562 20.8

SM2 24 1882 93.0 1981 97.9 1855 91.7 514 25.4

SM3 17 574 84.4 584 85.9 559 82.2 275 40.4

SM4 10 120 100.0 120 100.0 114 95.0 59 49.2

SM5 20 1140 100.0 1140 100.0 1095 96.1 564 49.5

SM6 18 816 100.0 816 100.0 749 91.8 272 33.3

SM7 29 3499 95.8 3524 96.4 3347 91.6 1251 34.2

SM8 31 4060 90.3 4060 90.3 3887 86.5 1556 34.6

SM9 37 7073 91.0 7073 91.0 6830 87.9 3275 42.1

SM10 28 2925 89.3 2925 89.3 2836 86.6 1691 51.6

conjunct is the DRA7 constraint between Ai and Bj . The four constraints in
Subsect. 4.3 can be treated independently of each other.

To match two sets of DRA7–lr constraints one simply compares pairs of
constraints one from each set for equality. This means that the input sets are
restricted to have the same cardinality. There are at least two simple variations
on this approach that can be used to overcome this restriction. First, one can
digitize the count values into binary values setting all non-zero values to 1. Then
a pair of constraints match provided they agree on the DRA7 part and preference
is given to the constraint pair that has the most matching positions in the binary
string.

The second variation involves comparing the actual counts and still accepting
the constraints if they agree on the DRA7 portion but preferring instead the
pair that has the greatest sum of the pairwise minima over all counts. That is,
preference is given to the pair (RDRA7-lr(A,B), RDRA7-lr(A

′, B′)) of constraints
maximizing the sum

∑
{L,A,Q,X ,M,B,R}

min (#{τ, κ},#{τ ′, κ′}) (9)

This last variation is the most robust for sketch-to-metric alignment because
it does not penalize differences in the sizes of the input data and does not throw
away as much detail as does the digitized version. In fact we obtain the following:

Statement 1. Let U and V be two DRA7−lr QCNs and let U ′ and V ′ be
their respective underlying ULST RA119 QCNs. Then every solution to the QCN
matching problem for U ′ and V ′ is optimal if and only if it is a solution to the
matching for U and V that maximizes the sum of counts over all mutually con-
sistent pairs of constraints in U × V.
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5 Conclusions and Outlook

We have presented the ULST RA calculus and discussed how it improves the
performance of our sketch-metric map alignment algorithm. ULST RA119 is
less constrained than DRA72 and more constrained than DRA7. The way that
ULST RA119 brings advantage to the matching process is by distinguishing fewer
configuration per pair of line segments while maintaining distinctions induced
planar partitions corresponding to simple circuits (sequences of line segments
forming closed polygons).

ULST RA119 leads to better solutions during alignment as it is robust against
some typical distortions inherent in sketch maps. However, it is not robust to
all distortion effects encountered during sketch processing. In particular, when
the third line segment is disconnected from the other two, then the relation in
the sketch map may differ from the corresponding relation in the metric map.
In addition, constraints involving one dimensional sectors are unlikely to remain
stable across hand draw sketch maps. The same applies for other applications
where such relations are directly observed and reported (e.g. robotics).

Another problem that we have not been able to address yet with ULST RA119

is that of maintaining spatial consistency under spatial aggregation. When a
string of segments is aggregated, the resulting configuration may change the
relation of the aggregate to one that significantly deviates from the majority of
the original constraints involving the component line segments.

Our future work will focus on the two shortfalls outlined above. In addition we
will address the question of deciding consistency of networks of ULST RA con-
straints. By the curious and strong result of Lee [8], we believe that ULST RA119

is ∃R–complete. We also believe that the ∃R–completeness result can be, alter-
natively, shown by reduction from the rectilinear crossing number problem. We
will write about this next.
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Abstract. A widely used approach in Multicriteria Decision Aid is the
Preference Disaggregation Analysis (or PDA). This is an indirect app-
roach used to characterize the decision process of a Decision Maker (or
DM). By means of a limited set of examples (called a reference set) pro-
vided by the DM, the PDA approach estimates the parameter values of
a preference model that is characterized by the DM. This paper pro-
poses a new optimization model for PDA, and its solution through an
evolutionary algorithm. The novel features in the definition of the model
include the use of the effect of the intensity (i.e. the variations among
the criteria values used to evaluate decision alternatives), and new ways
to combine the number of consistencies and inconsistencies with respect
to the reference set. Through an experimental design performed to eval-
uate the fitness of the new model, it was corroborated its effectiveness to
fit the DM preferences, and also it showed comparable results with that
provided by an state-of-the-art strategy.

1 Introduction

In Multi-Criteria Decision Aid (MCDA) the decisions made by a Decision Maker
(DM) can be expressed through a prespecified mathematical structure. A multi-
criteria decision model that is made in this way relies commonly in a set of
preferential parameters that are meant to reflect the preference information of a
DM, which in turn becomes a crucial aspect in building the decision models ([1]).
The development of these models is based on direct or indirect methods. In the
first case, the DM is involved in the process of specifying the preferential para-
meters ([2]), a process that presents difficulties for the DM when assigning values
to parameters, commonly because it is hard for a DM to know the exact values
required by the parameters, and because it is a time consuming task. On the
other hand, the indirect methods, which include the preference-disaggregation
c© Springer International Publishing Switzerland 2015
O. Pichardo Lagunas et al. (Eds.): MICAI 2015, Part II, LNAI 9414, pp. 451–462, 2015.
DOI: 10.1007/978-3-319-27101-9 34
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analysis (PDA), use a reference set provided by a DM to infer the values for the
preferential parameters.

According to Greco et al., in [3], the relatively less effort from the DM implied
by disaggregation paradigms is becoming more attractive among the MCDA
approaches. The scientific literature relates several works to the PDA paradigm
(e.g., [4–6]), ([7]). Of particular interest for this research is the PDA in ELEC-
TRE methods (see [8]), which are one of the most popular multi-criteria decision
tools; they are commonly used to model the preferences of a DM in different type
of problems as sorting, choosing, and ranking. However, due to the ELECTRE-
based models requires solving a difficult non-linear programming problem (cf.
[9,10]), the use of evolutionary techniques has become an important tool to solve
them. Doumpos et al., in [2], use a differential evolution algorithm for inferring
parameter values in the ELECTRE TRI method. In [5,6], the authors present
evolutionary multi-objective algorithms for inferring parameters of a fuzzy indif-
ference relation model for multi-criteria sorting purposes, these works use the
ELECTRE III method. In [7], Covantes et al. present a robustness analysis over
a PDA in ELECTRE III, through the use of an artificial DM and multi-objective
evolutionary algorithm.

Because of the importance of the ELECTRE-based methods in MCDA, and
the relatively small number of works devoted to their solution, the research
presented in this paper is focused to extend the state of the art of existing
PDA in ELECTRE methods, through the development of a new optimization
model. In particular, the model is developed for the PDA in the ELECTRE III
method, such that it can contribute in the solution of decision problems e.g.,
as in the portfolio selection problem(cf. [11,12]). The results derived from the
experimental design provide additional evidence that it is competitive against a
state-of-the-art strategy; they also reveal, as expected, that the existing models
could be improved to fit better a model for the DM’s preferences. In order to
be consistent with the decision policy, embedded in the chosen reference set, the
model explores a novel feature based on the effect of the intensity, and the type
of inconsistencies derived from the preference system.

The paper is organized as follows. Section 2 describes the outranking model
based on ELECTRE III, and the basic concepts. Section 3 presents the new
parameter optimization model based on the PDA paradigm. Section 4 details
the experimental design performed to evaluate the performance of the optimiza-
tion models in the characterization of the DM’s preferences. Section 5 presents
the results derived from the experiment performed. Finally, Sect. 6 presents the
conclusions derived from the research.

2 Assumptions and Notations

The proposed model is based on the Relational System of Preferences presented
by Roy [8], and extended by Fernandez et al., in [6], to include fuzzy prefer-
ence relations. This section describes the elements of the Relational System of
Preferences, which will be used in the following section to define the proposed
model.
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In order to define the optimization model in this paper, it is necessary to
define a preference relation AP over pair of alternatives for which a DM must
take a decision. The preference relation AP is defined according to the fuzzy
preference relations proposed by Fernandez et al., in [6]; there, each alternative
has a set of objective values gi associated to it, where 1 ≤ i ≤ n, and n is the
number of criteria. The relations over each pair of alternatives x, y are described
as follows:

1. Strict preference: Denoted as xPy, corresponds to the existence of clear and
positive reasons that justify significant preference in favor of one of the two
alternatives.

2. Indifference: It corresponds to the existence of clear and positive reasons to
support the idea that two alternatives have high degree of equivalence between
both. This relationship is denoted as xIy.

3. Weak preference: Represented as xQy, it corresponds to the existence of clear
and positive reasons in favor of x over y, but that are not sufficient to justify
strict preference. Indifference and strict preference cannot be distinguished
appropriately.

4. Incomparability: None of the preceding situations predominates, since there
is high heterogeneity between the alternatives. That is, absence of clear and
positive reasons that justify any of the above relations, so he/she cannot set
a preference relation. This is denoted as xRy.

5. k-Preference: It corresponds to the existence of clear and positive reasons that
justify strict preference in favor of one of the two alternatives, or incompara-
bility between the two alternatives, but with no significant division established
between the situations of strict preference and incomparability. It is denoted
as xKy.

In order to formally define the relations previously described, the methodol-
ogy uses the outranking method ELECTRE III to calculate the value of σ(x, y, ρ),
which expresses the degree of truth of the predicate x is at least as good as y in
terms of a set of preferential parameters ρ, and the value of the parameter λ.
The parameter λ is commonly known as the outrank threshold, and it is assigned
accordingly to the preferences of the DM. Table 1 shows the formal definition for
each of the relations previously described.

3 Method for Inferring Parameters of a Decision Model

The closest related work to the model proposed in this paper, is the one presented
by Fernandez et al., in [6]; there, the authors present an optimization model based
on the PDA paradigm for estimating the values of the parameters of ELECTRE
III, where the degree of differences among criteria are not taken into account.
Our approach deals with that degree of difference, which is referred as effect of
intensity, and it tries to fit the DM’s preferences by leaving out those cases where
it occurs. The remaining of this section is meant to describe the proposed model.
It is important to point out that in this work the set of criteria that defines an
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Table 1. Preference relations used to define the optimization model proposed.

Preference Definition

xPy-Strict Preference

(x dominates y)
∨

([σ(x, y, ρ) ≥ λ] ∧ [σ(y, x, ρ) < 0.5])
∨

([σ(x, y, ρ) ≥ λ] ∧ [0.5 ≤ σ(y, x, ρ)] ∧ [σ(y, x, ρ) < λ] ∧ [σ(x, y, ρ) − σ(y, x, ρ) ≥ β])

xIy-Indifference
([σ(x, y, ρ) ≥ λ] ∧ [σ(y, x, ρ) ≥ λ])

∧

(σ(x, y, ρ) − σ(y, x, ρ) ≤ ε)

xQy-Weak Preference

(¬xPy)
∧

(¬xIy)
∧

([σ(x, y, ρ) ≥ λ] ∧ [σ(x, y, ρ) > σ(y, x, ρ)])

xKy-K-Preference

([0.5 ≤ σ(x, y, ρ)] ∧ [σ(x, y, ρ) < λ])
∧

(σ(y, x, ρ) < 0.5)
∧

(σ(x, y, ρ) − σ(y, x, ρ) > ε)

xRy-Incomparability
(σ(x, y, ρ) < 0.5)

∧

(σ(y, x, ρ) < 0.5)

alternative are considered as objectives that are wished to be improved in the
decision process; and for that reason, objectives and criteria are related terms,
and are considered the same.

The section is organized in two parts. Firstly, the main feature of the model
is introduced, the effects of intensity. After that, the new optimization model is
presented.

3.1 Effects of Intensity

To define the optimization model proposed in this paper, let us introduce the
concept of Effects of Intensity, or EI, as follows. Let x, y be two alternatives
among which a DM should choose one. Let {g1, g2, ..., gn} be the set of n
criteria, and w.l.o.g. in the form of maximization functions, that characterizes
the alternatives. Then, EI(x, y), or the EI among x and y, is defined according to
Eq. 1, where α denotes a threshold established according to the DM preferences.

EI(x, y) =
{

true If there is at least a criterion i such that |gi(x) − gi(y)| > α
false otherwise

(1)
The function EI(x, y) triggers an indicator of relative importance of a certain

criterion to define the overall importance of an alternative x over another one
y, i.e. whenever one alternative x outranks another alternative y in the presence
of EI, it means that with a high probability it is due to only one criterion.
Equation 2 gives an example of EI. This is an example of the existence of the
EI among two alternatives x, y with three criteria. Note that the threshold α
is set to 2, such that the EI exists only due to the first criterion, where the
difference is 9 and surpasses this value. The latter situation can be deceivable,
because it could provoke in a DM to choose an alternative like x, only because
of the intensity of one criterion, before realizing that in the remaining criteria it
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is worst; this represents the main reason to exclude such cases from the decision
model proposed.

x = (10, 5, 9)
y = (1, 6, 10) (2)

3.2 New Parameter Optimization Model for ELECTRE III

The model proposed in this paper considers the definition of ELECTRE III as
described in [6], which involves the use of the parameters λ, and ρ = {w, q, p, v, u},
to compute σ(x, y, ρ). The parameters are described in Table 2.

The new optimization model is based on a reference set T provided by a DM.
The reference set T is formed by related pairs x � y, where x, y are a couple
of alternatives, and the relation � specifies a preference of x over y defined by
the DM. The implication defined in Eq. 3 indicates that if the proposed model
specifies preference of x over y, then the DM must also have specified the same,
i.e. x � y ∈ T . On the other hand, the implication in Eq. 4 indicates the oppo-
site, i.e. if the DM specifies a preference, then the model should have predicted
the same. The model predicts a preference based on the relation established
according to ELECTRE III, i.e. if σ(x, y, ρ) ≥ λ then the preference holds.

σ(x, y, ρ) ≥ λ → x � y (3)

x � y
∧

∼ EI(x, y) → σ(x, y, ρ) ≥ 0.51 (4)

3.3 Solution for the Proposed Optimization Model

Based on the previously defined implications in Eqs. 3 and 4, the functions N1, N2

are defined to count the inconsistencies derived from them. The functions N1 and
N2 count the inconsistencies derived from Eqs. 3 and 4, respectively, i.e. when the
implications are false. Note that N2 incorporates the use of EI in its definition,
which means that only those relations provided by the DM without effects of
intensity (denoted ∼ EI) will be considered. These functions are used to define
the proposed optimization model as shown in Eq. 5, where R.F. stands for a

Table 2. Parameters of the proposed model.

Parameter Purpose

λ Outrank threshold

w = {w1, w2, ..., wn} Vector of weight for each objective i

q = {q1, q2, ..., qn} Vector of indifference thresholds for each objective i

p = {p1, p2, ..., pn} Vector of preference thresholds for each objective i

u = {u1, u2, ..., un} Vector of pre-veto thresholds for each objective i

v = {v1, v2, ..., vn} Vector of veto thresholds for each objective i
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feasible region of solutions defined by the set of parameters ρ. This optimization
model does not consider the value of λ, because it is fixed during its solution.

min N1, N2
s.t. ρ ∈ R.F.

(5)

The minimization of the functions N1, N2 allows a better fit of the para-
meters to the DM preferences, represented by the reference set T . Given that
founding an exact solution for this new model might be hard, an evolutionary
approach is used instead. Both functions N1, N2 are used as objectives, and the
chromosome is formed by the set of parameters ρ that define ELECTRE III. The
following section presents the integration of the model presented in this section,
the relational system of preferences described in Sect. 2, and a multi-objective
metaheuristic.

4 Experimental Design

This sections presents details on the experiment conducted to test the perfor-
mance of the new optimization model for PDA in ELECTRE III. The experiment
is divided in five parts. The first part refers to the use of an artificial DM to
generate the instances to test the performance of the model, i.e. a reference set T
was generated using the artificial DM. The second part describes the constraints
that can be considered when solving the instances. The third part involves the
implementation of the solution for the proposed model using the multi-objective
metaheuristic NSGAII. The fourth part involves the performance indicators to
evaluate the solutions for the proposed model found through the metaheuristic.
And finally, the fifth part describes with detailed the methodology followed in the
experiment to integrate all the other parts. The results were compared against
one of the best results reported by the state-of-the-art approach proposed in [6].

4.1 Generation of Instances: Building Reference Sets

In order to test the model, it was necessary to emulate a DM, and with it to
generate a set of instances as cases of study. For this purpose, the function V
described in [6] was used. This function considers a universe U formed by objects
x with four criteria (F1, F2, F3, F4) ∈ �4, where each Fi can take random real
values in the range of [1, 7], and the model shown in Eq. 6. The preference over
the criteria is incremental, i.e. they are maximizing functions.

V =
F1 + F2 + F3 + F4 + 4

√
F1 · F2 · F3 · F4

5
(6)

Each element (x, y) of the reference set T is formed by four criteria generated
at random, then its preference relation is established according to the expression
shown in Eq. 7, where the value 0.25 emulates certain preference threshold.

∀(x, y) ∈ T, x � y → V (x) ≥ V (y) − 0.25 (7)
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Table 3. Configuration of the parameters for the algorithm NSGAII implemented in
jMetal, and used to solve the proposed model defined in Sect. 3.2.

Feature Meaning

Objective Minimization of the values N1, N2 defined in Sect. 3.2

Crossover operator SBXCrossover, defined in jMetal, with a probability set to 0.9

Mutation operator PolynomialMutation, with a probability set to 1
5∗N

Selection operator BinaryTournament2

Maximum Evaluations 25000

Population size 100

4.2 Constraints

The parameter values of the preference model were described in Table 2. Some of
the parameter values of the preference model were fixed, in order to compare with
the state-of-the-art approach reported in [6]. For this experiment we fixed λ =
{0.67, 0.70, 0.75}, and α = 2 (note that the values of λ were taken from values
reported in related work derived from the scientific literature [5,6]). Additionally,
some constraints used in the literature, as in [6], were considered over the values
of the parameters ρ; these constraints are depicted as follows:

– wi > 0;
– λ > 0.51;
– 0 ≤ qi ≤ pi < ui < vi(i = 1, · · · , n);
– |wm − wj | < 0.125, for m = {1, 2, 3} y j > m;
– For each criterion j, 0 < qj ≤ 0.34, 0.5 ≤ pj ≤ 0.9, 1.0 ≤ uj ≤ 2.4, 2.5 ≤ vj ≤

6;
– |(vj + pj)/2 − uj | ≤ 0.1(vj − pj);

4.3 The Evolutionary Multi-objective Approach

The framework jMetal1 is developed for multi-objective optimization with meta-
heuristics. The algorithm NSGAII implemented in this framework was used to
solve the optimization model proposed in Eq. 5. The parameters of the algorithm
were configured as indicated in Table 3.

The proposed model searches for an adequate configuration of parameter
values for the preference model based on ELECTRE III, such that they fit the
DM’s preferences. For this purpose, the NSGAII algorithm represents the set of
parameters as individuals of a population, each chromosome of the individual
represents one the parameters that define ELECTRE III, i.e. the parameters
{w, p, q, v, u} for each objective are the chromosomes of an individual in the
algorithm.
1 http://jmetal.sourceforge.net/.

http://jmetal.sourceforge.net/
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4.4 Performance Indicators

Once that the parameters of a generic decision model have been estimated using
an optimization model, a sorting decision over new objects has to be performed
in order to determine the quality of a set of parameter values. For this purpose,
it can be used the outranking relations defined in Sect. 2, and the implications
shown in Eqs. 8 and 9.

xS(λ, ρ)y → x � y (8)

x � y → xS(λ, ρ)y (9)

Based on the previous information, the following indicators are defined to
measure the performance of the optimization model:

– Correct Decisions DC1. This indicator corresponds to a decision taken
properly in the sense of the DM preference. It counts the times that both, the
antecedent and the consequent in implications in Eqs. 8 and 9 were true, and
must be maximized.

– F1. This indicator counts the inconsistencies from implication in Eq. 8, and
must be minimized. It relates assertions of the model on preferences of x over
y when the DM indicates the contrary.

– F2. This indicator counts the inconsistencies derived from implication in Eq. 9,
and must be minimized. It relates assertions of the DM on preferences of x
over y when the model indicates the contrary.

– ACF . This indicator corresponds to vague decisions derived from the model,
and must be minimized. It counts the times that both, the antecedent and
the consequent in implications in Eqs. 8 and 9 were false.

– A1. This indicator counts the times that both, the antecedent and the conse-
quent in implications in Eq. 4 were true, without EI among pairs (x, y), and
must be maximized.

– A2. This indicator counts the times that both, the antecedent and the conse-
quent in implications in Eq. 9 were true, only considering pairs (x, y) with EI,
and must be maximized.

– G1. It counts the inconsistencies from implication in Eq. 4, without EI, and
must be minimized.

– G2. It counts the inconsistencies from implication in Eq. 9, with EI, under the
constraints σ(x, y, ρ) ≥ 0.51 and σ(x, y) < λ, and must be minimized.

– G3. It counts the inconsistencies from implication in Eq. 9, with EI, under the
constraints σ(x, y, ρ) ≥ 0.51, and must be minimized.

The previous performance indicators were used to compare each set of para-
meter values ρ derived from our optimization model, against the solution Pbest∗(2)
reported in [6] (see Table 4).
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Table 4. Set of parameter values Pbest∗(2) reported in [6], using λ = 0.70.

Solution λ w1 w2 w3 w4 q1 q2 q3 q4 p1 p2 p3 p4 u1 u2 u3 u4 v1 v2 v3 v4

Pbest∗ (2) 0.70 0.250 0.250 0.25 0.25 0.15 0.154 0.147 0.149 0.693 0.694 0.695 0.694 2.036 2.043 2.040 2.036 3.461 3.464 3.461 3.483

4.5 Detailed Experiment

The methodology followed to test the algorithm NSGAII on the solution of the
proposed model was based in the following steps:

1. Initially, 8 alternatives were created, each having 4 objectives with values
generated at random in the range [1, 7].

2. Using the set of 8 alternatives of the previous step, 28 instances were gen-
erated. Each instance is one of the possible subsets of size 6 that can be
constructed from the initial 8 alternatives. Hence, there are 30 possible pairs
of relations, defined through the model described in Sect. 4.1, per instance.

3. The optimization model derived from each instance was solved 10 times by
NSGAII, and the parameter values generated were used to determine ρ∗, the
central solution from the generated Pareto front. The value of ρ∗ was taken as
the best solution for the instance, regarding that it also belong to the Pareto
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front. The value ρ∗ of an instance is computed as the mean value of each
parameter value obtained from a solution in the Pareto front.

4. The fitness of the set of parameter values ρ∗ was evaluated. For this purpose,
ρ∗ was used to establish the preference relations over the pairs of alternatives
derived from an entire new set of 100 random alternatives. Then, the rela-
tion between each pair (x, y) in the new set of alternatives was determined
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using σ(x, y, ρ∗) in the model described in Sect. 2. The performance indicators
presented in Sect. 4.4 were used.

5. The results were compared against one of the best values reported in [6].

Note that the considered values of the outrank threshold where fixed to
λ = {0.67, 0.70, 0.75}. The following section presents the results derived from
the present experiment.

5 Results

Figures 1 and 2 show graphs that summarizes the results obtained from the
experiment described in Sect. 4. There is a graph per performance indicator,
and each of these graph contains the value obtained by each of the 28 set of
parameter values ρ∗ considered. Additionally, each graph shows a different line
per distinct value of λ = {0.65, 0.70, 0.75}, and it is compared against the state-
of-the-art value Pbest∗(2) taken from [6]; this value is represented as a straight
line.

Finally, note that in all the indicators, the performance in the prediction of
preferences of the proposed model over 100 random alternatives is competitive,
since it improves the solution Pbest∗(2), in at least one set of parameter values ρ∗.
This information provide evidence that the preference models can still be improved
in PDA.

6 Conclusions

This paper presents a new optimization model for PDA in ELECTRE III. The
model incorporated the effects of the intensity derived from the extreme varia-
tions in the differences between same criteria among pairs of alternatives. The
model minimized two objectives, derived from the inconsistencies found in the
model with respect to a reference set provided by the DM. For small instances,
the optimization model solved by NSGAII obtained zero inconsistency in both
objectives. For prediction purposes in new randomly sets, the central value from
the Pareto front generated previously showed competitive results against an
state-of-the-art approach, by improving it in some of the performance indicators
defined in this work.

Finally, it is open the question whether or not exists a better optimization
model that yields values which support better the predictions given by a prefer-
ence model, in comparison to the real preferences provided by a DM.
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Abstract. Scheduling is a problem in computer science with a wide range of
applicability in industry. The Heterogeneous Computing Scheduling Problem
(HCSP) belongs to the parallel computing area and is applicable to scheduling in
clusters and high performance data centers. HCSP has been solved traditionally
as a mono-objective problem that aims at minimizing the makespan (termination
time of the last task) and has been solved by Branch and Bound (B&B) algo-
rithms. HCSP with energy is a multi-objective optimization problem with two
objectives: minimize the makespan and the energy consumption by the machines.
In this paper, an integer linear programming model for HCSP is presented. In
addition, a multi-objective method called TwoPILP (Two-Phase Integer Linear
Programming) is proposed for this model. TwoPILP consists of two phases. The
first minimizes the makespan using a classic branch and bound method. The
second phase minimizes the energy consumption by selecting adequate voltage
levels. The proposed model provides advantages over mono-objective models
which are discussed in the paper sections. The experimentation presented com-
pares TwoPILP versus B&B and NSGA-II, showing that TwoPILP achieves
better results than B&B and NSGA-II. This method offers the advantage of
providing only one solution to the user, which is particularly useful for appli-
cations where there is no decision maker for choosing from a set of solutions
delivered by multi-objective optimization methods.

Keywords: Scheduling � Branch and bound � Modeling � Planning

1 Introduction

Scheduling is among the most difficult NP-hard problems in combinational optimization
[1]. The classic scheduling problem consists of a set of jobs which should be executed in
a set of machines. The objective of this problem is to minimize the makespan, which is
the time when all the tasks are completed. A multi-objective scheduling problem
(MSP) consists of minimizing two or more objectives such as the makespan, energy,
cost, and tardiness. In a MSP the goal is to find the Pareto Frontier which contains all the
non-dominated solutions. The non-dominated solutions are equally good or none of
them is worse than any other. The main issue in multi-objective optimization is that the
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objectives are usually in conflict, because the optimization of one of the objectives
debases the optimization of the others.

The scheduling problem HCSP with energy consists not only in the minimization of
the makespan but also deals with the minimization of the energy consumption of the
machines. To achieve these objectives, DVFS (Dynamic Voltage and Frequency
Scaling) capable machines are used. These machines are capable to work at different
speeds, allowing to manage the energy consumption during the execution of allocated
tasks. DVFS is an energy management technique in computer architectures, which
allows to increase or decrease the voltage applied. DVFS is normally used in laptops
and other mobile devices as energy saver.

In 1992, the Energy Star program was created [2] and the efficient energy-aware
consumption was started. Nowadays, this approach is applied in data centers and
distributed systems due to the concern for environmental care in the last years.

The consumption by data centers has increased in the last years. For instance in the
United States the energy consumption in millions of kilowatt-hours was 61000 in 2006,
which was equivalent to around 1.5 % of the total energy consumption in this country
[3]. Nowadays to save energy by datacenters is more important, because the costs are
higher due to energy awareness and environmental care. In November 2008 there were
a total of 14 High Performance Computing Centers (HPCC) with an energy con-
sumption higher than 1 MW. The number of HPPC in June 2013 was 43. The total of
super-computers for USA and Europe was almost 363 in 2014. The National
University of Defense Technology (NUDT) in China developed a super-computer with
3,120,000 cores with a performance of 33.9 Pflops and energy consumption of
17.9 MW [3]. Although more cores provide more computing power, this has strong
implications in energy consumption and thermal conditions. The more energy used to
compute an application, the larger the economic costs and heat problems.

HCSP (Heterogeneous Computing Scheduling Problem) with DVFS is a problem
where the goal is to find the best allocation of tasks to machines, which produces the
lowest makespan and also generates the lowest energy consumption. HCSP is in fact a
two-objective optimization problem which deals with both, minimize the energy
consumption and the makespan, and it was solved by a Genetic Algorithm, mainly by
NSGA-II [4]. In this paper, an integer linear programming model for HCSP is pre-
sented. Besides, a multi-objective method called TwoPILP (Two-Phase Integer Linear
Programming) is proposed for this model. TwoPILP consists of two phases. The first
minimizes the makespan using a classic branch and bound method. The second phase
minimizes the energy consumption by selecting adequate voltage levels. The proposed
model provides advantages over mono-objective models which are discussed in the
paper sections. In addition TwoPILP is compared versus a classic B&B and NSGA-II
algorithms for mono-objective and two-objective formulations respectively.

This paper is organized as follows. Section 2 contains the multi-objective methods
for scheduling. HCSP and its mathematical formulation are described in Sect. 3.
Section 4 details the phases of the TwoPILP method for solving HCSP, which aims at
minimizing the energy and the makespan. The experimentation and results are dis-
cussed in Sect. 5. Section 6 presents the conclusions.
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2 Multi-objective Methods for Scheduling

The multi-objective scheduling problem is currently solved by metaheuristics [5–10].
Also to solve it several heuristics are used, some of them are genetic and evolutionary
algorithms like NSGA-II [11], MOEA/D [12], and ant colonies [13]. Some methods
work over populations or individuals which improve simultaneously all the objectives.
Other methods use aggregative functions which combine all the objectives in only one.
Usually these methods work to find the Pareto frontier which includes all the
non-dominated solutions found by the algorithm.

In the Job Shop Scheduling Problem (JSSP) a set of jobs needs to be executed in a
set of machines subject to some constraints. These tasks and machines have some
characteristics, which are used for classifying JSSP problems [14]. Specifically, each
problem can be classified by three fields α|β|γ:

• a : Represents the type of machine in the system.
• b : Represents the type of task.
• c : Represents the criteria on which the schedule is evaluated.

Some JSSP variants are the following:

• Related independent and equal machines.
• Machines require some time to wait between tasks.
• Objective function optimizes makespan, costs, lateness, and tardiness. The prob-

lems can be multi-objective optimization.
• Tasks can have some constraints; for example, to start a job i needs to finish a job j.
• Tasks and machines have mutual constraints, for example, certain tasks can be

allocated only to specific machines.
• Processing times can be fixed or probabilistic.

The most common multi-objective version of JSSP is the Flexible JSSP. In this
problem the tasks can only be allocated to specific machines. JSSP normally minimizes
the makespan combined with one of the other criteria: energy, cost, tardiness, idle time,
and work load.

The scheduling problem has been solved by metaheuristics like NSGA-II,
MOEAD/D, Simulated Annealing, Tabu Search and also exact models for makespan
minimization. To explore the solution space among metaheuristics, there are some
heuristic rules. The most common rules are min-min, max-min, largest job on fastest
resource-shortest job on fastest resource, and suffrage [7, 15, 16].

2.1 NSGA-II and HCSP

NSGA-II has been used to solve a wide variety of scheduling problems [4, 9, 17, 18].
NSGA-II is a multi-objective algorithm based on dominance [11]. This algorithm has
two principal methods which improve the lack of elitism, the front sorting complexity,
and the diversity of NSGA. These methods are the fast_nondominated_sorting and the
crowding_distance_assignment. The former sorts the population in a set of fronts with
non-dominated solutions. The later assigns to each solution a crowding distance value,
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which measures the density of solutions around it. The crowding distance is the size of
the largest cuboid enclosing one solution without including any other population.

3 HCSP

In recent years the fast growth of computing power in low cost equipment and the
technology development of networks with high speed have accelerated the spread of
distributed systems to solve complex problems. Heterogeneous computing systems are
composed by computer equipment with different characteristics and computing power.
These characteristics allows to create an infrastructure that provides a high computing
capacity with good relation between cost and effectiveness to solve very large and
complex problems.

Normally heterogeneous computing systems provide high performance machines in
parallel and/or distributed systems, which work cooperatively to solve problems that
require an intensive computer power and have diverse computational requirements.
Heterogeneous computing systems have been used to solve a wide variety of problems
that require high power consumption [15].

The main issue in heterogeneous computing consists in finding the best schedule of
tasks on machines such that it satisfies some requirements related to efficiency, work
load, economic benefits, costs, and others. This is a scheduling problem where JSSP
considers diverse operations per job and dependencies between jobs. Typically,
dependency is modeled by a disjunctive graph [19, 20]. HCSP not only minimizes the
makespan but also minimizes the energy. This problem is called HCSP with energy and
is described in the next subsection.

3.1 HCSP Description

The formal definition of HCSP is the following [21]: Given an HC system that has a set
of computer resources (machines) M ¼ m1;m2; . . .;mLf g and a set of jobs J ¼
fj1; j2; . . .; jNg to be executed in the HC system. Given a function with execution times
P : 1; . . .;Nf g � 1; . . .; Lf g ! Rþ , where Pði; jÞ is the required time to execute the job
j in the machine Mi. The purpose of HCSP is to find an allocation of tasks in machines
which minimizes the makespan, more specifically, the function ðf : JN ! ML) such
that:

max
i2fm1;...;mLg

X

j2J;f ið Þ¼j

Pði; jÞ ð1Þ

HCSP with energy is defined as follows [22]: Given a set of n jobs, m processors
and a constraint of time T. Find the processors configurations e1; e2; . . .; eL for the N
jobs and a schedule with N jobs in L processors, such that the energy consumption is
minimized and the makespan does not exceed T. Notice that this problem is
two-objective since it minimizes makespan and energy consumption.
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Exact models with two phases for HCSP with energy have not been found in the
literature. Most methods use a non-deterministic approach. The few integer linear pro-
gramming (ILP) methods in the state of the art focus on minimizing makespan or mini-
mizing energy consumption [23]. In this work the problem addressed is HCSP with
energy, which aims at minimizing the two objectives (makespan and energy consumption)
considering the following conditions: (a) every job that has been allocated and started,
cannot be interrupted; (b) each job is an atomic unit and cannot be split, and it can only be
executed in one processor at a time; (c) the execution time for a job may vary from one
machine to another; (d) all the tasks are independent; (e) idle time is not considered. The
two objectives of HCSP with energy are described in the following subsections.

3.2 Makespan

Let J1; . . .; JNf g a set of jobs and fM; . . .;MLg a set of machines. Each job j has
associated a computation cost Pi;j in machine Mi at a maximal speed and voltage. The
relative cost in terms of execution time P0

i;j is given by the next equation [19, 20]:

P0
ij ¼

Pi;j

speed
ð2Þ

where Pi;j represents the time that requires j to be executed in the machine Mi, and
speed is associated to each level of processor configuration. Makespan is the time in
which the last job is finished and is given by the following equation:

makespan ¼ MAXk
j¼1

X
P0
i;j8j allocated to Mi

� �
ð3Þ

3.3 Energy

The energy model used in this work is derived from the consumption energy model
CMOS (Complementary Metal-Oxide Semiconductor) [26], where Vi is the voltage
supplied to the processor in which job j is processed, and P0

i;j is the relative compu-
tational cost for job j with the voltage configuration and machine scheduled. The
energy consumption is given by

Ec ¼
Xn

i¼0

V2
l;iP

0
i;j8j allocated to Mi ð4Þ

where l is the configuration index in selected processor with a voltage Vi. Since
machines are DVFS capable, the makespan objective function is modified as follows:

min MAXk
i¼1ð

X
P0
i;j8j allocated to MiÞ ð5Þ
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4 TwoPILP Method for HCSP with Energy

TwoPILP (Two-Phase Integer Linear Programming) is an integer linear programming
model which works in two phases. The first phase of this method consists in optimizing
the makespan, and then the objective value found is passed to the second phase to
optimize the energy function [9]. These phases are sequenced this way because in
HPCC the priority is execution time, and then the energy consumption. In In other
words, the problem focuses on optimizing only one objective at a time. Furthermore,
this is an exact method that guarantees great quality in both objectives.

Figure 1 shows the process representation of the TwoPILP method. The first phase
uses a B&B with the classical simplex method to solve the model and to obtain the
makespan, which is provided to the second phase. The second phase also applies a
B&B and the simplex method to minimize the energy consumption.

The formal descriptions for the integer linear programming models for HCSP with
energy are presented in the next section. First, the model of phase I is described which
was taken from [27]. Then the proposed model for phase II is presented.

4.1 TwoPILP: Phase I

In the first phase a binary variable xij is defined. This variable takes the value of 1 if job
j is allocated to machine Mi. Variable y stores the makespan. Constant Pi;j is the
execution time of job j in machine Mi.

min y ð6Þ

Fig. 1. Phases of TwoPILP.
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subject to:

Xm

i¼1

xi;j ¼ 1; j ¼ 1; . . .; n: ð7Þ

Xn

j¼1

Pi;jxi;j � y; i ¼ 1; . . .;m: ð8Þ

xi;j 2 f0; 1g ð9Þ

y 2 fRþ g ð10Þ

In this formulation (6) represents the objective function to minimize. Constraint (7)
is related to the allocation, which allows a job to be executed only in one machine.
Constraint (8) associates the maximum of the total execution times from each machine
Mi to the makespan. The allowed variable values are defined by constraints (9) and (10).

4.2 TwoPILP: Phase II

The purpose of this model is to find a processing level configuration in machines that
minimizes the energy consumption. The makespan obtained in phase I is established as
a bound in phase II constraint (14). This phase uses Eq. (6) to avoid exceeding the
makespan established from phase I. This model defines a binary variable xi;j;k , which
takes the value 1 if job j is allocated to machine Mi with the configuration k. Constants
vk;j and Vk;j represent speed and voltage respectively. These constants are associated
with the configuration k selected in machine Mi where job j is executed. Constant
makespan represents the optimal makespan from the first phase.

min
Xm

i¼1

Xn

j¼1

XK

k¼1

Pij

vkj
V2
k;jxi;j;k ð11Þ

subject to:

Xm

i¼1

XK

k¼1

xi;j;k ¼ 1; j ¼ 1; . . .; n: ð12Þ

Xn

j¼1

XK

k¼1

Pi;j

vk;j
xi;j;k � y; i ¼ 1; . . .;m: ð13Þ

y�makespan ð14Þ

xi;j;k 2 f0; 1g ð15Þ
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y 2 fRþ g ð16Þ

The objective function is defined by (11) and Eq. (5) is used to compute energy
consumption. Constraint (12) allows to select one processor speed configuration in a
machine when a job is executed, this is an allocation constraint. Constraint (13) cal-
culates the total execution time of machine Mi. Constraint (14) is used to avoid
exceeding the makespan from phase I. The allowed variable values are defined by
constraints (15) and (16).

5 Branch and Bound for TwoPILP

A classic B&B was implemented to solve HCSP. This B&B works in two phases. In
the first phase each tree level represents a job and each tree node represents the machine
in which a job will be executed. Thus, the first tree level corresponds to the first job, the
second tree level to the second job, and so forth. In the second phase each tree level
represents one job and each tree node represents the processor configuration of the
machine in which the job will be executed.

The first phase explores job allocations to the machines. The process starts setting as
upper bound the objective value obtained when all the jobs are executed in the first
machine. Then a depth-first tree exploration is performed and a machine is chosen for
each level; next the makespan is partially computed with the solution built. If the solution
value is better than the upper bound, then the exploration continues on the current branch
until the last level is reached. If the value of any partial solution is equal or worse than the
upper bound, this branch is cut off. When the last level is reached, the solution is stored
and the upper bound is updated. Afterwards a backtracking process is started. In this
process the exploration moves one level back on the tree to visit unexplored branches.
The first phase ends when all the branches are explored or cut off. The solution found and
its makespan will be the input for the second phase. The second phase explores processor
speed configurations for machines in order to minimize energy consumption. This phase
carries out the same procedure as that of phase one; however, in phase two, the process
searches voltage configurations (related to processor speed) of the machines for each job
to be executed. In this phase, if a current branch decreases the energy consumption but
the makespan is increased, then the branch is cut off. Branches are explored only when
the energy consumption is decreased, and the makespan remains equal or becomes lower
than the makespan found in phase one. At the end of phase two, the makespan and
energy consumptions are retrieved.

6 Experiment and Results

In this experiment the performance of the TwoPILP and classic B&B methods are
compared. Although the HCSP with energy problem has drawn a great attention, there
does not exist a benchmark set of instances with optimal solutions. For this experi-
mentation a reference set of instances is used, which have been developed by different
authors. These instances are defined for dependent jobs and are identified by a character
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string with the following pattern: A_m_j_M where A stands for the author name, m the
number of machines, j the number of jobs, and M the makespan. In this paper the M
value is deprecated. These instances are shown in Table 1; for example, the instance
Ahmad_3_9_28 has m = 3 machines, j = 9 jobs, and a makespan M = 28.

In this paper NSGA-II was implemented using a uniform crossover and a mutation
where 10 % of the chromosome is modified. The initial population is randomly gen-
erated. The parents are selected from the population by binary tournament based on the
rank front and crowding distance. For the NSGA-II experimentation, the mutation and
crossover rates were set to 100 %. The population size was 200 individuals and the
number of generations was 300. A total of 50 independent runs were performed for
every instance. The averages of the makespan and energy from the solutions in the
Pareto frontier were calculated. The experiment was executed on a computer with an
Intel Core i7 64-bit processor at 2.40 GHz, 6 GB in RAM, and Operating System
Windows 8. The experimentation consisted of solving every instance with the proposed
method.

Table 1 shows the experiment results. The first column indicates the instance name.
The makespan (M) achieved by TwoPILP is in the second column. The third column
presents the energy obtained (E) by TwoPILP. The total time (TT) that TwoPILP spent
to solve the instance is shown in the fourth column. The fifth, sixth and seventh
columns present the same values obtained by the classic B&B. The eighth, ninth, and
tenth columns show the averages of the makespan, the energy, and the execution time
respectively from NSGA-II.

Notice in Table 1 that the NSGA-II and B&B methods do not always achieve the
same energy. Classic B&B usually obtains an energy higher than TwoPILP. This
occurs because B&B sometimes cuts off a branch that reduces makespan but increases
energy. Observe that TwoPILP produces the same makespan quality but with lower
energy consumption on average than the classic B&B. TwoPILP requires more exe-
cution time than B&B. In addition, observe that NSGA-II does not achieve the solution

Table 1. Comparative results from TwoPILP, B&B, and NSGA-II.

Instance TwoPILP B&B NSGA-II

M E TT M E TT M E TT

Ahmad_3_9_28 13.00 79.58 0.34 13.00 123.71 0.03 29.28 87.75 0.142

Bittencourt_3_9_184 89.00 454.78 0.06 89.00 806.75 0.02 213.36 511.67 0.126

Cao_3_10_536 379.00 1952.10 0.09 379.00 3768.31 0.00 1245.67 2169.37 0.129

Hsu_3_10_84 36.00 218.84 0.06 36.00 334.71 0.03 84.29 236.67 0.127

Eswari_2_11_61 55.50 186.30 0.04 55.50 293.31 0.02 150.49 214.40 0.123

Ilavarasan_3_15_114 79.00 771.75 0.08 79.00 802.05 0.36 237.89 480.18 0.143

Kang_3_10_84 36.00 388.94 0.08 36.00 337.80 0.02 71.86 216.04 0.134

Kuan_3_10_28 11.00 134.75 0.09 11.00 103.87 0.00 21.21 71.20 0.139

Liang_3_10_80 36.00 388.94 0.07 36.00 337.80 0.00 75.59 215.18 0.135

Mohammad_2_11_64 55.50 186.30 0.03 55.50 293.31 0.02 150.66 214.33 0.120

Rahmani_3_7 912.00 5179.04 0.07 912.00 9096.63 0.00 2035.13 5269.82 0.128

SahB_3_6_76 22.00 136.08 0.04 22.00 180.18 0.00 46.32 137.64 0.138

Xu_3_8_66 23.31 130.44 0.05 23.31 201.15 0.02 61.18 144.86 0.131

YCLee_3_8_80 29.00 161.84 0.05 29.00 247.36 0.00 88.94 178.23 0.121

Average 126.88 740.69 0.08 126.88 1209.07 0.04 322.28 724.81 0.131
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quality obtained by TwoPILP; however, NSGA-II found a diversity of solutions in the
Pareto frontier.

7 Conclusions

In this work a model for the two-objective HCSP with energy is presented. This is a
novel model, since for this problem an exact two-objective version combining make-
span minimization and energy minimization was not previously published. The Two-
PILP method is applied to an integer linear programming model, which is presented in
this work. HCSP is approached by TwoPILP as a hierarchical method, where makespan
minimization was given priority over energy minimization. Tested on a set of instances,
Two PILP was able to obtain the optimal makespan and energy. The TwoPILP method
obtained an energy consumption lower than a classic B&B. Experiment results show
that TwoPILP achieves better results than B&B and NSGA-II, and the TwoPILP results
are applicable in real cases. This method offers the advantage of achieving a great
quality solution in both objectives and retrieves only one solution to the user, which is
particularly useful for applications where there is no decision maker for choosing from
a set of solutions delivered by multi-objective optimization methods. Additionally, the
second phase can be implemented independently to carry out only the energy mini-
mization, in the case that a schedule is given and just energy minimization is required.
The experimentation results show that for this set of instances an exact method is
better.
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Abstract. In this paper, we present the conceptual model of a real-
world application of factored Markov Decision Processes to dam man-
agement. The idea is to demonstrate that it is possible to efficiently auto-
mate the construction of operation policies by modelling compactly the
problem as a sequential decision problem that can be easily solved using
stochastic dynamic programming. We will explain the problem domain
and provide an analysis of the resulting value and policy functions. We
will also present a useful discussion about the issues that will appear
when the conceptual model to be extended into a real-world application.

1 Introduction

The construction of operation policies for dam management is a complex and
time-consuming task that requires multi-disciplinary expert knowledge. Usually,
a group conformed of specialists such as meteorologists, hydrologists, civil engi-
neers, and others are encouraged of performing this task. However, one of the
main challenges is how to represent the uncertainty of the rainfall behavior to
change the water level of the big storage container and the significance of keep-
ing the dam safe. A reservoir used solely for hydropower or water supply is
better able to meet its objectives when it is full of water, rather than when it is
empty. On the other hand, a reservoir used solely for downstream flood control
is best left empty, until the flood comes of course. A single reservoir serving all
three purposes introduces conflicts over how much water to store in it and how it
should be operated. In basins where diversion demands exceed the available sup-
plies, conflicts will exist over water allocations. Finding the best way to manage,
if not resolve, these conflicts that occur over time and space are other reasons
for planning. In general, water resources planning and management activities
are usually motivated by the realization that there are both problems to solve
and opportunities to obtain increased benefits from the use of water and related
land resources. However, the uncertain and intermittent nature of this resources
make them hard to solve.

c© Springer International Publishing Switzerland 2015
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Among the most traditional artificial intelligence (AI) techniques to deal with
a planning and decision making problems under uncertainty, the decision trees
approach [14] can be found. A decision tree represents a problem in such a way
that all the options and consequences can be reviewed. They allow quantifying
the costs of all possible results before making a decision. They also quantify the
probability of occurrence of each event. The problem with this technique is that
it only can be applicable when the number of actions is small and not all combi-
nations of them are not possible. Other approaches such as influence diagrams
or decision networks [8,12] allow representing a situation with many variables
involved, identifying the source of the information required to make a decision,
and modelling dynamic decisions in time. A limitation with this technique is
that it exploits spatial and temporally as the problem grows up. The approaches
based on classical planners like DRIPS [7], WEAVER [10] or MAXPLAN [11]
introduce a non-deterministic representation of actions, represent conditional
planning to estimate the maximum utility of a plan, explicitly represent exoge-
nous events, or profit the main concepts under decision-theory and constraint
logic programming. The problem with this techniques is that given that each
planner solves different parts of the planning problem and that each one visu-
alizes the problem from a different perspective, their integration results hard to
implement. The framework of Markov Decision Processes (MDP) [2] meets in
one single approach many of the main features of the traditional AI tools to deal
with a planning and decision making problems under uncertainty.

From the point of view of water resources management and planning prob-
lems, some related work can also be found. In [6] for instance, a deep review about
different applications of MDPs is presented. Among them, the water reservoir
optimization problem is well described. In others such as [9], non linear opti-
mization models, linear programming, fuzzy optimization, dynamic program-
ming, Markov processes, stochastic optimization, and data-base approaches are
also presented. The problem with the MDP approach has been the “curse of
dimensionality” implicit on its own nature. This lack results in a big difficulty
to solve a decision problem with a few variables. Due to its compactness, ability
to exploit the domain structure, and feasibility to integrate the features of other
logic-based planners, the factored MDP approach [3] is used in this work. This
approach introduces a series of methods under the concept of intentional (or
factored) representations through which a combinational problem can be solved
to make tractable a planning under uncertainty problem computationally speak-
ing. Another feature is that it concentrates the main features of other planners
in just one.

This paper is organized as follows: Sect. 2 presents a formalization of a sim-
plified dam management problem. Section 3 provides a brief background about
factored MDPs. Section 4 formalizes the dam problem in terms of a sequential
decision problem represented as a factored MDP. Section 5 provides an analysis
of the resulting value and policy functions for to test scenarios. Finally, conclu-
sion and future directions are established in Sect. 6.
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2 Problem Domain

Consider the problem of creating the best operation policies for the hydroelectric
system described in Fig. 1.

The system consists of: a reservoir; an inflow conduit, regulated by V0, which
can either be a river or a spillway from another dam; and two spillways for out-
flow: the first penstock, V1, which is connected to the turbine and thus generates
electricity, and the second penstock, V2, allowing direct water evacuation with-
out electricity generation. In this way the reservoir has two inflow sources coming
either from the inflow conduit or the rainfall and two outflow sources namely the
two spillways. We quantize all flows to a unit of flow, L, and consider them as
multiples of this unit. We consider the four reservoir levels MinOperL, MaxOp-
erL, MaxExtL and Top and consider the transition from one level to the other
above the bottom of the reservoir.

The unit L is the required amount of displaced water required to move from
one level in the reservoir to another one and it is defined by

L =
Q

S
Δt , (1)

where Q = [m3/s] is a unit of flow, S = [m2] is the surface of the reservoir and
Δt = [s] is a unit of time. Therefore the rainfall, LL, and the inflow and outflows
are multiples of L,

LL = nLLL , (2)
Qi = niL , (3)

where the subindex i = 0, 1, 2 and Q0 is the inflow at V0 and Q1 and Q2 are the
outflows at V1 and V2 and nLL, ni ∈ (0, N). Given this, we classify the rainfall
as follows

LL =

⎧⎨
⎩

No rain; LL = 0 ,
Moderate rain; LL = L ,

Heavy rain; LL ≥ L .
(4)

The aim of the optimization process is to control V0, V1 and V2 such that
the water volume in the reservoir is as much as possible in the optimum level,

Fig. 1. Simplified hydroelectric system.
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Fig. 2. Multiple dam system.

namely the MaxOperL level, given the rainfall conditions. This optimization
process creates the optimal operation conditions of the dam and becomes a
decision maker depending on the meteorological and hydrological conditions of
the site.

With the idea of having four interconnected dams, now the system is modeled
by the interconnection of the previous set-up and three more copies as shown in
Fig. 2.

This process is more complex since the decision maker takes into account the
inflows and outflows of each dam, the rainfall conditions, which may be different
from one dam to another because they are located at different sites, in addition
to keep consulting the operation policies of each of them to maintain the four
dams as close as possible to the MaxOperL levels.

3 Factored Markov Decision Processes

A Markov decision process (MDP) [13] models a sequential decision problem,
in which a system evolves over time and is controlled by an agent. At discrete
time intervals the agent observes the state of the system and chooses an action.
The system dynamics are governed by a probabilistic transition function Φ that
maps states S and actions A (both at time t) to new states S’ (at time t+1). At
each time, an agent receives a scalar reward signal R that depends on the current
state s and the applied action a. The performance criterion that the agent should
maximize considers the discounted sum of expected future rewards, or value V :
E[

∑∞
t=0 γtR(st)], where 0 ≤ γ < 1 is a discount rate. The main problem is to

find a control strategy or policy π that maximizes the expected reward V over
time.

For the discounted infinite-horizon case with any given discount factor γ,
there is a policy π∗ that is optimal regardless of the starting state and that
satisfies the Bellman equation [2]:
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Table 1. State space for a single-dam system. The description is in terms of the values
for the Level and Rain variables.

State ID Description State ID Description State ID Description

1 MinOperL1, Null 9 MinOperL1, Moderate 17 MinOperL1, Intense

2 MinOperL2, Null 10 MinOperL2, Moderate 18 MinOperL2, Intense

3 MaxOperL1, Null 11 MaxOperL1, Moderate 19 MaxOperL1, Intense

4 MaxOperL2, Null 12 MaxOperL2, Moderate 20 MaxOperL2, Intense

5 MaxExtL1, Null 13 MaxExtL1, Moderate 21 MaxExtL1, Intense

6 MaxExtL2, Null 14 MaxExtL2, Moderate 22 MaxExtL2, Intense

7 Top1, Null 15 Top1, Moderate 23 Top1, Intense

8 Top2, Null 16 Top2, Moderate 24 Top2, Intense

V ∗(s) = maxa{R(s, a) + γ
∑
s∈S

Φ(a, s, s′)V ∗(s′)} (5)

Two methods for solving this equation and finding an optimal policy for an
MDP are: (a) dynamic programming [13] and (b) linear programming.

In a factored MDP, the set of states is described via a set of random variables
S = {X1, ...,Xn}, where each Xi takes on values in some finite domain Dom(Xi).
A state x defines a value xi ∈ Dom(Xi) for each variable Xi. Thus, as the set of
states S = Dom(Xi) is exponentially large, it results impractical to represent the
transition model explicitly as matrices. Fortunately, the framework of dynamic
Bayesian networks (DBN) [4,5] gives us the tools to describe the transition
model concisely. In these representations, the post-action nodes (at the time
t + 1) contain smaller matrices with the probabilities of their values given their
parents’ values under the effects of an action. For a more detailed description of
factored MDPs see [3].

4 Factored MDP Problem Specification

The MDP problem specification consists in establishing the set of states, set of
actions, immediate reward function, and an state transition function. A simpli-
fied space state is composed of the possible values for the variables rain intensity
(Rain) and dam level (Level). The variable Rain can take three different nominal
values: Null, Moderate and Intense, and Level can take eight values MinOperL1,
MinOperL2, MaxOperL1, MaxOperL2, MaxExtL1, MaxExtL2, Top1 and Top2.
As a consequence, the state space dimension will be 24 (31 * 81 ) with the values
combination shown in Table 1.

The possible actions are given in terms of the operations permitted on the
control elements (valves or gates) V0, V1 and V2. V0 is the inflow conduit valve,
V1 is the spillway to the hydraulic turbine, and V2 is the direct evacuation gate or
turbine bypass valve (see Sect. 2 for details.). For this simple example, the actions
could be close or open a control element. The possible actions combination are
shown in Table 2.
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Table 2. Action space. The recommended actions are open or close the valves V0, V1
or V2.

Action ID V0 V1 V2

A1 Close Valve Close Valve Close Valve

A2 Close Valve Close Valve Open Valve

A3 Close Valve Open Valve Close Valve

A4 Close Valve Open Valve Open Valve

A5 Open Valve Close Valve Close Valve

A6 Open Valve Close Valve Open Valve

A7 Open Valve Open Valve Close Valve

A8 Open Valve Open Valve Open Valve

In order to set a reward function for this problem, consider that keeping a
dam level of MaxOperL1 or MaxOperL2 represents 100 economic units (best
case). If the level is MaxExtL1 or MaxExtL2 the immediate reward value is -0
(irrelevant), if the level is Top1 or Top2 the reward value is -100 (worst case),
and finally if the level is MinOperL the reward received is -50 (bad). In general
terms, the dam levels around the MaxOperL value are awared while the levels
nearby the top limits are penalized significantly. Notice that the reward rate is
independent of the rainfall intensity. The decision tree of Fig. 3 shows graphically
the reward distribution as a function of the dam levels.

The transition model is represented using a two steps dynamic bayesian net-
work for each action. Figure 4 shows the action A1 in three different scenarios. In
all three scanarios the level of the dam is established in the MaxOperL level
(red mark on interval 3-4). In the left case, Rain is instantiated in Null value
(blue mark in interval 1). In this scenario, the level of tha dam has no change.
Level 1 is maintained in interval 3-4 (orange mark). In the center scenario, Rain
is Moderate (interval 1-2) and the dam level increments to reach interval 4-5
with 80 % probability. Finally, in the rigth scenario, the Rain is intense (interval
2-3) and the dam level is incremented to interval 5-6 with 80 % probability. The
model and the inferences are visualized using the Hugin package [1].

Fig. 3. Reward function
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Fig. 4. Transition model (Color figure online).

5 Experimental Results

Given the reward and transition functions, we solved the factored MDP to obtain
the policy and expected utility functions. As factored MDP solver we used the
SPI ( Planning under Uncertainty System in spanish) tool which managed to
estimate 14 different values with a value iteration implementation. The minimum
value obtained for this MDP model was 136.5961 and the maximum value was
771.2321. These values are represented with labels and colors in Fig. 5 (left). The
utility values for each state are shaded with light green color when the value is
optimal and with darker colors as the value decreases. In the same figure, we
show the resulting policy (recommended action) using labels with the action id.
In all cases we used a discount value = 1.

For example, the effect of the action A1, framed with red in Fig. 5 (left)
and represented by the symbol ⊕ (pointed with a red asterisk) in Fig. 5 (right),
means that the policy effect on the level is null due that the recommended action
will keep the level. This is because the rain has no influence on the system. In
the case of having a low level of the dam, independently of the rain condition,
the policy function will recommend action A5 with the effect of increasing the
level ↑. In this case, the influence of the rain could increase the level in one step
or two depending on the rain intensity. In the opposite case when the dam has a
high level the action effect of A4 will decrease ↓↓ the level of the dam according
to the rain intensity. The policy effects on the dam level are shown in Table 3.

In order to show the system behavior, we followed the recommended actions
from an random initial state until achieving the goal state under two different
scenarios: 1-dam process and 4-dam process. In this demonstration we obtained
each next state from the transition state function with the maximum probability
of occurrence.

In the first case, one dam was set up under the minimum operation level
(level = MinOperL) and with no rain (rain = Null). The policy was applied for
a time horizon of twenty steps to observe the utility trend through the states
transited. Figure 6 (left) shows how the dam starts with a minimum operation
level with an expected utility = 427.68 units, in the next step the system reaches
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Fig. 5. (left) Value and utility functions . Dark colors represent low expected utility
values and light colors represent high utility values. (right) Effects of the policy on the
dam level at different rain conditions. Refer Table 3 for symbols interpretation (Color
figure online).

a state with utility = 588.30 units, and in a third step it reaches the maximum
utility value = 771.23 units.

In a second case, we initialized multiple dams at the conditions shown in
Table 4, the algorithm is executed to check the optimization twenty executions.

Table 3. Policy effects on the dam level according to the rainfall condition (null,
moderate or intense).

ID Rain = Null Rain = moderate Rain = intense

A1 ⊕ ↑ ↑↑
A2 ↓↓ ↓ ⊕
A3 ↓ ⊕ ↑
A4 ↓↓↓ ↓↓ ↓
A5 ↑ ↑↑ ↑↑↑
A6 ↓ ⊕ ↑
A7 ⊕ ↑ ↑↑
A8 ↓↓ ↓ ⊕
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Table 4. Initial states and expected utility values for a multiple dam system. The
states variables are Level and Rain.

Dam Level Rain Utility

1 MinOperL1 Null 427.68

2 MaxOperL2 Moderate 771.23

3 MinOperL2 Intense 621.23

4 MaxExtL2 Intense 542.20

Fig. 6. Utility plot. (left) Utility for a single-dam system. (right) Utility for multiple
dams (Color figure online)

As shown in Fig. 6 (right) the Dam1 (blue line), which started with a low
level, reached the optimum value in 3 steps. The Dam2 (green line) started in
a goal state (optimal value) and remains. The Dam3 (red line), which started
with max extraordinary level , and it achieves the maximun utility in 2 state
transitions. Finally, the Dam4 (light blue line) that was initialized with a high
level got its optimal value in 3 steps.

6 Discussion and Future Work

In this paper, we showed a conceptual model of a real-world application of fac-
tored Markov Decision Processes to dam management. The idea was to demon-
strate that it is possible to efficiently automate the construction of operation
policies by modelling compactly the problem as a sequential decision problem
that can be easily solved using stochastic dynamic programming. Using factored
representations it is possible not only to represent the uncertainty of the rainfall
behavior but also to deal with the curse of dimensionality and make hard prob-
lems more tractable. We provided an analysis of the resulting value and policy
functions in a conceptual hydroelectric process and showed how a single-dam
system or a multiple-dam system can easily achieve an optimal operation state.

Due that this is a demonstration of the feasibility to use the framework of
factored MDPs to solve problems in a hydroelectric domain, and that several
assumptions were made, there are still many challenges to face with this prob-
lem when it grows to a real-world application. One of this challenges has to do
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with how to optimize a multiple-dam system simultaneously without losing com-
pactness in the representation. Other challenges suggest the use of reinforcement
learning to approximate state transitions from historical data in a real system
and consequently avoid the need of depending on a group of specialists to per-
form the task of building operation policies manually.

Acknowledgments. Authors wish to thank the Control, Electronics and Communi-
cation department and the Enabling Technologies division of the Electrical Research
Institute-Mexico for the financial support to perform this research.
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Abstract. The fishery of anchovy and sardine has a great importance
in the economy of Chile; they are important resources used for internal
consumption and for export. The forecasting based on historical time
series is a fishery planning tool. In this paper is presented the forecast-
ing of anchovy and sardine by means of the monthly catches in the
Chilean northern coast (18◦S − 24◦S), during the period January 1976
to December 2007. The forecasting strategy is presented in two stages:
preprocessing and prediction. In the first stage the Singular Spectrum
Analysis (SSA) technique is applied to extract the components inter-
annual and annual of the time series. In the second stage the Bivari-
ate Regression (BVR) is implemented to predict the extracted compo-
nents. The results evaluated with the efficiency metrics show a high pre-
diction accuracy of the strategy based on SSA and BVR. Besides, the
results are compared with a conventional nonlinear prediction based on
an Autoregressive Neural Network (ANN) with Levenberg-Marquardt; it
was demonstrated the improvement in the prediction accuracy by using
the proposed strategy SSA-BVR with regard to the results obtained with
the ANN.

1 Introduction

TheChilean continental shelf is rich infishery resources, their properly exploitation
maximizes the economy of coastal towns. Anchovies (Engraulis ringens) and Sar-
dines (Sardinops sagax) have great economical importance in this country; these
species are main food in the coastal and two important exportation resources.

Due to the significant fluctuations of the marine ecosystem, the stock of
anchovy and sardine is in dependence of the environmental conditions. Consid-
ering the information of the Fishery National Service [1], it is observed that
during the last decade the anchovy stock has grown up, while the sardine stock
has been decreasing, it is advisable to keep track of the evolution of these species
and it is essential the establishment of exploitation policies and control rules.

Forecasting based on historical time series is an important tool in fisheries
planning. Autoregressive techniques have been evaluated to model the fishery
behavior of different marine species as pacific sardines and anchovies [2–5].
c© Springer International Publishing Switzerland 2015
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The fisheries time series have a complex nonlinear structure which involves
the use of complex models with a big number of variables. An efficient alternative
is the prediction based on the components extracted from the time series [6].
The Singular Spectrum Analysis (SSA) is associated with the publications of
Broomhead and King [7], nowadays is a potent technique of data analysis; SSA
does not require a priori knowledge about the number of periodicities and period
values. Trend, seasonality, and noise are commonly extracted with SSA [8–14].

In this work is proposed the fishery stock prediction based on the compo-
nents extraction by means of Singular Spectrum Analysis (SSA) combined with
the linear method. SSA involves four steps, in the first step the window length
is selected through the singular values energy information, it is used to embed
the time series in a Hankel matrix. The Singular Value Decomposition, grouping
and diagonal averaging are the next steps applied to extract the components
of low and high frequency. The results are compared with a nonlinear conven-
tional method based on an Autoregressive Neural Network with the Levenberg-
Marquardt learning algorithm.

The paper is structured as follows. Section 2 describes the Components extrac-
tion based on Singular Spectrum Analysis. Section 3 presents the Prediction
with the Bi-variate Regression. Section 4 describes the nonlinear prediction with
a conventional Autoregressive Neural Network. Section 5 describes forecasting
accuracy metrics. Section 6 presents the Results and Discussions. The conclu-
sions are shown in Sect. 7.

2 Components Extraction with Singular Spectrum
Analysis

The Singular Spectrum Analysis is described in four steps: embedding, decom-
position, grouping and averaging [15].

2.1 Embedding

The embedding step maps the time series x of length N , to a sequence of mul-
tidimensional lagged vectors.

The window length L is an integer with values 1 < L < N , the embedding
creates K = N − L + 1 lagged vectors

Hi = (xi, . . . , xi+L−1)T , 1 ≤ i ≤ K (1)

The L-lagged vectors are the rows of the trajectory matrix (Hankel matrix),
which is represented with:

H =

⎛
⎜⎜⎜⎝

x1 x2 . . . xK

x2 x3 . . . xK+1

...
...

...
...

xL xL+1 . . . xN

⎞
⎟⎟⎟⎠ . (2)
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The elements Hi,j = xi+j−1, and the matrix H has the same elements on the
anti-diagonals.

The window length is significant in the forecasting model. In Sect. 5 will be
presented the method to find the optimal value of L. The window length L is
significant in the forecasting model, in this work, the optimal L is found through
the computation of the singular values energy E as follows:

Ei =
s2i∑L
i=1 s2i

(3)

where si is the i-th singular value, and L is initially computed with L = N/2.
The new optimal L is visualized through the highest peak of energy, and the
embedding step is executed again.

2.2 Singular Value Decomposition

The SVD of the trajectory matrix H has the form

H =
L∑

i=1

√
λiUiV

T
i , (4)

where each λi is the ith eigenvalue of the matrix S = HHT arranged in decreas-
ing order of magnitudes. U1, . . . , UL is the corresponding orthonormal system of
eigenvectors of the matrix S.

Standard SVD terminology calls
√

λi the ith singular value of the matrix H;
Ui its ith left singular vector, and Vi its ith right singular vector. The collection
[
√

λiUiVi] is called ith eigentriple of H.
Elementary matrices can be represented with

Hi =
√

λiUiV
T
i . (5)

2.3 Grouping

The grouping step arranges the matrix terms Hi. Assume that m = 2, I1 =
1, . . . , r and I2 = 1, . . . , d for r + d = L. The time series will be separable by
decomposition if there exist an indexes collection such that

YI1 =
∑
i∈I1

Hi, (6a)

YI2 =
∑
i/∈I1

Hi. (6b)

The purpose of the grouping step is to separate the time series additive compo-
nents. From the set of indexes I1 can be obtained the grouped matrices YI1 and
YI2 . Therefore YI2 = H − YI1 .

The matrices YI1 and YI2 are trajectory matrices, then there exist series that
can be called components, cI1 and cI2 such that x = cI1 + cI2 . The terms of each
component are obtained in the next step.
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2.4 Diagonal Averaging

This step is applied to transform the grouped matrices YI1 and YI2 into new
series of length N .

Let Y be an L × K matrix with elements yi,j , 1 ≤ i ≤ L, 1 ≤ j ≤ K, with
L < K, N = L + K − 1, and k = i + j.

Diagonal averaging transfers the elements of the matrix Y (YI1 and YI2 to the
component by the equations

ci,j =

⎧⎪⎨
⎪⎩

1
k−1

∑k
m=1 ym,k−m, 2 ≤ k ≤ L,

1
L

∑L
m=1 ym,k−m, L < k ≤ K + 1,
1

K+L−k+1

∑L
m=k−K ym,k−m, K + 2 ≤ k ≤ K + L.

(7)

3 Prediction with Bi-Variate Regression

The predictions of the anchovy and sardine are obtained from the components
extracted with SSA (ci,j); which are labeled with annual(xa) and interannual(xia).
The prediction is computed with the addition of both predicted components with
the equation:

x̂(n + 1) = x̂a(n + 1) + x̂ia(n + 1), (8)

where n represents the time instant.
The annual component has influence of the interannual component, therefore

xia is used as external input in the prediction of xa. The prediction of the
components is obtained with:

x̂a(n + 1) =
m−1∑
i=0

αixia(n − i) +
m−1∑
i=0

βixa(n − i), (9a)

x̂ia(n + 1) =
m−1∑
i=0

αixia(n − i), (9b)

where m is the size of the time window (number of lagged values), αi and βi are
the ith coefficients.

The coefficients estimation is based on the linear Least Square Method (LSM),
by using the training sample, the components xia and xa are represented with
the linear relationship expressed in the equations

xia = αZia, (10a)
xa = βZa, (10b)

where Zia is the regressor matrix of Nt rows and m columns, and α a vector
of m rows and one column; while Za is the regressor matrix of Nt rows and
2m columns, and β a vector of 2m rows and one column. The coefficients are
computed by using the Moore-Penrose pseudoinverse Zia†, and Za† as follows

α = Zia†xia, (11a)
β = Za†xa. (11b)
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4 Prediction with an Autoregressive Neural Network

The Autoregressive Neural Network has a common structure of a Multilayer Per-
ceptron of three layers [16], the inputs are the lagged terms, which are contained
in the regressor matrix Z, each row is a regressor vector zi, at the hidden layer
is applied the sigmoid transfer function, and at the output layer is obtained the
predicted value. The ANN output is:

x̂(n) =
Q∑

j=1

bjhj , (12a)

hj =
m∑
i=1

wjizi(n), (12b)

where x̂ is the estimated value, n is the time instant, Q is the number of hidden
nodes, bj and wji are the linear and nonlinear weights of the ANN connections
respectively, the sigmoid transfer function is computed with

f(x) =
1

1 + e−x
. (13)

The ANN is denoted with ANN(m,Q, 1), with m inputs, Q hidden nodes, and
1 output.

The ANN weights b and w are updated with the application of the learning
algorithm.

4.1 Levenberg-Marquardt Learning Algorithm

The weights of the ANN connections are updated with the Levenberg Marquardt
algorithm. The scalar u is a parameter used in LM to determine the algorithm
behavior, if u increases the value, the algorithm works as the steepest descent
algorithm with low learning rate; whereas if u decreases the value until zero, the
algorithm works as the Gauss-Newton method ([17]). The weights of the ANN
connections are computed with:

ωn+1 = ωn + Δ(ωn), (14a)

Δ(ωn) = −[JT (ωn) × J(ωn) + un × I)]−1JT (ωn) × e(ωn), (14b)

where ω is the weight vector composed by (wji, . . . , bj), Δ(ωn) is the weight
increment, J is the Jacobian matrix, JT is transposed Jacobian matrix, I is the
identity matrix, e is the error vector and n is the time instant.

The fitness function used here with LM is MSE (Mean Squared Error), the
elements of the Jacobian matrix corresponds to the partial derivative of the
fitness function regarding each weight, as follows

J(ωj,i) =
[
∂e(ωj,i)
∂ωj,i

]
, (15)

where the order of the matrix (J) is N × k; N is the sample size, and k is the
total number of weights.
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5 Forecasting Accuracy Metrics

The forecasting accuracy is evaluated with diverse criteria. The differences
between the observed and predicted values are quantified by using forms more
sensitive to significant over or underprediction, such as the modified Nash-
Sutcliffe efficiency (E)[18], the Mean Absolute Percentage Error (MAPE), and
the Relative Percentage Error (RPE). Additionally is computed the General-
ized Cross Validation (GCV ) to calibrate the time window of the autoregressive
models.

E = 1 −
∑Nv

i=1 |xi − x̂i|∑Nv

i=1 |xi − x̄|
× 100, (16)

MAPE =

[
1

Nv

Nv∑
i=1

|(xi − x̂i)/xi|
]

× 100, (17)

RPE =
[
(xi − x̂i)

xi

]
× 100, i = 1 . . . Nv, (18)

GCV =
RMSE

(1 − P/Nv)2
, RMSE =

√√√√ 1
Nv

Nv∑
i=1

(xi − x̂i)2 (19)

where Nv is the validation data set size, xi is the ith observed value, x̂i is the
ith forecasted value, and P is the length of the input regressor vector.

6 Results and Discussion

The results of the implementation of the proposed strategy is described in two
stages: data preprocessing and prediction.

6.1 Data

The time series data analyzed in this work corresponds to the monthly fish catch
of anchovy and sardine along the Chilean northern coast (18◦S − 24◦S), from
January 1976 to December 2007 obtained from SERNAPESCA [1]. Figure 1a
shows the raw data in metric tons, from Figure is observed a complex nonlin-
ear behavior. For the prediction this sample has been divided into two groups,
training and validation; the training sample represents the 75% of the data,
and consequently the validation sample represents the 25%. The sample con-
tains some null values due to the fishery banning policy. In Fig. 1, the anchovy
and sardine fisheries are presented from year 1976; the biomass growth was held
between 1976 and 1986, later a declining trend is observed. The current status
of the resource is diminished abundance, which is associated to adverse envi-
ronmental conditions, the ecosystem of the northern of Chile is dominated by
the anchovy; the anchovy stock has had an increasing growth in contrast to the
sardine stock.
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Fig. 1. (a) Anchovy and Sardine catches (b) Differential energy of eigenvalues

6.2 Components Extraction with Singular Spectrum Analysis

The components extraction from the time series was applied with the steps
detailed in Sect. 2. The initial window length used was L = N/2; where N is
the training sample size. The differential energy of the eigenvalues obtained with
second step of SSA are plotted to find the highest energy concentration as shows
Fig. 1b; the highest peak was used as the optimal window length, in this case
L = 6. The preprocessing restarts with this optimal value. The components
extracted from the Anchovy time series with SSA are shown in Fig. 2a; the com-
ponents extracted from the Sardine time series with SSA are shown in Fig. 2b,
from Figures is observed that the interannual component xia, shows the trend;
while the annual component xa shows the periodic behavior.
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data and Components Extracted (c) Lagged values calibration
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6.3 Prediction with the Bi-Variate Regression Combined
with Singular Spectrum Analysis

The prediction with the Bi-variate Regression (which process was detailed in
Sect. 3) is applied with the components extracted through SSA. The number
of lagged values was found with the training sample of Anchovy by using the
GCV metric, which is shown in Fig. 2c, in this case the same time window length
m = 21 was used for the Sardine time series. The testing is executed with the
validation sample, the results are presented in Figs. 3a and 4a, Tables 1 and 2;
from Figures and residual values is observed high accuracy in the prediction of
the anchovies and sardines stock.
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Fig. 3. Anchovy: (a) Prediction based on SSA-BVR (b) Relative Error (SSA-BVR)
(c) Prediction based on ANN-LM (d) Relative Error (ANN-LM)

The Relative Percentage Error is presented in Figs. 3b and 4b; for the Anchovy,
the 88.4% of the points presents a lower RPE than ±5%; for the Sardine, the
86.7% of the points presents a lower RPE than ±15%.

6.4 Prediction with the Autoregressive Neural Network Based
on Levenberg-Marquardt

In this section the prediction is presented with the Autoregressive Neural Net-
work based on Levenberg-Marquardt. The ANN structure was presented in
Sect. 4. The number of hidden nodes is computed with Q = log(Nt) (the formula
normally used in our experiments), where Nt is the training sample size. The
inputs are the lagged values, the time window length was found with the training
sample through the computation of the GCV metric.



Fishery Forecasting Based on Singular Spectrum Analysis 495

2000 2001 2002 2003 2004 2005 2006 2007
0

0.005

0.01

0.015

0.02
N

or
m

al
iz

ed
 V

al
ue

s

Validation Sample

(a)

Observed Estimated

2000 2001 2002 2003 2004 2005 2006 2007
−50

0

50

100
(b)

Validation Sample

R
el

at
iv

e 
E

rr
or

 (
±

15
%

)
2000 2001 2002 2003 2004 2005 2006 2007
0

0.005

0.01

0.015

0.02

N
or

m
al

iz
ed

 V
al

ue
s

Validation Sample

(c)

Observed Estimated

2000 2001 2002 2003 2004 2005 2006 2007
−100

−50

0

50

100
(d)

Validation Sample

R
el

at
iv

e 
E

rr
or

 (
±

15
%

)

Fig. 4. Sardine: (a) Prediction based on SSA-BVR (b) Relative Error (SSA-BVR)
(c) Prediction based on ANN-LM (d) Relative Error (ANN-LM)

The training process of the neural network was performed with 30 repetitions
of 1000 epochs; each repetition took 5 seconds. The prediction through the best
configuration with the validation sample is shown in Figs. 3c and 4c, Tables 1
and 2. From Figures and residuals values, lower accuracy was reached by using
the ANN-LM model in the prediction of anchovies and sardines catches with
regard to the model SSA-BVR.

The Relative Percentage Error is presented in Figs. 3d and 4d; in the predic-
tion of Anchovies the 36.7% of the points presents a lower RPE than ±15%;
in the prediction of Sardines, the 26.7% of the points presents a lower RPE
than ±15%. Tables 1 and 2 present the evaluation of the Bi-variate Regresssion
enhanced with SSA (SSA-BVR), and the conventional nonlinear model (ANN-
LM). The best model is SSA-BVR with the lowest residuals values, the highest
efficiency criteria, and the highest Relative Percentage Error.

Table 1. Anchovy Prediction Results

MAPE E RPE

Models (%) (%) (%)

SSA-BVR 4.3 98 88.4(±5 %)

ANN-LM 29.9 67.2 36.7(±15 %)
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Table 2. Sardine Prediction Results

MAPE E RPE

Models (%) (%) (%)

SSA-BVR 7.8 94.5 86.7(±15 %)

ANN-LM 67.6 55.8 26.7(±15 %)

7 Conclusions

In this paper was presented the Singular Spectrum Analysis to enhance the per-
formance of the Bi-variate Regression, for one-step ahead forecasting of anchovies
and sardines fishing. The strategy was evaluated with the historical time series
of monthly catches along the Chilean northern coast from year 1963 to 2007.

The annual and interannual components were extracted from the time series
by using Singular Spectrum Analysis; the components keep the ecosystem dynam-
ics. The interannual component is the low frequency signal and shows the trend;
whereas the annual component is the high frequency signal and shows the periodic
behavior.

The components were predicted with the proposed model SSA-BVR and an
Autoregressive Neural Network with Levenberg-Marquardt. The model based on
SSA shows high prediction accuracy of anchovies and sardines catches, with a
Nash-Sutcliffe efficiency of 98% and 94.5% respectively. The gain in efficiency
(E) of the model SSA-BVR over the ANN-LM model is of 45.8% for anchovy
and of 69.3% for sardine.

Due to the promising results, this model will be evaluated with other time
series related with fishery, and other diverse knowledge areas.

Acknowledgments. This work was supported in part by Grant CONICYT/ FONDE-
CYT/Regular 1131105 and by the DI-Regular project of the Pontificia Universidad
Católica de Valparáıso.
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Abstract. Online retail sales have been growing worldwide in the last decade.
In order to cope with this high dynamicity and market share competition, online
retail sales prediction and online advertising have become very important to
answer questions of pricing decisions, advertising responsiveness, and product
demand. To make adequate investment in products and channels it is necessary
to have a model that relates certain features of the product with the number of
sales that will occur in the future. In this paper we describe a comparative
analysis of machine learning techniques against a novel supervised learning
technique called artificial hydrocarbon networks (AHN). This method is a new
type of machine learning that have proved to adapt very well to a wide spectrum
of problems of regression and classification. Thus, we use artificial hydrocarbon
networks for predicting the number of online sales, and then we compare their
performance with other ten well-known methods of machine learning regres-
sion, obtaining promising results.

Keywords: Prediction of online sales � Artificial organic networks � Artificial
hydrocarbon networks � Supervised regression � Sales forecasting

1 Introduction

Online retail sales have been growing worldwide in the last decade, and the trend is to
keep growing. Forrester Research Online Retail Forecasts 2013-2018 (US) report pro-
jected online retail sales to grow at an 11.1 % compound annual growth rate (CAGR) by
2018 in US [1]. Similar or more optimistic trends can be observed in other countries, for
example in China, Forrester experts forecast total online retail spending to grow at the
compound annual rate of nearly 20 % [2]. Asociación Mexicana de Internet (AMIPCI)
reported 42 % a growth of the total spending in e-commerce in Mexico from 2012 to
2013, and 34 % more from 2013 to 2014 [3].

“The internet has facilitated the creation of new markets characterized by large scale,
increased customization, rapid innovation and the collection and use of detailed con-
sumer and market data” [4]. Internet markets and online sales channels have lower the
cost of creating and distributing product and services. Users acquire information about
the goods easily, and allow suppliers to collect and use their consuming preferences and
demands more rapidly. On the other hand, when choices of sales mechanisms, enabling
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devices and availability of information grow, competition between markets, product and
service suppliers become ferocious. In order to cope with this high dynamicity and
market share competition, enterprises have to adjust rapidly to the market, offer inno-
vation constantly, and provide quality products and services. Online retail sales pre-
diction and online advertising have become very important to answer questions of
pricing decisions, advertising responsiveness, and product demand.

The aim of this work is to create a model to predict monthly online sales of a
product with the best accuracy possible, based on a data set of consumer products. The
data set contains information about the product features and advertisement campaign.
In this paper we describe a comparative analysis of machine learning techniques
against a novel supervised learning technique called artificial hydrocarbon networks
(AHN). In literature, this method has been implemented for regression and classifi-
cation problems [5, 6] because it can handle uncertain and imprecise information
typically found in practice, e.g. sales prediction, offering excellent response in mod-
eling [5], forecasting [5, 6], and other fields like control systems [5, 7] and signal
processing [8]. In that sense, we aim to determine if artificial hydrocarbon networks are
suitable for online sales prediction, providing a comparison between its performance
and ten other well-known supervised learning methods.

The rest of the paper is organized as follows: in Sect. 2 we discuss the machine
learning approaches for online retail sales prediction. We present our artificial hydro-
carbon networks approach for online sales prediction in Sect. 3. We describe our
experiments in Sect. 4, and discuss the results in Sect. 5. Finally, we conclude and
outline our future work in Sect. 6.

2 Machine Learning Approaches for Online Retail Sales
Prediction

A good sales forecast can be a decisive factor in the success of a business. Predict the
exact number of sales can make an effective planning of all business processes. We can
calculate the number of copies we make, we can make investments taking into account
future benefits or we can predict the market value of the company [9].

For this reason, companies devote increasing resources to the construction of
models using machine learning, and there are many people researching to make these
models more accurate.

Some methods have been widely used in the past, as exponential smoothing and
Autoregressive integrated moving average (ARIMA), have been surpassed. Increas-
ingly sophisticated tools that take into account several factors are used. Since many
products are subject to seasonality or associated with other variables such as temper-
ature [9]. For example, to take into account the number of cars to be sold in one country
would have to make an estimate of the economic situation, an estimate of whether the
government will give aid to buy a car, a prediction of the price of gasoline, regardless
of whether they will build high-speed railway lines and some other factors.

To make a good number of sales forecasts, in addition to good tools, experienced
people able to find the most relevant factors in estimating sales are needed. These
people often face very similar scenarios as the products lack an historical record,
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or databases are stored with irrelevant noise data that must be eliminated. Often
databases do not have all values therefore have to reduce or to estimate the results. All
models are exposed to some uncertainty as predicted values have variations due to
unforeseeable external factors. A revolutionary invention of competition, a disaster at a
nuclear plant or a natural disaster likes an earthquake, for example invalidates a
forecast.

Game theory, simulation and statistical methods can be used to predict online sales
[10]. Game theory methods study the behavior of buyers and other companies com-
peting within a niche product. These models have as input relevant business factors.

Simulation methods are based on supervised machine learning regression models.
These models can take into account seasonality as Bayesian model-based classification
or Modular Time Series. There are models that do not take into account seasonality of
the data as Recurrent Neural Networks or Mean-Reversion. These methods look for
patterns or relationship to estimate the output from the inputs. Neural networks and
support vector machines are also well-known machine learning techniques used for
sales forecasting.

Statistical methods analyze the probability of an event or the repetition of a pattern
to estimate future sales. These methods do not analyze the underlying behavior pat-
terns. They are based on certain ranges of confidence interval. Stochastic models are
occupied to model randomized processes that are a set of functions that model time
series based on a random variable [10].

In this article we used simulation methods for our comparative analysis.

3 Artificial Hydrocarbon Networks Approach for Online
Sales Prediction

This section introduces the artificial hydrocarbon networks learning algorithm in order
to get an overview of the method employed in this work. In addition, it also describes
how this algorithm can be used for online sales prediction.

3.1 Artificial Hydrocarbon Networks

Artificial organic networks (AON) technique is a class of supervised learning algo-
rithms inspired on chemical organic compounds [5]. It aims to package information in
modules called molecules (e.g. data patterns), and to organize them in levels of energy.
The artificial organic networks technique defines heuristic mechanisms similar to
chemical rules involved in natural organic compounds in order to get organized and
optimized structures in terms of chemical energy [5, 6]. Some of the characteristics
presented in artificial organic networks are [5]: modularity, inheritance, organization
and structural stability.

A particularization of this technique is the artificial hydrocarbon networks
(AHN) algorithm. It inherits all characteristics and mechanisms from AON and it is
inspired on chemical hydrocarbon compounds. Artificial hydrocarbon networks clusters
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information in molecules that only uses two different atomic units: hydrogen and carbon
atoms that can be linked with at most one and four other atoms, respectively. In fact,
these molecules can join together to form another type of structure so-called compounds,
forming nonlinear relationships of clustered information [5, 8]. In a higher level,
compounds can also be mixed them up forming a structure called mixture that is a linear
combination of compounds. Currently, the artificial hydrocarbon networks algorithm is
adequate for modeling issues, prediction, forecasting and classification [6]. An advan-
tage of AHN is that it can deal with uncertain and imprecise data typically found in real
applications [5–8].

Figure 1 shows a graph-model representation of artificial hydrocarbon networks.
Mathematically, it can be explained as (1). For instance, artificial hydrocarbon net-
works receive a set of inputs X that is evaluated through ni molecules that form the ith
compound Ci using a set of coefficients Hi regarding to the hydrogen atoms of each
compound in the whole structure. Then, artificial hydrocarbon networks compute a set
of response outputs Ŷ using a linear combination of all compounds weighted by the
parameters ai known as stoichiometric coefficients.

Ŷ ¼
X

i

aiCi X;Hi; nið Þ ð1Þ

To this end, artificial hydrocarbon networks can be trained using the so-called
simple AHN-algorithm reported in [5]. That algorithm is a supervised training method
that finds the set of all hydrogen values Hi and stoichiometric coefficients ai, given a
training dataset of the form as X; Yh i representing multi-categorical inputs X and target
outputs Y. Moreover, the simple-AHN algorithm minimizes a loss function such that Ŷ
approximates Y, using a learning rate coefficient 0\g\1 [5].

Fig. 1. Graph-model example of an artificial hydrocarbon networks.
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3.2 Online Sales Prediction Using Artificial Hydrocarbon Networks

We propose an online sales prediction using artificial hydrocarbon networks. In this
work, we adopt the linear and saturated compound topology reported in [5, 8] in which
there is only a compound formed with n molecules. Using this particular compound,
the AHN-algorithm requires the learning rate g and the number of molecules n
occupied for training purposes. Thus, an artificial linear and saturated compound
receives multiple inputs (e.g. features) and generates an output response (e.g. online
sales prediction). Figure 2 shows our proposed online sales prediction using artificial
hydrocarbon networks.

As noted in Fig. 2, the online sales data with previous features-target information is
first used to train theAHN-model. The training process is computedwith the simple-AHN
algorithm [5] mentioned before. Once, the AHN-model is obtained it can be used to
predict online sales given a set of input features and generating a proper output response.

4 Experiments

In order to compare our proposed online sales prediction model based on artificial
hydrocarbon networks, first the proposed AHN-based online sales prediction model
was trained and validated. Later on, other well-known learning methods were used to
create other online sales prediction models, we presented ten with the best results:
cubic-splines (CS), model-trees (MT), random forest (RF), linear regression (LR),
quartile random forest (QRF), relaxed lasso (RL), Bayesian regularized neural net-
works (BN), support vector machines with radial basis function kernel (SVM), least
angle regression (LAR), and independent component regression (ICR).

Finally, the AHN-based online sales prediction model was compared against the
other ten models. Following, a description of the dataset is presented, then the
methodologies for building AHN-based and other learning-based models are explained,
and a comparative analysis is discussed lastly.

TRAINING PROCESS

(Simple-AHN)

PREDICTING PROCESS

(AHN-Model)

data

input features

online sales prediction

Fig. 2. Proposed online sales prediction using artificial hydrocarbon networks.

502 H. Ponce et al.



4.1 Dataset Description

Prediction models were trained and tested using a dataset downloaded from [11]. The
data set represents information about consumer products: information about the product
features and advertisement campaign. It has 558 attributes and 751 samples. The
features, values and name of the fields are coded to maintain data privacy; given data is
sensitive information for companies.

The dataset has twelve outputs representing the number of sales for twelve months
ahead for a product. The rest of the attributes represent the model inputs. Of these
entries, 513 have categorical values are represented by a number. Many are binary type
and indicated by a “1” if the product has the feature and “0” otherwise. The other 33
entries correspond to qualitative values. There are two values that are particularly
important: Date 1 is the number of days of the post-product launch campaign, and Date
2 is the number of days prior to the product launch campaign.

The dataset had some value NaN (Not a value) type. Some methods may not work
with this type of variables so we applied a function that replaces all attribute values
missing with the average value of the remaining values.

4.2 Feature Selection

There are two types of methods for feature selection. Filter methods calculate the
importance of features without considering the model output; wrapper methods do
consider the model output.Wrappermethods are muchmore laborious and slower as they
have to generate several models to calculate the importance of the variables. In general,
the filters are much faster but they have problems with the joint variables and give worse
results. The wrapper is much slower, at risk of over fitting but give better results.

We applied the function nearZeroVar R that is a filter method of feature selection.
The function detects nearZeroVar model those entries that have a unique value, that is,
the variance is zero. It also detects those with very few unique values compared to total
samples. Finally it detects those features for which the frequency of the most repeated
value compared with the second more frequent value is to big. A threshold is set and
the features above this threshold are rejected. This method has reduced the number of
features from 546 to 163.

After applying the nearZeroVar function, we create a dataset for each of the twelve
months. Each dataset contains the input features and one month. We ran the Recursive
Feature Selection (RFE) [12] method for each of the twelve datasets, obtaining a new
set of input features for each month. RFE method is of type wrapper, it creates several
models to consider the best combination. This method generates very good results, and
has a relatively fast construction time. On average, we reduced the number of input
features in the twelve datasets from 163 to 87.5.

4.3 Methodology and Evaluation

For our online sales prediction comparative analysis, we used Caret Package from R
Studio. The training sets were constructed with 70 % of each data set (525 samples) in
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order to generate the model. The remaining 30 % of the samples (226) were used to test
the models.

Each method has several parameters that can be configured. In order to evaluate the
models with the best configuration for each method, repeated cross-validation (Repeated
CV) was used. Repeated CV created several partitions. Some of them are used for
training and others for test. This method allows generating many models with different
combination of parameters, obtaining more reliable results. For each of the methods, we
applied five times cross-validation with ten partitions. Then we calculated the accuracy
of the different configurations of each model as the mean of the fifty models generated.
With the best configuration of each model, a new model was created using all the
samples of the training set. Subsequently, we used the model to predict test samples.

Evaluation. To assess the accuracy of the model used root-mean squared error (RMSE)
metric. This metric is the square root of the average difference between house of the
samples and the predicted value for these samples. RMSE is commonly used for
regression evaluation, because it is very suitable for measuring the error in numerical
predictions for regression methods. The main difference between (mean squared error)
MSE and RMSE is that RMSE gives more weight to larger errors.

The RMSE of a model prediction with respect to the estimated variable Xmodel is
defined as:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i¼1 ðXobs;i � Xmodel;iÞ2
n

s

ð2Þ

where Xobs is observed values and Xmodel is modelled values at time/place i.

5 Results and Discussion

We randomly divide the dataset in two subsets: a training set of 525 samples and a
testing set of 226 samples for all the experiments.

Then, we proposed 12 AHN-models, one per month predicted in given dataset.
Each AHN-model for online sales prediction consisted on an artificial linear and sat-
urated compound [5, 8] with a number of n molecules of the form as in (3); where, CHk

means a molecule of order k, and straight lines represent simple bonds or relationships.
In addition, these 12 AHN-models were trained with the simple-AHN algorithm
reported in [5] to find suitable values of H. Table 1 summarizes the number of
molecules and the learning rate value for each AHN-model. These values were
obtained using a cross-validation approach.

CH3 � CH2 � � � � � CH2 � CH3 with 2 : CH3; n� 2ð Þ : CH2 ð3Þ

After training, the twelve AHN-models for online sales prediction were validated
with the testing data set obtaining 5,828 RMSE in average. Table 2 shows this result
and each of the RMSE values computed by each of the twelve AHN-models.
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It can be seen from Table 2 that the first and second months were the most difficult
ones for prediction using artificial hydrocarbon networks. In contrast, the eleventh
month was the best accurate model found.

In order to compare the prediction results from artificial hydrocarbon networks,
other ten supervised learning models were computed. Figure 3 shows the average
RMSE values of each learning models in comparison with the AHN-model. This graph
reported that the AHN-model (5,828 RMSE) with cubic-splines (5,870 RMSE),
model-trees (5,995 RMSE), Bayesian regularized neural networks (6,323 RMSE) and
random forest (6,439 RMSE) are the top five learning model for this online sales
prediction case study. Contrasting, support vector machines, least angle regression and
independent component regression were positioning at the last of the list with 8,803
RMSE, 8,988 RMSE and 9,310 RMSE, respectively. A complete summary of results is
shown in Table 3.

Even though the difference between the RMSE of AHN and CS is small
(5870 − 5828 = 42), it is very meaningful since the sales of this case study are in the
order of thousands of US dollars. This means that, in average, the prediction of AHN is
more accurate than predictions from the CS method.

Table 1. Summary of parameters employed for training purposes in AHN-models for online
sales prediction.

AHN-Model Molecules (n) Learning rate (g)

1 11 0.25
2 17 0.50
3 7 0.04
4 20 0.50
5 5 0.80
6 5 0.60
7 13 0.60
8 17 0.13
9 17 0.50
10 15 0.60
11 9 0.54
12 10 0.50

Table 2. Root-mean square error values obtained from the twelve AHN-models for online sales
prediction. The average of these results is also presented.

AHN-Model RMSE AHN-Model RMSE AHN-Model RMSE

1 29,641 5 4,258 9 1,608
2 13,046 6 2,689 10 1,274
3 8,603 7 1,833 11 848
4 3,868 8 1,214 12 1,057

Average 5,828
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6 Conclusions and Future Work

In this paper we presented an online sales prediction using a novel supervised learning
technique called artificial hydrocarbon networks. In fact, we compare and analyze the
proposed learning model with other ten well-known supervised learning methods in
terms of the root-mean squared error.

From the results of the comparative analysis, we conclude that the online sales
prediction model based on artificial hydrocarbon networks had the best performance
against the other methods. In particular, the proposed model obtained an average value
of 5,828 RMSE while the second and third models, i.e. cubic-splines and model-trees,
obtained 5,870 and 5,995, respectively. It is remarkable to say that support vector
machines, one of the most the used supervised learning models, obtained high RMSE
value (8,803) in this comparative analysis due to the fact that this method is better for
classification than for regression purposes.

For future work, we are planning to increase the number of metric evaluations for a
better comparison. In addition, we are analyzing more applications of this online sales
prediction in order to increase the number of analysis tools for online retailing.

Fig. 3. Summary of results showing the RMSE value obtained with each of the supervised
learning methods employed for comparison purposes. AHN reported 5,828 RMSE, cubic-splines
(CS), model-trees (MT), Bayesian regularized neural networks (BN) and random forest (RF) are
in the top five of the analysis. Independent component regression (ICR) reported 9,310 RMSE
positioning at last. Dashed line shows the average value 7,340 RMSE of these results.
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Data-Driven Construction of Local Models
for Short-Term Wind Speed Prediction
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Abstract. Currently, there is a growing interest in improving the meth-
ods applied to the prediction of wind speed. In this document, we pro-
pose to combine physically-based decision rules, inferred through a data-
driven process, with local regression models. Specifically, quantitative
and qualitative analysis of historical records lead us to define a regres-
sion structure with a decision tree at the top and local regression models
at each leaf. Specifically, our results suggest that this encoding improves
the predictions for wind speed for a number of regression schemes, includ-
ing radial basis neural networks, binary regression trees, support vector
regression, adaptive network-based fuzzy inference systems, and bagging
trees. A reduction of about 14 % in the RMSE is shown for the latter.

1 Introduction

Currently, there is a growing interest in improving the methods applied to the
prediction of wind speed, especially as energy production by means of wind
turbines is becoming a valid alternative to fossil fuels [13]. Nonetheless, the
subject has attracted wide interest in the past as an important element to assess
weather conditions for general activities, such as the air propulsion of merchant
ships [22] and enhancements to high-speed trains safety [25]. In our case, our
interest is to improve the current one-hour wind speed forecasts to safely fly small
Unmanned Aerial Vehicles (UAVs). Wind speed prediction models can be divided
into numerical weather prediction [7], artificial intelligence [1] and statistical
models. The former are used for predictions over days, weeks, or months ahead,
while the latter are used for predictions that are seconds, minutes, or a few hours
ahead. Since we are interested in short-term predictions, we focus our attention
on the latter type of models.

Wind speed prediction is an important but elusive problem that has attracted
considerable attention and has many different facets. To tackle it, researchers have
been exploring methods including those based on Neural Networks [2], Support
Vector Regression [14], Fuzzy Logic [9], k-nearest neighbors [27], chaotic phase
space reconstruction [11], and fractal interpolation [26], with various degrees of
success. To a large extent, the complexity of the problem lies in the difficulty to
model the physical components involved, to take measurements unobtrusively and
with enough resolution, and to compute reliable prediction models quickly enough.

c© Springer International Publishing Switzerland 2015
O. Pichardo Lagunas et al. (Eds.): MICAI 2015, Part II, LNAI 9414, pp. 509–519, 2015.
DOI: 10.1007/978-3-319-27101-9 39
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In this study, we break down the general prediction problem into local models;
each local model defined in terms of temporal periods of cycles observed in histor-
ical records. The main contribution of this paper is to show that this data-driven
interpretation of the physical model improves the prediction performance of sev-
eral machine learning strategies. Depending on the applications, researchers have
tried to optimize the prediction for the next few seconds [15] (e.g., for wind turbine
control), the next minute [17], the next ten minutes [8], or the next few hours (e.g.,
for power system scheduling), or the next few days [3]. In our method, we calculate
the cycles present in the historical measurements and apply this
knowledge to further constrain the solution to the problem of predicting wind
speed. Specifically, the quantitative and qualitative analysis of the records lead us
to divide the data in periods, each one of them defining a regression model for that
period. Our evidence suggests that for a several regression techniques including
radial basis neural networks, binary regression trees, bagging trees, support vec-
tor regression, and adaptive network-based fuzzy inference systems, the encoding
of this prior knowledge with the use of a decision tree results in improved wind
speed predictions.

The rest of this document is organized as follows. In Sect. 2, we describe the
wind speed data used in our research qualitatively and quantitatively. The latter
serves us as the base upon which we construct the global decision tree structure.
Then, in Sect. 3, we show how the incorporation of local models for wind pre-
diction improves performance. In particular, we use the historical records, from
January 1, 2007 to May 13, 2014, for El Batán Meteorological station (http://
tinyurl.com/elbatansmn) in Querétaro, México. Finally, we conclude and enu-
merate several possible directions of research.

2 Long-Term Observation of Wind Speed Data

Nowadays, it is possible to acquire considerable amounts of wind speed data. In
our case, we asked the Mexican National Weather Service for historical records
from El Batán meteorological station. El Batán dam is located at coordinates
20o29’54”N and 100o24’33”W, about 2 Km away from our UAV’s test flight site1,
in the municipality of Corregidora in Querétaro. The data includes the period
between January 1, 2007, and May 13, 2014. Measurements include: (1) wind gust
direction; (2) wind direction; (3) relative humidity; (4) pressure; (5) cumulative
rain; (6) sparse rain; (7) air temperature; (8) wind gust speed; (9) wind speed;
and (10) battery voltage. In practice, measurements are recorded every hour
with periods without observations that can sometimes last for months, without
observations. Frequently, the reported measurements are zero for unusually long
periods of time. Figure 1 provides a graphical representation of the observations
included in this data set. In total, there are at most 44,031 measurements for
each of the variables.

1 Club de Aeromodelismo los Halcones.

http://tinyurl.com/elbatansmn
http://tinyurl.com/elbatansmn
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Fig. 1. Observations made at El Batán meteorological station from January 1, 2007,
to May 13, 2014. The variables observed include: (1) wind gust direction; (2) wind
direction; (3) relative humidity; (4) pressure; (5) cumulative rain; (6) sparse rain; (7)
air temperature; (8) wind gust speed; (9) wind speed; and (10) battery voltage. In the
figure, white means no data, black means data, and gray means zero.

2.1 Qualitative Analysis

Figure 2 illustrates the behavior for some of the observed variables for periods of
days and years. There are some interesting features that are worth mentioning.
For instance, when observed throughout the years, it seems clear that there are
two prevailing wind gust directions 50◦ or 220◦, with a larger variability around
the former (Fig. 2 (a)). It is worth noting that by mid-2012 there is a shift in
the measurements after a six-month period without observations. At that point,
the meteorological station broke down and the direction sensors were not placed
in their original positions. Correspondingly, the same prevailing directions can
be observed in a 24 h period. The same directions can also be observed for wind
direction (Fig. 2 (b)). However, the variability seems to be more spread out. The
relative humidity has a seasonal behavior (Fig. 2 (c)) where it is dry in autumn
and winter and more humid (above 30 %) during spring and summer. Throughout
the day, the period between 10:00am and 3:00pm is dry. Then, after 3:00pm,
the relative humidity starts to pick up and has a peak of about 35 % at around
5:00am. In Fig. 2(d) it can be appreciated that the rainy season starts in May and
ends in September, with disproportionate peaks. Air temperature is illustrated
in Fig. 2(e), it has a smooth and harmonic behavior during the observed period.
However, there are some observations in the middle of 2013 that are off the
charts. Clearly, the temperature is milder during the fall and winter and rises
in the spring and summer, in synchrony with the relative humidity. Throughout
the day, as expected, the temperature goes down during the nighttime, picks up
as the sun rises and then goes down again after midday. Wind gust, illustrated



512 J. Salas

.noitceriddniW)b(.noitceridtsugdniW)a(

.niarevitalumuC)d(.ytidimuhevitaleR)c(

(e) Air temperature. (f) Wind gust speed.

(g) Wind speed.

Fig. 2. Historical measurements from El Batán meteorological station. They are orga-
nized by year and by time of day. Please, see text in Sect. 2 for a detailed description
of the figure.

in Fig. 2(f), also has a slightly marked seasonal behavior; it has a wide range
and daily peaks at around 3:00pm. Finally, in Fig. 2(g), we have wind speed, our
variable of interest. It has a mild seasonal harmonic behavior as well. Normally,
throughout the day, the wind speed stays below 20 km/h and may reach peaks
slightly above 40 km/h between 10:00am and 3:00pm. The figures that lead to
this analysis show us that there is an underlying physical model that dictates
trends occurring at least during the day and throughout the year. We study this
using frequency analysis in the next section.

2.2 Quantitative Analysis

In the context of harmonic phenomena, the classic tool for study is Fourier
analysis [18]. The Fourier transform for a discrete signal ck is given as [5]

F (fj) =
1
n

n−1∑
k=0

ck exp (−2πifjtk) , (1)
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where ck corresponds to observations at equally spaced intervals tk, for k =
0, . . . , n − 1, i2 = −1, and where fj is the value of the frequency and it is
given by

fj =
j

tn−1 − t0
, (2)

for j = 0, . . . , n − 1. At its end, n corresponds to the number of observations
during the period. In Fourier analysis one assumes that the signal represented
by ck repeats before and after the period described. The resulting function F
is in general complex, although sometimes it is represented by both its magni-
tude and phase. The magnitude of F provides some indication about its energy
content. In particular, it is very often used to unveil the main frequencies in the
signal. On the other hand, the phase provides us with some temporal informa-
tion about when the periodic behavior has peaks or valleys. This is important in
our application as, for instance, it allow us to distinguish periodicity that peaks
at a particular hour during the morning or the afternoon, or during particular
months in the spring or in autumn. The square of the magnitude of the signal
F , also known as the power spectrum, is given by [10]

P (f) = |F (f)|2 =
1
n

⎧⎪⎨
⎪⎩

⎛
⎝ n∑

j=1

cj cos (2πftj)

⎞
⎠

2

+

⎛
⎝ n∑

j=1

cj sin (2πftj)

⎞
⎠

2
⎫⎪⎬
⎪⎭ . (3)

For a finite set of frequencies, P (f) is also known as the periodogram.
However, there is a fundamental technical difficulty in using the Fourier trans-

form in our problem since, even though the signal is obtained at regular intervals
most of the time, there are periods at which there is no signal. In the mid-1970s
and early 1980s, the astronomers Lomb [16] and Scargle [21] were facing a similar
problem. In their case, the observations for their work had to be stopped dur-
ing the daytime or on rainy nights. Fundamentally, regular observation involves
orthogonality between sines and cosines. This assumption does not hold when
observations are missed or when the observations are not equally spaced. For
these cases, Lomb and Scargle proposed an approximation for (3) by identify-
ing the shift of phase for which the sines and cosines of a particular frequency
are orthogonal. The expression, known as the Lomb-Scargle normalized peri-
odogram, is defined as [19]

P (fk) =
1

2σ2

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

⎛
⎝ n∑

j=1

c′
j cos

(
2πfkt

′
j

)
⎞
⎠

2

n∑
j=1

cos2
(
2πfkt

′
j

) +

⎛
⎝ n∑
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where t′j = tj − τ , c′
j = cj − c, and c and σ2 are the mean and variance of

the data, and are defined as

c =
1
n

n∑
j=1

cj and σ2 =
1

n − 1

n∑
j=1

c′
j
2
, (5)

and τ , the phase shift that makes P (fk) independent of shifting all the tj by any
constant [19], is defined as

τ(fk) =
1

4πfk
arctan

⎛
⎜⎜⎜⎜⎝

n∑
j=1

sin (4πfktj)

n∑
j=1

cos (4πfktj)

⎞
⎟⎟⎟⎟⎠ . (6)

(a) Periodogram in a yearly scale.
(b) We zoom in on the Periodogram in (a) for
the high frequencies.

Fig. 3. Wind speed Lomb-Scargle periodogram. For our data, the three largest peaks
are located at 1.0, 365.9, and 0.5 days.

The Lomb-Scargle approximation for the wind speed data set is shown in
Fig. 3. The three strongest signals are at 24 h (P (1/24 hours) = 74.42), 365.9
days (P (1/365.9 days) = 18.22), and 12 h (P (1/12 hours) = 17.52). Nonetheless,
to obtain information about when the peaks and valleys are reached, we need
the phase. This can be obtained using an approximation to the discrete Fourier
transform, which is given by [10]

F (fk) = F0(fk)
n−1∑
j=0

{
A(fk)cj cos

[
2πfkt

′
j

]
+ iB(fk)cj sin

[
2πfkt

′
j

]}
, (7)

where the value of F0 for fk is given by

F0(fk) =
√

n

2
exp(−i2πfk(tf − τ)), (8)
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and the coefficients for the harmonic functions are defined as

A(fk) =

⎛
⎝ n∑

j=1

cos2
(
2πfkt

′
j

)
⎞
⎠

−1/2

, and B(fk) =

⎛
⎝ n∑

j=1

sin2
(
2πfkt

′
j

)
⎞
⎠

−1/2

,

(9)
respectively and where τ = τ(fk). Finally, the sinusoid associated with frequency
fp is given by

y(t) = 2
√

2
|Fp|
N

cos (2πfpt + φ) , (10)

where φ = Im(Fp)/Re(Fp) is the associated phase angle, |Fp| is the magnitude
of F (fp), and N is the number of frequencies resulting out of the Lomb-Scargle
analysis.

The previous analysis makes clear the underlying physical model that oper-
ates on the wind speed observations. This model explains the fluctuations of the
observations in a yearly and daily scale. This evidence will be used to develop a
model for wind speed prediction in the next section.

Fig. 4. Decision tree for wind speed prediction (using the notation in [20]). The fre-
quency analysis performed in Sect. 2 suggests us to divide the observations by month of
the year and later on by hour of the day. The leaves of the tree label the local regression
model used, e.g., CDec,23 stands for the model of the 23th hour for all Decembers.

3 A Data-Driven Model

Here, we describe how we combine the prior information about frequency, that
the analysis of historical records provides us, with local regression models. This
idea is illustrated in the decision tree in Fig. 4. The quantitative analysis of
the data leads us to naturally organize it by month and time of day. To con-
struct the model, we learn for each hour of the day of a particular month of the
year a local regression model Ckj , for k ∈ {Jan, . . . , Dec} and j ∈ {0, . . . , 23}.
During operation, the particular month of the year, for the particular hour of
the day, defines which regression model is used. Nonetheless, we may not have
enough data to construct this model. For instance, if we divide 44,031 measure-
ments by 24 hours of one day, times 12 months in a year, the result is about
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150 measurements, which may not be enough to construct a robust regression
model. Therefore, we restrict ourselves to divide the observations by hour, which
represents the strongest cycle detected in our analysis. For the experiments,
70 % of randomly chosen observations were used for training and 30 % of them
for testing. The training and test phases were repeated 30 times. Let st be
the wind speed for time t. The model used for either training and testing was
st = f(st−1, st−2). Let ŝt correspond to the prediction. The error measurement
used was the Root Mean Square Error (RMSE). Several methods were used to
construct Ckj ; these included Radial Basis Neural Networks [6], Binary Regres-
sion and Bagging Trees [4], Support Vector Regression (SVR) [23], and Adaptive
Network-based Fuzzy Inference Systems (ANFIS) [12].

Radial Basis Neural Networks. We used a radial basis network [6] for regression.
These networks have two layers. In the first one, there is a radial basis function,
which is typically modeled as a Gaussian distribution. In the second one, there
is a linear function. We varied the spread of the radial basis function from 0.1 to
5 in intervals of 0.1 and finally settled at a value of 1.0, which gave us the best
performance.

Binary Regression Trees. In this method, training finds rules to divide the data,
which when applied at each level of the tree effectively reduce the amount of data
to consider [4]. Then, at the leaves of the trees, the predicted value corresponds to
the mean of the responses for the observed values used for training. We varied the
minimum number of parents chosen and settled on 170. In addition, we explored
the number of splits and chose 50.

Bagging Trees. B bootstrapped samples are polled from the data and the cor-
responding trees are constructed [4]. The resulting individual predictions are
obtained by consensus. In our dataset, we tried different values of B given com-
parable results, finally settling on 20.

SVR. The goal is to find a function f(x) which is at most ε deviation from the
observations yi of the training data while being as flat as possible [23]. We tried
linear, polynomial, and radial basis functions. Interestingly, linear kernels gave
the best results.

ANFIS. This method integrates neural networks and fuzzy logic [12]. It may be
seen as a generalization of a regression tree. The Fuzzy system represents prior
knowledge as a set of constraints reducing effectively the search space. Then, the
neural network tunes the parameters. The neurons of an AFIS network can be
either membership functions, rules, normalization factors, functions, or outputs.
The inference corresponds to fuzzy IF-THEN rules.

The results are shown in Table 1. In it is interesting to note that all regression
models provide a similar level of performance. In addition, it is worth pointing
out that in all regression models there was a significant improvement in the
wind speed prediction. Furthermore, the largest improvement occurred in the
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case of bagging trees, where we observed a 13.9 % reduction in RMSE. Recently,
Troncoso et al. [24] presented a study where they compared favorably Classi-
fication and Regression Trees (CART) with other soft-computing alternatives,
such as neural networks, support vector regression, multilinear regression, and
Chi-squared Automatic Interaction Detection. It is noteworthy to observe that
when we use the whole historical records our results do not distinguish a clear
prime method. Although wind speed is a global concept, local factors including
geography and climatology make it hard to compare absolute values. Nonethe-
less, our results do show a remarkable improvement for a variety of regression
techniques, noticeable with a large degree of statistical certainty. In order to
promote the comparison of results, we are making our database available upon
request.

Table 1. Prediction performance. Several machine learning methods were applied to
the wind speed data. Their performance, in terms of the RMSE, was assessed for the
cases where the method was applied to the whole set, as it is usual, and when they
were applied to a data-driven physically based subsets of the data, as we propose. In
all cases, improvements were observed.

Method Traditional Stratified Gain

μ σ μ σ

Radial Basis Neural Networks 3.24 0.02 3.09 0.02 4.6 %

Binary Regression Trees 3.27 0.02 3.19 0.03 3.0 %

Bagging Trees 3.32 0.02 2.86 0.02 13.9 %

Support Vector Regression 3.27 0.03 3.06 0.03 6.4 %

Adaptive Network-based Fuzzy Inference Systems 3.23 0.03 3.04 0.02 5.9 %

4 Conclusion

Successful prediction systems make use of good abstractions of the reality as the
foundation for satisfactory performance. Data-driven models have found their
way in a myriad of applications. Yet, for wind speed prediction, the incorporation
of physical rules has shown to be challenging. Based on the analysis of historical
records, we have incorporated natural rules governing wind speed periodicity into
the prediction models. For the regression schemes tested, which include radial
basis neural networks, binary regression trees, bagging trees, support vector
regression, and adaptive network-based fuzzy inference systems, the proposed
approach produces better predictions. Furthermore, we have shown that for the
case of bagging trees the performance has increased by about 14 %.

In the future, we are planning to extend our analysis to other meteorological
stations and study the predictive limits for this problem. Overall, these results,
and the methodology developed in this paper, may provide to be useful for the
safe operation of light weight UAVs.
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Abstract. Renewable energy is increasing its participation in power
generation in many countries. In Mexico, the strategy is to generate 35 %
of electricity from renewable sources by 2024. Currently only 18.3 % of
the generated energy is obtained from renewable and clean sources. The
integration of renewable energies in the energy market is a challenge
due to their high variability, instability and uncertainty. Hence, energy
forecast is the required service by the power generators to offer energy
with certain degree of confidence. Dynamic Bayesian networks (DBNs)
have proved to be an appropriate mechanism for uncertainty and time
reasoning; however there is no basic tool that builds DBN using time
series for a process. This paper describes the design, construction and
tests for a DBNs learning tool. This tool has already been used to con-
struct dynamic models for wind power forecast and in this paper it is
used to describe the variation of the dam level caused by rainfall in a
hydroelectric power plant.

1 Introduction

This paper deals with Forecast. Forecasting is the process of making statements
about events which have not yet been observed. It is by nature, an uncertain
process.

One approach to solve problems dealing with uncertainty is with Probabilis-
tic Theory and Statistics. Indeed, by assigning potential events an uncertain
probability of occurrence allows to quantify this uncertainty. Bayesian network
(BN) is a probabilistic graphical model that models the causal relationships
between a set of variables and their conditional dependencies via a directed
acyclic graph, where the variables are represented by nodes and the causal depen-
dencies between variables are the arcs connecting nodes. Moreover, Dynamic
Bayesian Networks (DBNs) captures temporal dependencies by adding tempo-
ral arcs between variables, such that they model sequences of variables. In other
words, DBN are directed graphical models of stochastic processes and are widely
used in biology, medicine, image processing, data fusion, engineering, gaming,
risk analysis and so on. In particular, in the engineering field they have become
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popular in prediction processes such as weather forecast, power generation pre-
diction [9], failure prediction in power generation systems [7], etc.

This research group has been working on applications of Artificial Intelli-
gence (AI) techniques to problems of the energy world [7–9]. We have utilized
probabilistic graphical models, specifically Bayesian networks in the construc-
tion of models that represents industrial real problems that requires uncertainty
management. Moreover, most of the real energy problems represent a dynamic
behavior. As a consequence, an extension of Bayesian networks dealing with time
was necessary.

There exist a number of software tools that allows representing and infer-
ring over Dynamic Bayesian Models. However many of them do not support a
variety of learning algorithms or do not include auxiliary tools for data process-
ing. In some cases the user interfaces are not very friendly. For instance, the
Bayes Net Toolbox (BNT) [1,10] is an open-source Matlab package for directed
graphical models. It supports many kinds of nodes (probability distributions)
exact and approximate inference, parameter and structure learning, and static
and dynamic models. However it does not count with a friendly user interface
nor have auxiliary processing tools. GeNIe [2] is a development environment
for building graphical decision-theoretic models. It implements Bayesian graph
search, the PC [12] learning algorithm for static models, and different variations
to represent the näıve Bayes model. In spite that it has a friendly-user interface,
it does not include data preprocessing tools or machine learning algorithms for
dynamic models. Elvira [5] does not support dynamic Bayesian learning how-
ever it does support a variety of algorithms for static Bayesian models. Perhaps
the most complete and recent software tool for Bayesian modelling is Hugin
Expert [3]. It allows representing and inferring dynamic Bayesian models and
includes several learning algorithms to approximate models from data. It also
has a friendly-user interface and many functions for data preprocessing. The
weka package [6] is a powerful collection of data processing algorithms including
static Bayesian networks learning modules. However, DBN are not included.

This paper describes an integrated machine learning-based software tool for
constructing dynamic Bayesians models from data. The tool is called RB-T. Its
main functions are dynamic Bayesian networks approximation using machine
learning tools and configurable processing. The K2 [4] and PC [12] algorithms in
RB-T are extracted from the Elvira and Hugin APIs to approximate dynamic
models using static representation. The data processing functions are averaging,
variable filtering, and an automated separation of training or testing data. The
tool is tested in a case studio consisting in forecasting the level of a dam based
on historic hydrometric data.

This paper is organized as follows. The next section introduces the theoretical
base of the learning tool, namely, dynamic Bayesian networks (DBN). Next,
Sect. 3 explains the design and construction of the software tool for learning
DBN specialized in forecast. A block diagram is illustrated and the functions
explained. Section 4 explains the case study conducted with the learning tool.
This study concerns the forecast of dam level in hydroelectric power plants.
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The DBN learned is depicted and the experiments for validation the dam level
forecasting are included. This section also discusses the results of the experiments
with emphasis in the DBN learning. Finally, Sect. 5 concludes the paper and
directs the future work in this area.

2 Dynamic Bayesian Networks

Bayesian networks (BN) is the appropriate mechanism for representing knowl-
edge and reasoning in applications that require uncertainty [11]. By definition,
BN are directed acyclic graphs that provide a compact representation of a prob-
ability distribution, where nodes represent propositional variables and arcs prob-
abilistic dependencies. For forecasting operations, the idea is to provide evidence
in the nodes corresponding to related variables, and BN calculates a probabilis-
tic forecast of a hypothesis variable. However, BN provides only a static view of
the problem. A static BN works on an instant view of the application process.
Forecast problems are generally dynamic, i.e., they deal with changes in the
variables on time and events.

Fig. 1. Example of a transition model learned for the case study in forecasting.

Dynamic Bayesian Networks (DBN) [10] represent temporal process by repli-
cating each variable for every time instant in the temporal range of interest,
including dependency relations within and between temporal intervals (time is
usually discretized according to fixed temporal intervals). In general, DBNs fol-
low two basic assumptions:

Markovian process, so each variable depends only on variables from the pre-
vious and current time steps,

Stationary process, so the structure and parameters of the model remain the
same for all time steps.
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Fig. 2. An unrolled DBN for 3 time slices.

According to these assumptions, the dynamic Bayesian model considered
in this project is formed basically by the two-slice temporal Bayes net which
defines P (Xt | Xt−1) for all t in the process. This is called the transition model.
In this model, there exist relations between variables in the same time slice
and other relations between different time slices. For example, in the model
of Fig. 1, Humidity and Rain are related at certain time t, and all variables
maintain influence with these same variables at time t + 1 for all t. APC 1 is
probabilistically related with itself at previous time, with Rain and Humidity at
previous time, and Rain at time t + 1.

The complete forecast model is obtained by unrolling the transition model
in the number of time slices required for forecast. For example, if we define a
daily time slice and we need three days in advance, then the DBN is unrolled to
complete four slices (input slice and three more slices), as shown in Fig. 2.

An important decision is how to initialize the model. Since the initial time
slice is formed by the same variables, and since we assume access to all the values,
then the initial slice is only useful for entering the values of variables at time
t. Thus, the propagation in the network produces a probability distribution of
the forecasted value three days ahead (APC 3 ). This is an important parameter
considered in this application, namely the forecast horizon (N). In the network
shown in Fig. 2, N = 3.

3 A Software Tool for Learning DBN

This RB-T dynamic Bayesian networks learning tool has three applications that
can be executed separately as shown in Fig. 3:
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Fig. 3. A general block diagram of the system.

1. Data processing,
2. DBNs learning using PC algorithm [12] included in Hugin package [3]
3. DBNs learning using K2 algorithm [4] included in Elvira package [5].

A general block diagram of the system is shown in Fig. 3. First, the data process-
ing module and next the option to learn the model using PC in Hugin, or K2 in
Elvira.

The data processing module produces a specific file format from the original
historical data file. It is able to execute four main functions:

Average, used to calculate the average when the time step required is longer
than the original data. For example, if data values are every 10 min, and
hourly information is required. This function establishes the time slice para-
meter used in forecasting.

Training and Testing, used when the original data set requires to be separated
between data for training the model and data for testing. The parameter is
percentage, e.g., 70 % for training and 30 % for testing.

Discretize, used when dealing with continuous value variables. In this version,
DBN work only with discrete value variables. This function allows discretiz-
ing on equidistant intervals or manual setting of intervals.

Filter, used when only a specific part of the data set is required. For example,
when data from daylight is required, filtering from the night data.

All these modules can be used when needed, independently, subject on the
original data and the specific experiment needs, or altogether. Additionally, Fig. 3
shows two DBN learning modules. The first module utilizes the PC algorithm of
the Hugin package. The second module utilizes the K2 algorithm of the Elvira
package. They were designed for constructing different DBNs for testing them on
different applications. Sometimes the PC algorithm is appropriate, while other
times, algorithms like K2 or others may be the appropriate.

The main idea of RB-T learning tool is the integrated and automatic exe-
cution of the learning process, starting with the initial data file and ending with
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Fig. 4. Procedure for the use of the DBN learning tool.

the dynamic model for forecasting. The procedure followed to achieve this learn-
ing process is shown in Fig. 4. Initially, an Historical Data File is required
in text format separated by comma (.csv). It is assumed that the data registers
are appropriate, i.e., a historical no gaps in time and obtained with calibrated
instruments. Next, Define Settings includes the definition of the size of the
time slice T, the time horizon as the number N of time slices ahead to forecast,
and the percentage of the original file for testing and training. At this point,
both files are defined: a file for training and a file for testing. Recall that these
files are already accustomed, i.e., if the original time slice is shorter than T, then
an average is calculated to obtain the new time slice. The next procedure is the
discretization of the continuous variables. The learning tool maintains a default
in the number and size of intervals for each variable. However, it allows changing
the discretization of each variable. The learning process may finish here, produc-
ing a File for Testing (if a percentage assigned), a File for Training and a File
Intervals.
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The next step in the learning process is shown in Fig. 4 right side, namely
the learning process. The Structure Learning can be done using the PC algo-
rithm available in Hugin Package, or the K2 algorithm using Elvira package.
The Parameter Learning is executed with the EM algorithm. Notice that at
this point, the Transition model is constructed as explained in Sect. 2. The last
step is to Unroll the Model to the required N time slices. This is, replicate t+1
slice of transition network N-2 times to the complete unrolled model to form the
dynamic network.

4 Experiments for Forecasting Rainfall on Hydroelectric
Power Plants

Hydroelectric energy is one of the renewable energy sources mostly used in
regions with good hydropower conditions to generate electric power. Conven-
tional hydroelectric power generation is done in hydroelectric dams by means
of water turbines and generators driven by the potential energy stored in the
dammed water. The generated power depends on the reservoirs volume and the
height difference between the water level and the waters outflow. The reservoirs
level is an important variable in the operation of the dam, not only because it
provides direct information about the generation capacity but also because it is
the main factor concerning the dam safety. The reservoir level together with the
dam operating policies determine the way of draining the dam. Therefore the
prediction of the reservoir level is a crucial problem to obtain a good and safe
dam operation but also a complicated task.

The level of the reservoir is affected by different factors directly depending on
the water cycle shown in Fig. 5. As it is shown clouds formation come mainly from
condensation of sea water evaporation and evapotranspiration from ground, and
depending on the atmospheric conditions eventually it will lead to rain, which is
one of the important variables determining the reservoir level. On the other hand
there is stored water in ice and snow uphill giving rise to a variable stream flow,
which will also contribute to the variation of the water dam level. These condi-
tions strongly depend on the meteorological and hydrological characteristics of
the location which can be highly steady or highly variable. Moreover, there are
some cases where there are interconnected dams and therefore each reservoir level
depends on the others. In this case we will consider Grijalva river located in Chi-
apas, Mexico, with four dams: Angostura, Chicoasén, Malpaso and Peñitas, with
a power generation capacity of 3.907 MW. The reservoir levels are discretized
in 3 intervals: Minimum Operation Level (NAMinO), Maximum Operation level
(NAMO) and Maximum Extraordinary Level (NAME) corresponding in Angos-
tura to 380.0 msnm, 392.50 msnm and 395.0 msnm respectively (msnm stands
for meters above sea level).

There are several methods to evaluate the reservoir level. Rainfall-runoff
models are the most common based on physical-mathematical models and are
classified depending on their methodology: statistical, empirical, conceptual and
so on. However in this work we use a novel method based on Artificial Intelligence
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Fig. 5. The water cycle on earth.

techniques. We use our tool for learning DBN to predict the reservoir level. We
build a DBN describing the transition probability between levels and with a huge
historical measured database (rainfall, stream flow level and relative humidity)
obtained from meteorological stations located in the 4 dams, the DBN learns
with our tool and is able to predict the level of each reservoir.

Figure 6 shows the dynamic model learned for rain forecasting on the Angos-
tura dam in Grijalva river. The historical data obtained consists in informa-
tion from 4 hydrologic stations around the dam. Table 1 describes the variables
utilized.

Table 1. Set of variables used to construct the model

ID Description Units

ACP Inflow conduit million cubic meters (Mm3)

HR Relative humidity Percentage (%)

PP Rainfall millimeters (mm)

NR Stream flow level meters above sea level

The variable names included in Fig. 6 includes the measured variable, e.g.,
HR for relative humidity, plus a code for the hydrological station, e.g., AngHR,
plus a script indicating the time stamp corresponding, e.g., AngHR-3.

It is worth mentioning that the forecasted variable is the inflow conduit or
own contribution basin (ACP) which represents the total amount of water that
falls over the basin. With this measurement in million cubic meters, there is a
linear relation for calculating the dam level.

The model was learned using historical data from the hydrological stations
from 2010 to 2014, and the validation tests uses data from the same stations in
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Fig. 6. Dynamic model learned using our tool for rain forecasting.

the beginning of 2015. The time stamp is per day, and the forecast corresponds
to three days ahead. Figure 6 shows the resultant learned model. Notice that the
model is formed by the variables HR, PP, NR and APC from 4 stations and 4
time slices. The forecasted variable is PAngAPC 3 resulted in red, at the bottom
right of Fig. 6.

The forecast process is conducted as follows. First, the current on–line infor-
mation from all stations is loaded at the input nodes on the left side of Fig. 6.
Next, the probability propagation is executed and a posterior probability distri-
bution vector is calculated for PAngAPC 3 node which is the 3 days ahead fore-
casted inflow conduit. Finally, a numerical value is calculated using the expected
value:

PAngAPC 3 =
∑
n

PAngAPC 3iPi
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where PAngAPC 3i is the central value of the interval i, and Pi is the corre-
sponding probability of this interval.

Figure 7 shows a continuous graph with the daily value of the real measured
inflow conduit (line with •) and the inflow conduit forecasted value (line with
×). The scale is indicated in the vertical axis in million cubic meters. The hor-
izontal axis represents days. Even when the results look promising, there are
some high errors in the forecasting as shown between days 100 and 120. This
period corresponds to June to November 2014. The highest error corresponds
to September 21–29 2014. These dates correspond to a hurricanes and tropical
storms in this part of the country. The problem with the forecast model for
meteorological phenomenon is that it requires longer periods of historical data
to obtain closer models.

Nevertheless, this paper describes and evaluates the functions and perfor-
mance of the RB-T learning tool for dynamic Bayesian networks.

Fig. 7. Results obtained forecasting inflow conduit of the Angostura dam. The line with
• represents the real measurement, and the line with × red represents the forecasted
value.

5 Conclusions and Future Work

This paper has presented the construction of RB-T, a software tool that pro-
duces dynamic Bayesian networks that are utilized in forecasting. The forecasting
task is specialized on the renewable energy domain. Some important variables to
forecast are the wind speed (for wind power), solar radiation (for photovoltaic
power), reservoir level (for hydroelectric power) and other energy applications
like energy demand forecasting. In all these applications, the models are learned
based on raw data that sometimes is noisy and with different time scales.

The RB-T software tool integrates the data conditioning, parameter setting
and the learning of dynamical models specialized for forecast. RB-T utilizes
learning algorithms included in the APIs of commercial packages like Hugin
or Elvira. RB-T has been tested in this paper on the inflow conduit forecast
that gives direct information to the reservoir level of Angostura dam, in the
Grijalva river in Mexico. To learn the dynamic model, information of different
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hydrometric stations was recollected. The evaluation of the hydroelectric power
forecasting, based on reservoir level forecasting is beyond the scope of this paper
and it is straightforward. However, the results look promising for application in
all hydroelectric power plants.

Future work is required in the use of this learning tool on different domains
and incorporating additional data processing modules. For example, a specialized
data cleaning and data discretization with different criteria is required.
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Räıssa Yapan Dougnon1, Philippe Fournier-Viger1(B), Jerry Chun-Wei Lin2,
and Roger Nkambou3

1 Department of Computer Science, Université de Moncton, Moncton, Canada
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Montreal, Canada
nkambou.roger@uqam.ca

Abstract. Algorithms for social network user profiling suffer from one
or more of the following limitations: (1) assuming that the full social
graph is available for training, (2) not exploiting the rich information
that is available in social networks such as group memberships and
likes, (3) treating numeric attributes as nominal attributes, and (4) not
assessing the certainty of its predictions. In this paper, we address these
challenges by proposing an improved algorithm named PGPI+ (Partial
Graph Profile Inference+). PGPI+ accurately infers user profiles under
the constraint of a partial social graph using rich information about
users (e.g. group memberships, views and likes), handles nominal and
numeric attributes, and assesses the certainty of predictions. An experi-
mental evaluation with more than 30,000 user profiles from the Facebook
and Pokec social networks shows that PGPI+ predicts user profiles with
considerably more accuracy and by accessing a smaller part of the social
graph than five state-of-the-art algorithms.

Keywords: Social networks · Inference · User profiles · Partial graph

1 Introduction

Online social networks have become extremely popular. Various types of social
networks are used such as friendship networks (e.g. Facebook), professional net-
works (e.g. ResearchGate) and interest-based networks (e.g. Flickr). An impor-
tant problem for ad targeting on social networks is that users often disclose few
information publicly [1,10]. To address this issue, an important sub-field of social
network mining is now interested in developing algorithms to infer detailed user
profiles using publicly disclosed information. Various approaches have been used
to solve this problem such as relational Näıve Bayes classifiers [12], label propa-
gation [9,11], majority voting [4], linear regression [10], Latent-Dirichlet Alloca-
tion [2] and community detection [13]. It was shown that these approaches can
c© Springer International Publishing Switzerland 2015
O. Pichardo Lagunas et al. (Eds.): MICAI 2015, Part II, LNAI 9414, pp. 533–546, 2015.
DOI: 10.1007/978-3-319-27101-9 41
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accurately predict hidden attributes of user profiles in many cases. However, all
these approaches suffer from at least two of the following four limitations.

1. Assuming a full social graph. Many approaches assume that the full social
graph is available for training (e.g. [9]). However, in real-life, it is generally
unavailable or may be very costly to obtain or update [2,6]. A few approaches
do not assume a full social graph such as majority-voting [4]. However, they
do not let the user control the trade-off between the number of nodes accessed
and prediction accuracy, which may lead to low accuracy.

2. Not using rich information. Several algorithms do not consider the rich
information that is available on social networks. For example, several algo-
rithms consider links between users and user attributes but do not consider
other information such as group memberships, “likes” and “views” that are
available on some social networks [1,4,9,11–13].

3. Not handling numeric attributes. Many approaches treat numeric
attributes (e.g. age) as nominal attributes [1,4], which may decrease infer-
ence accuracy. Others are designed to handle numeric attributes but requires
the full social graph, which is often unpractical [5,9,10,13].

4. Not assessing certainty. Few approaches assess the certainty of their pre-
dictions. But this information is essential to determine if a prediction is reli-
able and actions should be taken based on the prediction. For example, if
there is a low certainty that a user profile attribute is correctly inferred, it
may be better to not use this attribute for ad targeting, rather than showing
an ad that is targeted to a different audience [3].

To address limitations 1 and 2, the PGPI algorithm (Partial Graph Profile
Inference) was recently proposed [6]. PGPI lets the user select how many nodes
of the social graph can be accessed to infer a user profile, and can use not only
information about friendship links and profiles but also about group member-
ships, likes and views, when available. In this paper, we present an extended
version of PGPI named PGPI+ to also address limitations 3 and 4. Contribu-
tions are threefold. First, we design a new procedure for predicting values of
numeric attributes. Second, we introduce a mechanism to assess the certainty
of predictions for both nominal and numeric attributes. Third, we introduce
four optimizations that considerably improve the overall prediction accuracy of
PGPI.

We report results from an extensive empirical evaluation against PGPI and
four other state-of-the-art algorithms, for 30,000 user profiles from the Facebook
and Pokec social networks. Results show that the proposed PGPI+ algorithm can
provide a considerably higher accuracy for both numeric and nominal attributes
while accessing a much smaller number of nodes from the social graph. Moreover,
results show that the calculated certainty well assesses the reliability of predic-
tions. Moreover, an interesting result is that profile attributes such as status
(student/professor) and gender can be predicted with more than 95 % accuracy
using PGPI+.
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The rest of this paper is organized as follows. Sections 2, 3, 4, 5 and 6 respec-
tively presents the related work, the problem definition, the proposed algorithm,
the experimental evaluation and the conclusion.

2 Related Work

We review recent work on social network user profile inference. Davis Jr. et
al. [4] inferred locations of Twitter users by performing a majority vote over
the locations of directly connected users. A major limitation of this approach
is that a single attribute is considered. Jurgens [9] predicted locations of Twit-
ter/Foursquare users using a label propagation approach. However, it is an iter-
ative algorithm that requires the full social graph since it propagates known
labels to unlabeled nodes through links between nodes. Li et al. [11] proposed
an iterative algorithm to deduce LinkedIn user profiles based on relation types.
This algorithm also requires a large training set to discover relation types.

Mislove [13] applied community detection on more than 60k user profiles with
friendship links, and then inferred user profiles based on similarity of members
from the same community. Lindamood et al. [12] applied a Näıve Bayes classifier
on 167k Facebook profiles with friendship links, and concluded that if links
or attributes are erased, accuracy of the approach can greatly decrease. This
study highlights the challenges of performing accurate predictions using few
data. Recently, Blenn et al. [1] utilized bird flocking, association rule mining and
statistical analysis to infer user profiles in a dataset of 3 millions Hyves.nl users.
However, all these work assume that a large training set is available for training
and they only use profile information and social links to perform predictions.

Chaabane et al. [2] inferred Facebook user profiles using Latent Dirichlet Allo-
cation (LDA) and majority voting. The approach extracts a probabilistic model
from music interests and additional information provided from Wikipedia. But
it requires a large training set, which was difficult and time-consuming to obtain
[2]. Kosinski et al. [10] also utilized information about user preferences to infer
Facebook user profiles. Kosinski et al. applied Singular Value Decomposition to
a huge matrix of users/likes and then used regression to perform prediction. A
limitation of this work is that it does not utilize information about links between
users and requires a very large training dataset.

He et al. [7] proposed an approach consisting of building a Bayesian network
based on the full social graph to then predict user attribute values. The approach
considers similarity between user profiles and links between users to perform
predictions, and was applied to data collected from LiveJournal. Recently, Dong
et al. [5] used graphical-models to predict the age and gender of users. Their
study was performed with 1 billion phone and SMS data and 7M user profiles.
Chaudhari [3] also used graphical models to infer user profiles. The approach
has shown high accuracy on datasets of more than 1M users from the Twitter
and Pokec social networks. A limitation of these approaches however, it that
they assume a large training set for training. Furthermore, they only consider
user attributes and links but not additional information such as likes, views and
group membership.
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Some of the above approaches infer numeric attributes, either by treating
them as nominal attributes [1,2,4], or by using specific inference procedures.
However, these latter require a large training set [5,9,10,13].

Besides, current approaches generally do not assess the certainty of predic-
tions. But this information is essential to determine if a prediction is reliable,
and actions should be taken based on this prediction. To our knowledge, only
Chaudhari [3] provides this information. However, this approach is designed to
use the full social graph.

3 Problem Definition

The problem of user profiling is commonly defined as follows [1,3,9,11–13].

Definition 1 (social graph). A social graph G is a quadruplet G = {N,L, V,
A}. N is the set of nodes in G. L ⊆ N × N is a binary relation representing
the links (edges) between nodes. Let be m attributes to describe users of the
social network such that V = {V1, V2, ...Vm} contains for each attribute i, the
set of possible attribute values Vi. Finally, A = {A1, A2, ...Am} contains for each
attribute i a relation assigning an attribute value to nodes, that is Ai ⊆ N × Vi.

Example 1. Let be a social graph with three nodes N = {Tom, Amy, Lea}
and friendship links L = {(Tom, Lea), (Lea, Tom), (Lea, Amy), (Amy, Lea)}.
Consider two attributes gender and status, respectively called attribute 1 and 2
to describe users. The set of possible attribute values for gender and status are
respectively V1 = {male, female} and V2 = {professor, student}. The relations
assigning attributes values to nodes are A1 = {(Tom,male), (Amy, female),
(Lea, female)} and A2 = {(Tom, student), (Amy, student), (Lea, professor)}.

Definition 2 (Problem of inferring user profiles in a social graph). The
problem of inferring the user profile of a node n ∈ N in a social graph G is to
guess the attribute values of n using the other information provided in G.

The problem definition can be extended to consider additional information
from social networks such as Facebook (views, likes and group memberships).

Definition 3 (extended social graph). An extended social graph E is a tuple
E = {N,L, V,A,G,NG,P, PG,LP, V P} where N,L, V,A are defined as pre-
viously. G is a set of groups that a user can be a member of. The relation
NG ⊆ N ×G indicates the membership of users to groups. P is a set of publica-
tions such as pictures, texts, videos that are posted in groups. PG is a relation
PG ⊆ P ×G, which associates a publication to the group(s) where it was posted.
LP is a relation LP ⊆ N × P indicating publication(s) liked by each user (e.g.
“likes” on Facebook). V P is a relation V P ⊆ N × P indicating publication(s)
viewed by each user (e.g. “views” on Facebook), such that LP ⊆ V P .
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Example 2. Let be two groups G = {book club, music lovers} such that NG =
{(Tom, book club), (Lea, book club), (Amy, music lovers)}. Let be two publi-
cations P = {picture1, picture2} published in the groups PG = {(picture1,
book club), (picture2, music lovers)}. The publications viewed by users are
V P = {(Tom, picture1), (Lea, picture1), (Amy, picture2)} while the publi-
cations liked by users are LP = {(Tom, picture1), (Amy, picture2)}.

Definition 4 (Problem of inferring user profiles in an extended social
graph). The problem of inferring the user profile of a node n ∈ N in an extended
social graph E is to guess the attribute values of n using the information in E .

But the above definitions assume that the full social graph may be used
to perform predictions. The problem of inferring user profiles using a limited
amount of information is defined as follows [6].

Definition 5 (Problem of inferring user profiles using a partial (exten-
ded) social graph). Let maxFacts ∈ N+ be a parameter set by the user. The
problem of inferring the user profile of a node n ∈ N using a partial (extended)
social graph E is to accurately predict the attribute values of n by accessing no
more than maxFacts facts from the social graph. A fact is a node, group or
publication from N , G or P (excluding n).

The above definition can be extended for numeric attributes. For those
attributes, instead of aiming at predicting an exact attribute value, the goal
is to predict a value that is as close as possible to the real value. Moreover, in
this paper, we also extend the problem to consider the certainty of predictions.
In this setting, a prediction algorithm must assign a certainty value in the [0,1]
interval to each predicted value, such that a high certainty value indicates that
a prediction is likely to be correct.

4 The Proposed PGPI+ Algorithm

We next present the proposed PGPI+ algorithm. Subsect. 4.1 briefly introduces
PGPI. Then, Subsects. 4.2, 4.3 and 4.4 respectively present optimizations to
improve its prediction accuracy and coverage, and how it is extended to handle
numerical attributes and assess the certainty of predictions.

4.1 The PGPI Algorithm

The PGPI algorithm [6] is a lazy algorithm designed to perform predictions
under the constraint of a partial social graph, where at most maxFacts facts
from the social graph can be accessed to make a prediction. PGPI (Fig. 1) takes
as parameter a node ni, an attribute k to be predicted, the maxFacts parameter,
a parameter named maxDistance, and an (extended) social graph E . PGPI
outputs a predicted value v for attribute k of node ni. To predict the value of
an attribute k, PGPI relies on a map M . This map stores pairs of the form
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(v, f), where v is a possible value v for attribute k, and f is positive real number
called the weight of v. PGPI automatically calculates the weights by applying
two procedures named PGPI-G and PGPI-N. These latter respectively update
weights by considering the (1) views, likes and group memberships of ni, and
(2) its friendship links. After applying these procedures, PGPI returns the value
v associated to the highest weight in M as the prediction. In PGPI, half of the
maxFacts facts that can be used to make a prediction are used by PGPI-G and
the other half by PGPI-N. If globally the maxFacts limit is reached, PGPI does
not perform a prediction. PGPI-N or PGPI-G can be deactivated. If PGPI-N
is deactivated, only views, likes and group memberships are considered to make
a prediction. If PGPI-G is deactivated, only friendship links are considered. In
the following, we respectively refer to these versions of PGPI as PGPI-N and
PGPI-G (and as PGPI-N+/PGPI-G+ for PGPI+).

PGPI-N works as follows. To predict an attribute value of a node ni, it
explores the neighborhood of ni restricted by the parameter maxDistance using
a breadth-first search. It first initializes a queue Q and pushes ni in the queue.
Then, while Q is not empty and the number of accessed facts is less than
maxFacts, the first node nj in Q is popped. Then, Fi,j = Wi,j/dist(ni, nj)
is calculated. Wi,j = Ci,j/Ci, where Ci,j is the number of attribute values com-
mon to ni and nj , and Ci is the number of known attribute values for node ni.
dist(x, y) is the number of edges in the shortest path between ni and nj . Then,
Fi,j is added to the weight of the attribute value of nj for attribute k, in map
M . Then, if dist(x, y) ≤ maxDistance, each unvisited node nh linked to nj is
pushed in Q and marked as visited. PGPI-G is similar to PGPI-N. It is also a
lazy algorithm. But it uses a majority voting approach to update weights based
on group and publication information (views and likes). Due to space limitation,
we do not describe it. The reader may refer to [6] for more details.

4.2 Optimizations to Improve Accuracy and Coverage

In PGPI+, we redefine the formula Fi,j used by PGPI-N by adding three opti-
mizations. The new formula is Fi,j = Wi,j × (Ti,j + 1)/newdist(ni, nj) × R. The
first optimization is to add the term Ti,j +1, where Ti,j is the number of common
friends between ni and nj , divided by the number of friends of ni. This term is
added to consider that two persons having common friends (forming a triad) are
more likely to have similar attribute values. The constant 1 is used so that if ni

and nj have no common friends, Fi,j is not zero.
The second optimization is based on the observation that the term dist(ni, nj)

makes Fi,j decrease too rapidly. Thus, nodes that are not immediate neighbors but
were still close in the social graph had a negligible influence on their respective pro-
file inference. To address this issue, dist(ni, nj) is replaced by newdist(ni, nj) =
3−(0.2×dist(ni, nj)), where it is assumed that maxDistance < 15. It was empir-
ically found that this formula provides higher accuracy.

The third optimization is based on the observation that PGPI-G had too
much influence on predictions compared to PGPI-N. To address this issue, we
multiply the weights calculated using the formula Fi,j by a new constant R. This
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Algorithm 1. The PGPI algorithm
input : ni: a node, k: the attribute to be predicted, maxFacts: a user-defined

threshold, E : an extended social graph
output: the predicted attribute value v

1 M = {(v, 0)|v ∈ Vk};
2 // Apply PGPI-G

3 // ...

4 // Apply PGPI-N

5 Initialize a queue Q and add ni to Q;
6 while Q is not empty and |accessedFacts| < maxFacts do
7 nj = Q.pop();
8 Fi,j ← Wi,j/dist(ni, nj);
9 Update (v, f) as (v, f + Fi,j) in M , where (nj , v) ∈ Ak;

10 if dist(ni, nj) ≤ maxDistance then for each node nh �= ni such that
(nh, nj) ∈ L and nh is unvisited, push nh in Q and mark nh as visited ;

11 end
12 return a value v such that (v, z) ∈ M∧ � ∃(v′, z′) ∈ M |z′ > z;

thus increases the influence of PGPI-N+ on the choice of predicted values. In
our experiments, we have found that setting R to 10 provides the best accuracy.

Furthermore, a fourth optimization is integrated in the main procedure of
PGPI+. It is based on the observation that PGPI does not make a prediction
for up to 50 % of users when maxFacts is set to a small value [6]. The reason
is that PGPI does not make a prediction when it reaches the maxFacts limit.
However, it may have collected enough information to make an accurate predic-
tion. In PGPI+, a prediction is always performed. This optimization was shown
to greatly increase the number of predictions.

4.3 Extension to Handle Numerical Attributes

The PGPI algorithm is designed to handle nominal attributes. In PGPI+, we
performed the following modifications to handle numeric attributes. First, we
modified how the predicted value is chosen. Recall that the value predicted by
PGPI for nominal attributes is the one having the highest weight in M (line 12).
However, for numeric attribute, this approach provides poor accuracy because
few users have exactly the same attribute value. For example, for the attribute
“weight”, few users may have the same weight, although they may have similar
weights. To address this issue, PGPI+ calculates the predicted values for numeric
attributes as the weighed sum of all values in M .

Second, we adapted the weighted sum so that it ignores outliers because if
unusually large values are in M , the weighted sum provides inaccurate predic-
tions. For example, if a young user has friendship links to a few 20 years old
friends but also a link to his 90 years old grandmother, the prediction may be
inaccurate. Our solution to this problem is to ignore values in M that have a
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weight more than one standard deviation away from the mean. In our experi-
ment, it greatly improves prediction accuracy for numeric attributes.

Third, we change how Wi,j is calculated. Recall that in PGPI, Wi,j = Ci,j/Ci,
where Ci,j is the number of attribute values common to ni and nj , and Ci is the
number of known attribute values for node ni. This definition does not work well
for numeric attributes because numeric attributes rarely have the same value. To
consider that numeric values may not be equal but still be close, Ci,j is redefined
as follows in PGPI+. The value Ci,j is the number of values common to ni and
nj for nominal attributes, plus a value CNi,j,k for each numeric attribute k. The
value CNi,j,k is calculated as (vi − vj)/αk if (vi − vj) < αk, and is otherwise 0,
where αk is a user-defined constant. Because CNi,j,k is a value in [0,1], numeric
attributes may not have more influence than nominal attributes on Wi,j .

4.4 Extension to Evaluate the Certainty of Predictions

PGPI+ also extends PGPI with the capability of calculating a certainty value
CV (v) for each predicted value v. For numeric attributes, calculating the cer-
tainty value of a predicted value v requires to find a way to assess how “accu-
rate” the weighted sum for calculating v is. Intuitively, we can expect it to be
accurate if (1) the amount of information taken into account by the weighted
sum is large, and (2) if values considered in the weighted sum are close to each
other. These ideas are captured in our approach by using the relative standard
error. Let EM = {v1, v2, ...vm} be the set of values in the map M that were
used to calculate the weighted sum. The amount of information used by the
weighted sum is measured as the number of updates made by PGPI-N+/PGPI-
G+ to the map M , denoted as updates. The relative standard error is defined
as RSE(v) = stdev(EM )/(

√
updates × avg(EM )). The RSE is a value in the

[0,1] interval that assesses how close the average of the sample might be to the
average of the population. Because we want a certainty value rather than an
error value, we calculate the certainty value of v as CV (v) = 1 − RSE(v). A
drawback of the RSE is however that it is sensible to outliers. To address this
issue, we ignore values that are more than one standard deviation away from the
mean to when calculating CV (v).

For nominal attributes, calculating the certainty value of a predicted value
v is done differently. Our idea is to evaluate how likely the weight of value v in
M is to be as large at it is, compared to other weights in M . To estimate this,
we use a simulation-based approach where larger is defined in terms of standard
deviations from the mean. Let FM = {f1, f2, ...fm} be the weights of values
in the map M , and fM,v be the weight of v in map M . We initialize a value
count = 0 and perform 1,000 simulations. During the j-th simulation, we create
a map B, and perform updates random updates to B. At the end of the j-th
simulation, we increase the count variable by 1 if (fB,v−avg(FB)) /stdev(FB) ≥
(fM,v − avg(FM )) /stdev(FM ). After the 1,000 simulations, the certainty value
is calculated as CV (v) = count/1000, which gives a value in the [0,1] interval.
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5 Experimental Evaluation

We compared the accuracy of the proposed PGPI+, PGPI-N+ and PGPI-G+
algorithms with the original PGPI, PGPI-N and PGPI-G algorithms and four
additional state-of-the-art algorithms for predicting attribute values of nodes
in a social network. The three first are Näıve Bayes classifiers [8]. Näıve Bayes
(NB) infer user profiles strictly based on correlation between attribute values.
Relational Näıve Bayes (RNB) consider the probability of having friends with
specific attribute values. Collective Näıve Bayes (CNB) combines NB and RNB.
To be able to compare NB, RNB and CNB with the proposed algorithms, we
have adapted them to work with a partial graph. This is done by training them
with maxFacts users chosen randomly instead of the full social graph. The last
algorithm is label propagation (LP) [9]. Because LP requires the full social graph,
its results are only used as a baseline. Each algorithm was tuned with optimal
parameter values.

Datasets. Two datasets are used. The first one is 11,247 user profiles collected
from Facebook in 2005 [14]. Each user is described according to seven attributes:
a student/faculty status flag, gender, major, second major/minor (if applicable),
dorm/house, year, and high school, where year is a numerical attribute. The
second dataset is 20,000 user profiles from the Pokec social network obtained
at https://snap.stanford.edu/data/. It contains 17 attributes, including three
numeric attributes: age, weight and height. Because both datasets do not contain
information about groups, and this information is needed by PGPI-G and PGPI,
synthetic data about groups was generated using the generator proposed in [6],
using the same parameters. This latter generator is designed to generate group
having characteristics similar to real-life groups.

Accuracy for nominal attributes w.r.t number of facts. We first ran all
algorithms while varying the maxFacts parameter to assess the influence of the
number of accessed facts on accuracy for nominal attributes. The accuracy for
nominal attributes is defined as the number of correctly predicted values, divided
by the number of prediction opportunities. Figure 1 shows the overall results for
the Facebook and Pokec datasets. Note that PGPI algorithms are not shown
in these tables due to lack of space. It can be observed that PGPI+/PGPI-
N+/PGPI-G+ provides the best results. For example, on Facebook, PGPI+
and PGPI-G+ provide the best results when 66 to 700 facts are accessed, and
for less than 66 facts, PGPI-N+ provides the best results followed by PGPI+. No
results are provided for PGPI-N+ for more than 306/6 facts on Facebook/Pokec
because PGPI-N+ relies solely on links between nodes to perform predictions
and the datasets do not contains enough links. It is also interesting to note that
PGPI-N+ only uses real data (contrarily to PGPI+/PGPI-G+) and still per-
forms better than all other algorithms. The algorithm providing the worst results
is LP (not shown in the figure). LP provides an accuracy of 43.2 %/47.31 % on
Facebook/Pokec. This is not good considering that LP uses the full social graph
of more than 10,000 nodes. For the family of Näıve Bayes algorithms, NB has
the best overall accuracy. It can be further observed that the accuracy of PGPI+

https://snap.stanford.edu/data/
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Fig. 1. Accuracy w.r.t. number of accessed facts for nominal attributes

algorithm is up to 34 % higher than PGPI, which shows that proposed optimiza-
tions have a major influence on accuracy.

Best results for each nominal attribute. We also analyzed accuracy for
each nominal attribute separately. The best results in terms of accuracy for
each attribute and algorithm for Facebook and Pokec are respectively shown in
Tables 1 and 2. The last row of each table indicates the number of accessed facts
to obtain these results. The best accuracy was in general achieved by PGPI+
algorithms for all attributes.

Table 1. Best accuracy results for nominal attributes on Facebook

Attribute PGPI+ PGPI-N+ PGPI-G+ NB RNB CNB LP

status 92.0 % 92.6 % 93.0% 88.0 % 80.2 % 88.0 % 83.0 %

gender 96.1% 84.7 % 95.8 % 51.1 % 57.7 % 47.3 % 50.4 %

major 33.8% 30.4 % 32.8 % 16.6 % 15.0 % 9.0 % 16.7 %

minor 76.0 % 76.4 % 76.6% 74.4 % 74.2 % 74.0 % 56.3 %

residence 64.6% 62.4 % 64.4 % 55.6 % 55.0 % 54.8 % 49.1 %

school 7.4 % 16.8% 7.0 % 10.6 % 9.8 % 10.6 % 10.1 %

|facts| 482 226 431 189 580 189 10K

Best results for each numeric attribute. We also compared the best accu-
racy of PGPI/PGPI+ algorithms for numeric attributes on Pokec/Facebook in
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Table 2. Best accuracy results for nominal attributes on Pokec

Attribute PGPI+ PGPI-N+ PGPI-G+ NB RNB CNB LP

Gender 95.60% 61.40% 95.77% 52.80% 53.80% 53.60% 49.20%

English 76.35% 63.79% 76.00% 69.74% 69.74% 69.74% 65.40%

French 87.46% 84.48% 87.42% 86.91% 85.60% 86.87% 67.15%

German 62.39% 54.31% 62.85% 47.83% 48.12% 47.83% 50.00%

Italian 94.87% 94.25% 94.85% 94.65% 95.38% 95.41% 85.75%

Spanish 95.15% 94.54% 95.14% 94.38% 95.08% 94.29% 80.52%

Smoker 65.21% 62.34% 65.42% 63.43% 63.43% 63.12% 60.19%

Drink 71.65% 63.36% 71.47% 70.41% 70.41% 70.41% 49.16%

Marital status 76.57% 70.86% 76.40% 76.11% 76.02% 76.07% 69.92%

Hip-hop 86.51% 82.20% 86.47% 86.01% 85.83% 85.93% 61.82%

Rap 69.33% 63.78% 69.52% 69.08% 69.35% 69.35% 45.78%

Rock 77.93% 73.80% 78.09% 76.33% 74.93% 74.93% 53.69%

Disco 58.40% 52.50% 58.56% 50.07% 53.18% 53.46% 47.28%

Metal 86.19% 83.52% 86.15% 84.75% 84.61% 84.61% 63.79%

Region 18.60% 10.20% 18.71% 6.20% 6.20% 6.20% 10.00%

|facts| 334 6 347 375 378 278 10k

terms of average error and standard deviation of predicted values from the real
values. Results (Table 3) indicates that PGPI+ performs the best on overall. The
other algorithms could not be compared for numeric attributes because they are
designed for nominal attributes. We attempted to compare with the algorithm
of Kosinski [10]. However, linear regression failed using a partial social graph for
training.

Table 3. Average error and standard deviation for numerical attributes

Algorithm Year Age Weight Height

PGPI+ 0.95 (0.85) 2.94 (4.55) 9.83 (10.32) 7.70 (11.75)

PGPI-N+ 0.68 (0.72) 3.92 (4.56) 14.60 (12.56) 10.32 (12.55)

PGPI-G+ 0.99 (0.89) 2.89 (4.45) 9.83 (10.37) 7.71 (11.76)

PGPI 0.46 (0.93) 2.55 (4.80) 11.67 (11.53) 8.75 (12.43)

PGPI-N 0.46 (0.87) 4.35 (5.11) 17.28 (15.61) 14.0 (36.52)

PGPI-G 0.39 (0.93) 2.20 (4.78) 10.75 (10.86) 8.35 (12.45)

Assessment of certainty values. We also assessed certainty values calculated
by PGPI+. Figure 2 shows the best accuracy obtained for numerical attributes
“year” and “age” for PGPI-N+. Each line represents the accuracy of predictions
having at least a given certainty value. It can be seen, that a high certainty value
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Fig. 2. Average error, standard deviation and coverage w.r.t. certainty for attributes
(a) year and (b) age

generally means a low average error, standard deviation and coverage (percent-
age of predictions made), as expected. Results of PGPI+/PGPI-G+ are similar
and not shown due to lack of space. For nominal attributes, the accuracy of pre-
dictions made by PGPI-N+/PGPI+/PGPI-G+ having a certainty no less than
0 and no less than 0.7 are respectively 59 %/59 %/61 % and 91 %/91 %/93 % on
Facebook, which also shows that the proposed certainty assessment is a good
indicator of accuracy.

Best results using the full social graph. We also compared the accuracy
of the algorithms using the full social graph. The best accuracy obtained for
each algorithm on the Facebook and Pokec datasets is shown in Table 4. It can
be observed that the proposed PGPI+ algorithms provide an accuracy that is
considerably higher than the accuracy of the compared algorithms, even when
using the full social graph.

Table 4. Best accuracy for nominal attributes using the full social graph

Algorithm Facebook Pokec Algorithm Facebook Pokec

PGPI+ 96.6 73.8 PGPI-G 62.8 56.2

PGPI-N+ 96.4 73.9 NB 48.67 57.48

PGPI-G+ 84.9 65.9 RNB 50.11 56.37

PGPI 63.8 62.0 CNB 50.11 56.40

PGPI-N 63.8 62.1 LP 48.03 47.31
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6 Conclusion

We proposed an improved algorithm named PGPI+ for user profiling in online
social networks under the constraint of a partial social graph and using rich
information. PGPI+ extends the PGPI algorithm with new optimizations to
improve its prediction accuracy and coverage, to handle numerical attributes,
and assess the certainty of predictions. An experimental evaluation with more
than 30,000 user profiles from the Facebook and Pokec social networks shows that
PGPI+ predicts user profiles with considerably more accuracy and by accessing
a smaller part of the social graph than five state-of-the-art algorithms. Moreover,
an interesting result is that profile attributes such as status (student/professor)
and gender can be predicted with more than 95 % accuracy using PGPI+.
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Abstract. In this paper we present the development of a credit score
model for payroll issuers based on a credit scoring methodology. Typi-
cally, in the Mexican banking system, it is common to provide and admi-
nister payroll service for companies via third parties (outsourcing). This
service allows employees to get payroll loans of which periodic payment
is retained automatically by the creditor. However, if their relationship
with the company is lost, the payment is omitted incresing the risk of
default. Addressing the problem described, a statistical model was built
to predict whether a payroll issuer will churn in the next six months, this
allows the decision maker to determine the appropriate business reten-
tion actions in order to avoid future payment loan losses. Results showed
that the developed model facilitates a practical interpretation based on
scoring system and showed stability when it was implemented.

Keywords: Credit scoring · Logistic regression · Churn analysis · Data
mining

1 Introduction

In the Mexican banking system, payroll loans are one of the most profitable
businesses for credit issuers. This particular loan is given to those customers who
receive their salary payment on a payroll account. The customer signs a contract
giving permission to the bank to retain the corresponding amount (monthly,
weekly, semimonthly, etc.) that pays for the credit. At this phase, the client’s
credit worthiness has been evaluated as well as his credit payment capacity
(avoiding over-indebtedness), however, a potential risk can occur and may have
a significant impact on the delinquency rates: churn of payroll issuers. If an
issuer stops paying the payroll, every credit anchored to that issuer will default
regardless of the clients credit quality.

The levels of financial education (good practices) in Mexico makes difficult
to collect, even when the responsibility of paying is entirely on the customer
side. If delinquency goes up, it will derive on several negative consequences, for
example:
c© Springer International Publishing Switzerland 2015
O. Pichardo Lagunas et al. (Eds.): MICAI 2015, Part II, LNAI 9414, pp. 547–559, 2015.
DOI: 10.1007/978-3-319-27101-9 42
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– increase of regulatory credit reserves,
– increase of collections costs,
– deterioration of the relationship with the customers.

The aim of this paper is to provide an analytical tool that contribute to solve
this specific problem. There are many reasons for a payroll issuer (company) to
end its commercial relationship with a bank, some of them are listed below:

– bad service (operational issues) regarding payroll payments,
– company bankruptcy,
– asset migration to another institution.

On the one hand, the company relationship with the bank is managed by the
wholesale banking, on the other hand, payroll loans are intended for individuals
(retail banking). This difference in viewpoints creates a divergence of strategic
purposes. Considering that this is an important problem to solve, we formulate
two questions: (1) How can we to anticipate a possible churn of a payroll issuer?
and (2) What actions should be triggered once the possible churn is detected?.
To answer the first question, we will use the Credit Scoring Methodology to
determine a stochastic model using issuer’s transactional variables that allow us
to infer whether an issuer will churn in the following months. For the second
question, once the model is complete we will suggest a set of operative strategies
to avoid churn risk and at the same time strengthen the bank’s relationships with
both customers and payroll issuers. The data used in this study was obtained
from a real transactional data system from a Mexican bank.

The paper is organized as follows. We first present a brief literature review on
credit scoring models. The next section provides the methodology for building
the credit scoring models, results and business strategies. Finally, conclusions
are presented and discussed.

2 Literature Review

2.1 Building Models

Analytical models are a statistical tool that provide scientific support to risk
management in retail banking. As in Siddiqi [9], risk managers are challenged
to produce solutions that do not only meet the criteria for creditworthiness but
also keep the transactional costs low and lower the response time for applicants.

With the technological progress and the availability of analytical software
solutions, additional to data processing tools via ETL (ExtractTransform-Load),
the internal development of credit risk models grew in such a way that the inclu-
sion of analytical techniques in decision making became more common. Classi-
cal analytical techniques to determine the risk regarding the credit of customers
include logistic regression, discriminant analysis, neural networks and decision
trees. Some other techniques compete as of late, seen in [3] where the use of new
algorithms are proposed as in the support vector machines and least squares
support vector machines.
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Chen [4] mentions that alternative techniques have been used in order to
improve the accuracy of classic modeling such as the difficulty to capture non-
linear relationships/interactions among variables. Other efforts have focused on
genetic algorithms which are more sophisticated models that attempt to improve
the precision of existing models compared to artificial neural networks, logistic
regression and decision trees [6].

Once the modeling technique is defined, it is possible to determine the advan-
tages and disadvantages of this approach. Mester [5] proposed that building scor-
ing models is faster, cheaper and more objective than “Expert” credit analysis.
To assign a qualification dramatically reduces the time required to approve a
credit line. Allen [2] states that the current process of loan approval averages 12
hours and a half when in the past it could take up to two weeks. This provides
a substantial competitive advantage for institutions that depend on the quality
of information of the acquired risk.

Additionally, scoring models do not represent a significant cost when compared
to the size of the managed portfolios and also this cost is further reduced when
the models are developed internally. Another underlying benefit is the intrinsic
objectivity since these models are built on scientific methods, and techniques.

2.2 Credit Scoring Models

Credit scoring has as a concept many definitions in the scientific literature. We
use the definition by [7] that consider it as the assessment of the risk associated
to the lending to an organization or a consumer (an individual). Decision models
and their underlying assumptions select for example, who will get the credit and
also assess the risk associated with lending to that particular consumer. An
introduction to this topic is presented in [11].

Typically, credit scoring is useful for banks and financial institutions. In fact,
some reviews about these models and applications are shown in [1,7]. An impor-
tant point argued in these works is that it is crucial to address the gap between
academic and practical applications of credit scoring because most researchers
lack real-world data sets. In that respect, we consider the main contribution in
this work using a real case from a Mexican Bank in the context of payroll issuers.
We think that currently credit scorecard practices are still popular in banking
institutions.

As we mentioned in the literature review section, Logistic Regression models
is one classic technique for credit scoring and so it is relevant to follow the
model building process suggested in [10] as well as getting acquainted with the
software used in that case. In addition, and for confidentiality reasons we omitted
the identification of the data source and so, we only used these data for academic
purposes.

3 Methodology

This section explains the process followed for constructing the credit scoring
model. First, we had to build the database, then we proceeded to develop a
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data analysis: we ran a multicollineariaty analysis in order to select the variable
involved in our study. Finally, we proceeded with the modelling exercise.

3.1 Data Description

The available data were collected in October 2014 as part of a transactional sys-
tem from a Mexican bank and they consist of 19 tables, each one corresponding
to a monthly summary for every issuer containing three variables:

– payroll amount (in US dollars),
– number of issued payroll payments, and
– number of distinct payroll payment dates.

Given the limitations of the available data regarding a timeline, we considered
six months for observation as well as six months for performance. We organized
52 variables regarding observation for eight different time periods and then we
overlapped each monthly anchor, in this way, we treated every single record as
an input vector, thus, obtaining a simple random sample of 20,000 vectors in
order to get the final representative dataset.

The variables dataset was obtained with upon the following algorithm:

%MACRO VAR;
DATA VAR;

SET FINAL2;
ARRAY AM(6) M_1-M_6;
ARRAY AN(6) N_1-N_6;
ARRAY AF(6) F_1-F_6;
%DO K=3 %TO 6;

%MACRO MED(VARI);
V_MED_&VARI._&K.=MEDIAN(OF &VARI._1-&VARI._&K.);
%MEND;
%MED(M);
%MED(N);
%MED(F);
%MACRO AVG(VARI);
V_AVG_&VARI._&K.=MEAN(OF &VARI._1-&VARI._&K.);
%MEND;
%AVG(M);
%AVG(N);
%AVG(F);
%MACRO N_INC(VARI);
V_INC_&VARI._&K.=0;

DO I=1 TO &K.-1;
IF A&VARI.(I+1)>A&VARI.(I) THEN V_INC_&VARI._&K.+1;
END;

%MEND;
%N_INC(M);
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%N_INC(N);
%N_INC(F);
%MACRO N_DEC(VARI);
V_DEC_&VARI._&K.=0;

DO I=1 TO &K.-1;
IF A&VARI.(I+1)<A&VARI.(I) THEN V_DEC_&VARI._&K.+1;
END;

%MEND;
%N_DEC(M);
%N_DEC(N);
%N_DEC(F);
%MACRO RACHA(VARI);
V_RACHA_&VARI._&K.=0;

AUX=0;
DO I=1 TO &K.-1;
IF A&VARI.(I+1)^=. AND A&VARI.(I)^=. THEN
DO;

AUX+1;
V_RACHA_&VARI._&K.=MAX(V_RACHA_&VARI._&K.,AUX);

END;
ELSE

AUX=0;
END;

%MEND;
%RACHA(M);

%END;
DROP M_1-M_6 N_1-N_6 F_1-F_6 I AUX; RUN;

%MEND; %VAR;
PROC SURVEYSELECT DATA=VAR METHOD=SRS N=20000 OUT=VAR;RUN;

The macro takes the data table FINAL2 in order to obtain the final variables
data table VAR. The FINAL2 data table contains the overlapped monthly anchors
and it also includes the variables described below:

– M 1-M 6 payroll amount for last 6 months,
– N 1-N 6 number of issued payroll payments for last 6 months,
– F 1-F 6 number of distinct payroll payment dates,
– target variable.

Where “1” means current month and “6” means 5 months prior. All variables
are measured at the interval level except the target variable which was measured
at the nominal level. The sample data was partitioned at 70:30 that is 70 % for
training and 30 % for validation sample.

In order to meet business requirements the target variable was defined as
follows:
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– Bad: an issuer that makes absolutely no payment within a month for all of its
customers twice or more times in the performance period,

– Good: the complementary set.

The good/bad ratio has an 11 % of bad issuers. In Table 1 we show the
description for the summarized variable where “n” goes from 3 to 6 months. After
an exploratory data analysis, we note that no missing values were detected and
the percentile revision was consistent with business behavior. Additionally, vari-
ables did fall within a normal distribution according to a Kolmogorov-Smirnov
Test. Data mining softwares used were SAS Enterprise Guide 4.3 for data analy-
sis and SAS Enterprise Miner 6.2 for modelling.

Table 1. List of variables in data set

Variable description Variable name Role

Issuer ID ID ID

Distinct monthly average payroll payment dates in the last
n months

V AVG F n Input

Monthly payroll payment amount average in the last n
months

V AVG M n Input

Average issued payroll payments in the last n months V AVG N n Input

Number of decreases in monthly distinct payroll payment
dates in the last n months

V DEC F n Input

Number of decreases in monthly payroll payment amount
in the last n months

V DEC M n Input

Number of decreases in monthly issued payroll payment in
the last n months

V DEC N n Input

Number of increases in monthly distinct payroll payment
dates in the last n months

V INC F n Input

Number of increases in monthly payroll payment amount
in the last n months

V INC M n Input

Number of increases in monthly issued payroll payment in
the last n months

V INC N n Input

Median of distinct payroll payment dates in the last n
months

V MEC F n Input

Median of payroll payment amount in the last n months V MED M n Input

Median of monthly issued payroll payment in the last n
months

V MED N n Input

Maximum consecutive payroll payment in the last n
months

V RACHA M n Input
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3.2 Multicollinearity Analysis

In order to minimize any possible multicollinearity among variables, we per-
formed the SAS PROC VARCLUS procedure. As specified in [8] the VARCLUS
procedure divides a set of numeric variables into disjoint or hierarchical clusters.
This association is a linear combination of the variables in the cluster. In this
way, 14 final input variables are obtained through the minimum 1 − R2 ratio
selection within each cluster. We selected 14 clusters or variables (see Table 2)
which represent each cluster that explains 90 % of the variance.

Table 2. Results after PROC VARCLUS procedure

Number of Total Proportion of Minimum Maximum Minimum Maximum

clusters variation variation proportion second R-squared 1−R2

explained explained explained eigenvalue for a ratio for

by clusters the clusters by a cluster in a cluster variable a variable

1 15.358 0.295 0.295 10.152 0.001 1

2 25.075 0.482 0.377 6.598 0.010 0.995

3 28.461 0.547 0.482 6.586 0.124 0.919

4 31.384 0.604 0.486 6.586 0.124 0.919

5 34.195 0.658 0.582 6.586 0.286 0.817

6 36.268 0.698 0.620 6.586 0.286 0.817

7 42.839 0.824 0.653 2.138 0.588 0.534

8 44.181 0.850 0.770 2.138 0.669 0.438

9 44.921 0.864 0.805 2.138 0.707 0.444

10 45.298 0.871 0.819 2.138 0.724 0.444

11 45.693 0.879 0.820 2.138 0.724 0.444

12 46.048 0.886 0.827 2.138 0.785 0.444

13 46.524 0.895 0.846 2.138 0.785 0.369

14 46.832 0.901 0.849 2.138 0.785 0.381

15 48.969 0.942 0.866 0.438 0.785 0.381

16 49.208 0.946 0.875 0.438 0.785 0.381

17 49.587 0.954 0.878 0.310 0.844 0.381

18 49.816 0.958 0.878 0.310 0.844 0.369

19 50.125 0.964 0.878 0.239 0.844 0.369

20 50.356 0.968 0.879 0.232 0.853 0.363

21 50.574 0.973 0.918 0.164 0.918 0.233

3.3 Data Modelling

Before starting the modelling phase, a cluster analysis was performed but we
did not find any interesting explanation in the business sense so we decided
not to include these results in this paper. Initial steps for modelling process
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consist in to transform each input variable into its WOE (Weight Of Evidence)
as presented in [9]. This step will organize the order of the variables according to
its risk weight/factor facilitating the translation into scorecard for the final user
to read. The scorecard points are easy to understand for business management
teams in order to trigger better practices. The variable strength is given by
its IV (Information Value). The rule of thumb for interpreting this number is
provided in [9]. We suggest to choose the variables with IV greater or equal to
0.1, nevertheless, we decided to continue with the 14 variables because the use
of overpredictive variables is subject to business understanding. The variable
V RACHA M 5 is very important from a business perspective, and that is why
the variable will be used in the present model. In Table 3 we show results for the
process of transformation and also we show the Kolmogorov-Smirnov statistic
or KS test that measures the distance between the distribution functions of the
two distributions.

Table 3. Results for variable selection

Variable Bins KS IV

V DEC F 5 4 10.486 0.064

V DEC F 3 2 14.861 0.089

V INC M 6 4 12.834 0.097

V INC M 3 3 10.793 0.101

V AVG F 4 5 14.448 0.107

V INC M 4 4 13.832 0.115

V INC F 3 2 16.134 0.116

V INC N 5 4 13.089 0.118

V INC N 3 3 11.826 0.127

V INC F 5 4 16.683 0.154

V DEC N 5 4 20.342 0.229

V DEC N 3 3 22.150 0.242

V MED N 4 8 23.821 0.256

V RACHA M 5 2 32.603 0.789

In credit scoring, we can apply a logistic regression model in order to perform
the final scorecard transformation based on the estimated parameters for the
model. Four different variable significance techniques were tested (Table 4). In
addition, we calculated the main indexes that will be useful to choose an adequate
model (see Table 4).

The Receiver Operating Characteristic (ROC) curves show that all models
have a good predictive power. Indeed almost every single index is tied across to
the models. However, the backward technique was chosen because of its parsi-
mony (see Fig. 1).
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Table 4. Values for indeces performance

Model ROC Gini index KS index Missclassification rate

None 0.75 0.51 0.39 0.10

Backward 0.75 0.51 0.39 0.10

Forward 0.75 0.50 0.39 0.10

Stepwise 0.75 0.50 0.39 0.10

Fig. 1. ROC chart for training and validation sample.

3.4 Scorecard Transformation

Once obtained the model parameters for each input variable, we developed the
process of scaling probability to get the scorecard points for each attribute. This
scale is arbitrary and depends on each analyst’s best fit for his/her own users.
The credit scoring technique uses a odds base scaling. To do so, we calculated
the factor and the offset. The factor is calculated according to the formula:

Factor =
PDO

ln 2
(1)

where PDO stands for Points to Double the Odds. For example, if we want that
every 40 points the odds will double then the result factor is 57.70780164. The
Offset is calculated with the following equation:

offset = score − factor ∗ ln(odds) (2)

where score represents the fix point by the reference odds. For example, in the
case of the odds of 4 at 600, we have:

offset = 600 − 57.70780164 ∗ ln (4) = 520 .

The final scorecards point transformation is given by the following formula:

points = (−WOE ∗ β +
α

n
) ∗ factor +

offset
n

(3)
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Table 5. Scoring table

Variable Rule Points Variable Rule Points

V INC F 3 001.LOW − 0.0000 22 V DEC N 3 001.LOW − 0.0000 14

002.0.0000 ≤ HIGH 14 002.0.0000 ≤ 1.0000 19

V INC F 5 001.LOW − 0.0000 24 003.1.0000 ≤ HIGH 22

002.0.0000 ≤ 1.0000 21 V DEC N 5 001.LOW − 0.0000 7

003.1.0000 ≤ 2.0000 14 002.0.0000 ≤ 1.0000 14

004.2.0000 ≤ HIGH 4 003.1.0000 ≤ 2.0000 20

V INC M 4 001.LOW − 0.0000 25 004.2.0000 ≤ HIGH 24

002.0.0000 ≤ 1.0000 20 V MED N 4 001.LOW − 12.0000 -6

003.1.0000 ≤ 2.0000 15 002.12.0000 ≤ 24.0000 13

004.2.0000 ≤ HIGH 7 003.24.0000 ≤ 40.5000 17

V INC N 5 001.LOW − 0.0000 24 004.40.5000 ≤ 65.0000 24

002.0.0000 ≤ 1.0000 22 005.65.0000 ≤ 109.0000 25

003.1.0000 ≤ 2.0000 17 006.109.0000 ≤ 197.0000 26

004.2.0000 ≤ HIGH 11 007.197.0000 ≤ 478.5000 28

V RACHA M 5 001.LOW − 3.0000 -32 008.478.5000 ≤ HIGH 31

002.3.0000 ≤ HIGH 28

where α is the regression intercept, β is the variable coefficient in the regression
equation and n is the number of characteristics (variables). Once the formula is
applied, the final scorecard is obtained, see Table 5.

This scorecard allows an assignment of a risk qualification for each issuer.

3.5 Results

The final scale for the model was built with a PDO of 20, and the score goes
from 20 to 200. The following figures show the score distribution, the cumu-
lative distribution functions (good/bads), the odds ratio distribution and the
separation rate for bads/goods issuers, respectively. See Figs. 2, 3 and 4.

Uniformity and consistency, smooth distribution, increasing rate event
odds with exponential distribution and adequate separation of good and bad
dis-tri-bu-tions is observed.

3.6 Business Strategy

Once the model was developed, the probabilistic selection of riskier issuers by
decision makers becomes a straightforward process so it reduces the use of
ma-te-ri-al and human resources for predicting the probability of churn, and
consequently a low delinquency rate. Therefore, we answer the second question
above (What actions should be triggered once the possible churn is detected?)
with the following business actions to confront issuers churn risk:

– Implement preventive data collection strategies as well as financial education
for the customers when issuer presents high churn probability (less than 50
points).
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Fig. 2. Empirical distribution of scores of all clients.

Fig. 3. Cumulative distribution functions and Odd’s ratio distribution.
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Fig. 4. Separation rate for bads/goods issuers.

– Make loyalty campaigns with the commercial network to issuers who have
more than 0.5 churn probability (less than or equal to 90 score).

– Calculate technical reserves segmented by score.
– Block issuers of high risk (score less than 30) for new lending.

4 Conclusions

Predicting customer churn is a challenge that depends on many commercial,
operational and market factors. The predictive model presented here allowed
us to simulate those factors statistically through churn probability based on
the transactional behavior of issuers available in a database. The results and
conclusions are not exhaustive in the sense as to be able to understand a case by
case review of each customer relationship that produces a high and unjustifiable
cost.

The developed model was tested in December 2014. It has so far shown an
adequate stability and discriminatory power. Strategies derived from it have
brought benefits in dealing with credit losses, mitigating the impact of credits
not returned because of churn issuers. It has also greatly facilitated monitoring
the risk associated with accounts and it has provided objectivity gains by having
a statistical tool control, in this type of efforts.

Although the definition of target variable is still controversial, we can argue
that the proposed model is capable to solve these business problems. In fact,
the validation was both theoretical and practical. Furthermore, the supervised
modelling techniques used in this paper were applied to an issue that is not
addressed in similar studies traditionally, and it currently represents a vital tool
in the area of risk management.
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The objectivity and simplicity of the model serves the purpose of the credit
scoring practices focused on having only one number to interpret as a reliable
indicator, which is easy to understand, related to the event probability under
study and that considers and consolidates the available information in order to
make an effective decision.
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Abstract. In this paper we present a methodology to localise and con-
trol low-budget Micro Aerial Vehicles (MAVs) in GPS-denied environ-
ments. The control law is based on a PD controller that controls height,
orientation, roll and pitch in order to enable the MAV to fly autonomously
towards a specific target. The core of our approach is the implementa-
tion of a fast probabilistic approach robust to erratic motion and capable
of processing imagery data transmitted from the MAV to the Ground
Control Station (GCS). The latter is due to the architecture of our low-
budget MAVs which can not carry out any processing on board. However,
images captured with the camera mounted on board the MAV can be
transmitted via either wireless LAN or through analogue transmission to
the GCS, where our fast probabilistic Visual Odometry system is used in
order to rapidly obtain position estimates of the vehicle. Such estimates
can be used accordingly to communicate back with the vehicle in order
to submit control signals to drive its autonomous flight.

1 Introduction

Autonomous flight of MAVs has become focus of attention by many robotic
research groups specialised in autonomous navigation [1–3]. In contrast to con-
ventional terrestrial robotic platforms, aerial robots in the form of Unmanned
Aerial Vehicles (UAVs) or Micro Aerial Vehicles (MAVs) imposes several chal-
lenges when it comes to control its dynamics, which maybe affected by strong
perturbations such as wind currents, vibration of the motors, etc. But another
challenge that we are particularly interested in this work is that of controlling
the vehicle in environments where GPS signal is not accessible or not reliable,
a common situation in indoor scenarios for the former, and when the vehicle
flies through an urban canion, for the latter, where the GPS signal may be dis-
torted due to the occlusion of signal reception provoked by metallic structures,
buildings, trees, etc.

Similar to other research groups, our ultimate goal is that of achieving
autonomous flight in GPS-denied environments. Typically, an autopilot system
c© Springer International Publishing Switzerland 2015
O. Pichardo Lagunas et al. (Eds.): MICAI 2015, Part II, LNAI 9414, pp. 560–573, 2015.
DOI: 10.1007/978-3-319-27101-9 43
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makes use of altitude, orientation and position (translation) of the vehicle in
order to control it and take it to a desire waypoint in the air. But since GPS
signal is assumed not accessible, then the vehicle’s position information can not
be observed directly. Even when the latter could be obtained by implementing
dead-reckoning out of inertial measurements, such estimates would drift very
quickly.

To address the lack of GPS signal, we estimate the 6D pose (translation and
orientation) of the vehicle by processing visual data captured with an on-board
monocular camera in a frame-to-frame fashion. For the latter, we propose to use
a probabilistic visual odometry approach, which enables for fast simultaneous
scene mapping and localisation of the 6D camera pose. Building a map of the
scene mitigates, to some extend, drift in the estimation since a map that is con-
tinuously observed serves as a fixed reference. In this sense, visual odometry is
by far better than dead-reckoning of inertial data. Even when error also accu-
mulates in visual odometry, according to the literature, a probabilistic approach
like ours has an accuracy of 1% over the length of the trajectory, this is, we have
an error of less than a meter in a 100 m trajectory [4,5].

Another challenge we are interested in is that of working with low-budget
UAVs or MAVs, which can not afford to lift extra payload or carry additional
on-board computers to carry out intensive processing of the sensor data acquired
during flight such as imagery data. Instead, inertial data and images have to be
transmitted to the Ground Control Station (GCS) with the caveat that such
data, and especially images, may arrive with delay. For this work, we have not
tackled how to mitigate or avoid such delay, as we are more interested in assessing
the effectiveness of our visual odometry approach robust to two main issues
arising during the video reception: (i) received video gets frozen from time to
time, thus, sudden changes in appearance of the observed scene may occur, which
will lead to loss of tracking; (ii) delayed transmission plus fast manoeuvres or
erratic motion induced by ground effect may also lead to loss of tracking since
the received images may exhibit blur or distortion. For these reasons, we have
also implemented a fast relocalisation mechanism based on fast and cheap-to-
compare binary descriptors [6] that resumes tracking soon after the transmission
becomes stable.

From the above, we present some examples of autonomous flight based on a
PD controller1 that uses position estimates obtained with our probabilistic visual
odometry approach and without GPS signal. The obtained results indicate that
our approach is effective an that we are on track in terms of developing a more
sophisticated system to carry out a more complex autonomous flight in outdoor
scenes. Thus, in order to present our work, this paper has been organised as
follows: Sect. 1 presents the related work; Sect. 2 describes our probabilistic app-
roach for 6D pose and map estimation; Sect. 4 described the MAV platforms used
in this work; our experiments and results are described in Sect. 5; conclusions
and future work are discussed in Sect. 6.
1 We omitted the use of the integral controller as we found, empirically, that the

proportional and derivative components were enough to our purposes.
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2 Related Work

Vehicle localisation can be achieved by several approaches. In controlled envi-
ronments, the most accurate technique is to use an external motion capture sys-
tem [7,8]. Another approach is to use reference markers [1,9,10] and on-board
cameras. Nevertheless, both methods are hard to implement on real situations
because they need external components to be placed on systematic locations of
the environment, so they are commonly used only for tests of control algorithms.

When the purpose is to navigate on real scenarios, GPS-independent aerial
vehicles tend to use some sort of on-board sensors to discover their environment.
Some approaches are based on scanning systems like Lidar [11,12], RGB-D sen-
sors [13,14] or stereo cameras [4,12].

The more efficient technique in terms of weight and price is to use monocular
vision. There are some useful approaches using a single on-board camera. The
simplest algorithms use optic flow [15–17], which is useful to measure relative
motion of the vehicle and might be used to discern between nearby and far away
obstacles [18]. However, optic flow tends to accumulate error when used for long
term trajectory estimation.

In most common not-controlled scenarios, features on images are a suitable to
estimate position and locate 3D reference points. Some of such frameworks rely
on the use of bundle-adjustment SLAM, such as PTAM [19]. PTAM has been
used on quadcopters to perform simple tasks, like hovering on a reduced area [1,
2,20], but also in following some geometric paths indoors and outdoors [3]. A
Recent technique called semi-direct monocular visual odometry [21] can also
enable way-point-based autonomous navigation.

In this work, we aim to autonomously self-localise by only using monocular
vision, which runs at high frame-rates. In addition to the mentioned approaches,
the process is enhanced by making it more robust by fast visual re-localisation.

3 Probabilistic Visual Odometry

This section describes our probabilistic visual odometry system, which is based
on the seminal work of [22]. Our framework is based on the EKF for monocular
SLAM which is part of a family of stochastic solutions for monocular SLAM.
A second branch is that of optimisation techniques, where bundle adjustment
is the method that delivers the most accurate solution. Nevertheless, our choice
is not based on the accuracy of the solutions, but in the ability of the EKF to
initialise point features from the first frame of observation.

Optimisation methods, such as that of [19], use triangulation of image corre-
spondences between two images in order to initialise a point feature given that
the depth of the feature in a single view is unknown. However, triangulation
requires an amount of parallax whose observation can lead to delayed initialisa-
tion or no initialisation at all if parallax is never observed. The latter could com-
monly arise in the case of a MAV flying forward or if the scene structure is too far
w.r.t. the camera pose, in either case, observed features will not exhibit parallax.
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In contrast, inverse-depth-like features will effectively cope with this problem,
thus maintaining pose estimation whilst refining depth estimates, hence, it not
surprising that optimisation-based methods use filtering approaches, similar to
those based on the EKF, in order to firstly, initialise 3D points, and then insert
converged points into the map to be optimised [23,24].

3.1 State Vector Definition

We begin by defining a joint state vector x as follows:

x =
[
xw
c ,m1,m2, . . . ,mn

]� (1)

From above, xw
c = [tw, ew]� corresponds to the 6D camera pose with a

translation tw and orientation component ew, with the latter expressed with the
exponential map representation, note that w indicates that the components are
defined w.r.t. the origin of the world. The vector also includes n map components
where mi corresponds to the i-th map component. A map component mi can be
of two types: a reference camera mi = xw

ri or an inverse depth value mi = ρcij ,
defined w.r.t. the reference camera xw

rj , with i = 1, . . . , n, j = 1, . . . , n and i �= j.
As usual for EKF-based systems, the state vector x also involves the defini-

tion of a covariance matrix Pxx.

3.2 Dynamic Model

We use the Constant velocity model, as used by [22], to describe the motion
of the camera in discrete time. The model includes linear and angular velocity
representing the dynamics of the system up to the level of linear and angular
accelerations (ν,Ω) affected by Gaussian noise. The model augments linear and
angular velocity variables to the camera component as follows:

xw
c =

[
tw, ew,vw, ωc

]� (2)

Thus, the dynamic model is defined as:

xw
ck+1

=

⎡
⎢⎢⎣
twk+1

ewk+1

vw
k+1

ωc
k+1

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣
twk + (vw

k + ν)Δt
e(q(ewk ) ⊗ q((ωc

k + Ω)Δt))
vw
k + ν

ωc
k + Ω

⎤
⎥⎥⎦ (3)

where q(·) is the corresponding quaternion obtained from the exponential rep-
resentation ewk and the angle-axis rotation vector (ωc

k+Ω)Δt, ⊗ stands for quater-
nion multiplication, and the e(·) indicates that the resulting quaternion from the
multiplication is transformed back to the exponential map representation.
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3.3 3D Point Initialisation

Let’s assume that at a given time a 3D point has to be initialised. To this
purpose, a first step is that of augmenting the state vector with a copy of the
translation and orientation components of the current camera pose. Let’s be
i = n+1, where n is the current number of map components in the state vector,
then xw

ri = [tw, ew]� is added to the state with the corresponding covariance
propagation and augmentation of Pxx.

As second step, a salient point with coordinates (ud, vd) on the image, cho-
sen under some criteria, is used to construct the bearing ray hc(u, v), where
c indicates that such ray is defined w.r.t. the camera coordinate system. Note
that we use the subscript d to indicate that the image position is obtained from
a distorted image.2, hence, the image position (u, v) corresponds to the undis-
torted image position. For the undistortion, we use the same radial distortion
model used by [22]. Therefore, hc corresponds to the bearing ray departing from
the camera’s optical centre and passing through the undistorted image position
(u, v).

From the above, the state is augmented with a i+1-th component containing
the inverse depth value of the 3D point defined by the bearing ray hc(u, v), this
is, mi+1 = ρi+1,i, where ρi+1,i is set as usual for the inverse depth parametri-
sation [24] at initialisation. Therefore, by assuming that xw

ri = [twi , ewi ]� and
mi+1 = ρi+1,i, a 3D point can be constructed as follows:

yw
i+1 =

1
ρi+1,i

R(q(ewi ))hc(u, v) + twi (4)

where R(·) corresponds to the rotation matrix.

3.4 Measurement Model

As typically for visual slam systems, we use a pin-hole camera model in combi-
nation with perspective projection equations in order to define our measurement
model. Therefore, given the current camera pose xw

c , a reference camera xw
ri , an

inverse depth value ρj,i, and in combination with Eq. 4, the measurement model
for a 3D point corresponds to:

[ûj , v̂j ]� = Π(Rc(yw
j − tw)) (5)

where Rc = [R(ew)]� and Π is the perspective projection model.
Due to space limitations we are not describing the corresponding Jacobians

involved in the initialisation and measurement model, however, examples of sim-
ilar calculations can be found in [24].

2 Given that our goal in this work is that of achieving high frame rate, we avoid having
to undistort the image, instead, we work directly on the distorted image, applying
undistortion only when necessary.
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3.5 Fast Recovery Against Loss of Tracking

During the mapping stage, each mapped visual feature is associated to a binary
descriptor centred at the salient point where the visual feature was initialised.
We use ORB descriptors [25] with length of 512 bits. These are organised by
using a Locality-Sensitive-Hashing (LSH) technique [26], which enables us to
store descriptors in hash tables at almost no cost and with no restriction to
online increase of the database. The 3D world position of the salient point is
available in the map and therefore can be attached to its binary descriptor. This
means that whenever a binary descriptor is retrieved from any of the hash tables,
we will have access to its 3D position as well.

Therefore, at relocalisation time, given a query image at some time step,
salient points in the image are extracted using the FAST corner detector [27].
For each salient point si the corresponding ORB descriptor bi is extracted.
Each binary descriptor bi is passed to the hash function, which simply takes
subsets of bits from the binary number in order to access to the corresponding
bins in the hash tables (where potential matches for bi exist). A linear nearest
neighbour search is performed with all the retrieved binary descriptors from the
bins searching for the descriptor that minimizes the Hamming distance with bi.

Let bim be the best match for bi and let pim be the 3D position of the
best binary match bim . Then a set of 2D-3D pairs is augmented as follows:
C = C ∪ {(si,pim)} and if |C| > csize then it is passed to the pose estimation
module, which is based on a three-point pose estimator plus RANSAC [6]. The
relocalisation is considered successful if the pose estimator finds a minimum set
of inliers in C such that these can be used to estimate a camera pose.

4 Low-Cost MAVs

Quadcopters are versatile vehicles that require a very small area to take-off
and land and can hover on a specific spot. Compared to other aircraft, like
helicopters, quadcopters have no complex mechanical parts and are much easier
to build. Moreover, propelers are safer than helicopter’s blades because they
have less inertia. In this paper we focus in low-budget quadcopters (under 1,000
USD) that can carry a camera and transmit video to a ground station.

4.1 AR Drone

AR Drone, see Fig. 1a, is a quite popular quadcopter that costs no more than
400 USD and is ready to fly out of the box. The manufacturer has made the
API available to make the development and research easier. The AR Drone
can fly around 10 min carrying its protective hull, more if it is removed (not
recommended for safety reasons). The video obtained from the on-board camera
has a resolution of 640 × 480 pixels at 30 fps, it is encoded with H264 and then
transmitted through WiFi to the ground station where it is processed.

For the communication with the AR Drone vehicle we used the cvdrone
library [28], which enables roll, pitch, yaw and altitude control plus reading of
the on-board camera images into a openCV image format.
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Fig. 1. Micro Aerial Vehicles used in this work: (a) commercial quadcopter AR Drone;
(b) custom-built quadcopter.

4.2 Custom-Built Quadcopter

For some of the outdoor experiments we used a cheap custom-built quadcopter,
see Fig. 1b, with total cost under 550 USD. Its frame is made of thin plywood
with 680 mm of wheelbase diameter. It carries a GoPro Hero 2 camera with
resolution of 720 × 480 and whose signal is in composite video. The video signal
is sent through an analog video transmitter in 5.8 Ghz. On the ground station,
the video signal is digitised using a USB video card EasyCap. The camera can
be accessed using the openCV library, thus, camera frames can be allocated as
openCV image objects. For this device we have not implemented the control
(autopilot) yet, however, this is part of our future work.

5 Experiments

The next sections describe the experiments we carried out in order to assess our
probabilistic visual odometry approach applied to imagery transmitted by our
MAVs. The GCS receiving the imagery is a conventional computer with i5 quad-
core processor running at 2.2 GHz and with 4 GB in RAM. Note that our visual
odometry returns map and camera pose estimates up to a scale factor, however,
when presenting our results, these estimates have been scaled appropriately.

5.1 Vision-Based Localisation of the AR Drone

The first step in this and the following experiments is that of flying the vehicle
manually. After taking off and stable flight is achieved, driven by the pilot, and
upon reception of the on-board camera images in the GCS, our visual odometry
approach is kicked off, at the same time, the pilot flies the vehicle smoothly
such that camera observations of the scene allow the visual odometry to build
a 3D map of the scene. After a converged map has been created, the vehicle
is flown following a rectangle-shape trajectory with the camera always facing
forward. Thus, the goal in this experiment is to assess whether our approach can
effectively estimate the vehicle’s pose whilst traversing such path.
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(a) (b) (c) (d)

Fig. 2. Pose estimation of the AR Drone vehicle using our probabilistic visual odometry
approach: first row in (a-c) show the camera view transmitted from the vehicle to the
GCS where visual features are tracked (green circles) in real time, second row in (a-c)
show a top view representation of the world where estimated 3D position of the visual
features (green dots) is depicted as much as the estimated vehicle’s position (turquoise
rectangle with white trajectory); the full vehicle trajectory is shown in (d) (Color figure
online).

Figure 2a–c correspond to snapshot examples of the flight where the vehicle
is following the rectangle trajectory. Figure 2d corresponds to a top view plot of
the total trajectory estimated by our approach. Note that the trajectory exhibits
some irregularities and some deviation from the rectangle shape (see the third
segment of the rectangle), however, this was in fact the trajectory that the
vehicle followed since it was difficult for the pilot to follow a perfect rectangular
shape. Nevertheless, the estimated trajectory indicates that our approach could
effectively estimate the vehicle’s pose from start to end.

5.2 Localisation and Control of the AR Drone

We carried out several runs where we used our visual odometry approach con-
nected to a Proportional Derivative (PD) controller to command the vehicle to
fly autonomously. For each one of these runs, as in the previous experiment, the
pilot flew the vehicle in order to gain stability in the flight soon after which we
started our visual odometry to build an initial map of the scene. After a map
was built, the vehicle was moved accordingly in order to record forward and
backward waypoints.

Soon after recording the way points, the autonomous flight mode was started.
The goal of the controller in this mode is that of commanding the vehicle to
perform a forward and backward flight using a cruise controller (PD controller)
within the boundaries set by the waypoints. The controller also submit signals
to control roll in order to keep the vehicle centred over the zero coordinate in
the X-axis, this is, the X coordinate in the vehicle’s translation vector should
be close to zero. Other components of the control are the modules to maintain
height hold and heading always facing forward.
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(a) (b) (c) (d)

Fig. 3. Autonomous flight based on our approach: (a,c) top view of the vehicle’s path
driven by the PD control in two representative runs, initial and stop points are marked
in green and red, and the forward and backward waypoints are indicated by the magenta
and yellow lines respectively; (b,d) show the X estimated component in the position
and the control signal calculated by the PD controller in order to bring the vehicle
towards the zero value in the X-axis (Color figure online).

Figure 3 shows the results obtained during the autonomous flight. Figure 3a,c
show a top view of the vehicle’s position estimated in real time with our visual
odometry approach. Note that such trajectory was produced while the vehicle
was driven by our PD controller, which utilized the orientation and transla-
tion estimates from the visual odometry in order to calculate the control signal.
Figure 3b,d show the X estimated coordinate together with the PD control sig-
nal. In this sense, the control signal behaves in opposite fashion to the behaviour
exhibited by X, this is, if X gets away from the zero then the control signal reacts
in opposite sign and with a proportional value to X aiming at driving the vehicle
towards the zero.

(a) (b) (c)

(d) (e) (f)

Fig. 4. Comparison of the vehicle’s orientation estimates using our visual odometry
appraoch (green) against those obtained with the AR Drone API using the cvdrone
library (blue) (Color figure online).
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)b()a(

)d()c(

Fig. 5. Snapshots of a representative run with the order (a,b,c,d), the vehicle flies
autonomously driven by the PD controller that uses our visual odometry approach to
calculate the corresponding control signals.

Note that according to the figures mentioned above, the vehicle oscillates
around the zero rather than following a straight line. However, this is a con-
sequence of the delay reception of the images in the GCS. Nevertheless, the
results indicate that our approach is effective in order to estimate the vehicle’s
position and that such estimates can be used by a PD controller to drive the
vehicle autonomously. In fact, the total processing time of the system is shown
in Table 1, in the first and second row for these runs. According to this, in aver-
age the system as a whole is running at more than 30 fps, whereas the visual
odometry module only runs at around 40 fps. This clearly indicates that our
approach runs in real time and that the delay in the transmission is the cause
of the late response of the controller. Figure 5 shows snapshots of a run during
the autonomous flight using our approach.

Furthermore, observe that in Table 1 we are reporting the number of frames
where loss of tracking occurred due to either of the reasons mentioned before,
however, our approach cope with this problem by effectively relocalising as soon
as a next stable frame arrived. We should highlight that when a loss of track-
ing event occurs, the controller commands the vehicle to hover over the same
point until tracking is resumed. Figure 4 shows the orientation estimates obtained
with our visual odometry approach, for the runs described above, and compared
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)b()a(

)d()c(

Fig. 6. Our probabilistic visual odometry approach is used to estimate the 6D position
of our custom-built vehicle without requiring GPS or any other inertial sensor.

against those obtained through the AR Drone API (with cvdrone). Note that
our estimation is comparable to that of the AR Drone.

Table 1. Average statistics obtained with our visual odometry approach for the dif-
ferent runs in the experiments.

Vehicle Scene Image Total Total Vis. Od. # Lost # Tracked #Obs.

type size frames FPS FPS frames features features

AR Drone Indoors 640× 480 4688 39 42 238 40 30

AR Drone Indoors 640× 480 3687 36 37 9 31 20

Custom-built Outdoors 720× 480 6550 26 37 422 38 20

5.3 Outdoors Localisation

We finalise this work by presenting some preliminary results related to 6D pose
estimation using our approach and obtained for our custom-built quadcopter
fying outdoors. In this case, the vehicle was flown by our pilot in an outdoor
scene, commanding the vehicle to fly backward/forward, left/right, to an altitude
of about 20 m. Once in the air and with stable flight, our visual odometry was
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kicked off. Note that even when the observed scene structure is far from the
vehicle (some 30 m away from the camera view point) our visual odometry still
managed to initialise and map 3D points that can be used to localise the vehicle’s
position. Some snapshot examples of this run are shown in Fig. 6. Observe that,
up to scale, our system manages to indicate that the vehicle is moving backwards,
to the right and then forwards and to the left.

It’s worth mentioning the our approach was robust to spinning propels appear-
ing on the image and a little wobble effect (also called jello effect) due to rolling
shutter CMOS sensor, which is common in cameras mounted on rotary-wing vehi-
cles. Moreover, loss of tracking occurred when the vehicle observed some nearby
trees with repetitive texture, but also due to the same reasons, as with the com-
mercial vehicle, originated by the late transmission of the camera images to the
GCS. However, the system resumed soon after the vehicle re-observed a known
area with a stable flight. The third row in Table 1 shows the statistics correspond-
ing to this run. Note that, in average, the estimation is also achieved in good real
time, this is, between 25–30 fps.

Currently we are developing our own API to control the vehicle, therefore,
from our current results, we are confident that we will be able to use our visual
odometry approach in combination with a PD controller in order to carry out
outdoors autonomous flight.

6 Conclusions

In this work we have presented a system that uses a probabilistic visual odometry
approach for 6D pose estimation in real time (25–40 fps) of MAVs in indoor and
outdoor scenes where GPS signal is assumed inaccessible. This estimation, how-
ever, does not run on-board the vehicles, instead, images are transmitted from
the vehicles to a GCS where these are processed with our vision-based approach.
In this sense, a main drawback in our implementation is that of not having a
mechanism to mitigate the delayed reception of imagery data. Nevertheless, we
still managed to couple our visual odometry approach with a PD controller in
order to carry out indoor autonomous flight robust to loss of tracking due to
erratic motion or problems with the video reception.

Our future work involves outdoors autonomous flight with our custom-built
MAV by using our visual-based approach.
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Abstract. Location-based services require to process and infer knowl-
edge based on the understanding of people daily activities. This infor-
mation acquires relevance in cases when elder people live alone since it
could be used to infer facts about his/her health. In this paper a platform
for getting location and activity data for indoors is presented. Gathered
information is processed, first, to locate people at room level and then to
identify whether a person is sitting, standing, walking or even running.
For classification purposes we used an artificial neural network, which
report an accuracy as high as 97.75%. A web page, which complements
the platform, is made available for those persons who want to know about
the rate of visits to the rooms and the rate of, for instance, walking exer-
cise. In our next version we would like to extend the identification of
activity by detecting the way the inhabitant interacts with artifacts.

1 Introduction

Pervasive technology is continually moving to our homes. Computing devices
are at our fingertips and being used to support every day activities. Responsive
and intelligent homes are expected to host objects and artifacts that are aware
of user needs and desires. Such intelligent environments must get knowledge
and understanding of how the dweller uses spaces and what kind of activity is
being done. Location and activity information are valuable keys to offer computa-
tional services that, for instance, could help elders live alone and reasonable safe.
The level of activity the person accomplishes could be an indicator of his/her
healthiness.

The recognition of location and activity indoors are of great interest for the
academic community but surprisingly often studied separately. In this work it
is reported the integration of a technology platform for the collection of these
pieces of information, and the processing and identification of the homes rooms
use as well as if the person is sitting, standing or if s/he is walking.

The rest of the work is organized as follows. Section 2 reviews work aiming
with the identification of location and work that motivates our interest for the
recognition of the activity elders do indoors. Section 3 describes the implementa-
tion of the technology platform that help with the identification and recognition
c© Springer International Publishing Switzerland 2015
O. Pichardo Lagunas et al. (Eds.): MICAI 2015, Part II, LNAI 9414, pp. 574–582, 2015.
DOI: 10.1007/978-3-319-27101-9 44
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of location and activity. Section 4 documents the current system performance
and the experiments done. Section 5 offers conclusions and future work.

2 Related Work

The identification of objects or individuals is a major growth area in the field of
wireless technologies and has become an essential part of systems that provide
location-based services. Smart home networks would integrate devices, resources
and services to support the current user needs. Given the myriad of activities
that take place in the home, however, it is important to design adaptive services
that take into account the users dynamic situations [1]. The identification of
the current users environment depends on the quality of the information it is
possible to gather from indoors location technology. Furthermore, what pervasive
technology could help us to know, understand and infer the kind of activity the
inhabitant is doing. The most common of location systems uses WiFi, Bluetooth,
ultrasound or RF communication based devices. Indoor location-aware services
were firstly proposed for museums where the proximity of a person with a piece of
art was used to deliver content that enhanced the users experience as illustrated
in [2]. WiFi based location systems are also of interest because of the internet
penetration in todays homes. A work that implements a WiFi location system
to support indoor navigation is presented in [3]. In spite of that the navigation
system is used for a robot it could be extended for tracking and supporting
blind people in the home. Most of these technologies can be provided by today-
smartphones and in conjunction with technologies can be found in the home, e.g.
access points, robust location services can be implemented. In [4] for instance,
the fusion of the WiFi, accelerometer and compass smartphone sensors give
support to an indoor positioning system. The Bluetooth wireless technology was
originally designed as a solution for short-range communication, however, given
the availability of BT sensors in most of to date mobile technologies it is possible
the design of complete location and navigation systems [5]. Tracking systems
based on the BT technology make use of the signal strength measurements. In [6]
the Received Signal Strength Indicator (RSSI) value of the Bluetooth protocol
is used to get a correlation to the distance between the sender and the receiver.
Euclidean distance is calculated and used to determine the sender location.

The other piece of information highly relevant for indoor smart environments
is the identification of the human being activity. In the home context, especially
for people with special needs, activity recognition systems can help to assist
with the inference and prediction of potential accidents the inhabitant can face.
For instance, an activity detection system can identify whether an adult fell and
how long the person has been lying on the floor [7]. From the elders interaction
with artifacts or appliances it can be possible to help users with, for instance,
the home energy consumption or to remind them of whether appliances have
been left on [8]. Ubiquicom [9] is a technology company that produces solutions
for Real Time location for indoor and outdoor prevention and monitoring in
the field of workplace safety using Bluetooth WiFi RFID, sensors: Tilt, triaxal
accelerometer.
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3 Implementation

This section presents the implementation of the systems facilities that support
the location and detection of activity. We describe the integration of the tech-
nological platform, the collection and the processing of data, and the high level
application that allows for the monitoring of the homes spaces usage as well as
for the identification of a persons activity, in particular, if the person is sitting,
walking or standing. Figure 1 shows the general architecture for the proposed
system being the two main components the location system and the activity
detection system.

Fig. 1. Platform for the monitoring of location and activity for indoors.

3.1 Location Detection

The kitchen, the living and the study rooms were tagged with Bluetooth-enabled
devices that support the service that identifies the presence of a person within
the rooms. For the kitchen and the living rooms two Raspberry PI computers
are used. In the studio room a desktop computer is used. In this computer,
in addition to the service of presences location, there is running the detection
of activity service and the web service, which is covered later in this section.
The tag, i.e. the mobile device carried by the user, is a Samsung Galaxy Pro
smart phone. All of the Bluetooth nodes (Raspberry PI, desktop computer and
mobile phone) are manually registered in the location server. The presence of
a person within a room is decided upon the magnitude of the Received Signal
Strength Indicator (RSSI) signal strength. To determine if the mobile device is
in the field of view of any of the presences detection nodes the RSSI signal is
compared against a threshold (-15 in this case). The threshold was empirically
calculated after the mobile phone was located at different places around the
house. Figure 2 shows how RSSI events are processed to establish the connection
status of a TAG, i.e. users location. A sample of 254 RSSI values is read from
the mobile TAG, and its arithmetic mean obtained. If this average value is less
than the threshold the TAG is considered as NO connected, or a TAG present
event is registered by the presence server if the other way around.
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Fig. 2. RSSI data processing for the definition of a connected state of a TAG.

3.2 Activity Detection

The users mobile device is used to collect the readings that are later sent to
the main server to be processed. Acceleration data is processed by means of two
classification phases, each phase uses an artificial neural network for the classifi-
cation task, see Fig. 3. The input to the first classifier is a sample of 420 feature
vector values (1). A 50 % overlapping window is applied for consecutive acceler-
ation events, also a smooth filter is applied to the samples. The characteristic
function defined for the classifier consists of the statistical features of the axis
magnitudes and the orientation angle value:

featureV ector = [avg(mag), var(mag), std(mag),max(mag),
min(mag), sma, ae, avg(angle), var(angle), std(angle)]

(1)

Where, mag is the resultant magnitude of axis vectors, angle corresponds to
the Euler angle between x-axis and y-axis, sma is the signal magnitude area and
ae is the average energy.

The output from the first classifier consists of events identifying three types of
classes: static, dynamic and transition. The next classifier has the task of filtering
these classes and defining the events for the states of sitting and standing (sta-
tic), walking and running (dynamic), and sitting-standing and standing-sitting
(transition). The definition of each of these events is accomplished by using
three neural networks, as shown in Fig. 3. For the first two classifiers, static and
dynamic, the characteristic vector is given by:

featureV ector = [ar1, ar2, ..., ar15, sma, avg(angle)] (2)

Where, ar1, ..., arn are autoregressive coefficients, sma is the signal magnitude
area or the sum of the area under the module, angle is the tilt angle calculate
using atan2(x,y).

Because transitional events are different from the static and dynamic ones,
the third classifier must seek for changes on both the acceleration of any of
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Fig. 3. System architecture showing where the classifiers (Artificial Neural Networks)
were located.

the axis and the accelerometers orientation. The characteristic vector for this
classifier is given by:

featureV ector = [corrxy, corrxz, corryz, SEx, SEy, SEz, avg(mag),
max(mag),min(mag), std(mag)]

(3)

Where, corrxyz corresponds to the correlation coefficient between two accel-
eration axes, and SExyz represents the spectral entropy for acceleration data
[10], mag is the resultant magnitude of axis vectors given by accelerometer.

A Multilayer Perceptron (MLP) neural network was implemented for the clas-
sification of activity. All of the four neural networks, one for the first classification
phase and three for the second classification phase, were similarly configured: a
hidden layer of 10 neurons, a learning factor of 0.1, a momentum of 0.9, a sig-
moid activation function, goal set at 0.001 and a softmax function for the output
layer. The main difference between the MLPs is regarding the input layer. The
number of inputs depends on the features exposed by each of the characteristic
vectors.

3.3 Web Interface

There is a web interface available for the monitoring of the activities occurring
in the home, see Fig. 4. For instance, relatives would like to get informed of the
level of physical activity adults accomplish during the day or if they have visited
the kitchen which may suggest the person food intake. The web interface runs
in the presence server and updates every 3 s.

4 Results

The implemented system identifies the location of a person within one of the
homes spaces, and is able to determine if the person is sitting, standing or
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Fig. 4. The web interface refreshes the location and activity information every 3 s. This
information is retrieved from the presence server which hosts a SQLite database.

walking. The technology was installed in a detached house, and tested for five
weeks. The inhabitant was a person who works from 8 am to 6 pm. In the morning
the person does some tasks in preparation to go to work between 6:30 am and
7:40 time when the inhabitant leaves home. The inhabitant is back at 2.30 pm
for lunch and leaves home again at 4:00 pm. The person is back from work at
7 pm. Bedtime is said occurs between 9:30 to 10:00 pm.

Using the web interface, described later in this section, one can retrieve infor-
mation and observe the activity happening within the home. For instance, the
Fig. 5 shows the total time the tagged rooms have been in use for the weeks (x
axis); being the kitchen the most visited space.

Fig. 5. The user’s presence in each of the tagged rooms during the 5 weeks.
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Figure 6 shows the presence of the inhabitant along a day. The y-axis indicates
the minutes the person was detected in the kitchen.

Fig. 6. Distribution of the time the kitchen was used in one day.

Regarding the neural network classifiers four experiments were conducted to
validate their performance. Each of the experiments consisted on the collection
and the processing of acceleration data. Different auto regressive coefficients were
tested for the classifier of static and dynamic classes. For this classifier, we also
worked with different filtering values and applied an LDA (Linear Discriminant
Analysis). The confusion matrix that was obtained for this classifier is shown in
Table 1.

Table 1. Confusion matrix for the activity classifier.

Classifier LDA AR=10 LDA AR=20 LDA AR=10 LDA AR=20 LDA AR=10

Filter=19 Filter=19 Filter=19 Filter=19 Filter=2

Type (1 phase) 93.5 97.5 95.5 97.25 97.75

Dynamic (2 phase) 93.25 95.5 95.5 90.25 95.5

Static (2 phase) 94 95 93.73 94.5 94.5

Transitive (2 phase) 92.5 92.5 92.5 73.25 93.25

Average 93.3 95.187 94.3 88.81 95.25

Finally, Fig. 7 presents the web interface that allows for the monitoring of
activity and rooms space usage. The left top section indicates the users detected
in the house. The left bottom information indicates whether the monitoring
system is activated. A button is provided to start or stop this service. The bar
menu available on the top of the web interface is available for the management
of the system for instance to register a new mobile phone with the system. The
particular interest here is that it is by means of this interface that reports such
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Fig. 7. The web interface that the inhabitant’s relatives can use to monitor what
activity the person is doing and in what room s/he is in.

as the one presented in Fig. 5 can be generated. For example, it is possible to
review the rate of presence or the level of activity an individual is performing
within the home.

5 Conclusions

This paper reports a technology platform for the location and the identification
of four types of activity within the home, system that could help monitor the
activity of an elder living alone. The technology used for the location service is
based on Raspberry PI embedded computers. The location nodes communicate
with the users mobile phone via Bluetooth, and use the RSSI strength of signal to
determine whether the user is in a particular room. On the other hand, the users
activity is identified from the acceleration data reported by the mobile phone
the inhabitant worn. Four neural networks were used to process acceleration
data to finally determine if the person was sitting, standing, walking or even
running. After five weeks the system was running we observed an overall good
performance. Both the location and the activities identification services seemed
to provide adequate information to support a platform for the monitoring of
a person living alone. Insights from the experiments done, however, indicate
new opportunities for improving resources and facilities currently offered by the
monitoring platform. First, the location services lacks information that could
indicate what particular space within the room is being used by the inhabitant.
For example, it would be interesting to get some understanding of the reasons
for the person to spend much of his/her time in front of the TV set and what
kinds of TV programs are of interest.

The activity detection system can detect if the person is sitting, standing,
walking or running. The cell phone of the person is the means by which activity
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data is collected. The data is processed by applying four neural networks clas-
sifiers. The final configuration of the classifier has a quite competitive (95.25 %)
performance. With the combination of the two systems, location and activity, it
may be possible to monitor the person lifestyle or even better to have informa-
tion that could offer a hint of the inhabitant well-being. The activity detection
system, however, can be improved if the identification of other types of activities
is included. For instance, we plan to extent this work to monitor the interaction
of the person with artifacts, e.g. cooker, fridge, and microwave, among others.
With the collection of a richest contextual data it would be possible to predict
potentially risky activities the elder would face.
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University of Chihuahua.
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Abstract. Current consumer electronics is equipped with various sen-
sors, among which accelerometer, gyroscope, and magnetometer repre-
sent typical examples. In this paper, we study the possibility of using
these low-cost sensors for 3D motion and orientation tracking. In par-
ticular, we thoroughly describe a simple dead-reckoning algorithm for
sensor data fusion which produces a 3D path of the device in real time.
More importantly, we propose a method of automated stabilization every
time the device stands still, which corrects the bias caused by sensor inac-
curacies. This method extends the time when motion tracking is reliable.
We evaluate the proposed pipeline in a variety of experiments using two
common smartphones.

Keywords: Motion tracking · Sensor fusion · Signal processing · Inertial
navigation · Visualization · Dead-reckoning · Smartphones

1 Introduction

Precise motion tracking is very important in robotics for navigation, however,
it can also be exploited in many other areas such as mapping of surrounding
environment or taking panoramatic snapshots using smartphones. The question
that we ask in this paper is whether low-cost sensors included, for instance,
in common smartphones and “toy robots” such as AR.Drone could be used
for this purpose. The goal is to design a method for short-term tracking of
device movement and orientation using only its on-board sensors – accelerometer,
gyroscope, and magnetometer.

The approaches to motion tracking can be divided into two basic categories.
The first one is to ignore the behaviour of the device (i.e., the way it moves) and
to trust the data received from the sensors. Those are called non-model methods.
The second one is to create a model of the device behaviour and to trust more the
data in accordance with the model than the data contrary to the model. Those
are called model methods. Model methods are particullary useful for objects with
limited means of movement, such as cars and airplanes. For instance, when an
airplane is flying forwards, it is highly unprobable that it stops in place and
starts moving backwards even if the sensors claim so.
c© Springer International Publishing Switzerland 2015
O. Pichardo Lagunas et al. (Eds.): MICAI 2015, Part II, LNAI 9414, pp. 583–601, 2015.
DOI: 10.1007/978-3-319-27101-9 45
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Probably the most profound example of the model method is the Kalman
filter [7] and its variants. It is a probabilistic method, which plays a key role in
the inertial navigation of airplanes, vehicles, and in signal processing in general.
It operates on sensor data containing noise and inaccuracies and produces a sta-
tistically optimal estimate of variables such as velocity, position, and orientation.
With suitable parameters, even multiple contradicting sensors or measurements
can improve the overall filter accuracy, therefore it is best used with additional
sensors such as odometry [3], strategically placed RFID tags [16], rolling-shutter
cameras [11], GPS [5], and ultrasound rangefinders [22]. The Kalman filter itself
is well covered in [19,20], however, understanding of this paper does not require
its deeper knowledge. Other examples of probabilistic model methods include
unscented and extended Kalman filters, particle filters [12], and multi-model
techniques [21]. Nonetheless, there also exist non-probabilistic model methods,
such as human indoor navigation based on walking style utilizing fuzzy logic [10].

As we want to track the motion of smartphones, which can be moved in
all directions and arbitrarily rotated, no reasonably strong model seems to be
available. Therefore we decided to implement a straightforward non-model dead-
reckoning method based on simple physics and linear algebra. To eliminate some
kinds of inaccuracies, such as sensor drift, we propose a novel stabilization routine
based on the fact that gravity and magnetic field keep pointing the same direction
no matter the orientation and position of the device.

Our work might resemble the work by Neto et al. [14], which uses accelerom-
eter, gyroscope, and magnetometer to track the position of a human hand dur-
ing a common pick-and-place task. To eliminate the accelerometer inaccuracies,
Neto et al. use the accelerometer data only when there is a significant motion and
suspend the process when the hand stands still. We have improved the method by
using the standstill moments to not only suspend the process but also to correct
the supposed orientation of the device. Similar methods exist [4,6,16], however,
they seem to exploit the fact that the object of interest moves on a horizontal
plane whereas our approach is applicable to any 3D motion.

In Sect. 2, we briefly present the sensor technology and its problems. In
Sect. 3, we thoroughly describe the sensor fusion procedure, first as a theoretical
model and second as an outline of a practical implementation. In Sect. 4, we
explain the proposed stabilization method in a step-by-step manner. In Sect. 5,
all the presented techniques are evaluated in a variety of experiments using two
common smartphones. Finally, in Sect. 6, our results are summarized.

2 Background on Sensors

The most widely used technology of smartphone sensors is called micro-electro-
mechanical systems (usually denoted as MEMS). The size of these sensors is in
the order of micrometers (10−6 m) and the previously mentioned triple of an
accelerometer, a gyroscope, and a magnetometer might be manufactured on
a single chip called inertial measurement unit (IMU). The low-cost alternatives
of such chips mounted in smartphones are able to produce up to hundreds of
readings per second.
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The minimal requirements for smartphone sensors are low because they are
almost exclusively used for detecting the orientation of the device and not its
position. The orientation is afterwards used in games, mobile applications sup-
porting both landscape and portrait view etc.

2.1 Noise and Bias

The sensors are affected by various sources of noise and bias. A thorough discus-
sion of the sources of accelerometer noise and evaluation of the corresponding
filters can be found in work by Khosla et al. [8]. The authors collected data from
a flying rocket and during off-line data processing, they applied various filters
to estimate the impact of individual noise natures. Conclusions are, that most
significant sources of noise include bias (i.e., permanent misalignment of the sen-
sor) and improper mounting. Unfortunately, the non-linearity and influence of
the temperature on the accelerometer accuracy is not discussed.

It should be noted that there are contradicting opinions on whether smooth-
ing of the accelerometer signal by, for example, Butterworth filter improves the
tracking accuracy or not. In works by Baranski et al. [2] and Gusenbauer et al. [5],
both focused on pedestrian navigation, the filter shows promising results. On the
other hand, Khosla et al. [8], focused on localization of a rocket, demonstrated
all but a neglegible impact of the filter on the overall accuracy.

Similar discussion of the various natures of gyroscope noise can be found
in [1,3,17]. All the referred works agree on the fact that the gyroscope drift
and accuracy is a strong function of temperature. Shiau et al. [17] use artificial
neural networks to learn and compensate the temperature effect. Chung et al. [3],
use analytical methods to estimate the non-linearity and temperature effects
by higher order polynomials. Both achieve significant improvement over non-
compensated data.

The magnetometer appears to be the least reliable sensor of all the three. When
the sensor is moving close to, for instance, a Wi-Fi receiver, a mobile phone, or
a large metal object, the magnetic field is significantly unstable. This interference
can be at least partially eliminated by proper shielding or filtering [1,4].

We are focused on short-term tracking only, therefore we have not dealt with
most of the mentioned problems. It was, however, neccessary to calibrate the
magnetometer right before experimentation using the procedure provided by its
manufacturer1.

3 Sensor Fusion

In this section, we describe the process of fusing the sensor data to get the posi-
tion of the device. The sequence of positions with their corresponding timestamps
will specify the device movement path.
1 In our case, the Android OS requires launching an application that uses the magne-

tometer and rotating the device in the “figure 8 pattern”.
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Before we begin, we have to define two coordinate systems we will be working
with. The world frame of reference (world FoR) represents a fixed coordinate
system the device was in at the very beginning of the process. The device frame
of reference (device FoR), on the other side, is fixed to the device and rotates
with it during its motion. Comparison of the two systems is depicted in Fig. 1.
The data produced by the sensors are always relative to the device FoR, because
the sensors are mounted to the smartphone case. Additionally, we will assume
that at the beginning the device was standing still, i.e., the only force measured
by the accelerometer in time 0 was gravity.

beginning after rotation

world FoR

device FoR

Fig. 1. World and device frames of reference.

The data produced by the sensors will be defined as follows:

– Accelerometer data, acc(t) : R → R
3 specifies the acceleration vector in

ms−2 in time t including the gravity force. Additionally, acc(0) denotes gravity
only.

– Gyroscope data, gyro(t) : R → R
3 specifies the rotation rates (i.e., angular

speeds) in rad s−1 around the three coordinate axes x, y, and z in time t.
– Magnetometer data, mag(t) : R → R

3 specifies the magnetic field strength
in μT along the three coordinate axes in time t.

Throughout the paper, we use integration on vector functions. The result
of such operation is again a vector function where the integration is performed
piecewise as shown in Formula 1.

f : R → R
3

f(x) = 〈f1(x), f2(x), f3(x)〉∫
f(x)dx = 〈

∫
f1(x)dx,

∫
f2(x)dx,

∫
f3(x)dx〉 (1)

3.1 Theoretical Model

We will begin with the simplest possible model, where the device is not rotating
during its motion and the sensors are perfectly accurate and provide continuous
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data. Because the orientation of the device does not change, the device FoR will
have the same orientation as the world FoR during the entire motion. Therefore,
we can process the sensor data as if they were relative to the world FoR.

Let us remind some basic physics. Velocity is defined as derivative of position
with respect to time (Formula 2) and acceleration is defined as derivative of
velocity with respect to time (Formula 3).

linacc : R → R
3 acceleration in time t without gravity

vel : R → R
3 velocity in time t

pos : R → R
3 position in time t

vel(t) =
∂pos(t)

∂t
(2)

linacc(t) =
∂vel(t)

∂t
(3)

However, in our case, the only known variable is the acceleration, thus we will
use the definition the other way around. That is, the velocity is the integral of
acceleration (Formula 4) and the position is the integral of velocity (Formula 5).

vel(t) =
∫ t

0

linacc(u)du (4)

pos(t) =
∫ t

0

vel(u)du (5)

Note that the accelerometer sensor also measures gravity which has to be
removed before the sensor data can be used in the formulas above. We have
assumed that the device stands still at the beginning, thus the gravity can be
denoted as acc(0). By putting velocity Formula 4 and position Formula 5 together
and subtracting the gravity from the accelerometer data (Formula 6) we can
express the position of the device using only the data from the accelerometer
(Formula 7).

linacc(t) = acc(t) − acc(0) (6)

pos(t) =
∫ t

0

∫ t

0

(acc(u) − acc(0)) d2u (7)

Unfortunately, once we take the rotation of the device into account, the
device FoR will rotate with the device, thus accelerometer data from different
times will be relative to different coordinate systems. Therefore, the data have
to be converted to the world FoR and only after the conversion we can integrate
the transformed data the same way we have done in Formula 7. To be able to
calculate this conversion, we need to know the orientation of the device.

Orientation. Before we define our representation of the orientation, we have to
define a 3D rotation matrix [13]. The 3D rotation matrix is used to represent and
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perform arbitrary rotation in 3D space. If we have a rotation matrix A ∈ R
3×3

and we want to apply the rotation it represents to a vector u ∈ R
3, we can

simply pre-multiply the vector by the matrix, i.e., Au. The construction of such
matrix is, however, a little bit more difficult.

To make the construction easier, we will introduce a known Formula 8 for
the rotation matrix representing rotation around an arbitrary axis through an
arbitrary angle [13]. For our purposes a slightly simplified version where the axis
is a unit vector is sufficient. This formula hardly has an intuitive explanation.
However, the procedure that derives it is not that difficult and is clearly explained
in [13].

R : R3 × R → R
3×3

v ∈ R
3 where v =< a, b, c > and

√
a2 + b2 + c2 = 1

R(v, θ) is a rotation matrix through the angle θ around the unit vector v

R(〈a, b, c〉, θ) =
(

a2 + (1 − a2)cos(θ) ab(1 − cos(θ)) − csin(θ) ac(1 − cos(θ)) + bsin(θ)
ab(1 − cos(θ)) + csin(θ) b2 + (1 − b2)cos(θ) bc(1 − cos(θ)) − asin(θ)
ac(1 − cos(θ)) − bsin(θ) bc(1 − cos(θ)) + asin(θ) c2 + (1 − c2)cos(θ)

)

(8)

Now, we can define the orientation of the device as the rotation matrix rep-
resenting the rotation of the device FoR relative to the world FoR (i.e., relative
to the initial orientation). The rest of this section describes how to construct
such a matrix using the gyroscope data.

It might be tempting to integrate the raw gyroscope data (i.e., angular
speeds) the same way we have integrated the accelerometer as shown in
Formula 9.

∫ t

0

gyro(u)du = ? (9)

The result of such integration are three rotation angles around the axes x, y
and z representing the rotation of the device from the beginning of the process.
Unfortunately, those three angles just by themselves do not provide sufficient
information to reproduce the orientation of the device. Even the fact, that rota-
tion composition is not commutative in the 3D space (as depicted in Fig. 2),
might give us multiple orientations corresponding to the same three rotation
angles. Therefore the result of such integration is effectively useless.

We will solve this problem by sampling the gyroscope data into time intervals,
whose duration is getting to zero. We may presume that during each such a short
time interval the rotation speed was constant. This presumption allows us to
construct rotation matrices representing the rotation of the device during each
of these intervals. Finally, we can simply multiply all those matrices to create
a matrix representing the rotation from the beginning to the time t as depicted
in Fig. 3. This composed matrix will be the orientation matrix.

Let us describe the construction of the orientation matrix in detail. At first,
we need the rotation angles representing rotation during a time interval (t1, t2).
We can calculate these angles by integrating the gyroscope data and we will
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y

x
z

initial orientation

y

z

x

z

y

x

1) rotate through /2 around z
2) rotate through /2 around y

order 1

1) rotate through /2 around y
2) rotate through /2 around z

order 2

Fig. 2. Counterexample for rotation commutativity in 3D

time
R1R2R3R4 =

R1= R2= R3= R4=

Fig. 3. Rotation sampling

denote this vector of rotation angles by the function Δrotang(t1, t2) defined in
Formula 10.

Δrotang : R × R → R
3

Δrotang(t1, t2) :=
∫ t2

t1

gyro(t)dt (10)

To convert this vector to a rotation matrix, we will use Formula 8. How-
ever, what angle and what axis should we use? Presuming a short time interval,
the rotation speed might be considered to be constant. Therefore, the rotation
around the coordinate axes x, y and z by the angles α, β and γ is the very
same as the rotation around the vector v =< α, β, γ > through the angle ||v||.
Additionally, Formula 8 assumes a unit vector, thus we have to normalize the
vector v to a unit vector. It can be achieved by dividing it by its own size, i.e.,
vnorm = v

||v|| . Using these observations and substituting the Δrotang(t1, t2) to the
rotation matrix Formula 8, we can convert the function Δrotang(t1, t2) return-
ing a vector to a function Δrotmat(t1, t2) returning a matrix. This conversion is
defined in Formula 11.
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Δrotmat : R × R → R
3×3

Δrotmat(t1, t2) := R(
Δrotang(t1, t2)

||Δrotang(t1, t2)|| , ||Δrotang(t1, t2)||) (11)

Now we have got everything required to define the function that returns the
orientation matrix in a given time t. We need to create a rotation matrix out of
the gyroscope data as frequently as possible and multiply these rotation matrices
up to the time t. Formula 12 mathematically expresses this idea and defines the
orientation function.

ori : R → R
3×3

ori(t) := lim
h→0

�t/h�∏
i=1

Δrotmat((i − 1)h, ih) (12)

where h is the duration between two subsequent samples.

The Final Formula. Now we can modify the position function from Formula 7
so it takes the orientation into account. We have the accelerometer data rela-
tive to the device FoR and we have the orientation matrix of the device FoR.
The only thing we have to do is to pre-multiply the accelerometer data by the
orientation matrix to convert them to the world FoR. Formula 13 defines this
modified version of the position function.

pos : R → R
3

pos(t) :=
∫ t

0

∫ t

0

(ori(u)acc(u) − acc(0)) d2u (13)

3.2 Practical Approach

The theoretical model can be implemented in a straightforward way or utilized
in other algorithms for sensor fusion, such as the previously mentioned Kalman
Filter.

The straightforward approach is based on Formula 13 and can be imple-
mented as follows. We will process the gyroscope data and the accelerometer
data separately. For each gyroscope reading, we integrate the data, convert
them to a rotation matrix, and update the current orientation matrix. For each
accelerometer reading, we multiply the data by the current orientation matrix
(i.e., we convert the data to the world FoR), remove the gravity, and double
integrate the result to calculate the position of the device. This implementation
is fast enough to run as an online process without the need for high processing
power.

The discrete integration itself might be implemented, for instance, as summa-
tion of values or the values can be approximated by a function whose integral can
be easily calculated. We, however, recommend using the trapezoidal integration
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rule [9], as it improves the results significantly [8] and is very easy to imple-
ment. The trapezoidal integration is similar to the standard Euler’s integration
method which approximates a function by rectangles, however, the remaining
space between the rectangle and the function is further approximated by a tri-
angle, as depicted in Fig. 4.

samples

Fig. 4. Trapezoidal integration rule

4 Automated Stabilization

Even though gyroscope data are usually very accurate, the integration introduces
drift, partially because of noise and partially because of insufficient sampling
rate. Why is it such a problem? Because if the device orientation is just a few
degrees off, Earth’s gravity is removed from a wrong direction. If it creates a false
acceleration of, for example, 0.1 ms−2 then after ten seconds it pulls the device
10 m off (calculation in Formula 14).

∫ 10

0

∫ 10

0

0.1d2t = 10 (14)

Fortunately, the Earth’s gravity and magnetic field point a constant direction
no matter the orientation and position of the device. We will use this property
whenever the device is at rest2, to adjust the orientation by comparing gravity
and magnetic field vectors measured at the beginning with the current values of
accelerometer and magnetometer.

4.1 Stillness Detection

The device is at rest, when it does not rotate and the only force measured
by the accelerometer is gravity. To detect such a moment, we will utilize the
high sensitivity of the gyroscope and implement something called an angular
rate energy detector [18]. The implementation is as follows. Whenever squared
magnitudes of the gyroscope data stay below a specified threshold α during
a specified time window of length W , we will consider the device to be still
(Formula 15). The selection of the threshold and the size of the time window

2 The technique of updating the stored values when the device is at rest is usually
called zero-velocity update [18].
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depends on the quality of the sensor and various other aspects, such as whether
the device lays on a table or is held in a shaking hand.

still(t) ⇔ 1
W

∫ t+W

t

‖gyro(u)‖2du < α (15)

In theory, this technique would detect stillness, for instance, while moving
in a straight line at a constant speed. In practice, however, it is very difficult to
move the device in a way the gyroscope data would seem still. For a thorough
discussion on various stillness detectors please refer to [18].

4.2 Zero Velocity

Even when we stop the motion and the device is at rest, the drift could cause
that acceleration is not integrated to zero. It can be a serious problem because
the integrated acceleration represents velocity and thus the algorithm behaves
as if the device was moving even though it rests in place as depicted in Fig. 5.
Therefore, it is very important to set the supposed velocity to zero whenever the
device stands still.

drift caused velocity

2D position

velocity
X axis
Y axis
Z axis

x

y

Fig. 5. Device is moved in a shape of a circle and then put to rest. The integrated false
velocity keeps dragging the supposed position off.

4.3 Gravity Fix

When the device is still, the current acceleration vector in the world FoR should
match the gravity vector measured at the beginning. If not, we will adjust the
stored orientation to make it true as seen in Fig. 6.
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acceleration

fix
gravity

Fig. 6. Matching the acceleration to the gravity vector

Let’s assume that the device is standing still and we have the following data:

– gra ∈ R
3 is the gravity measured at the beginning.

– acc ∈ R
3 is the vector currently measured by the accelerometer, including

gravity. Since the device is still, it is nothing but the gravity in the device
FoR.

– ori ∈ R
3×3 is the current orientation matrix.

Then we can fix the orientation drift in two steps:

1. Create a rotation matrix fix ∈ R
3×3 that rotates the vector ori · acc (i.e.,

acceleration in the world FoR) to match the vector gra (i.e., acceleration at
the beginning). Formula 16 expresses this idea mathematically.

fix · ori · acc = gra (16)

But how does a matrix that rotates a vector a ∈ R
3 to match a vector b ∈ R

3

look like? We will use the definition of the rotation matrix around an arbitrary
unit vector through an arbitrary angle (Formula 8), but we need to find the
vector to rotate around and the angle to rotate through. A very simple way of
finding both is to use a known Formula 17 for cross product of two vectors [9].
Visual representation of the formula is depicted in Fig. 7.

a, b ∈ R
3

θ is the angle between a and b

n is a unit vector perpendicular to the plane
generated by a and b

a × b = ‖a‖‖b‖n sin θ (17)

Having the definition of the cross product, it is not difficult to calculate the
vector and the angle to be substituted into the definition of the rotation
matrix (8). The result is a matrix that rotates a vector a to match a vector
b, as shown in Formula 18.

Rmatch(a, b) := R

(
a × b

‖a × b‖ , arcsin
(‖a × b‖

‖a‖‖b‖
))

(18)



594 F. Matzner and R. Barták

Having Formula 18, we can simply substitute appropriate vectors ori ·acc and
gra for the a and b to define the matrix fix mentioned in Formula 16. The
result is shown in Formula 19.

fix := Rmatch(ori · acc, gra) (19)

3D view
top view of the plane
containing a and b

b

a

a x b
b

a

a x b

n

Fig. 7. Cross product visual representation

2. Pre-multiply the orientation matrix by the fix.

It should be mentioned that the magnitude of the Earth’s gravity (≈ 9.81ms−2)
should never be considered to be a constant, since the accelerometer sensitivity
varies with the sensor orientation relative to the measured force. For instance, the
devices evaluated in our experiment exhibited 1 - 1.5 ms−2 difference in the Earth’s
gravity measurement when the device is simply turned over.

4.4 Magnetic Field Fix

Even when the orientation of the device is fixed using the gravity vector, it
still remains ambiguous as demonstrated in Fig. 8. To eliminate this ambiguity,
we will use the magnetometer sensor. It might be tempting to repeat the same
steps as we have done with the gravity fix, but this time with the magnetic field.
Such an approach, however, could break the previous gravity fix and alter the
orientation matrix in a way that the accelerometer data in the world FoR would
not perfectly match the gravity measured at the beginning. In such a case, the
gravity would again be removed from a wrong direction and that, as we have
previously calculated, is a serious flaw. Therefore, after this process of fixing the
orientation by magnetic field, we still require the acceleration vector in the world
FoR to point the very same direction as the gravity.

The only way of adjusting the orientation matrix with the persistency of
the accelerometer vector in the world FoR, is to perform the rotation around
the accelerometer vector itself. To have the fix as accurate as possible at the
same time, we will choose the rotation angle minimizing the distance between
the current magnetic field vector in the world FoR and the magnetic field vector
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equal acceleration (0,g,0)

gravity

Fig. 8. The device measures the same acceleration in multiple orientations

fix
gravity

current magnetic field

initial magnetic field

minimized{

Fig. 9. Rotating around the gravity vector so that the initial and current magnetic
vectors are as close as possible

measured at the beginning. The idea is depicted in Fig. 9, where the accelerom-
eter vector in the world FoR is denoted as gravity as they are equal, thanks to
the previously described gravity fix.

Such a fixing matrix can by constructed using just the tools we already
have. Let’s assume that the device is standing still, we have already fixed the
orientation using gravity, and we have the following data:

– magb ∈ R
3 is the magnetic field measured at the beginning.

– magc ∈ R
3 is the vector currently measured by the magnetometer.

– gra ∈ R
3 is the gravity measured at the beginning and the accelerometer

vector in the world FoR at the same time.
– ori ∈ R

3×3 is the current orientation matrix.

The steps to fix the orientation are as follows:

1. Project the magb and magc vectors in the world FoR to the plane perpen-
dicular to the gravity vector3. Denote the results as pmagb and pmagc. It
is equal to viewing the situation from such position that the gravity vector
points right towards us, as demonstrated in Fig. 10.

2. Create a rotation matrix fix that rotates the vector pmagc to the vector
pmagb. We can observe that the rotation matrix has to represent a rotation
around the gravity vector.

3. Pre-multiply the orientation by the fix.

3 We can achieve the projetion by creating a rotation matrix that rotates the gravity
vector to the z axis, then rotate the magb and ori ·magc vectors using this matrix,
set their z coordinate to zero and rotate them back.
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current magnetic fieldinitial magnetic field fixgravity

3D view gravity pointing at us

Fig. 10. The vectors from Fig. 9 after projection to the plane perpendicular to the
gravity

5 Experimental Evaluation

We have implemented a computer software, which provides a user-friendly inter-
face for processing and visualization of data produced by accelerometer, gyro-
scope, and magnetometer sensors (a screenshot is depicted in Fig. 11). The fusion
method is based on the straightforward algorithm from the section Practical
Approach and enhanced by the automated stabilization. We will perform a series
of experiments with this software to demonstrate the properties of the algorithm.

Fig. 11. TrackMe GUI screenshot

The situation will always be visualized from two angles, as demonstrated in
Fig. 12. The top view observes the device from the direction of the z axis and
the front view observes the device from the direction of the y axis. The color
of each tracepoint will denote the distance from the viewer, with red being the
closest and purple being the furthest. The entire spectrum is depicted in Fig. 13.

The first experiment will be performed on two different smartphones - Huawei
Honor U8660 and Samsung Galaxy S III. We have chosen these particular devices
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Fig. 12. Two views of a smartphone on a table

closest furthest

Fig. 13. Distance spectrum

for their significant difference in price and performance. Table 1 gives a compar-
ison of sensor reading rates for both smartphones.

During the first experiment, the device will lay on a table and we will move
it in the shape of a circle. The result is depicted in Fig. 14. The movement took
less than three seconds and the result is surprisingly accurate. Especially for the
Galaxy phone, the shape is smooth from both views. The Honor phone suffers
from lower sensor reading rate and the motion path slightly drifts. From now
on, we will perform the experiments with the Galaxy phone only.

Let us prolong the motion duration and draw the same circle three times in
a row. The result drawn in Fig. 15a demonstrates that with longer motion the
shape can no more be recognized because of the gyroscope drift and consequent
false acceleration. The first circle is clearly visible but even the next one is off
by a diameter. The reason is, that we have not given the stabilization system
a chance to fix the drift and the result would actually be the same even if the
stabilization would not be implemented at all.

To see the benefits of the automatic stabilization, we will insert a small
pause (cca. one second) after each circle. During this pause, the software detects
stillness and updates the orientation matrix. Figure 15b shows the same three
circles with two pauses in between. The motion took twelve seconds and the
Galaxy phone, again, draws a smooth and accurate picture. It has all the circles
clearly visible and the starting position is almost the same as the ending position.

Table 1. Number of readings per second

Samsung Galaxy S III Huawei Honor U8660

Accelerometer 105 52

Gyroscope 206 61

Magnetometer 102 95

sum 413 208
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0.5m0.3m

front view

top view

Fig. 14. Circle shape - 30 cm in diameter - Galaxy S III (left) and Huawei Honor (right)

To compare this result to the case where the stabilization system is turned
off, we have performed the same experiment once again, but we have disabled all
the corrections introduced in the section Automatic Stabilization. The drawing is
demonstrated in Fig. 15c. Not surprisingly, the results are even worse than in the
experiment without pauses (as shown in Fig. 15a), because the double integration
of false acceleration introduces a drift whose strength rises quadratically with
time. The last circle was drawn after twelve seconds of motion and ended up as
nothing but a little curve in a fast nonexistent movement.

front view

top view

0.9m

(a) Without pauses

front view

top view

0.3m

(b) With pauses

front view

top view

4.3m

(c) With pauses, without sta-
bilization

Fig. 15. Three circles in a row with Samsung Galaxy S III

The last motion will be a walk. The author will hold the phone in his hand,
will watch its display and will walk forward (i.e., in the direction of the y axis)
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through a seven metres long horizontal path. The result is depicted in Fig. 16a.
The phone suffers from a strong gyroscope drift and the path is far from reality.

We will perform the same trick as with the circles and insert a small pause
after each two steps. The result is depicted in Fig. 16b. The result has signifi-
cantly improved, thanks to the stabilization system, and even individual steps
leave a trace. Figure 16c shows the real path for comparison.

1.9m

2.5m

front view

top view

(a) Without pauses

front view

top view

4.1m

1m

(b) With pauses

0m

7m

front view

top view

(c) Expectation

Fig. 16. Walk - 7 m long - Samsung Galaxy S III

6 Conclusion and Future Work

In this paper, we presented a simple dead-reckoning method for tracking device
movement and orientation using accelerometer, gyroscope, and magnetometer.
A crucial role in our system plays a novel algorithm for correction of the sup-
posed orientation whenever the device is at rest. We have evaluated the proposed
methods in various experiments using two common smartphones.

We deliberately used a non-model method of tracking, which does not assume
any knowledge about expected movement of the device. Exploiting some infor-
mation about expected movements, for example using a Kalman filter, would
undoubtedly be the way to further improve accuracy. Even without such infor-
mation, minor improvements might be achieved by analyzing and eliminating
sensor specific noise prior to the data fusion as discussed in Sect. 2.1.

Despite presence of the mentioned inertial sensors in modern electronics,
these low-cost sensors are usually not accurate enough to be used for motion
tracking. In this paper, we demonstrated that with some sensor data fusion
we could track 3D motion with reasonable error for a couple of seconds, which
might be useful for, e.g., gesture recognition. The proposed stabilization method
can further extend this time, however, it requires the device to stop every few
seconds. This requirement might be fulfilled, for instance, with shoe mounted
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systems such as [15,16,22], where the stabilization algorithm could be reliably
executed when the shoe touches the ground. The open question is whether similar
stabilization can be implemented without the necessity to stop the device.

In spite of the fact that the inertial sensors do not provide sufficient tracking
information by themselves, they can be very useful when fused with additional
sensors. For instance, excelent results are demonstrated in the work by Mingyang
Li et al. [11], where data from smartphone rolling-shutter camera were fused
with data from inertial measurement unit using the extended Kalman filter. The
authors were able to retain high accuracy even after ten minutes of walking.

Acknowledgements. Research was partially supported by the Czech Science Foun-
dation under the project P103-15-19877S and by SVV under the project 260 224.
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Abstract. When a house/building is able to perceive the environmen-
tal conditions and regulate or control a priori internal/external para-
meters accordingly, we said that it has an intelligent behavior. A Smart
House/Building (SH) is a home-like environment which is able to perceive
the environmental conditions, administrative state and users’ inputs in
order to regulate, control or perform various tasks for achieving desired
levels of comfort. Consequently a SH requires a distributed set of sensors,
actuators and experts’ knowledge bases which should be specialized for
specific tasks or problems domains. In this framework a Group Decision
Making (GDM) system becomes paramount to choose the best decision
among the different experts’ knowledge bases in order to supervise or con-
trol the security, administrative variables and users’ components. In this
paper a Conditional Colored Petri Net (CCPN) is shown to be an useful
technique to model and validate concurrency and distribution among the
different experts and components of our whole system. A CCPN is jointly
used with a group decision making (GDM) system to solve possible non-
determinism and ambiguity in the real time control environment of a
SH when two or more experts might have different advice/conclusions
for a particular combination of events. In this paper a set of experts’
knowledge bases are modelled and validated trough CCPN working with
a GDM system. A physical example for SH supervision illustrates our
approach.

Keywords: Group decision making · Petri nets · Supervision · Concur-
rency

1 Introduction

Home Automation, Smart Home, Intelligent House/Buildings or simply Domotics
are the various labels of a trend line: An automated environment to perform sev-
eral routine human tasks in an interconnected, intelligent and controlled setting.

c© Springer International Publishing Switzerland 2015
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DOI: 10.1007/978-3-319-27101-9 46
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A Smart Home (SH) can be though as a home-like environment provided
with advances services for its users. Technological developments made possible
the idea of an intelligent space where devices and appliances can be enhanced
with sensors to gather information about SH conditions, and in some cases, an
action can be done independently of human intervention Cf. [3,13,15].

There exist a wide range of sensors and actuators applied in intelligent envi-
ronments for providing support to disabled users (e.g. wheelchairs, rehabilitation
robotics, specialized interfaces, etc.) or visually/hearing impaired subjects (e.g.
tactile screens, teletype machines, etc.); for monitoring the lifestyle of inhabitants
(e.g. physiological signs, heart rate, temperature, blood pressure, etc.); for deliv-
ering therapy (e.g. drugs delivery, hormone delivery, tremor suppression, etc.); or
for being comfortable in the SH (e.g. intelligent households devices - dishwasher
machine, refrigerator; smart objects - mailboxes, mirrors; smart leisure equip-
ment - TV, home cinema programs; intelligent environmental control equipments
- windows and doors) [2].

There are three major development axes of SH applications [5]:

1. Services provided by automated systems to human interaction and training
the system via advance pattern recognition techniques for recognizing their
actions, behaviours and health conditions,

2. Multi media captured within the smart homes with storing and retrieving
services at different levels,

3. Surveillance and security services to analyze information and to protect the
home and/or the resident from natural and anthropogenic hazards. In this
area a special type of SH can help the occupant to reduce energy consumption
by monitoring and controlling the devices and rescheduling their operating
time according to the energy demand and supply.

Actually, according to what is to be automated and supervised, several
expert knowledge bases on different domains need to be managed. When a set
of experts in several areas (for instance surveillance security, energy cost effi-
ciency, degraded system control, comfort, etc.) are concerned about solving a
given problem in SH, various advice can be synthesized from a set of experts.
Furthermore, different or completely opposed conclusions could be drawn from
similar events involving various criteria and alternatives when a set of require-
ments are fulfilled. In this framework a Group Decision Making (GDM) system
becomes paramount to choose the best decision among the different experts’
knowledge bases in order to supervise or control the security, administrative,
variables and users’ components.

Then GDM is an important tool for evaluating and decision making. A well
known method called the Analytic Hierarchy Process (AHP) provides an useful
framework to drive GDM techniques via pairwise comparison matrices or Mul-
tiplicative Preference Relation (MPR). A MPR is called a subjective judgement
matrix, adopted to express decision maker(s) preferences and is composed of
judgements between any two criteria components which are declared within a
crisp rank, called Saaty’s scale (1/9, 1/8, · · · , 1/2, 1,2, · · · , 8, 9).
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On the other hand, a useful tool to model the set of experts’ knowledge
expressed in the form of If - Then rules, is a Colored Petri Net (CPN) [6,7]
which can also integrate in our framework an interaction protocol among the
different experts and various models from their knowledge bases.

In this work, we are proposing a framework based on a PN extension, called
Conditional Colored Petri Net (CCPN) [8,9], which includes interaction pro-
tocols, knowledge bases, system model, and ambiguities or conflicts resolution.
This framework allows the knowledge-based system taking advantage of the PN
matrix representation and different analysis tools provided by PN theory. Fur-
thermore, the proposed framework is able to model, simulate, analyze, verify and
execute a rule set even in a real environment. All these tasks are carried out in
the same framework, and it is not needed a different one for each functionality.

The paper is organized as follows: In Sect. 2 a GDM system is briefly described
and the main architecture of our proposal is shown. In Sect. 3 the basis of the
CCPN is introduced. In Sect. 3 is introduced the methodology to model and
validate the production rules and their interaction with the GDM and CCPN.
In Sect. 5 a study case is addressed to illustrate our approach. Finally, in Sect. 6
concluding remarks are stated and perspectives of the future work are given.

2 Group Decision Making and Smart Homes

In order to reach a certain level of consensus and inter operability among different
systems (programs, electronics or humans) on the data or knowledge level, an
ontology provides basic domain vocabulary to different messages and systems
and their relationship among them.

In this case a high level of complexity can be obtained and the understanding
of the ontologies and consequently of the coded messages are useful to elaborate
the reasoning component that fulfill the objective and targets of the analyzed
system. Thus, the whole system could be more complex to deal with their phys-
ical and logical structure in a real time framework.

Group Decision Making in this context has mainly two advantages: Synergy
and sharing of information. Synergy is the idea that the whole is greater than the
sum of its parts. When a group makes a decision collectively, its judgment can
be keener than that of any of its members. Through discussion, questioning, and
collaboration, group members can identify more complete and robust solutions
and recommendations.

Group decisions take into account a broader scope of information since each
group member may contribute unique information and expertise which in our
case is managed with the knowledge bases. Sharing information can increase
understanding, clarify issues, and facilitate movement toward a collective deci-
sion based on a GDM system [1].

Many managerial decisions involve consideration of more than one single
criterion. Despite the development of GDM, decision support systems (DSS),
and group decision support systems (GDSS) that are aimed at helping decision
makers address these complex decisions, there is inadequate success in support-
ing GDM. Problems hindering the success of these systems may be due to their
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undue complexity, over-reliance on quantitative modelling, and failure to accom-
modate the dynamic learning needs of the people who use them [10].

In Group Decision Making (GDM), a problem resolution involves the aggre-
gation of individual preferences into a single collective preference [18]. After the
aggregation of the preferences, some prioritization methods such as Eigenvalue-
based Methods (EM) [16,17], and the Row Geometric Mean Method (RGMM) [4];
are utilized to derive a priority vector to synthesize an ordered collective judgment
matrix.

The aim of an automated GDM is to analyze and provide a system based
on some models and numerical algorithms to make the best decision. Thus,
once expert decision makers have proposed a set of MPRs considering different
scenarios and their respective conclusions and or actions, a reliable priority vector
characterizing the best decision among the experts1 can be generated by the
system. In this manner, decision making system could give a reliable decision
to be implemented in a SH based on certain levels of consistency and group
consensus. This can be done despite the inherent uncertainty and imprecision
while accomplishing some a priori decision targets, rules and advice given by the
current framework.

Since a drawback of a SH is the low level of standardization of the inter-
connectivity among household appliances and consumer electronics, a system
aiming to the management and regulation of a completely integrated SH, must
have different manners for reaching various goals among those appliances and
electronics as inter communication, control strategies, multi platform, etc.

Many reasons and technical problems are at the core of these goals: physi-
cal layer integration sharing the same platform and parameters is not actually
agreed; and at the network layer, several component (routers) are necessary to
provide the appropriate addressing and routing over the interconnected ecosys-
tem for the shared information. Finally, there exists various problems also at
the application level or the data semantics which range from the heterogeneity
until the inter-operability among the relational data in databases which enable
ontology reasoning and over digitized information.

In order to have a suitable integration of the different components, control
strategies, and autonomy of the whole system, the scheme proposed is depicted
in Fig. 1.

In order to reduce the energy consumption in the Smart House and at the
same time to follow the instructions of the Customer, we propose a system based
on extensive knowledge bases for storing all information needed to achieve the
goals of energy efficiency and user comfort. The various different knowledge
bases of our system are modelled and represented by CCPN considering at the
same time the requested inter-connectivity to the outside world by means of the
system based in JAVA which is a multi platform programming language.

The current paper is mainly focused on the description of the extensive knowl-
edge bases, their representation trough the CCPN and the interaction with the
1 i.e. a vector where individual consistency and group consensus respectively have been

achieved.
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Fig. 1. System scheme.

GDM system. Thus, for further details about a GDM system where the best
decision among a set of weighted experts is taken, please refer to [11].

When a conflict is found in the CCPN model among the different conclusions,
this information is sent to the GDM system along with a priority vector (experts’
weights). The GDM system takes this information (rules and experts involved,
operation mode and experts’ priority vector) to solve for the best group decision
to be taken. This resolution is then sent back to the CCPN system which is then
able to break up the deadlock (conflict) and continue to work. Furthermore, the
rules priority is updated in a dynamic manner via the set of experts’ bases in
the GDM system.

3 Modelling and Implementing a CCPN

To define the reactive behavior in a SH, it is feasible to apply Event-Condition-
Action rules (ECA rules), commonly used in rule’s development of Active Data
Base Systems (ADBS).

3.1 Active Databases

An ADBS is an extension of a passive DataBase System (DBS) with the capabil-
ity to specify a reactive behavior. The essential part in an ADBS is the reactive
rule definition, where the rule developer specifies how the ADBS will react to
the occurrence of events in the DBS.

Currently, ECA rule model is used to define reactive rules and its general
representation follows:
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on event
if condition
then action

where event describes the happening in a specific moment to which the rule must
be able to respond. The rule condition examines the context of the DB when
the event happens. Finally, action describes a task that will be carried out if the
corresponding event has taken place and the evaluation of the condition part is
true.

An event could be a DB operation, i.e. insert or update instructions; a clock
event; or external events, i.e. sensors monitoring temperature and sending data
to the DB.

Furthermore, an event could be primitive or composite. A primitive event
occurs when only one of the possible events takes place. On the other hand,
a composite event is composed of a combination of primitive and/or compos-
ite events. Most useful composite events are disjunction, conjunction, sequence,
simultaneous, negation, first, last, history, and any [14].

3.2 Petri Nets Preliminaries

A Petri Net (PN) is a graphical and mathematical modelling tool applied in
different areas for modelling Discrete Event Systems (DES). Graphically, a PN
is a directed and bipartite graph, which has two types of nodes named places and
transitions. Directed arcs connect nodes of different types, either from transitions
to places or from places to transitions. Places are represented by circles and
transitions are denoted by rectangles.

In order to model the dynamic behavior of systems, a PN includes tokens,
i.e., small dots drawn inside places, which are used to indicate event occurrences,
or system components availability. Token distribution in the PN is known as
marking, and it represents the state of the modelled system.

Formally, a PN can be defined as a tuple of 5 elements: a finite set of places
P , a finite set of transitions T , a set of arcs F connecting places to transitions
an viceversa, a weight function W , and the initial marking M0 [12].

System behaviors can be modelled with the movement of tokens in the PN
(token game animation), indicating the changes of system trough the time. The
token game animation is performed according to the following firing rule:

1. A transition t is enabled if every input place of t has at least w(p, t) tokens.
w(p, t) is the weight value for the arc connecting place p to transition t.

2. Depending on the modelled system, an enabled transition may be fired or
not.

3. When an enabled transition t is fired, w(pi, t) tokens are deleted from input
place pi and w(t, pj) tokens are added to output place pj .

3.3 Rule Representation Through CCPN

In order to describe rules based on GDM, a PN extension named CCPN
model [8,9], is applied. The CCPN model was introduced as an alternative
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to define ECA rules in ADB environments, and it is able to store events, condi-
tions and actions of ECA rules.

3.4 ECA Rule Elements in CCPN Model

CCPN model inherits the attributes and firing rule of PNs. Moreover, CPN con-
cepts are also taken into account in CCPN model, such as data type definition,
color (values) assignment to tokens, and data type assignment to places.

An ECA rule is composed of an event that enables it, and it could be fired
depending on the evaluation of the conditional part. Primitive events are rep-
resented by an unique input place pi, and if the primitive event occurs, then a
token is placed in pi denoting the event’s happening.

On the other hand, composite events has their own representation as a CCPN
structure [9]. Every constituent event is denoted as an input place connected to
a special transition called composite transition and it is drawn as a double bar.
This type of event occurs when its constituent events happen according to the
composite event description. When each constituent event happens, a token is
situated inside the corresponding place, and depending on the composite event
description, it will happen or not. Every token stores a set of values (colors)
about the event, such as the occurrence time (timestamp), record information,
modified value, etc.

In order to trigger an ECA rule, a condition is evaluated. In CCPN model,
the conditional part is defined as part of a transition. Then, by triggering an
ECA rule in a CCPN model when the evaluated condition is true, a special type
of transition is used. Rule transitions are drawn as rectangles in the PN graph,
see Fig. 2.

The third element of the ECA rule is the action part. This element is executed
once the event occurs and the conditional part is fulfilled. Action can modify the
DB state and is represented in the CCPN model as an output place from the
rule transition.

A CCPN is defined as follows [8]:

Definition 1. A Conditional Colored Petri Net (CCPN) is a 11-tuple:

CCPN = {Σ,P, T, F,N,C,Con,Act,D, τ, I}

where:
Σ is a finite set of data type, called colors.
P , T and F are the same as traditional PNs.
N : F → P × T ∪ T × P is a node function.
C : P → 2Σ is a color function.
Con is a function that evaluates the conditional part.
Act is a function that executes the action part of the ECA rule.
D is a time interval function, used in composite events that includes time periods
or intervals.
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τ : M(p) → R+ is a timestamp function.
I : P → C(p) is a function for initializing tokens in the CCPN model.

4 GDM Rules Modeled by CCPN

Traditionally GDM rules are modeled as Condition-Action (CA) rules instead of
ECA rules. Thus, in order to represent GDM rules as a CCPN structure, first
we need to apply the ECA rule model to GDM rules. The CA rule model lacks
of the event part, and most of time its conditional part contains the event that
enables the rule, considered as a condition to trigger it. Thus, we can separate
the conditional part of a CA rule into events and conditions, and be able to
define the three elements of an ECA rule. For instance, the rule:

if rain_sensor, then close_windows & close_domes

contains only the conditional and the action part. The condition if rain sensor
can be divided in two parts: first, the rain sensor is detecting the rain, thus it can
be considered as an event that changes the state of the environment. Secondly,
the value of the sensor changes from a false value into a true value, which can
be defined as the conditional part. Now, we are able to define an ECA rule with
its three elements as follows:

ON UPDATE_RainSensor_value, IF update.value = true, THEN UPDATE
WindowStatus set status = ’close’ & UPDATE DomeStatus set status
= ’close’;

The CCPN of the previous rule is shown in Fig. 2.
A similar strategy can be applied to convert a GDM rule set into ECA rules,

and after that, in a CCPN structure.

Fig. 2. A GDM rule denoted as a CCPN model.

5 CCPN Methodology for GDM Systems

In order to validate the feasibility of our proposal, to discover and solve non-
determinism and ambiguity in a set of group knowledge rules, we apply this
methodology to a set of GDM rules obtained from the consensus (agreement)
of several experts from different SH supervision areas, such as Energy Saving,
Comfort and Security.
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5.1 Excerpt of a GDM Rules Set

In order to provide support to inhabitants of a SH and based on the environment
temperature, SH security and lighting, seven rules of our GDM Rules Set are
figured out on the CCPN structure. The rule set contains the following rules:

R1: if rain_sensor then close_windows & close_domes

R2: if temperature_sensor > 40 & temperature_sensor <
ext_temperature_sensor & expert_mode = ’energy saving’ then
open_windows & open_domes

R3: if temperature_sensor > 40 & expert_mode = ’comfort’ then
open_windows & open_domes

R4: if temperature_sensor < 15 & air_conditioner_status = ’on’
then air_conditioner_status = ’off’

R5: if ~presence then electronic_lock_status = ’on’

R6: if ~presence & lighting_sensor then lighting_status = ’off’

R7: if presence & ~lighting_sensor then lighting_status = ’on’

These rules are originally defined as CA rules, and transformed into ECA
rules in the next section.

5.2 ECA Rule Definition

To transform the CA rules into ECA rules, the first step is to identify the event
and condition for each CA rule, and separate them to create the corresponding
ECA rules as follows.

// Table definition
Expert(mode INTEGER); TemperatureSensorR1(id INTEGER, value
FLOAT); TemperatureSensorOutside(id INTEGER, value FLOAT);
PresenceSensor(id INTEGER, value INTEGER); RainSensor(id INTEGER,
value INTEGER); WindowState(id INTEGER, status INTEGER);
DomeState(id INTEGER, status INTEGER); AirConditionerState(id
INTEGER, status INTEGER); ElectronicBolt(id INTEGER, status
INTEGER); LuminositySensor(id INTEGER, status INTEGER);
CommonLight(id INTEGER, status INTEGER);

// Event definition
e0: UPDATE_TemperatureSensorR1_value; e1: UPDATE_RainSensor_value;
e2: UPDATE_PresenceSensor_value; e3:
UPDATE_LuminositySensor_status;
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// Rules definition
Rule 1: ON UPDATE_RainSensor_value, IF update.value = 1, THEN
UPDATE WindowState set value=0 & UPDATE DomeState set status=0;

Rule 2: ON UPDATE_TemperatureSensorR1_value, IF update.value > 40
& update.value < TemperatureSensorOutside.value & Expert.mode =
’Energy saving’, THEN UPDATE WindowState set status = ’Open’ &
UPDATE DomeState set status = ’Open’;

Rule 3: ON UPDATE_TemperatureSensorR1_value, IF update.value > 40
& Expert.mode = ’Comfort’, THEN UPDATE AirConditionerState set
status = ’On’;

Rule 4: ON UPDATE_TemperatureSensorR1_value, IF update.value < 15
& AirConditionerState = ’On’, THEN UPDATE AirConditionerState set
status = ’Off’;

Rule 5: ON not(e2), IF PresenceSensor.value = ’Off’, THEN UPDATE
ElectronicBolt set status = ’Close’;

Rule 6: ON and(not(e2):e3), IF PresenceSensor.value=’Off’ &
LuminositySensor.value=’On’, THEN UPDATE CommonLight set
status=’Off’;

Rule 7: ON and(e2:not(e3)), IF PresenceSensor.value=’On’ &
LuminositySensor.value=’Off’, THEN UPDATE CommonLight set
status=’On’;

5.3 CCPN Rule Set

The ECA rule set is now transformed into a CCPN structure (Fig. 3). The
relationship among ECA rules and CCPN elements is described in Table 1,
where transitions denoted as rectangles (t2, t3, t4, t5, t12, t14, t15) to represent
ECA rules; transitions are drawn as bars (t1, t6, t8, t10) and transitions are
depicted with a double-line for indicating composite events (t7, t9, t11, t13).

Places are divided into four categories. i) Places drawn with a single line rep-
resent primitive events (p1, p5, p6, p7, p8, p9, p11, p20, p22); ii) Places denoted
by a double solid line circumference correspond to negation composite events
(p14, p15); iii) Places depicted as a double circumference, with its inner cir-
cumference as a dashed one, indicate event replicas utilized in different rules
or to be considered in a composite event (p2, p3, p4, p10, p12, p16, p17, p18); and
places drawn as a dashed circumferences (p19, p21) represent the rest of compos-
ite events.
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Fig. 3. CCPN model for an excerpt of a GDM rule set.

5.4 CCPN Matrix Representation

A CCPN model with m transitions and n places can also be represented as an
m × n matrix.

In the CCPN model of Fig. 3, the representation of Rule 1 to Rule 4 includes
places p1, p2, . . . p8 and transitions t1, t2, . . . , t5. Thus, the incidence matrix cor-
responding to this part of the CCPN model and representing Rule 1 to Rule 4
is shown in Eq. (1).

(1)
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Table 1. Places and transitions meaning.

Place Description Transition Description

p1 UPDATE TemperatureSensorR1 value t1 Copy of p1

p2 Copy of p1 t2 Condition of rule 2

p3 Copy of p1 t3 Condition of rule 3

p4 Copy of p1 t4 Condition of rule 4

p5 UPDATE WindowState status t5 Condition of rule 1

p6 UPDATE DomeState status t6 Copy of p9

p7 UPDATE AirConditionerState status t7 Composite event Neg

p8 UPDATE RainSensor value t8 Copy of p11

p9 UPDATE PresenceSensor value t9 Composite event Neg

p10 Copy of p9 t10 Copy of p14

p11 UPDATE LuminositySensor status t11 Composite event And

p12 Copy of p9 t12 Condition of rule 5

p13 Copy of p11 t13 Composite event And

p14 Composite event Neg t14 Condition of rule 7

p15 Composite event Neg t15 Condition of rule 6

p16 Copy of p14

p17 Copy of p14

p18 Copy of p11

p19 Composite event And

p20 UPDATE ElectronicBolt status

p21 Composite event And

p22 UPDATE CommonLight status

The incidence matrix can be utilized to detect inconsistencies in a ECA rule
set2. From Fig. 3, we note that input arcs for places p5, p6, p7, and p22 are
in conflict, since all of them have opposite action commands. Analytically, the
identification of this kind of conflicts can be done by applying the next algorithm
to the incidence matrix.

Algorithm 1: CCPN Conflict Detection and Resolution

Step 1: Identify the places having two or more input arcs.
Px = {p|p ∈ P, |•p| > 1.}
In this case: Px = {p5, p6, p7, p22}
Step 2: For each place in Px, detect the places having the same action for every
input action command, and remove them from Px.
Py = {p|p ∈ P,Actioni(p) = Actionj(p)}, Px = Px − Py

In this case: Py = ∅, Px = {p5, p6, p7, p22} − ∅ = {p5, p6, p7, p22}
2 represented in a CCPN scheme.
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Step 3: For each place pj in Px, analyze if its input arcs have the same origin,
i.e. if in the incidence matrix previous places to pj can be located. For each
positive integer value located in column j, search for negative integer values
in their corresponding row. Then, for each negative value located, search for
positive integer values in their corresponding column.

Step 4: If there are no more either positive or negative values in the same
column or row, respectively, stop.

Step 5: If there is at least one place belonging to different paths, it means that
one rule produces the same action with different values through different paths.
Nondeterminism and ambiguity is detected. Go to Step 7.

Step 6: If the analyzed place pj is not the same at the different paths, it means
that the sources for pj come from different places. Nondeterminism and ambi-
guity is nonexistent. Go to Step 7.

In our example, places p5, p6, p7, and p22 ∈ Px, however not all of them
have the same origin. Input arcs for p5 and p6 come from different initial places.
Thus, they can be deleted from Px. In Eq. (2) the paths found for the place p5
are shown. The first one contains places {p2, p1}, and the second one contains
the place {p8}. {p2, p1} ∩ {p8} = ∅, thus p5 can be removed from Px. The same
procedure is applied for removing p6.

(2)

Step 7: Identify if the composite event Negation is contained in any rule.

For this example, p22 ∈ Px has the same initial places (p9 and p11), and both
input arcs come from composite event Conjunction, however, both conjunctions
include the composite event Negation, then it never will occur that p22 receive
two tokens at the same time, and it can be removed from Px.

Step 8: If Px �= ∅, there is at least one place having the same origin place and
coming from different paths. The expert who has the highest priority takes the
decision about the rule that will be fired. At this moment, the GDM system
receives the information and support the decision-making process. After that,
the CCPN system triggers only the rule(s) chosen by the GDM system.

Step 9: End.

In this example, Px = {p7}, and Eq. (3) shows how p7 is reached from different
paths but starting at the same initial place p1.
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(3)

6 Concluding Remarks and Future Work

An extended PN model, called Conditional Colored Petri Net, CCPN) has been
applied to represent rules in SH, which are denoted as ECA rules. The CCPN is
able to detect changes or events in the environment, and if enabled rules are true,
then they execute their action part via their actuators in the SH. Furthermore,
the CCPN works together with GDM system to solve possible nondeterminism
and ambiguity in the rule set definition. Furthermore, the rules set defined for
smart environments can be modelled, analyzed, simulated, verified and executed
in the same framework based on CCPN.

In order to show the feasibility of our approach, an excerpt of seven CA
rules are presented and converted into ECA rules, and then depicted as a CCPN
structure. The CCPN incidence matrix was used to detect those rules that could
produce ambiguity in the rule set, and the GDM system sets the execution
priority to the rules in conflict.

As a future work, the CCPN model will be enhanced with fuzzy logic theory,
in order to model uncertainty in the SH behavior. On the other hand, new analy-
sis tools and algorithms based on PN theory can be included in the proposed
framework to carry out a more complete study in SH rules.
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Básicas e Ingenieŕıas, UAEH, ICBI (2015)

12. Murata, T.: Petri nets: properties, analysis and applications. Proc. IEEE 77(4),
541–580 (1989)

13. Nugent, C., Augusto, J.C.: Proceedings of the 4th International Conference on
Smart Homes and Health Telematic (ICOST 2006), Belfast, UK. Assistive Tech-
nology Research, vol. 19, June 2006

14. Paton, N.W., Dı́az, O.: Active database systems. ACM Comput. Surv. 31(1), 63–
103 (1999)

15. de Ruyter, B.E.A.: Ambient intelligence: visualizing the future. In: Proceedings of
the Working Conference on Advanced Visual Interfaces (2004)

16. Saaty, T.: The Analytic Hierarchy Process. McGraw-Hill, New York (1980)
17. Saaty, T.: Decision-making with the ahp: why is the principal eigenvector necessary.

Eur. J. Oper. Res. 145, 85–91 (2003)
18. Wu, Z., Xu, J.: A consistency and consensus based decision support model for

group decision making with multiplicative preference relations. Decis. Support
Syst. 52(3), 757–767 (2012)



Author Index

Aguirre, Hernán E. I-364
Ahmadi, Shahrbanoo I-487
Akbari, Ismail I-118
Alarcón, Teresa E. I-338, II-382
Alcántara, Oscar Herrera II-183
Aldana-Bobadilla, Edwin I-353
Alfaro-Pérez, Carlos I-353
Almonacid, Boris I-270
Alonso-Carreón, Aldebaran A. I-443
Amador-Angulo, Leticia I-460
Amandi, Analía I-401
Analco, Martín Estrada II-407
Andrade, Miguel Ángel Gutiérrez I-248
Argüelles-Cruz, Amadeo José I-560
Armentano, Marcelo G. II-80
Astudillo, Leslie I-452
Avila-George, Himer I-158

Barba, Lida II-487
Bárcenas, Everardo I-178
Barrón-Estrada, María Lucía II-171
Barták, Roman II-583
Baruch, Ieroham I-327
Bebek, Dogus I-214
Belanche-Muñoz, Lluìs A. II-282
Benítez-Guerrero, Edgard I-178
Berka, Petr II-310
Bernábe-Loranca, María Beatríz II-407
Biletskiy, Yevgen I-118
Boato, Francisco II-80
Borges, Nuno II-26
Borunda, Mónica II-475, II-520
Bustillos, Raúl Oramas II-171

Cajero-Lázaro, María Isabel I-560
Calderón, Jaime I-499
Calderon-Lopez, Marco II-362
Camarena-Ibarrola, Antonio II-220
Canul-Reich, Juana II-270
Cappelle, Cindy II-393
Caraveo, Camilo I-227
Castillo, Oscar I-227, I-433, I-452, I-460,

I-472
Castro-Espinoza, Félix Agustín I-499

Cerón-Guzmán, Jhon Adrián II-121
Cervantes-Ojeda, Jorge I-316
Chipofya, Malumbo II-435
Christensen, Ingrid II-80
Cobos, Carlos II-52
Conant-Pablos, Santiago Enrique I-190
Costaguta, Rosanna II-249
Crawford, Broderick I-270, I-282
Créput, Jean-Charles II-325
Cristian-Remington, Juárez-Murillo I-127
Cruz-Reyes, Laura II-451, II-463

Dalmau, Oscar S. I-338, II-382
de Aguiar, Marilton S. II-261
de Freitas Filho, Paulo José I-413
De Ita Luna, Guillermo I-202
de la O, David I-452
de Oliveira, Ricardo Tavares II-422
De-La-Torre, Miguel II-382
de-los-Cobos-Silva, Sergio Gerardo I-248
Derbel, Bilel I-364
Dougnon, Raïssa Yapan II-533
Du, Weichang I-118

Escalante, Hugo Jair II-560
Espinosa Garcia, Alexander I-293
Estrada, Hector Valenzuela II-574

Fallad-Chávez, Jalil II-183
Fernández, Eduardo II-451
Fernández-Reyes, Francis C. I-83
Flores-Ríos, Brenda L. II-282
Fournier-Viger, Philippe I-530, II-533
Fraire-Huacuja, Héctor Joaquín II-463
Frausto-Solís, Juan II-270, II-463
Fuentes-Cabrera, José II-547

Galicia-Haro, Sofía N. II-105
Gallegos-Acosta, Jonathan II-105
García, Eric Alfredo Rincón I-248
Garcia, Esteban Omar II-560
Garcia Salgado, Beatriz Paulina II-337



García, Uriel A. II-520
Garcia-Sanchez, Silvestre II-362
Gelbukh, Alexander II-3, II-105
Gomez Perdomo, Jonatan I-293
Gómez-Fuentes, María I-316
Gonzalez-Gomez, Aldo I-158
González-Navarro, Félix F. II-282
Gurrola, Luis C. González II-574

Hamzeh-Khani, Mehdi I-509
Harason, Emily II-435
Herfert, Daniel II-297
Hernández, Francisco González II-171
Hernández, J. Antonio I-202
Hernández, Yasmín II-195
Hernández-López, Rodolfo Iván II-451
Hernández-Torruco, José II-270

Ibargüengoytia, Pablo H. II-475, II-520
Ibarra-Esquer, Jorge E. II-282
Iwainsky, Alfred II-297
Izquierdo-Marquez, Idelfonso I-158

Jablonský, Josef II-310
Jan, Sahib II-435
Javier González-Barbosa, J. II-463
Jayakumar, Badrinath I-139
Jiménez-Salazar, Héctor I-95
Junior, Arnoldo Uber I-413

Karelin, Oleksandr II-602
Kilic, Hurevren I-214
Kolesnikova, Olga II-3
Král, Pavel II-349, II-371
Kremer, Frederico S. II-261
Kuboň, Vladislav I-47
Kuri-Morales, Angel I-518

Lara-Velázquez, Pedro I-248
Lavalle, Jesús I-178
Lenc, Ladislav II-349, II-371
León, Elizabeth II-52, II-121
Liefooghe, Arnaud I-364
Lin, Jerry Chun-Wei I-530, II-533
Lombardi, Matteo I-15, II-155
Lopatková, Markéta I-47
López, Abraham Sánchez I-238, II-407
López–Morales, Virgilio II-232, II-602

López-Ortega, Omar I-499
Luis, Oropeza-Rodríguez José I-127

Makarova, Olga II-39
Maldonado, Miguel Angel Jara I-238
Mansouri, Abdelkhalek II-325
Mărănduc, Cătălina I-29
Marani, Alessandro I-15, II-155
Marcial-Romero, J. Raymundo I-202
Mareček, David I-72
Marek, Luboš II-310
Martínez, Gerardo Eugenio Sierra II-142
Martínez, José Luis Estrada I-238
Martínez-Carranza, José II-560
Martínez-Miranda, Juan I-107
Martínez-Villaseñor, María de Lourdes

II-498
Matzner, Filip II-583
Mayol-Cuevas, Walterio II-560
Medina-Marín, Joselito II-602
Melin, Patricia I-472
Méndez-Castillo, Juan José II-270
Méndez-Gurrola, Iris Iddaly II-183
Mendoza, Martha II-52
Miralles-Pechúan, Luis II-498
Montes-y-Gómez, Manuel I-95
Mora-Gutiérrez, Roman Anselmo I-248
Morales–Manilla, Luis R. II-232
Morales-Pintor, Sonia II-220

Navarro-Barrientos, Jesús Emeterio II-297
Nicholson, Bryce I-547
Nikolenko, Sergey II-67, II-92
Nkambou, Roger II-533

Ojeda, Adalberto Zamudio I-338
Oliva, Francisco E. II-382
Olivares-Mercado, Jesus II-362
Ordaz-Rivas, Erick I-306
Ordoñez, Armando I-377
Ordoñez, Hugo I-377
Ortiz-Bayliss, José Carlos I-190
Osipov, Gennady S. I-3

Palomino-Garibay, Alonso II-105
Paredes, Fernando I-270, I-282
Parra, Ocotlan Díaz II-407
Parvin, Hamid I-260, I-487, I-509
Pazos R., Rodolfo II-463

618 Author Index



Pazzini, Vinícius S. II-261
Pech, David II-475, II-520
Pedroso, Michel S. II-261
Penna, Alejandro Fuentes II-407
Perez, Cenel-Augusto I-29
Pérez, Jonathan I-433
Pérez, Miguel II-195
Pérez-Espinosa, Humberto I-107
Perez-Meana, Hector II-362
Pérez-Vicente, Hugo II-547
Platas, Miguel I-443
Ponce, Hiram II-498
Ponomaryov, Volodymyr II-337
Ponsich, Antonin I-248
Pronoza, Ekaterina I-59, II-39

Qiao, Yongliang II-393
Quintana, Victor Arellano I-327

Rad, Farhad I-260, I-487, I-509
Ramírez-de-la-Rosa, Gabriela I-95
Rangel-Valdez, Nelson II-451
Rendón, Azucena Montes II-142
Reyes, Alberto II-475, II-520
Reyes, Fernando Martínez II-574
Reyes-García, Carlos A. II-171
Reyes-Meza, Verónica I-95
Reynaud, Edmundo Pérez I-327
Rodríguez, Angela I-377
Rodríguez, Nibaldo II-487
Rodriguez-Liñan, Angel I-306
Romero, Inés II-475, II-520
Ruichek, Yassine II-325, II-393

Sadeghi, Sadrollah I-260
Salas, Joaquín II-509
Salinas, José Gerardo Moreno II-208
Sánchez-Meraz, Miguel I-560
Sanchez-Perez, Gabriel II-362
Santillán, Claudia Gómez II-451
Schiaffino, Silvia II-80
Schmidt, Augusto G. II-261
Schultz, Carl II-435
Schwering, Angela II-435
Sergio, Suárez-Guerra I-127
Sheng, Victor S. I-547
Silva, Fabiano II-422
Silva-López, Mónica Irene II-183
Silva-López, Rafaela Blanca II-183

Silveira, Ricardo Azambuja I-413
Simionescu, Radu I-29
Soares, João II-26
Solórzano-Alor, Eduardo I-560
Soria, José I-452
Soto, Jesus I-472
Soto, Ricardo I-270, I-282
Soto-Monterrubio, José Carlos II-463
Stephens, Christopher R. II-142, II-208
Suárez, Yasel Garcés I-83
Suárez–Cansino, Joel II-232
Sunderraman, Rajshekhar I-139

Tanaka, Kiyoshi I-364
Terashima-Marín, Hugo I-190
Torres-Gonzalez, Tadeo II-362
Torres-Jimenez, Jose I-158
Torres-Treviño, Luis I-306, I-443
Toscano-Medina, Karina II-362
Trujillo, María Celeste Ramírez I-338
Tseng, Vincent S. I-530
Tutubalina, Elena II-92

Valadez, Jorge Hermosillo I-83
Valdez, Fevrier I-227, I-433
Valdovinos, Rosa María I-202
Vale, Zita II-26
Vargas, Víctor Manuel Corza II-142
Vega, Emanuel I-282
Velázquez, Rogelio González II-407
Villaseñor-Pineda, Luis I-95
Villatoro-Tello, Esaú I-95
Vrabec, Michal II-310

Wang, Hongjian II-325
Wang, Zhiheng I-547
Wu, Cheng-Wei I-530

Xian, Xuefeng I-547

Yagunova, Elena I-59, II-39
Yannibelli, Virginia I-401

Zapotecas-Martínez, Saúl I-364
Zatarain-Cabada, Ramón II-171
Zelinka, Ivan I-389
Zhang, Jing I-547
Zida, Souleymane I-530

Author Index 619


	Preface
	Conference Organization
	Contents – Part II
	Contents – Part I
	Invited Papers
	Measuring Non-compositionality of Verb-Noun Collocations Using Lexical Functions and WordNet Hypernyms
	Abstract
	1 Introduction
	2 Related Work on Non-compositionality of Collocations
	3 Lexical Functions as a Concept of the Meaning-Text Theory
	3.1 Meaning-Text Theory (MTT)
	3.2 Lexical Function
	3.3 Lexical Functions in Verb-Noun Collocations

	4 Non-compositionality in Terms of Lexical Function Detection Using WordNet Hypernyms
	5 Experiments
	6 Results and Discussion
	7 Conclusions and Future Work
	Acknowledgements
	References

	Fuzzy-Probabilistic Estimation of the Electric Vehicles Energy Consumption
	Abstract
	1 Introduction
	2 Methodology
	2.1 Framework
	2.2 Fuzzy-Probabilistic Methodology

	3 Numerical Example
	4 Conclusions
	References

	Natural Language Processing Applications
	Data-Driven Unsupervised Evaluation of Automatic Text Summarization Systems
	Abstract
	1 Introduction
	2 Related Work
	3 Our Approach
	4 Data
	5 Experiments. Results. Discussion
	5.1 Experiment with Informants
	5.2 Preliminary Evaluation of the Summaries
	5.3 Automatic Keywords Extraction
	5.4 Comparison of Keywords Given by Different Groups of Informants

	6 Conclusion and Future Work
	Acknowledgements
	References

	Extractive Single-Document Summarization Based on Global-Best Harmony Search and a Greedy Local Optimizer
	Abstract
	1 Introduction
	2 Problem Statement and Its Mathematical Formulation
	3 The Proposed Memetic Algorithm
	3.1 Greedy Local Optimizer

	4 Experiment and Evaluation
	4.1 Parameter Tuning
	4.2 Results

	5 Conclusions and Future Work
	Acknowledgments
	References

	SVD-LDA: Topic Modeling for Full-Text Recommender Systems
	1 Introduction
	2 LDA and sLDA
	2.1 Latent Dirichlet Allocation
	2.2 Supervised LDA

	3 SVD in Recommender Systems
	3.1 Basic SVD Model in Collaborative Filtering
	3.2 Cold Start, Additional Information, and Content

	4 SVD-LDA
	4.1 SVD-LDA: Exact Sampling
	4.2 SVD-LDA: First Order Approximation
	4.3 Variations of SVD-LDA

	5 Evaluation
	5.1 Dataset
	5.2 RMSE Improves with LDA Training
	5.3 SVD-LDA Recommends Better Than SVD
	5.4 Predictors for Demographic Clusters

	6 Conclusion
	References

	Movies Recommendation Based on Opinion Mining in Twitter
	1 Introduction
	2 Classification Models for Opinion Mining
	2.1 Tokenization
	2.2 Pre-processing
	2.3 Classification Models

	3 Experimental Results
	3.1 Data Collection
	3.2 Tokenization Strategies
	3.3 Pre-processing Strategies
	3.4 Movies Recommendation

	4 Related Work 
	5 Conclusions and Future Work
	References

	Inferring Sentiment-Based Priors in Topic Models
	1 Introduction
	2 Latent Dirichlet Allocation
	2.1 Notation and the Basic LDA Model
	2.2 LDA Extensions
	2.3 Topic Models for Sentiment Analysis

	3 Learning Sentiment Priors  with the EM Algorithm
	4 Experimental Results
	5 Conclusion
	References

	Analysis of Negation Cues for Semantic Orientation Classification of Reviews in Spanish
	Abstract
	1 Introduction
	2 Related Work
	3 Corpus and Linguistic Knowledge
	3.1 Review Texts Corpus
	3.2 Linguistic Knowledge
	3.3 Negation

	4 Methods for Semantic Orientation Classification
	4.1 Unsupervised Method
	4.2 Supervised Method

	5 Results and Discussion
	5.1 Unsupervised Method
	5.2 Supervised Method
	5.3 Discussion

	6 Conclusions
	Acknowledgments
	References

	Detecting Social Spammers in Colombia 2014 Presidential Election
	1 Introduction
	2 Related Work
	3 Background on the Colombian Election
	4 Data Collection and Ground Truth Creation
	4.1 Dataset
	4.2 Ground Truth

	5 Detecting Social Spammers
	5.1 Features
	5.2 Semi-Supervised Detection
	5.3 Supervised Detection

	6 Discussion
	7 Conclusions and Future Work
	References

	NLP Methodology as Guidance and Verification of the Data Mining of Survey ENSANUT 2012
	Abstract
	1 Introduction
	2 Data
	3 NLP Pipeline
	3.1 Text Annotation
	3.2 Lemma Classification by Collocation
	3.3 Merging Lists of Lemmas and Adding Intentionality
	3.4 Corpus Division for Focused Queries
	3.5 Feature Extraction

	4 Model and Results
	4.1 Pre-processing Data Using the Selected Features
	4.2 Frequency Histograms
	4.3 Epsilon and Scores
	4.4 Testing the Classifier
	4.5 Confusion Matrix of the Test Set

	5 Conclusion
	Acknowledgments
	References

	Educational Applications
	A Comparative Framework to Evaluate Recommender Systems in Technology Enhanced Learning: a Case Study
	1 Introduction
	2 Background
	3 The Proposed Comparative Framework
	4 The Framework in Action: A Case Study
	4.1 Brief Overview of Subject Systems

	5 Performance Analysis
	5.1 Google
	5.2 Slideshare
	5.3 Youtube
	5.4 Connexions
	5.5 MERLOT and ARIADNE

	6 Summarising the Results: Comparative Analysis
	6.1 Limitations of the Experiment

	7 Conclusions and Future Work
	References

	An Affective and Cognitive Tutoring System for Learning Programming
	Abstract
	1 Introduction
	2 Related Work
	3 Java Sensei Architecture
	4 Affective Recognition and Feedback
	5 Experiments and Results
	6 Conclusions and Future Work
	Funding
	References

	Strategic Learning Meta-Model (SLM): Architecture of the Personalized Virtual Learning Environment (PVLE) Based on the Cloud Computing
	Abstract
	1 Introduction
	1.1 Conceptual Framework
	1.2 Learning Evaluation and Learning Styles
	1.3 Personalization of Learning Assessment
	1.4 Research Focused in Evaluation of E-Learning
	1.5 Research Based on the Design and Application of Ontologies
	1.6 Researches Focused on Learning Personalization and Teaching
	1.7 Ontology for Personalized Learning Activities Based on a Cognitive Theory

	2 Methodology
	3 Personalized Virtual Learning Environment (PVLE) with a Ontological Model (OM)
	3.1 LMS Architecture
	3.2 VLE Architecture
	3.3 Ontological Model (OM) Architecture

	4 Study Case
	4.1 Design of the Ontology Using the Methodology GODeM and OntoDesign Graphics Notation
	4.2 Implementation of the Ontology Prot00E9g00E9
	4.3 Results

	5 Conclusions
	References

	Open Student Model for Blended Training in the Electrical Tests Domain
	Abstract
	1 Introduction
	2 Related Work
	3 Blended Training Model
	3.1 VRS for Electrical Test Training

	4 Trainee Model
	5 Conclusions and Future Work
	References

	Applying Data Mining Techniques to Identify Success Factors in Students Enrolled in Distance Learning: A Case Study
	Abstract
	1 Introduction
	2 Methodology
	3 Data Collection
	4 Results and Interpretation
	5 Conclusions
	References

	Automatic Evaluation of Music Students
	1 Introduction
	2 Feature Extraction
	2.1 The Constant Q Transform

	3 Aligning Techniques
	3.1 Dynamic Time Warping (DTW)
	3.2 Levenshtein Distance
	3.3 The LCS Distance

	4 Description of the Automatic Evaluation System
	4.1 Front-End Module
	4.2 Evaluation Module

	5 Experiments
	6 Conclusions and Future Work
	References

	On the Extended Specific Objectivity of Some Pseudo--Rasch Models Applied in Testing Scenarios
	1 Introduction
	1.1 Standard Psychometric Models and Specific Objectivity
	1.2 Generalized Models

	2 Analysis of the Proposed Models
	2.1 Behavior of the Extended 6PL Rasch's Model
	2.2 The Extended 6PL Rasch's Model and Specific Objectivity
	2.3 An Improved and More Flexible 6PL Model
	2.4 The Flexible 6PL Model and Specific Objectivity

	3 Simulation Results
	3.1 Complete Simulation Process
	3.2 Partial Simulation Process
	3.3 Presentation of Experimental Results
	3.4 Computation of Item's Discriminant
	3.5 Abilities and Parameters Estimation

	4 Conclusion
	References

	Algorithms and Machine Learning Techniques in Collaborative Group Formation
	Abstract
	1 Introduction
	2 Applied Approches in Collaborative Group Formation
	3 Analysis and Comparison of the Applied Approaches
	4 Conclusions
	Acknowledgements
	References

	Biomedical Applications
	An Architecture Proposal Based in Intelligent Algorithms for Motifs Discovery in Genetic Expressions
	Abstract
	1 Introduction
	2 Motifs
	2.1 Deterministic Model
	2.2 Probabilistic Model
	2.3 Motif Recognition

	3 Implementation of the Architecture
	3.1 Genetic Algorithm
	3.2 BlastP
	3.3 Conversion .XML to .FASTA
	3.4 CD-Hit
	3.5 MUSCLE
	3.6 HMMER

	4 Conclusion and Future Work
	References

	A Kernel-Based Predictive Model for Guillain-Barré Syndrome
	1 Introduction
	2 Materials and Methods
	2.1 Data
	2.2 Multiclass Classification
	2.3 Support Vector Machines (SVM)
	2.4 Performance Measures

	3 Experimental Design
	3.1 10-FCV
	3.2 Train-Test
	3.3 C4.5
	3.4 SVM Parameter Optimization

	4 Results and Discussion
	5 Conclusions
	References

	Feature Selection in Spectroscopy Brain Cancer Data
	1 Introduction
	2 Literature Review
	3 Class-Separability Feature Selection
	4 Block-Contiguous Feature Selection
	5 Experimental Settings
	6 Experimental Results
	6.1 CSFS Results
	6.2 BCFS Results
	6.3 Metabolic Interpretation

	7 Conclusions
	References

	Towards Ambient Intelligent Care and Assistance Systems for Patients with Dementia
	Abstract
	1 Introduction
	2 Monitor Assistant System
	2.1 Goals
	2.2 Methods
	2.3 Preliminary Results

	3 Bed-Posts Sensor System
	3.1 Goals
	3.2 Methods
	3.3 Preliminary Results

	4 Automated Analysis of the Current Mental State
	4.1 Goals
	4.2 Methods
	4.3 Preliminary Results

	5 Conclusions
	Acknowledgements
	References

	Analysis of Neurosurgery Data Using Statistical and Data Mining Methods
	1 Introduction
	2 Statistics, Machine Learning and Data Mining
	3 Used Data
	4 Statistical Approach
	4.1 CART and Its Application

	5 Data Mining Approach
	5.1 LISp-Miner System
	5.2 Performed Analyzes

	6 Related Work
	7 Conclusions
	References

	Image Processing and Computer Vision
	Massively Parallel Cellular Matrix Model for Superpixel Adaptive Segmentation Map
	1 Introduction
	2 SPASM Algorithm
	3 Parallel Cellular Matrix Model
	4 Experimental Results
	5 Comparison with SLIC Superpixel Algorithm
	6 Conclusion
	References

	Feature Extraction-Selection Scheme for Hyperspectral Image Classification Using Fourier Transform and Jeffries-Matusita Distance
	1 Introduction
	2 Methodology
	2.1 Feature Extraction
	2.2 Feature Selection
	2.3 Classification Scheme

	3 Simulation Results
	4 Conclusions
	References

	Unconstrained Facial Images: Database for Face Recognition Under Real-World Conditions
	1 Introduction
	2 Summary of the Main Face Databases
	3 Unconstrained Facial Images Database
	3.1 Cropped Images: Creation and Dataset
	3.2 Large Images: Creation and Dataset
	3.3 Testing Protocol

	4 Baseline Evaluation
	4.1 Face Recognition Algorithms
	4.2 Results on the Cropped Images Partition
	4.3 Results on the Large Images Partition

	5 Conclusions
	References

	Application of a Face Recognition System Based on LBP on Android OS
	1 Introduction
	2 Theoretical Framework
	2.1 Android OS
	2.2 LBP Algorithm
	2.3 Proposed System
	2.4 Experimental Results

	3 Conclusions
	References

	Feature to Feature Matching for LBP Based Face Recognition
	1 Introduction
	2 Related Work
	3 LBP with Feature to Feature Matching (LBP-FF)
	3.1 Local Binary Patterns
	3.2 Face Comparison

	4 Experimental Setup
	4.1 Corpora
	4.2 Experiments

	5 Conclusions and Future Work
	References

	Classification of Different Vegetation Types Combining Two Information Sources Through a Probabilistic Segmentation Approach
	1 Introduction
	2 Classification Algorithm
	2.1 Histogram Computation
	2.2 Likelihood Computation
	2.3 Segmentation Approach

	3 Experiments and Discussion
	3.1 Study Area
	3.2 Data Sources
	3.3 Experimental Work

	4 Conclusions
	References

	Place Recognition Based Visual Localization Using LBP Feature and SVM
	1 Introduction
	2 Related Works
	3 Proposed Vehicle Localization Approach
	3.1 Image Preprocessing and Feature Extraction
	3.2 Image Recognition Model Based on SVM

	4 Experimental Results
	4.1 Place Recognition in Unidirectional Driving Situation
	4.2 Place Recognition in Bidirectional Driving Situation
	4.3 Place Recognition Results in Whole Field

	5 Conclusion
	References

	Search and Optimization
	TSP in Partitioning with Tabu Search
	Abstract
	1 Introduction
	2 The Territorial Design Problem and Partitioning of Geographical Units
	2.1 Modeling in Geographic Partitioning

	3 Tabu Search
	4 A Tabu Search Partitioning Algorithm in TD
	4.1 Tabu Search Algorithm Pseudocode

	5 TSP Applied in Territorial Partitioning
	6 Conclusions
	References

	On a Relative MaxSAT Encoding for the Steiner Tree Problem in Graphs
	1 Introduction
	2 Preliminaries
	3 Background
	4 The Parental-based encoding
	5 An Improvement on the Transitivity Relation
	6 On Deducing Unit Clauses from the Dominance Relation
	7 Experimental Results
	8 Conclusion and Future Work
	References

	Left-Right Relations for Qualitative Representation and Alignment of Planar Spatial Networks
	1 Introduction
	2 Qualitative Representation with Left/Right Relations
	2.1 The LR calculus
	2.2 The DRA Calculi
	2.3 Representing Spatial Networks

	3 ULSTRA Calculi
	3.1 Preliminaries
	3.2 Defining ULSTRA Relations
	3.3 Reasoning with ULSTRA Relations in CLP(QS)

	4 Representation of Networks for Sketch Map Alignment
	4.1 The Sketch Map Alignment Problem
	4.2 Robustness Against Typical Distortions: A Comparitive Evaluation
	4.3 DRA7--lr: Binary Re-representation of ULSTRA119 constraints

	5 Conclusions and Outlook
	References

	Multiobjective Optimization Approach for Preference-Disaggregation Analysis Under Effects of Intensity
	1 Introduction
	2 Assumptions and Notations
	3 Method for Inferring Parameters of a Decision Model
	3.1 Effects of Intensity
	3.2 New Parameter Optimization Model for ELECTRE III
	3.3 Solution for the Proposed Optimization Model

	4 Experimental Design
	4.1 Generation of Instances: Building Reference Sets
	4.2 Constraints
	4.3 The Evolutionary Multi-objective Approach
	4.4 Performance Indicators
	4.5 Detailed Experiment

	5 Results
	6 Conclusions
	References

	TwoPILP: An Integer Programming Method for HCSP in Parallel Computing Centers
	Abstract
	1 Introduction
	2 Multi-objective Methods for Scheduling
	2.1 NSGA-II and HCSP

	3 HCSP
	3.1 HCSP Description
	3.2 Makespan
	3.3 Energy

	4 TwoPILP Method for HCSP with Energy
	4.1 TwoPILP: Phase I
	4.2 TwoPILP: Phase II

	5 Branch and Bound for TwoPILP
	6 Experiment and Results
	7 Conclusions
	References

	Building Optimal Operation Policies for Dam Management Using Factored Markov Decision Processes
	1 Introduction
	2 Problem Domain
	3 Factored Markov Decision Processes
	4 Factored MDP Problem Specification
	5 Experimental Results
	6 Discussion and Future Work
	References

	Forecasting
	Fishery Forecasting Based on Singular Spectrum Analysis Combined with Bivariate Regression
	1 Introduction
	2 Components Extraction with Singular Spectrum Analysis
	2.1 Embedding
	2.2 Singular Value Decomposition
	2.3 Grouping
	2.4 Diagonal Averaging

	3 Prediction with Bi-Variate Regression
	4 Prediction with an Autoregressive Neural Network
	4.1 Levenberg-Marquardt Learning Algorithm

	5 Forecasting Accuracy Metrics
	6 Results and Discussion
	6.1 Data
	6.2 Components Extraction with Singular Spectrum Analysis
	6.3 Prediction with the Bi-Variate Regression Combined with Singular Spectrum Analysis
	6.4 Prediction with the Autoregressive Neural Network Based on Levenberg-Marquardt

	7 Conclusions
	References

	Artificial Hydrocarbon Networks for Online Sales Prediction
	Abstract
	1 Introduction
	2 Machine Learning Approaches for Online Retail Sales Prediction
	3 Artificial Hydrocarbon Networks Approach for Online Sales Prediction
	3.1 Artificial Hydrocarbon Networks
	3.2 Online Sales Prediction Using Artificial Hydrocarbon Networks

	4 Experiments
	4.1 Dataset Description
	4.2 Feature Selection
	4.3 Methodology and Evaluation

	5 Results and Discussion
	6 Conclusions and Future Work
	References

	Data-Driven Construction of Local Models for Short-Term Wind Speed Prediction
	1 Introduction
	2 Long-Term Observation of Wind Speed Data
	2.1 Qualitative Analysis
	2.2 Quantitative Analysis

	3 A Data-Driven Model
	4 Conclusion
	References

	A Tool for Learning Dynamic Bayesian Networks for Forecasting
	1 Introduction
	2 Dynamic Bayesian Networks
	3 A Software Tool for Learning DBN
	4 Experiments for Forecasting Rainfall on Hydroelectric Power Plants
	5 Conclusions and Future Work
	References

	Intelligent Applications
	More Accurate Inference of User Profiles in Online Social Networks
	1 Introduction
	2 Related Work
	3 Problem Definition
	4 The Proposed PGPI+ Algorithm
	4.1 The PGPI Algorithm
	4.2 Optimizations to Improve Accuracy and Coverage
	4.3 Extension to Handle Numerical Attributes
	4.4 Extension to Evaluate the Certainty of Predictions

	5 Experimental Evaluation
	6 Conclusion
	References

	Credit Scoring Model for Payroll Issuers: A Real Case
	1 Introduction
	2 Literature Review
	2.1 Building Models
	2.2 Credit Scoring Models

	3 Methodology
	3.1 Data Description
	3.2 Multicollinearity Analysis
	3.3 Data Modelling
	3.4 Scorecard Transformation
	3.5 Results
	3.6 Business Strategy

	4 Conclusions
	References

	Towards Autonomous Flight of Low-Cost MAVs by Using a Probabilistic Visual Odometry Approach
	1 Introduction
	2 Related Work
	3 Probabilistic Visual Odometry
	3.1 State Vector Definition
	3.2 Dynamic Model
	3.3 3D Point Initialisation
	3.4 Measurement Model
	3.5 Fast Recovery Against Loss of Tracking

	4 Low-Cost MAVs
	4.1 AR Drone
	4.2 Custom-Built Quadcopter

	5 Experiments
	5.1 Vision-Based Localisation of the AR Drone
	5.2 Localisation and Control of the AR Drone
	5.3 Outdoors Localisation

	6 Conclusions
	References

	Location and Activity Detection for Indoor Environments
	1 Introduction
	2 Related Work
	3 Implementation
	3.1 Location Detection
	3.2 Activity Detection
	3.3 Web Interface

	4 Results
	5 Conclusions
	References

	Short-Term Motion Tracking Using Inexpensive Sensors
	1 Introduction
	2 Background on Sensors
	2.1 Noise and Bias

	3 Sensor Fusion
	3.1 Theoretical Model
	3.2 Practical Approach

	4 Automated Stabilization
	4.1 Stillness Detection
	4.2 Zero Velocity
	4.3 Gravity Fix
	4.4 Magnetic Field Fix

	5 Experimental Evaluation
	6 Conclusion and Future Work
	References

	Conditional Colored Petri Net for Modelling an Automated GDM System
	1 Introduction
	2 Group Decision Making and Smart Homes
	3 Modelling and Implementing a CCPN
	3.1 Active Databases
	3.2 Petri Nets Preliminaries
	3.3 Rule Representation Through CCPN
	3.4 ECA Rule Elements in CCPN Model

	4 GDM Rules Modeled by CCPN
	5 CCPN Methodology for GDM Systems
	5.1 Excerpt of a GDM Rules Set
	5.2 ECA Rule Definition
	5.3 CCPN Rule Set
	5.4 CCPN Matrix Representation

	6 Concluding Remarks and Future Work
	References

	Author Index

