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Preface

The world of smart environments enabled by broadband and pervasive communica-
tions is changing toward ubiquitous interconnected digital surroundings that offer
increasing opportunities for novel access and core technologies, novel applications and
services, and novel communications solutions. This volume constitutes the refereed
proceedings of the First EAI International Conference on Future Access Enablers of
Ubiquitous and Intelligent Infrastructures (FABULOUS 2015), held in Ohrid, Mace-
donia, in September 2015. The submitted papers were carefully reviewed before being
selected for presentation and inclusion in this volume. The papers cover the broad areas
of future wireless networks, ambient and assisted living, smart infrastructures, and
security and they reflect the fast developing and vibrant penetration of IoT technologies
in diverse areas of human lives. They aim to consolidate the main results achieved in
this area.

November 2015 Liljana Gavrilovska
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SAVI Testbed Architecture and Federation

Thomas Lin, Byungchul Park, Hadi Bannazadeh,
and Alberto Leon-Garcia(B)

Department of Electrical and Computer Engineering, University of Toronto,
Toronto, ON M5S 3G4, Canada

{t.lin,byungchul.park,hadi.bannazadeh,alberto.leongarcia}@utoronto.ca

Abstract. The flexibility of cloud computing has afforded users the
ability to develop and deploy fully customizable cloud-based applications
and services. Thus far, this flexibility has primarily been constrained to
the likes of x86 servers and storage devices. The SAVI application plat-
form testbed was developed to realize the hypothesis that all physical
infrastructure resources can be virtualized. Key to this work is a novel con-
trol and management framework based on Software-Defined Infrastruc-
ture (SDI), a concept which provides a unified programmable interface
over heterogeneous infrastructures. In this paper, we present the architec-
ture of the Canadian SAVI national testbed based on the SDI framework.
The design of an autonomous SAVI node will be described and the multi-
node deployment that comprise the national testbed will be discussed.
In addition, the orchestration of applications across the multi-node test-
bed will be described. Lastly, we will report on the progress of our recent
efforts to federate the SAVI testbed with the American GENI national
testbed.

Keywords: Cloud computing · Cloud federation · SDI · Testbed

1 Introduction

Continual advances in the information and communication technology fields
over the past decade have resulted in increased performance of commodity off-
the-shelf CPUs, higher speed Ethernet technologies, and higher capacity stor-
age devices, all at ever lowering costs. In turn, cloud computing has become
increasingly affordable and available, transforming the way people and businesses
create, host, and deliver new services and applications. In anticipating that
cloud-based platforms will form the basis of future applications and services
with lifecycles ranging from a few hours to multiple months, or even years, the
Smart Applications on Virtual Infrastructure (SAVI) project1 was launched to
investigate the design of future application enablement platforms upon which
applications and services can be flexibly deployed, maintained, and retired, all
on a fully virtualized infrastructure. SAVI is an NSERC (Natural Sciences and
Engineering Research Council of Canada) strategic research network comprised
of a partnership between industry, academia, and research networks.
1 http://www.savinetwork.ca.

c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
V. Atanasovski, L.-G. Alberto (Eds.): Fabulous 2015, LNICST 159, pp. 3–10, 2015.
DOI: 10.1007/978-3-319-27072-2 1
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Fig. 1. Conceptual view of multi-tier cloud.

SAVI believes that the flexibilities and economies of scale seen today with
cloud-based computing and storage resources can be further extended to other
types of resources. Thus, key to the development of the SAVI application plat-
form testbed was the inclusion of heterogeneous resources in the form of alter-
native computing resources (e.g. programmable hardware, network processors,
GPUs, etc.) and network devices that are programmable via software-defined
networking (SDN) techniques. This assortment of heterogeneous resource types
in a cloud setting enables users to create novel applications on-the-fly without
having to purchase physical hardware. SAVI also views future cloud application
platforms as comprising multiple tiers, with smaller clouds at the edge closer to
the users for providing localized services (e.g. smart grid alarms, transportation
safety applications, monitoring in remote health) at reduced access latencies.
We use the term “Smart Edge” to describe these heterogeneous clouds at the
network edge. This led SAVI to develop its testbed in a multi-tiered fashion,
as seen in Fig. 1, comprising of two main tiers and an access tier. The main
tiers involve core datacentres, which are massive in scale and may be located in
regions with inexpensive or renewable energy, as well as smaller Smart Edge dat-
acentres strategically located closer to the end-users. The access tier is seen as
enabling users to access the applications platform through devices that connect
to a high-bandwidth, integrated wireless/optical access network. The applica-
tion platform thus provides direct network connectivity (i.e. not over the public
internet) to the applications and services of interest.

In this paper, we present the SAVI testbed architecture based on the con-
cept of software-defined infrastructure (SDI), and we explore how to orches-
trate applications across the multi-node national deployment. We include a brief
report summarizing the work to date on federating the SAVI and GENI testbeds.
The paper is organized as follows. Section 2 will present the SDI architecture for
performing converged control and management of networking and heterogeneous
cloud resources. In Sect. 3, we first introduce the architectural design of a single
SAVI node, followed by a discussion of the multi-node national deployment that
constitute the SAVI testbed. Our efforts to date at federating with the GENI2

testbed in the United States are briefly summarized in Sect. 4, and we conclude
in Sect. 5.

2 https://www.geni.net/.

https://www.geni.net/
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Fig. 2. Software-defined infrastructure.

2 SAVI SDI Architecture

We investigate the hypothesis that all physical resources can be virtualized
and managed using Infrastructure-as-a-Service (IaaS) and Platform-as-a-Service
(PaaS) principles and we arrive at the Software-Defined Infrastructure (SDI)
architecture [1] to realize the hypothesis. SDI is a concept which provides an
abstraction for unified control and management over an underlying set of het-
erogeneous resources. The abstraction exposes a set of open interfaces (i.e. APIs)
to external users and entities, upon which infrastructure control applications may
be built in a programmatic fashion. Figure 2 depicts the high level architectural
overview of the SDI resource management system (RMS). There are three con-
trol and management components essential to the SDI RMS: the SDI manager,
the topology manager, and the monitoring and analytics (M&A) system.

The SDI manager, responsible for the decision making and execution of con-
trol and management tasks, coordinates with the topology manager as well as
the monitoring and analytics system. In order for an SDI manager to control and
manage all the resource types that exist in a given infrastructure (e.g. x86 servers,
FPGAs, GPUs, sensors, network switches, access points, etc.), we associate each
resource type with a specialized resource controller capable of interfacing with
that type. The resource controllers essentially act as proxies for the control and
management components, and are responsible for performing the necessary tasks
to virtualize the resources under their control. New resource types can be added
into the testbed by simply finding an appropriate controller and interfacing it
with the SDI manager.

The topology manager keeps a record of all the resources in the infrastructure,
both physical and virtual, and tracks their relationships with one another. Like
the SDI manager, the topology manager leverages the various resource controllers
in order to accomplish its task. It provides information regarding the current
state and configuration of each resource type, thus enabling external entities as
well as the SDI manager to perform infrastructure-state-aware management.

Lastly, the M&A system [2] is responsible for collecting, storing, and analyz-
ing data from the entire infrastructure. It is able to monitor and collect data from
both the physical resources as well as the virtual resources. If given access, it is
also able to collect data regarding applications running within virtual machines.
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Fig. 3. Design of SAVI node based on SDI.

The collected raw data can be queried directly or fed into an analytics framework
whereupon the SDI manager or other external entities can query the results and
use them to inform crucial control and management decisions.

3 SAVI National Infrastructure

The infrastructure of the SAVI national testbed is comprised of multiple nodes
deployed over several university campuses. The current deployment spans seven
universities containing one core datacentre interconnected with seven smaller
smart edge datacentres located closer to the end-users. The interconnection
between nodes utilizes a dedicated layer 2 optical fibre network.

3.1 SAVI Node Design

Figure 3 shows the design of a SAVI node based on the SDI architecture to
manage both cloud and networking resources. It contains the three major SDI
RMS components (SDI manager, topology manager, and M&A), as well as two
resource controllers realized using OpenStack and an OpenFlow controller [3].
The SDI manager controls and manages virtual computing resources using Open-
Stack as the computing resource controller. For heterogeneous resources, we have
extended OpenStack to support the virtualization of unconventional resources
within our testbed (e.g. FPGAs, GPUs, etc.) by adding new device drivers.
For networking resources, an OpenFlow controller is utilized. The OpenFlow
controller receives all network events from the OpenFlow-enabled switches and
conveys them to the SDI manager. The SDI manager performs all management
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Fig. 4. Muti-node design of SAVI tesbed deployment.

functions based on data provided by the OpenStack and OpenFlow controllers,
as well as the topology manager and M&A components. This data allows the
SDI manager to conduct infrastructure-state-aware resource management such as
fault tolerance, path optimization, resource scheduling and network-aware VM
replacement. It determines appropriate actions for controlling computing and
networking resources and applies the actions to resources through the Open-
Stack and OpenFlow controllers.

3.2 SAVI Multi-node Deployment

The multi-node design of the SAVI testbed is depicted in Fig. 4. With the excep-
tion of a few testbed-wide services, each node essentially operates autonomously.
Each node contains the necessary hardware and software for virtualizing the
compute, network, and storage resources local to that node, as well as all the
control and management functionalities. However, there are a few essential ser-
vices that every node shares; these testbed-wide services include: 1. the identity
and access management (IAM) service; 2. the image registry service; 3. the SAVI
web portal; and 4. the orchestration service.

The IAM service is responsible for storing the credentials for all the users of
the testbed, their associations with various projects, as well as a catalog of all
the services throughout the testbed. The catalog is crucial as it offers clients and
users a centralized lookup service to discover the endpoint URLs (point of contact
for open APIs) of any service given the ID of an autonomous node. Users can
thus provision resources spread across various nodes that are associated with the
same project identification. A logically centralized image registry is also crucial
as it allows users to use the same image irrespective of location. Finally, both
the web portal and the orchestration services offers a testbed-wide view for users
to deploy multi-node applications and services.

3.3 Testbed-Wide Orchestration

The SAVI testbed provides a centralized orchestration service with an end-to-end
view of the entire infrastructure, thus providing the ability to deploy platform-
wide applications and services. We leverage the OpenStack orchestration service,
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Fig. 5. Authentication workflow of federated SAVI-GENI cloud.

Heat, to manage the lifecycle of multi-node resource deployments. Multi-node
deployments enables users to create, update, and retire complex applications
that can fully leverage the multi-tiered aspect of the SAVI testbed. The vir-
tual infrastructure for these multi-node applications and services can be fully
described in text-based “templates”, which can be deployed by the orchestra-
tion service in a single action. Changes to the application infrastructure merely
requires changing the template and pushing it to the orchestration service. For
example, envision a scenario in which a video-on-demand service is deployed
such that the content servers are located in the Core, with caches and virtual-
ized transcoders located at the smart edges to provide clients with low-latency
access to the content in a multitude of different video formats. Updates to the
service can be triggered either manually through the orchestration service, or
automatically, by tying the testbed’s monitoring service directly to the orches-
tration service. Thus, virtualized resources such as the transcoders and caches,
can be automatically scaled in and out depending on the current load on the
system.

4 Federation with GENI

Cloud federation involves the interconnection of multiple cloud environments for
the enablement of cross-cloud applications. Cloud federation offers substantial
benefits for both the cloud provider and the users [4]. It enables cloud providers
to expand their geographic spheres and accommodates abrupt resource demands
by leveraging the resources of federated clouds. In addition, users can utilize het-
erogeneous resources that may not be available in a certain cloud environment,
as well as deploy applications and services spanning a wider geographical reach.

GENI [5] is a National Science Foundation (NSF) funded nationwide cloud
infrastructure located in the United States. It is a collaborative and exploratory
environment for academia and industry to do experimental research in com-
puter networking and distributed systems, and to accelerate the transition of
this research into products and services.

The SAVI teams at the University of Victoria and the University of Toronto
are currently working in close collaboration with the GENI project office to
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federate the two testbeds. In this section, we present a brief summary of this
effort on behalf of all researchers involved; further details regarding this work
will be presented in the future. This work involves different levels: 1. federated
authentication and user-base; and 2. providing common APIs for both SAVI and
GENI. Currently, we have achieved the first goal and have developed a command
line Common Interface tool to interface with both GENI and SAVI.

Figure 5 describes the authentication workflow of the federated SAVI-GENI
cloud. For a SAVI user to access the GENI cloud, the user first visits the GENI
portal which redirects them to the SAVI Shibboleth3 Identity Provider (SSIDP).
The SSIDP verifies the users SAVI credentials against an LDAP database con-
taining the credentials of all SAVI users. If authenticated, the SSIDP redirects
and logs the user into the GENI portal. Once in the GENI Portal, the user can
request resources using the web interface or through the downloadable command
line Common Interface tool. For a GENI user to access the SAVI cloud, the user
selects “SAVI access” from within the GENI portal, which posts a user certifi-
cate to the SAVI IAM. If authenticated, the SAVI IAM issues the user a set of
SAVI credentials. The user may then request resources through the SAVI web
portal or through the Common Interface tool.

To provide an example of SAVI-GENI federation, we have presented tutor-
ial sessions in three different conferences (GEC23, Tridentcom 2015, and SAVI
Workshop 2015) showcasing the ability for users to create a slice spanning the
SAVI and GENI testbeds, and jointly orchestrating the actions of VMs across
both cloud infrastructures. The federation of SAVI with GENI provides a pow-
erful testbed and application platform for experimenters and developers alike.

We would like to acknowledge Sudhakar Ganti, Sushil Bhojwani, Riz Panjwani,
and Rick McGeer from the University of Victoria, as well as Tom Mitchell, Niky
Riga, and Vicraj Thomas from the GENI office, for all their contributions towards
this work.

5 Conclusion

In this paper we introduced the architecture for the multi-node SAVI national
testbed, a cloud-based applications platform which features a novel control and
management framework based on software-defined infrastructure. The SDI man-
agement system facilitates the realization of converged control over a fully vir-
tualized platform featuring heterogeneous resources. Together, the open APIs
atop the SDI management system, the testbed orchestration system, the variety
of available resources at the smart edges, and the federation with GENI, now
affords users the ability and opportunity to provision novel applications and
services anytime with a wide geographical reach.

3 https://shibboleth.net/.

https://shibboleth.net/
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Abstract. Managing computational resources and networking elements
over today’s heterogeneous infrastructure has become very challenging.
A need for virtualizing network functions has emerged to reduce infrastruc-
ture operating costs. In this paper we consider using software-defined
infrastructure (SDI) resource management system (RMS) to achieve ser-
vice chaining of virtualized network functions (VNFs). SDI allows for
the integrated control and management of heterogenous resources. In
an SDI environment, the end user has access to interfaces that allow
programmatic management of the resources. The user can define their
own service graph (SG), which determines the path that traffic must take
through various VNFs. The ability to dynamically realize the SG is what
is referred to by service chaining. Use cases of service chaining include
adding a firewall in front of web server and multicasting. Furthermore,
we tested the firewall use case in two scenarios to verify validity of our
service chaining implementation.

Keywords: Software defined infrastructure · Network function virtual-
ization · Virtualized network function · Software defined networking ·
OpenFlow · Smart application on virtual infrastructure

1 Introduction

Application infrastructures consist of two primary components: computing and
networking. Due to recent advances in computing and networking technologies,
these infrastructures are experiencing two notable changes. First, computing is
shifting towards the cloud because of reduced costs through shared resources.
Second, traditional networking is being replaced by software-defined network-
ing (SDN) due to its greater flexibility and reduced management cost. Typ-
ically, compute and networking resources were controlled and managed sepa-
rately. However, in [2], Kang et al. presented the software-defined infrastructure
(SDI) architecture for a resource management system (RMS) that allows for
integrated management of networking and compute resources.

The SDI [6] RMS manages resources in a hierarchical fashion, whereby
individual resources are controlled by the corresponding resource controller.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
V. Atanasovski, L.-G. Alberto (Eds.): Fabulous 2015, LNICST 159, pp. 11–17, 2015.
DOI: 10.1007/978-3-319-27072-2 2
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These resource controllers are managed by a centralized entity, an SDI man-
ager, which allows for integrated management of heterogeneous resources, such
as networking, computing, and other unconventional resources like FPGAs and
wireless access. The SDI manager also exposes interfaces that allow applications
to programmatically manage their resources while having access to topology
information and monitoring data. These SDI interfaces also facilitate functions
such as orchestration and service chaining.

The SDI RMS is responsible for coordinating all interactions with resources,
including the deployment of applications. Deployment consists of various parts
including, resource allocation, configuration, and satisfying quality of service
(QoS) SLAs. The SDI RMS delegates the allocation and configuration of
resources to an orchestration system built upon OpenStack. Orchestration refers
to the management, i.e. the creation, deletion, and modification, of a lifecycle of
a cloud application or service. The orchestration engine abstracts various func-
tions, and facilitates the management of resource lifecycles.

An application deployment consists of various pluggable modules, such as
network functions (NF) that must be connected together. These pluggable func-
tions are also referred to as virtual network functions (VNF). NFV supplies
modules, that traditionally were provided to consumers as priority boxes, as
processes in virtual machines (VM). In general, an application may want to
specify a service graph (SG), that defines traffics order of traversal through a set
of VNFs [3]. An SG includes a set of Service Level Agreements (SLA) that the
infrastructure must fulfill. To satisfy these SLAs, the VNFs must be connected
virtually, i.e. service chained. Chaining refers to the modification in configura-
tion of network components such as switches, to direct packets through the set
of intended modules.

This paper is organized as follows. Section 2 describes how we perform service
chaining in an SDI environment. Section 3 describes what orchestration is and
how we leverage an orchestration engine to facilitate service chaining. Section 4
considers our experiments with service chaining and their evaluation. Finally,
the conclusion is presented in Sect. 5.

2 Service Chaining in SAVI

In this section we provide a more concrete definition of service chaining. We then
consider the features provided by the SDI RMS, and how these can facilitate
service chaining.

An application deployment consists of services that the end-user interacts
with, e.g. a web server, and other NFs, i.e. transparent components like a load
balancer. NFV refers to the virtualization of arbitrary NFs, such as deep packet
inspection (DPI) firewalls, load balancers, etc. Individual NFs can be composed
into a SG, that specifies a list of services and the order of traversal. For instance,
consider a web application (app) deployment. This app may consist of a firewall
that filters the traffic and a load balancer that distributes the load across hor-
izontally scaled web servers. The SG is an abstract object that corresponds to
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a set of SLAs. The realization of a SG is service chaining. Service chaining con-
sists of two parts: creating the VNFs specified in the SG, and chaining them
together. These can be done through the orchestration engine and the SDI man-
ager, respectively. Specifically, the SDI manager has state information of the
infrastructure and can direct the resource controllers to execute certain opera-
tions (See Fig. 1). These combined, allow the SDI manager to perform functions
such as fault tolerance and dynamic installation of network flows.

Fig. 1. SDI overall architecture

To facilitate service chaining, the SDI manager exposes many primitive func-
tions, such as: tapping and blocking. Tapping refers to sending a copy of the
incoming traffic to a host that was not the intended destination. Blocking con-
cerns dropping packets according to system requirements in switches.

As an example of chaining, lets consider a WordPress deployment consisting
of two VMs- one running a web server and the other running a database. It is
desirable to allow the application to dynamically change their SG. For instance,
the application may want to insert an inline deep packet inspection (DPI) VNF
in front of the web server. The applications requirement can be satisfied using
service chaining. Now lets consider how service chaining in the web server exam-
ple could be realized. First, the application would request the SDI manager to
perform service chaining by inserting a DPI VNF in front of the web server. The
SDI manager would direct the network controller to install special high-priority
flows in the switches of the underlying infrastructure to ensure all traffic headed
for the web server goes to the DPI VNF. In this case we would have to configure
the DPI unit to forward the traffic to the web server. Alternatively, we could
use tapping so that the traffic is sent to the web server and mirrored to the
DPI VNF [9]. Since resource controllers can be directed to execute commands
at any time, service chaining can be performed on a live system without service
disruption.

Multicasting is another example of an application that can leverage VNF
chaining. Lets consider the sequences of events when deploying a multicasting
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application. First, the orchestration engine creates casting modules such as vir-
tualized transceivers and load balancers. Migrating the chained casting modules
could reduce total bandwidth usage by reconstructing a more efficient multicast
tree. In [10], Zhang et al. demonstrated cost reductions in deployments of multi-
cast trees with a newly proposed routing algorithm that used dynamic chaining
of VNFs.

3 Integration with Orchestration

Orchestration is the first step for service chaining. The challenge in service chain-
ing consists of integrated management of multiple resource types such as com-
puting and networking resources. First, we have to create the VNFs (these are
typically VMs configured to perform the specific function). Second, we need to
connect the nodes to allow the required communication. As described above, the
SDI manager applies network policies (such as chaining) that ensure that the
traffic traverses the required VNF(s). In our previous DPI example, first a DPI
unit is created and then it is chained. Chaining has to position the firewall in
such a way that all packets that are intended to reach the web server have to be
redirected from the gateway through the firewall and to the web server.

Applications can request resources using an orchestration service on an SDI
environment. For our experiments we utilized the Heat Orchestration project [4]
from OpenStack. Heat facilitates the management of the creation, modification,
and deletion of cloud infrastructure resources over the applications life cycle.
Applications specify what resources they need and how they should be config-
ured in descriptive template files. The orchestration engine then parses these
templates to provision and configure the required resources. The applications
can also modify and delete resources by providing new or modified templates to
the orchestration engine. Therefore, the orchestration service allows management
of complex topologies without increasing the cost of managing that complexity.
Furthermore, template files for Heat are compatible with Amazon Web Services
(AWS) CloudFormation (another orchestration service).

4 Implementation and Evaluations

We have conducted our service chaining experiments on the SAVI testbed to
prove our concepts. The SAVI TB is an experimental platform intended to allow
investigation into future application infrastructures. The SAVI TB is based on
the SDI resource management architecture [1,5].

We conducted the following experiment to demonstrate dynamic service
chaining. Our experiment consisted of a WordPress deployment and a DPI unit
that were subsequently chained. We initiated two attacks to a web server and
then attempted to block the attacks via a network intrusion detection and pre-
vention system (NIDPS) that blocks the attackers in the same IDS. For both
tests, the initial setups consisted of a web server (WS) running WordPress, and
a database (DB) running MySQL. Both WS and DB were created using a Heat
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orchestration template on the SAVI TB. The WS and DB were configured to
allow the WordPress contents to be stored on the DB. This version of WordPress
was a generic template representing a typical blogging web site over the Internet.
Hence, it did not have any advanced filtering techniques embedded in itself.

We used a web user interface (Web UI) to allow users to request to chain the
NIDPS between the client (potential attacker) and the web server. This web UI
allows a user to conveniently login with credentials and select their SAVI node
and project [5]. After login, the user could observe and select intended VMs for
chaining operation and apply the modifications on the fly. The web UI sends the
users request to the SDI manager to apply a network policy that steers the web
traffic destined for the WordPress web server through the DPI.

Hence, to block the attack we utilized the NIDPS between attacker and the
WordPress. Snort [8] is a highly active open source project that has been widely
employed as a DPI. It incorporates groups of learned network policies to judge
the validity of a packet or a group of packets passing through it. In addition,
Snort was configured to act as a NIDPS. Merely, creating a DPI does not block
the attack; we needed to chain it between the attacker and the WS. We tested
our chaining and orchestration processes on the following two attack scenarios.
The goal in both are to provide access for normal users and block attackers from
overloading or corrupting the web server.

4.1 URL Injection Attack

Fig. 2. URL injection attack

We first wanted to verify that attack would affect the web server without
presence of a firewall. A normal user will insert correct address of the web server
to the address bar, but an attacker would attempt to inject an extra text in the
URL aiming to obtain or corrupt information on the Database (URL injection).
Therefore, we initiated a sample URL injection attack on the web server (as seen
in Fig. 2 part a), that passed an invalid argument to the WS. Specifically, we
made malicious HTTP GET request by attaching a text at the end of the URL.
Despite the malicious URL, the webpage still loaded, meaning the attack was
successful. URL injection [7]could represent a general variety of access control or
virus injection problems. To prevent such attacks we used the web UI to chain
the firewall between the WS and the gateway. Afterward the same attack was
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initiated. This time the DPI detected the attack and the web page didn’t load.
Hence the service chaining was successful (as seen in Fig. 2 part b).

4.2 DOS Attack

Fig. 3. DOS attack.

Our second test scenario was the detection and blockage of Denial of Service
(DoS) attack. As upgraded networking and computing provide users with more
bandwidth and processing, compromised users can more efficiently send high
bandwidth (tens of Mbps) of requests to overload an attack target. This attack
can be identified by deep inspection (i.e. using Snort) of packet headers that are
being sent to a WS to identify malicious users. Specifically, malicious users send
more than a threshold of requests that a web server could handle in a period
of time. In [9] the network switch leading to the WS was tapped by the IDS.
The IDS was processing the data and malicious attackers were reported to the
SDI manager. The SDI manager subsequently blocked the malicious traffic at
the ingress switch of the network. However, in this paper, where IDS is used as
NIDPS, there is no longer a need to use SDI for blocking the attacker as Snort
detects and blocks the attack right away.

We tested the WS without the firewall in place and initiated a DoS attack
from multiple users. The attack made the web server slower and in some cases
even inaccessible (as seen in Fig. 3 part a). Afterward by modifying the proper
inputs to the web UI, a new DPI was placed in the middle of WS and the
gateway. The new DPI was able to block the attackers from reaching the WS
and protected the system against this DoS attack. Therefore the normal users
were still able to access the WS even after the attack was initiated (as seen in
Fig. 3 part b).

5 Conclusion

The SDI RMS allows converged management of networking and computing
resources. These features, among other things allow us to easily perform ser-
vice chaining. Service chaining consists of provisioning the required NFs and
chaining them together. The SDI RMS exposes functions that allow us to apply
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converged network and computing policies. Furthermore, we leverage the orches-
tration engine to provision and configure the VNFs. Using the orchestration ser-
vice greatly reduces the complexity and effort in managing resource lifecycles.
Service chaining and orchestration have eased development of complex architec-
tures for hyper-dynamic applications. Therefore, employing instant placement
modification of VNFs and dynamic application of network policies on SAVI
testbed has brought SDI closer than ever to a promising autonomic platform.
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Abstract. As cloud computing technologies continue to develop and
evolve, cloud infrastructure has become heterogeneous and multi-tiered.
A new demand in cloud computing is to provide cloud functionalities
at the customer premise to support customer needs. This demand is
addressed in this paper by providing virtual Customers Premise Edge
(vCPE) as a third tier of the SAVI Testbed, which is a platform estab-
lished for experimentation of future applications. A smart room moni-
toring use case is used to demonstrate the functionalities and efficiency
of the vCPE in the SAVI Testbed.

Keywords: vCPE · Internet of Things · SDI · Cloud computing · Wire-
less sensor network

1 Introduction

With the continuous development of cloud computing and Internet of Things
(IoT) technologies, cloud computing infrastructure has become heterogeneous
and multi-tiered. The traditional cloud computing infrastructure contains only
data centers that reside geographically far away from users. These data centers
contains large numbers of compute, network and storage resources. However,
deploying applications on top of traditional data centers can introduce high
communication latency due to the physical distance. To address this issue and
improve content delivery for applications, cloud infrastructure has become multi-
tiered, where the first tier is the traditional cloud data centers, and the second
and third tiers are smaller but fast and agile data centers/computing devices
that are geographically closer to user.

In the Smart Application and Virtual Infrastructure (SAVI) project, we envi-
sion the cloud to have a three-tiers infrastructure. Tier 1 has core data centers
that are traditional data centers discussed above. Tier 2 has Smart Edges that
are agile data centers residing closer to end users. In addition to the traditional
compute, network and storage resources, Smart Edges also provide other het-
erogeneous resources such as programmable hardware (FPGA), GPUs, Software
Defined Radio (SDR), and wireless access point. The Smart Edge is mainly to
deliver quality applications that require high responsiveness and have require-
ments that can only be satisfied with a heterogeneous data center close to the end
users. Examples applications could be content-delivery systems, smart city man-
agement systems, emergency response systems and utility management systems.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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Smart Edges are connected to the Core data centers through backbone networks.
Finally Tier 3 has sensors and virtual Customer Premise Edge (vCPE). Sensors
continuously monitor the physical world. These sensors includes mobile sensors
such as smartphones, car sensors and sensor that are installed statically such as
temperature, light, carbon-dioxide sensors inside buildings. vCPE extends cloud
management and functionalities to the the customers premise to support various
demands from customers.

1.1 Software Defined Infrastructure (SDI)

The cloud infrastructure necessarily contains converged heterogeneous resources.
Heterogeneous resources enable more functionalities, flexibilities, and perfor-
mance. However, they also create more demands on the management system.
In order to make informed decisions in a heterogeneous cloud environment, it is
important to the have a global view of the all the resources and management
in an integrated fashion. Existing control and management systems mostly use
separate controllers for different types of resources, which introduces high man-
agement and maintenance overhead. To address this limitation, we have proposed
Software Defined Infrastructure (SDI). [3] SDI provides integrated management
of heterogeneous resources in a logically centralized view. It offers flexibility and
intelligence for infrastructure management.

Figure 1 shows the high level architecture of the SDI Resource Management
System (RMS). In a virtualized, heterogeneous infrastructure, we have different
types of physical and virtual resources. In this architecture, type-specific resource
controller directly control each type of resource. On top of all the type-specific
controllers, we have our SDI modules (i.e. SDI manager, M&A Manager, Topol-
ogy Manager) that acts as a top-level manager which obtains a global view of the
all the resources and conduct integrated management of all types of resources.

The topology manager is responsible for discovering the relationship and
interconnections between different resources. The monitoring and analytics
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manager is responsible for collecting, storing, and analysing monitoring data
from all the resources and extracting knowledge to provide visibility into the
infrastructure. Finally, the SDI manager is the decision-making point in this
architecture. SDI obtains the resource topology information from the topology
manager, and the resource state and information from the monitoring and ana-
lytic manager. The SDI then makes global management decisions and commu-
nicates with the resources controllers to execute various management functions.

The SAVI project was launched with the goal to investigate future application
platforms based on SDI. The SAVI Testbed, which has been operational since
July 2013, is an implementation of the SDI concept and is based on the three-
tiered architecture previously discussed.

2 SAVI vCPE

The Smart Edge envisioned in SAVI primarily focuses on small to mid-size het-
erogeneous data centers capable of providing virtualized resources to many appli-
cations that can serve a large number of end users, either in a city, a small town
or even a large sport stadium that justifies investment for such an infrastructure.

A natural extension to a SAVI Smart Edge is a system that can host applica-
tions that need to serve only a small number of users in a very close proximity.
These end users can be residents of a house or employees at a small office or a
remote branch of a large enterprise. In such environments, there may be times
when there is a need to have a small set of virtualized resources that can be
flexibly programmed to address a specific application. Primarily, there are appli-
cations such as smart home management that not only need a small amount of
resources to serve (for instances) as a local at-home compute node, but also be
able to continue operation independently in the event of network disruptions and
disconnections from resources deployed at a larger Smart Edge or remote cloud.

One might debate why there needs to be a virtualized set of resources in
such environments. The answer lies in the fact that virtual resources are much
easier to manage through their life-cycle and provide lower costs compared to
purpose-built boxes that are made specifically for a single application and can-
not be readily reprogrammed to address another set of requirements by another
application. This in fact fits quite well with the Network Function Virtualiza-
tion (NFV) paradigm that has received a lot of attention recently. To utilize
advancements with NFV functions we would require virtualized resources closer
to a few end users for some of these applications.

Therefore, we introduce the SAVI Smart virtualized Customer Premise Edge
(SvCPE) to address requirements of such applications. By introducing SvCPE,
we introduce a new third-tier in SAVI application-delivery platform. Target
applications and common use cases for SvCPE could be any or a combination
of the following services:
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Fig. 2. vCPE in SAVI testbed

– A collection point for Internet of Things devices
– Smart Home and Office Sensor Management
– Smart Home and Office Power Management
– Security Enforcement Point
– Web Acceleration and Service Delivery Point including common NFVs such

as Proxy, Firewall, IDS/IPS and VPN services.

In the rest of this section we describe the SvCPE design in more detail
focusing on two types of SvCPE: The Small SvCPE and Very Small SvCPE.

2.1 Small SAVI vCPE

A Small SAVI vCPE (SvCPE) is a node with computing and networking capa-
bilities managed by a Smart Edge but located in the customer premise. The
SvCPE supports compute and networking virtualization and can host multi-
ple applications deployed simultaneously on it. The SvCPE is connected to the
SAVI Smart Edge with VPN technology. Therefore, it is seen as an extension
of SAVI Smart Edge Resources and has all the capabilities provided from the
virtualized system in SAVI, such as tenant isolation. Since it is controlled by the
SAVI Smart Edge SDI Manager, the SvCPE can leverage advanced features of
the SAVI SDI, for example, NFV service chaining and live migration of virtual
resources. Figure 2 shows the relation of the SvCPE to the SAVI Smart Edge
via its Data and Management logical links connections.

There are many use cases for a Small Smart Edge.

1. Network and Web functionalities such as routing, DHCP, firewall, proxy servers
can be deployed on the SvCPE. When equipped with WiFi access point capa-
bility, the SvCPE can directly offer WiFi service to on-premise users. As it can
be easily programmed using SAVI SDI, the applications deployed can be cus-
tomized based on the specific requirements of each location.

2. SvCPE is SDN capable and therefore an application can have a fine-grained
control on how networking traffic is steered at each particular node. This is
very handy when deploying virtualized security applications such as Deep
Packet Inspection as described in [6].
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3. Monitoring and control of the state of the physical world at the customer
premise is made possible with the Small SvCPE. Sensors can be connected
to the SvCPE to monitor an indoor environment, and devices such as indoor
lights, temperature, ventilation can be controlled. The SvCPE enables IoT
wireless network protocols such as ZigBee and Bluetooth, and wireless sensor
network can be connected to as well.

4. Application availability can be improved with the SvCPE. When applications
are deployed on the cloud, network interruption between the cloud and the
user can reduce application availability. However, with SvCPE, application
can be deployed both in the cloud and at the customers site, so network
disruption will have less impact on the availability of the application. For
instance, changes made by users can be updated to the cloud when the net-
work is restored.

The location of the SvCPE in the customer premise changes the environ-
ment and requirements for physical size and shape comparing to computing
rack servers in a cloud. In particular, the computing power needed at a site is
limited. Based on this concerns, we selected a mini-PC such as Gigabyte Brix
(shown in top-right of Fig. 2) as the Small SvCPE in a proof-of-concept imple-
mentation. Gigabyte Brix comes with an Intel CPU, supports up to 16 GB of
RAM and an mSATA connection to a SSD. Its relatively small physical size
allows it be located in any convenient location in the customers site. This mini-
PC can host up to two VMs each with one virtual CPU and it also has in-built
Wifi, Bluetooth and three USB connections to external storage if needed. In
next section, we will describe how we used this SvCPE to deliver a Smart Home
Monitoring system.

2.2 VSvCPE: A Very Small vCPE

The Very Small vCPE is a lightweight node that is used mainly to support
advanced SDN and network functionalities, but not compute and storage virtu-
alization. The VSvCPE operates on top of low-cost hardware and is often used
for situations where a larger number of nodes are needed to support high quality
application delivery.

Most of the use cases discussed in the SvCPE section are applicable for the
Very Small node as well, but without virtual computing and storage support.
For instance the VSvCPE could be used as a smart on-premise router to provide
features such as advanced traffic steering that is required for NFV service chain-
ing, traffic tapping, blocking. These services can be delivered in coordination
with resources and NFVs deployed on the SAVI Smart Edge or remote cloud.

For a proof-of-concept, we selected two types of hardware for the Very Small
VSvCPE: NetGate APU kit, and Raspberry Pi 2. The NetGate APU kit (shown
in Fig. 2) is a development board that has an AMD APU on-board and multiple
Ethernet ports. A Linux system (often OpenWRT) can be installed on the system
for network related tasks or light-weight computing tasks. The Raspberry Pi 2
is a ARM based development board which is very small in size. It uses an SD
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card for storage and it has on board memory. Raspberry Pi 2 has one onboard
Ethernet port and two USBs which can also be used for WiFi adaptor or extra
Ethernet adaptors. A Debian-based Linux system can also be installed on the
Raspberry Pi 2, so providing network and performing computing task is relatively
simple.

3 Use Case

There are many use cases that can be supported by the vCPE as we have dis-
cussed in the previous section. Due to space limitation, we will focus on one use
case in this paper: smart room monitoring using sensors connected to vCPE.
This use-case has been implemented using SvCPE and here we provide a brief
report on this system.

3.1 Smart Room Monitoring

As new buildings are becoming more energy efficiency and airtight, Indoor Air
Quality (IAQ) has become an important health and safety factor for indoor
environment. However, many indoor environments have limited or no detection
mechanisms for health and safety purposes. For this use case, we are demon-
strating a real-time wireless ad-hoc sensor network system that supports carbon
dioxide monitoring in a complex indoor environment. The system is deployed
on the SAVI Testbed vCPE and is connected to our monitoring and analytics
manager, called MonArch [2], for data storage and analysis.

Fig. 3. System framework of the wireless indoor monitoring system

In the following, we will present the architecture of the indoor monitoring
system. Then we describe how the indoor monitoring system is deployed on top
of the vCPE and discuss about the benefit of this approach.

System Architecture. The system framework of the wireless indoor monitor-
ing system is shown in Fig. 3. This system framework consists of three units:
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Sensor Nodes[5]: Each sensor node consists of a carbon dioxide sensor and
radio module. Multiples of these nodes are put together to form a wireless sensor
network. The data generated in the sensors is passed to the radio module for
formatting and transmitting towards to destination.

Relay Nodes: A wireless ad-hoc network that is responsible for forwarding any
received packet toward the destination by following an opportunistic routing
protocol and cognitive networking techniques [4]. This network supports dynamic
join/leave of sensor and relay nodes.

Control Room: The destination of sensor data where data aggregation and
network maintenance take place.

MonArch is a monitoring and analytics system in the SAVI Testbed. The
indoor monitoring system takes care of the wireless sensor network and MonArch
is responsible for collection, storing and analyzing monitoring data.

Deployment on SAVI vCPE. To deploy the indoor monitoring system on
the vCPE, we connect the destination node of the wireless sensor network to
the vCPE machine. Then we run the control room software and the MonArch
Super Agent in the vCPE so that data are aggregated and sent to the Smart
Edge node for storage.

One of the features of the vCPE is to provide uninterrupted service even
when there is a network disruption between itself and data centers. This feature
is provided for this use case as well. To achieve uninterrupted service, an Apache
Kafka [1] instance is deployed locally on the vCPE. Sensor data are collected by
the MonArch Super agent and submitted to the local Kafka instance. Then on the
Smart Edge size, the sensor data are aggregated into the top level Kafka which
is part of the MonArch system. In this case, when there is a network disruption
between the vCPE and the Smart Edge, data are still collected and sent to
the local Kafka instance. When the network recovers, the queued monitoring
data will be sent to the Smart Edge and aggregated to the top level Kafka.
As a result, there will no data lost. If the monitoring data stored in the Smart
Edge are continuously visualized in a GUI, the sensor data generated during the
networking disconnection period will be shown when the connection restores.

4 Conclusion

In this paper, we discussed about the three-tiered architecture of the SAVI Test-
bed and how vCPE is design and implemented as the third tier in the architec-
ture. The features of vCPE is demonstrated through the smart room monitoring
use case. In summary, vCPE in the SAVI Testbed can provide cloud management
and functionalities to the customer premise to enable new types of applications.
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Abstract. This paper presents CVST, an open scalable platform for
smart transportation application development. CVST resources can be
elastically scaled up/down, or scaled out to robustly adjust to the vary-
ing demands on CVST portal. CVST provides APIs to access all live
and historical transportation data as well as analytics and algorithmic
engines that are provisioned within the platform. Third party applica-
tion developers and researchers can create their own space in the CVST
cloud environment and build their applications.

Keywords: Transportation · ITS · Smart applications · Connected
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1 Introduction

Connected Vehicles and Smart Transportation (CVST) project [1] is a Canadian
Government-University-Industry partnership to build a flexible and open plat-
form in support of smart transportation applications. CVST platform consists
of four major components:

– Resource Management Platform: Integrates advanced wireless and sensor
communications with mobile computing techniques in a cloud-based environ-
ment. The required resources for smart transportation applications are cre-
ated and managed in this layer which is supported by another major research
initiative (SAVI) in Canada led by University of Toronto [2].

– Data Dissemination Platform: Collects transportation data streams from
a diverse set of sources / sensors including road camera, loop detectors, mobile
traffic sensors, social media sources, public transit, and other private data.
Using underlying resources, the CVST data management platform can scale
to accommodate new data sources seamlessly. The CVST data management
platform anonymizes the data (if required), unifies the format of different data
types, cleanses the data and publishes it on a frontend portal.

– Analytics (Business Intelligence) Platform: Offers a wide range of statis-
tics and business intelligence (knowledge) by exploiting advanced data mining
methods on real-time and historical transportation data.

– Application Platform: Enables development of third party applications by
offering access to raw and processed data in the CVST platform along with
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access to other installed applications / algorithms. The following list identi-
fies a subset of applications that can be developed on the CVST platform:
real-time dashboards, real-time monitoring of traffic patterns and demand,
optimization of traffic flows in a region, personal route assistance, short-term
and long-term modeling of mobility patterns in a region, automatic traffic
signal control.

The focus of this paper is on second and third layers of the CVST Platform,
i.e. the data dissemination layer and the analytics block. In the reminder of this
paper we discuss general architecture of the CVST platform and its constituting
blocks, with a focus on data ingestion, dissemination and analytics.

2 CVST Platform Architecture

Figure 1 denotes the major building blocks of the CVST platform including data
ingestion through collectors, data dissemination layer, analytics and algorithmic
engines,application programming interfaces (APIs), and end-user portal.

Fig. 1. High-level diagram of CVST platform including data collectors, data dissemina-
tion block, analytics engines, application programming interfaces, simulation engines,
front-end portal, and database.

2.1 Data Ingestion and Data Collectors

The CVST platform collects a rich set of data from a variety of transportation
data sources including but not limited to highway traffic sensors, road cameras,
road incidents, road closures, twitter traffic reports,public transportation (bus
location information, bike station data), border delay time, and loop detector
per lane data.
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2.2 Data Dissemination Layer

This layer is at the heart of all data communication processes within the CVST
platform. Figure 2 shows different blocks of the data dissemination layer.

Fig. 2. Components of “Data Dissemination” layer in CVST platform

CVST data dissemination layer requires content distribution as well as event
notification and processing support. Content Centric Networking (CCN) [3],
built around named data, is a clean-slate network architecture for supporting
future applications; however, due to its focus on content distribution, CCN does
not inherently support Publish-Subscribe based event notification, which is a
critical requirement for CVST platform. While semantics of content distribution
and event notification require different support systems from the underlying
network infrastructure, content distribution and event notification can still be
united by leveraging similarities in the routing infrastructure. CVST uses an
extended-CCN architecture which realizes this goal by providing a lightweight
content based pub-sub service at the network layer. This lightweight pub-sub
module provides advanced publish-subscribe services at higher layers. Light-
weight content based pub-sub and CCN communication at network layer along
with advanced publish-subscribe together are presented as data collection and
dissemination fabric in CVST platform.

Storing data in the data dissemination layer follows a publish-subscribe par-
adigm. The Central database of CVST platform is in fact a subscriber within
the pub-sub block that subscribes to all new data update events for all existing
data types supported by CVST platform. This way all data entering to CVST
platform will be recorded for future analysis.

For privacy-sensitive data types the CVST platform uses an anonymization
service and the published data for subscriber is in fact this anonymized data.
Data anonymization service should be able to anonymize different types of data
including camera feeds and mobile records each of which has different require-
ments; therefore, anonymization service requires separate algorithms per specific
data type.
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The CVST data dissemination layer also performs data validation checks on
input data before being published, the data will be checked for integrity and
missing data parts, in case on observing anomalies, the system tries to cleanse
the data and then it will publish in on data dissemination platform.

2.3 Algorithmic and Analytic Engines

The published data in CVST data dissemination layer, gets delivered by appro-
priate subscription to the analytics layer where a number of different instances
of Hadoop and Spark clusters are installed. Hadoop clusters are used primarily
for batch processing of complex analytics tasks that do not need to be per-
formed fast. In contrast Spark is used for fast in memory-processing. Figure 3
shows building blocks of an Spark cluster that is used within CVST platform to
analyze bus location data within GTA (Greater Toronto Area).

Fig. 3. High-level diagram of Spark Cluster within CVST platform for in-, memory
analytics.

The “Spark Streaming” block of the spark cluster retrieves live CVST data
by subscribing to the target published data and / or through APIs, while “Spark-
SQL” queries historical data from CVST data warehouse. The data will be deliv-
ered to “MLLib”, a library of different algorithms for data mining and machine
learning, the data will be processed then and the results will be delivered to the
front-end portal after being visualized by another integrated library for graph
visualization (GraphX).

Algorithms - Twitter Data. The CVST platform uses a number of data min-
ing algorithms for different purposes on various CVST data. For instance, some
data types require pre-processing in order to be admitted to the data dissemina-
tion layer of the CVST platform; therefore, admission control algorithms have
been developed for the CVST portal. One prime example of data types requiring
admission control is Twitter data.

Incidents are among the most important causes of traffic jam in large cities;
therefore, it is required to have accurate incident reports. CVST looks for Twitter
traffic data that is published related to GTA road incidents. There are many
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Fig. 4. Sample Twitter traffic report (incident)

unreliable tweets related to incidents in GTA, in the CVST platform a credit-
based evolutionary algorithm is developed to learn trustworthy sources of data.
Using this credit-based algorithm the CVST portal identifies some important
trustable data sources for traffic reports throughout GTA and visualizes their
data on CVST portal.

Figure 4 shows a sample Twitter report extracted from the CVST historical
data. As one can observe, there are a number of independent twitter sources
that have reported the same incident including “680News Traffic” (680News is
a radio station in GTA), “Live Ontario Traffic”, and “Ontario Roads”. As Fig. 4
shows, the tweets have reported the starting time of the incident as well as the
termination time.

Video Analytics. Currently, in the Greater Toronto Area, digital cameras are
used to monitor the traffic; however, they require live human operator supervi-
sion. CVST platform proposes a module to use digital video streams from traffic
cameras across GTA to extract traffic information and to use this information
to predict future conditions. Traffic information include, mean speed of vehicles,
traffic density and traffic flow information in numerical terms.

The video analytics engine of CVST platform (Fig. 5 has two main blocks,
extraction of traffic information from video stream and prediction of future traffic
conditions. There are several alternative approaches to extract information from
video streams for traffic surveillance. Currently, CVST video analytics module
makes use of Haar Cascade Classifiers within OpenCV project [4] to detect
vehicles, and takes advantage of particle filters to track the vehicle through
subsequent frames. In order to extract useful traffic information from the video
feeds, algorithm parameters need to be calibrated appropriately depending on
the camera position. Only after these steps have been completed, we can calculate
traffic flow parameters.
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Fig. 5. Video and image analytics within CVST platform

Another block of video analytics module is short-term traffic prediction.
There are different approaches to estimate road traffic given the view of the
road, in this research we used a machine learning method, where the forecasting
module uses a set of highway traffic data (extracted form existing loop detectors
along GTA highways) as training dataset and combined with the information
extracted from video feeds provides short-term traffic prediction on roads with
video feeds.

Other Analytics. The analytics modules explained are examples of different
analytics blocks that are developed in CVST platform. Other analytics compo-
nents of the platform could be directly explored via the portal [1]. For example,
there is a comprehensive set of detailed reports that can be generated about
buses and bike stations within GTA, a user can configure the desired report,
such as bus frequency or average travel time for a specific route and particu-
lar time frame, using CVST portal and the portal will visualize the requested
report.

2.4 Application Programming Interfaces

A major promise of CVST project is to offer an open platform to encourage
smart transportation applications. As the first step towards realizing an open
smart platform CVST offers APIs for all data types maintained within the plat-
form as well as remote procedure calls to the algorithms and analytics functions
created in the platform for various transportation purposes. In addition to the
typical pull-based APIs (REST), the CVST platform offers a push-based API
using subscription feature of data dissemination layer. To elaborate, consider a
subscriber who is interested in incidents that are taking place in a specific high-
way between two pre-determined intersections. The pub-sub system will check
the publishers data and if it finds a match for this subscription it will forward
the data to the user who has subscribed. This means that when the data is ready,
it will be pushed to the end user.
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2.5 CVST Portal

The CVST portal [1] is the front-end of the CVST platform, where all visualiza-
tion takes place. Real-time view of all collected transportation data is illustrated
in the portal and users can get access to them. Users can also browse through
the historical data for all collected data. A set of analytics reports can also be
generated using the portal front-end, and some short-term trends of data types
can be observed by selecting the target data. One example of such embedded
trending graphs is shown in Fig. 6.

Fig. 6. CVST Portal - embedded trended history of highway traffic data

3 Conclusion

This paper presented a summary of the CVST platform which is an effort to cre-
ate an open, scalable and flexible platform to create smart transportation appli-
cations. CVST offers a wide range of transportation data along with associated
analytics, as well as open API-based access to the CVST data and algorithms.
Moreover, the CVST platform offers developer accounts for researchers who are
willing to contribute their algorithms to the CVST platform. Current focus of
CVST platform is to extend the capabilities of the publish-subscribe block and
to offer customized subscription for end users through mobile phones.
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Abstract. 5G is envisioned to support unprecedented diverse applica-
tions and services with extremely heterogeneous performance require-
ments, i.e., mission critical IoT communication, massive machine-type
communication and Gigabit mobile connectivity. This imposes enormous
challenges to fulfil the key performance requirements, in particular, mis-
sion critical IoT communication, which calls for a dramatic paradigm
change in 5G. This paper presents vision and challenges of mission crit-
ical IoT scenarios and the enabling technologies in 5G. Several research
opportunities are given as example for inspiration purpose.
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1 Vision and Challenges of Mission Critical IoT

Internet of Things (IoT) represents a vision in which the Internet as an open
global platform will extend into the physical realm by embedding sensors and
actuators into physical objects such as appliances, machines, medical devices,
and vehicles and letting them communicate, compute and coordinate. IoT is able
to provide machines, people and business real-time access the state of things and
control, which has a great potential to enable a wide range of innovative applica-
tions and services [1,2]. Cisco estimated in 2011 that the number of smart objects
will rise to 50 billion by 2020 [3] and increased that number up to 500 billion
devices [4] in 2014. McKinsey report [5] shows that the IoT has the potential to
create economic impact of $2.7–$6.2 trillion annually by 2025.

Despite the fact that IoT has an enormous potential to bring innovations to
new business and our daily life, IoT is facing a long list of unsolved technical
challenges related to heterogeneous devices, limited spectrum, hardware minia-
turization, energy harvesting, privacy and security, etc. [1]. One of the most
crucial challenges is the communication for mission critical applications. Here
the meaning of mission critical is not limited to the conventional definition of
“risk to life” but also covering the risks to interrupt public services, disturb
public order, jeopardize enterprise operation and cause significant loss in busi-
ness and assets. The typical mission critical IoT use cases, just to name a few,
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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include the communication between vehicle and the transportation infrastruc-
ture and the cooperation among vehicles in smart transportation, remote surgery
in healthcare, robotics cooperation or remotely maneuver in public safety agent
or industrial process automation and control, and many others.

To enable mission critical IoT applications it requires an extra care in the
design from hardware of smart objects, software, cyber physical system (CPS),
to communication infrastructure and network architecture. However, the state-
of-the-art IoT solutions evolved from the traditional embedded wireless sensor
and actuator networks and M2M communication in LTE, fall far short of the
stringent requirements for mission critical applications. This paper will focus on
how to provide mission critical communication with ultra-low latency, ultra-high
reliability, and security to smart objects and CPSs in 5G by leveraging a number
of key enabling technologies in the air interface and network architecture.

2 Classification of IoT

IoT has a wide range of applications and use cases, with heterogeneous com-
munication performance requirements. There exists different ways to categorize
IoT applications. It can be basically classified as monitoring-based and control-
oriented or mission-critical and non-mission-critical which are differentiated in
the requirements on reliability, availability and end-to-end latency. Figure 1 illus-
trates the basic performance requirements of the different categories in terms of
latency, reliability and availability.

Fig. 1. The matrix of IoT classification and the performance requirements.

The primary purpose of monitoring-based IoT applications is to periodically
collect sensor data of the smart objects and transmit it, often in small packets, to
the cloud. For example, goods periodically report its location and other context
data, e.g., vibration and temperature, to the cloud for object tracking or a wind-
mill periodically reports the velocity of wind and power generation to the cloud
for electricity generation prediction. Such applications mainly focus on collect-
ing sensor data via smart objects and providing remote monitoring and various
big data analytics services. The sensor data can also occasionally trigger certain
actuators, for instance, when the power usage of a household reported by a smart
meter exceeds the peak power limit, the demand response server will schedule
the smart appliances through home energy management gateway, or when the
ECG sensor data shows a symptom of heart attack or severe mental stress, it
can trigger the smartphone to call for caregiver or launch a stress interven-
tion. The majority of monitoring-based IoT applications are not mission-critical
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and the main challenge regarding communication in 5G is to provide massive
machine-type communication (MTC), even up to 107 links/km2, with ultra-low
energy consumption, long life time and low signalling overhead.

The primary objective of control-oriented IoT applications is to steer and con-
trol remotely, which uses the sensor data to control the actuators in real-time.
Taking driverless car as an example, it captures sensor data, e.g., text/images of
the road signs and communicates with the cars in its proximity, to control the
steering wheel, adapt the speed and avoid collisions. Industrial robot is another
good case in point and is remotely maneuvered in hazardous environment for
industrial process automation and control. The control-oriented IoT applications
rely on mission critical communication (also referred to mission-critical machine-
type communications). Depending on the concrete application, the performance
requirements in terms of latency, reliability, and availability can vary. For exam-
ple, in the driverless car scenario, round-trip latency is one of the crucial metrics
to avoid collisions, which depends on the relative speed between vehicles and a
vehicle to the obstacles. A simple calculation can show that for a vehicle with
120 km/h, 1 ms round-trip latency corresponds to 3 cm between a vehicle and
a static obstacle or 6 cm between two moving vehicles. Reliability of 99.9999 %
shall be guaranteed to ensure maximum 31.5 s downtime per year.

2.1 Mission Critical IoT and Tactile Internet

The Tactile Internet coined by Professor Fettweis can enable precise haptic inter-
action not only machine-to-machine but also human-to-machine relying on 1 ms
round-trip latency combining with high availability, reliability and security [6].
The Tactile Internet covers the application fields of health care, traffic, edu-
cation, robotics, manufacturing, sports, games, etc. The common character of
the Tactile Internet is to steer and/or control of a physical or virtual object
remotely using tactile input and also audio and/or visual feedback with imper-
ceptible latency [6]. The scope of the Tactile Internet is partially overlapped with
mission critical IoT, in particularly, in the fields of traffic, robotics, manufactur-
ing, health care, and utility. The Tactile Internet and mission critical IoT share
similar requirements in terms of communication. However, the Tactile Internet
can be additionally applied in virtual reality and augmented reality for train-
ing physical movements for sports or training operating machines for education
purpose. The reliability and security requirements in education and sports appli-
cation fields are not as stringent as the ones in other fields, i.e., they are not
mission critical according to the definition in Sect. 1. For some mission critical
monitoring based IoT applications, the end-to-end latency constraint is not as
low as 1 ms but reliability and availability are more crucial, for example, the
applications of catastrophe monitoring of tsunamis and earthquake. The rela-
tion between mission critical communication for IoT and the Tactile Internet is
illustrated in Fig. 2. It is clear that to tackle the challenges of mission critical
communication in 5G will benefit mission critical IoT applications as well as
Tactile Internet applications.
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Fig. 2. Mission-critical communication for IoT and Tactile Internet.

3 Mission Critical IoT Communications in 5G

Mission critical IoT communication is one of the main goals in 5G. A num-
ber of initiatives in the industrial and academic communities and standard-
ization bodies are working on this. For example, EU project METIS [8] and
5GNOW [9] aim to lay the foundation of 5G on ultra-reliable communication
to enable mission-critical M2M applications. The Alcatel-Lucent collaboration
with 5G Lab Germany at TU Dresden will initially focus on leveraging multiple
device-to-radio connections to enhance reliability for mission-critical communi-
cation. The researchers in the leading companies, Ericsson Research, Huawei
research institutions, Intel Strategic Research Alliance, etc. have been active in
investigating the feasibility requirements and have proposed enabling solutions
for mission-critical communication in 5G.

3.1 Possible Enabling Technologies

The key performance requirements of mission critical IoT communication have
an important impact on the design choices of each component in the communi-
cation link and the optimization across the entire protocol stack. Taking 1 ms
end-to-end latency as an example, the latency at different components can be
distributed as follows: about 300 µs for processing on the devices including the
sensors at the transmitter and the actuators at the receiver, 100 µs for air inter-
face in one way, 500 µs for network processing including the base station and con-
trol/steer server [7]. It is intuitive to resort to the methods such as shortening the
frame size, using instant-access resource allocation to avoid the medium-access
latency, and moving the network processing function to the edge of the network
closer to the devices. For example, to fulfil 100 µs air interface, the transmis-
sion time interval (TTI) has to be shortened to 100 µs maximum as TTI is the
inherent lower bound of the PHY latency. And an enormous processing and stor-
age capacity will be accumulated in the proximity of the smart objects through
virtualized network functions and fog/edge computing. In the following, we will
briefly present the enabling technologies in software-defined air interface and
network architecture.

Air Interface. 5G needs to design a new air interface not only to deal with
heterogeneous traffic types, e.g., massive sporadic machine-type traffic, real-time
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mobile traffic, but also to achieve ultra-low latency and ultra-reliable mission
critical communication. To address the requirements and challenges, several
designs of 5G air interface have been proposed. 5GNOW [10] has proposed to use
non-orthogonal asynchronous waveforms in the new physical layer to replace the
synchronism and orthogonality in OFDM. Among the superior waveform alter-
natives, e.g., universal filtered multi-carrier (UFMC), filtered bank multi-carrier
(FBMC), filtered-OFDM (F-OFDM), and generalized frequency-division multi-
plexing (GFDM), in particular, GFDM could be an enabler for ultra-low latency
due to its flexibilty and block structure. A GFDM frame can be designed to ful-
fil 100 µs time constraint together with a flexible capability of non-continuous
subcarrier allocation or non-proportional subcarrier spacing to improve through-
put [10]. Moreover, the GFDM block structure has an advantage in using special
sequences with impulse self-correlation properties as preamble of the GFDM
frame to efficiently initiate communication procedure, which can enable fast
detection of a new communication process in random access. A software defined
air interface has been proposed in [11] to offer flexibility to diverse application
scenarios. Among the building blocks of the new air interface, sparse code mul-
tiple access (SCMA) has been adopted as another waveform in the air interface.
SCMA is not only able to tolerate overloaded signal superposition1, which is
favorable for massive connectivity; but also an enabler for grant-free multiple
access using blind detection technique [12,13]. Grant-free multiple access effec-
tively eliminates the signaling and latency in the request-grant dynamic schedul-
ing schemes. Additionally, other technologies like massive MIMO increasing
network capacity and coverage, and advanced error control coding, promise ben-
efits contributing to realize carrier grade reliability and improve availability.

Network Architecture. The extremely diverse and heterogeneous (even vir-
tual contradictory) use cases requires 5G to offer a wide range of connectivity,
which urges a dramatic change in network architecture as well. Moreover, dif-
ferent mission critical IoT use cases have differentiated requirements for con-
nectivity in terms of latency, reliability and others. One of the keys to address
these challenges is to enable higher-degree flexibility in the network by the con-
cept of network slices. Each slice can be customized to match requirements of
specific use case to optimize the network resource utilization. Network slides
leverage the software-defined networking (SDN), network function virtualiza-
tion (NFV) and cloud technologies to provide an abstraction of the physical
network infrastructure realizing network-wide programmability and separate
hardware from software making the network functions independent from a spe-
cific location and node. For instance, a “plastic” architecture for 5G based on
the advances of SDN is proposed in [14], consisting of three levels of control, i.e.,
device, edge and orchestration controllers. The network functions can be imple-
mented “centralized” or “distributed at the edge” depending on the performance
requirements of the supported services, and the logical network elements can be
dynamically instantiated in the cloud infrastructure. This architecture promises
1 The number of multiplexed users is more than the length of the multiplexed code-
words, i.e., the number of orthogonal resources.
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to significantly reduce the latency by exploiting SDN to implement the network
functions in an optimal location and eliminating the forwarding path latency
with pro-active configuration [14]. The device and edge controllers might be fea-
sible to implement the concept of “Neural Bearer” from [16] beyond the state-
of-art D2D and MANET, which is envisioned to enable several carrier grade
communications simultaneously through different radio interfaces with multiple
transceivers.

A similar promising enabling technology, fog/edge computing, is a highly
virtualized platform at the edge of the network, providing compute, storage
and networking services between smart objects and traditional cloud comput-
ing data center with salient characteristics of low latency, location awareness,
wide-spread geographical distribution, and support for mobility, real-time inter-
action and many others [15]. Fog/edge computing integrated with SDN and NFV
can significantly reduce the latency in network processing to meet the objective
of 500 µs limit. Additionally, distributed intelligence in fog/edge network will
provide multiple connections increasing diversity whilst NFV will facilitate the
resource coordination among multi-RAT (radio access technology) thanks to its
fast instantiation of network functions capability, thereby; ultra-reliable, always
available and dependable connectivity can be realized.

4 Research Opportunities and Conclusion

It is an exciting era to witness the rapid development of IoT and the converging
visions of 5G. It is clear that to address the challenges in 5G, especially, mission
critical IoT communication, it calls for a complete design paradigm change.
Here we have no intention to give a complete list of research opportunities in
this regards, but merely briefly present several examples.

To further enhance reliability, advanced error control coding scheme can be
applied, e.g., polar codes concatenated with cyclic redundancy codes is promis-
ing to outperform turbo or LDPC codes according to the simulation results in
the literature. It is particularly interesting to find a simple encoder and faster
decoding algorithm for polar codes with short block size, which is necessary to
minimize the end-to-end latency. Retransmission scheme might not be a viable
solution for carrier grade reliability, additionally due to the latency constraints.

To fully leverage the benefits of fog/edge computing, a better integration
of SDN and NFV with fog/edge networking should be studied considering the
dynamic nature of the components of the fog. Especially the combination of SDN
and NFV is leading to a fusion of transport and storage.

Additionally, network coding (NC) probably is an efficient technique to tackle
or ease the challenges of data storage and networking in fog network and improve
the processing speed, by reducing the impact due to the dependency of computa-
tion performance and data locality. It is viable to combine NC with multi-RATs
to ensure faster and reliable data delivery over multiple connections simultane-
ously and avoid the complicate RATs selection problem. NC encoded packets
can enhance the security and reliability in distributed storage in fog computing.
NC is going well together with SDN and NFV concepts and relies only on one
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code for storage and transportation. Furthermore NC can decrease latency using
new mechanisms like sliding window and re-coding [17].

It is also worth investigating ultra-lean methods for graceful degradation, e.g.,
joint source-channel coding and partial packet recovery, to improve reliability
and availability. Joint optimization of sampling at a device with transmission
scheme leveraging the sensor data model could be a feasible approach to shorten
the device processing latency whilst enhance reliability and availability.
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Abstract. This paper focuses on the role played by in-band full-duplex
in asynchronous random access networks. With an eye on 5G, we tackle
a scenario characterised by a large population of uncoordinated users
exchanging sporadic traffic in the form of short data packets. In this con-
text, we introduce an analytical framework based on stochastic geometry
that captures the tradeoffs induced by the presence of some full-duplex
links. Via closed-form expressions, we study the behaviour of the sys-
tem as a function of the packet length, and derive the optimal fraction
of full-duplex communications that shall be performed to maximise the
network throughput. The role of imperfect self-interference cancellation
is accurately accounted for, drawing interesting insights on the benefits,
the design tradeoffs and the challenges to be solved when applying full
duplex to machine type communications.

Keywords: Full-Duplex · Stochastic geometry · Aloha · M2M commu-
nications

1 Introduction

Machine type communications (MTC) have earned a central role in the design
of the 5G paradigm, thanks to the flourishing sprout of applications that see a
massive number of terminals exchange information in a sporadic fashion. From
this standpoint, the traditional quest to provide higher data rates to connections
in a centralised system has been flanked by the need to optimise throughput at
a network level for short packet transfers among uncoordinated terminals. While
the issue has partially been tackled by advanced random access schemes [1], the
support of ever growing populations of users calls for further improvements in
spectrum utilisation.

Along this perspective, in-band full-duplex communications are emerging as
an interesting solution. Following this approach, terminals can send and receive
at the same time over the same frequency band, potentially doubling the capac-
ity of a link. The key challenge to enable such operations is clearly represented
by the need for a node to cancel the self-interference it generates when transmit-
ting, which is several order of magnitudes larger than the power of any useful
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
V. Atanasovski, L.-G. Alberto (Eds.): Fabulous 2015, LNICST 159, pp. 42–50, 2015.
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signal coming from surrounding terminals. Relevant advances have been made
recently in this direction, and several works have proven the feasibility of full-
duplex connections with relatively simple hardware and software defined radios,
complemented by the design of MAC protocols for ad hoc networks, see, e.g.,
[2,3] and references therein. Nevertheless, the potential of this paradigm from
a network-wide perspective is not yet fully understood. A first relevant step
in this direction was taken in [4], where stochastic geometry tools were used
to analyse slotted random access. This contribution highlighted the key tradeoff
that characterises full-duplex systems, where the increase in spatial reuse enabled
by simultaneous bidirectional communications is beset by the additional inter-
ference generated by concurrent transmissions, and showed how the capacity
doubling achievable at a single link does not scale in larger topologies. Starting
from this ground, recent studies have proposed the application of full-duplex to
5G MTC [5], focusing on the impact of some bidirectional device-to-device links
in a cellular scenario.

On the other hand, the fundamental question of whether full-duplex can
represent a valid game-changer for the performance of large-scale MTC networks
still remains open. In this paper we tackle the issue focusing on a more complex
yet realistic scenario in which nodes lack any form of coordination. This maps
not only to a random access to the shared medium, but also to completely
asynchronous transmissions, bringing the additional challenge of a time-varying
interference. By means of a stochastic geometry framework, we derive closed
form expressions that clarify the role of packet length on the effectiveness of
full-duplex, and that capture the optimal fraction of transmissions that shall
operate in bidirectional mode. Moreover, the impact of imperfect self-interference
cancellation is discussed, deriving interesting design hints that offer a deeper
understanding of the applicability of the paradigm to MTC as well as pointing
out the key challenges to be addressed.

2 System Model and Preliminaries

For our analysis we will focus on an infinite population of users spread over the
plane, that share a common medium in an uncoordinated fashion to exchange
data packets. The communication parameters, common to all terminals, are set
so that every transmission lasts D seconds. The network is organised in node
pairs or clusters, and each user only establishing one-hop links with its com-
panion, located at distance r. Clusters can be operated either in half-duplex or
full-duplex mode. In the former case, one terminal transmits packets according
to the underlying medium access strategy, while the other simply acts as receiver
and does not generate traffic. As to the latter mode, instead, both nodes access
the channel simultaneously, leveraging full-duplex capabilities to send and receive
data at the same time. In order to cover a broad range of network configura-
tions, we assume that a fraction q of clusters resort to full-duplex operations,
whereas the remaining perform half-duplex access. Medium contention is per-
formed asynchronously via random access, following a simple unslotted Aloha
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protocol. No feedback nor specific retransmission policies are considered. Instead,
we assume users to always have traffic for their intended destination, so that a
(possibly bidirectional) packet exchange within a pair is established following
random backoff periods.

In order to capture analytically the behaviour of the system, we model trans-
missions in the network via a homogeneous time-space Poisson point process
(PPP) Ψ = {xi, Ti} of intensity λ. Following this approach, the number of links
(both half- and full-duplex) established in a region of area A over T seconds is
described as a Poisson r.v., with parameter λAT . Within the considered PPP, xi

represents the position of the transmitter for half-duplex clusters, or the position
of one of the nodes for full-duplex pairs. In the latter case, the companion node
is located at xi +wi, where wi is randomly and independently distributed over
a circle of radius r centered at xi. On the other hand, Ti identifies the start time
of the transmission performed by the cluster. The hybrid nature of links in the
network is accounted for by having each pair independently decide whether to
establish a half- or a full-duplex connection with probability 1− q and q, respec-
tively. By virtue of the properties of thinning for PPPs, the original process can
then be written as Ψ = Ψhd ∪Ψfd, where Ψhd and Ψfd are two independent space-
time PPPs of intensity (1 − q)λ and qλ. From this standpoint, it is relevant to
stress that we do not focus on a spatial process describing the distribution of
nodes and track the evolution of their medium access over time, e.g., by means
of a renewal process. Conversely, Ψ jointly captures position and transmission
time of a cluster, modelling the network as a population of node pairs that are
born at a random time and a random location and occupy the channel for a
predefined time D before disappearing. This approach embeds some aspects of
the medium access strategy, e.g., the backoff distribution, resorting to the sole
parameter λ, yet will yield a compact mathematical formulation capable of iden-
tifying some key tradeoffs and has been shown to offer a very accurate estimation
of the performance of unslotted systems [6]. Moreover, from a practical angle not
only can the space-time process under consideration easily be mapped to mobile
topologies, but also to the MTC-relevant scenario of very large populations of
terminals generating sporadic traffic.

Wireless links are affected by path loss with exponent α > 2 and Rayleigh
fading, so that the incoming power at location y for a packet originated at
x is given by P L(x,y)ζ, where P is the transmission power common to all
users, L(x,y) = k‖x− y‖−α, k is a constant accounting for propagation factors
set to one in the following, and ζ is an exponential random variable with unit
mean and pdf fζ(a) = e−a, a ≥ 0. Given the interference-limited nature of
the networks under consideration, we disregard thermal noise and evaluate the
performance of the system based on the signal-to-interference ratio (SIR). From
this standpoint, the asynchronous medium access of interest leads to a time-
varying interference I(t) even within the duration of a packet. In an effort to
account for this aspect while preserving the mathematical tractability of the
problem, we model decoding of a data unit at a receiver considering the average
interference it experiences, defined as:
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Ī =
1
D

∫ Ti+D

Ti

I(t)dt (1)

By virtue of the homogeneity of the PPP under consideration, we can compute
without loss of generality I(t) for a node located at the origin of the plane.
To this aim, let Ψ

(a)
hd (t) = {(xj , Tj) ∈ Ψhd | t ∈ [Tj , Tj + D]} and Ψ

(a)
fd (t) =

{(xj , Tj) ∈ Ψfd | t ∈ [Tj , Tj + D]} be the half- and full-duplex clusters active at
time t. Then, simplifying the notation via the auxiliary variables �j = L(xj ,0)
and �′

j = L(xj + wj ,0), the interference contribution perceived at the receiver
from the two sets can be written respectively in the form

Ihd(t) =
∑

(xj ,Tj)∈Ψ
(a)
hd (t)

P�jζj , Ifd(t) =
∑

(xj ,Tj)∈Ψ
(a)
fd (t)

P
(
�jζj + �′

jζ
′
j

)
(2)

where I(t) = Ihd(t) + Ifd(t) and all the fading coefficients are statistically
independent. We then define the average signal to interference ratio experi-
enced at a half- and a full-duplex receiver as SIRhd = PL(r)ζ/Ī, and SIRfd =
PL(r)ζ/(Ī + S), where, with a slight abuse of notation, L(r) = r−α is the path
loss for a link of distance r and S represents the remaining self-interference
contribution that hampers reception at a transmitting terminal. Buttressed by
experimental results [3], we assume a linear dependence of S to the emitted
power, i.e., S = P (1 − η). This hypothesis leads to an average SIR which is
independent of P , helping to identify broadly applicable tradeoffs. Accordingly,
in the remainder of our discussion we will refer to the case of unit transmission
power without loss of generality.

A threshold model is assumed for decoding, with a packet being retrieved as
soon as the average SIR experienced at its receiver is above θ. In the case of a half-
duplex link, letting Ihd and Ifd be the average of the quantities (2) as per (1),
the success probability can be expressed as p

(hd)
s = Pr

{
ζ ≥ θ(Ihd + Ifd)/L(r)

}
,

which eventually leads to

p(hd)
s = E

[
e− θ

L(r) Ihd

]
E

[
e− θ

L(r) Ifd

]
= LIhd

(
θ/L(r)

)
· LIfd

(
θ/L(r)

)
. (3)

Here, the first equality starts from the exponential distribution of ζ and leverages
the law of total probability over the two independent processes Ψhd and Ψfd gen-
erating the interference contributions. In turn, the second step simply employs
the definition of Laplace transform of a random variable x, Lx(s) � E[e−s x].
Following a similar approach, it is straightforward to also derive the success
probability for a full-duplex link as p

(fd)
s = β · p

(hd)
s , where β = e−(1−η)θ/L(r)

accounts for imperfect self-interference cancellation.
In order to complement our analysis, the performance of the system is also

evaluated in terms of the throughput density τ , defined as the average number
of information bits per second successfully exchanged in the network per unit
area. Assuming a common information bitrate of R bit/s, a successful packet
contributes with RD bits to the throughput, leading to

τ = λDR
[
(1 − q)p(hd)

s + 2q p(fd)
s

]
, (4)
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where the first addend accounts for the fraction of half-duplex clusters delivering
at most one data unit, while simple combinatorial calculations lead to the second
addend, reporting the average number of packets exchanged within an active
full-duplex pair.

3 Performance of Asynchronous Full-Duplex Networks

The framework introduced in Sect. 2 highlighted how the system performance
can be characterised as soon as the Laplace transforms of the average interfer-
ence generated at a receiver by half- and full-duplex links are evaluated. An
elegant calculation of the former was derived in [6]. Due to space constraints,
we refer the interested reader to the original work of Blaszczyszyn et al. for the
details. Instead, we only report here a slightly modified version of their outcome,
obtained via simple mathematical manipulations which lead to

LIhd

(
θ/L(r)

)
= exp

(
− 4λ(1 − q)D Ωhd

)
, (5)

where

Ωhd =
π

2
θ2/α r2Γ

(
1 +

2
α

)
Γ

(
1 − 2

α

)
α

α + 2
(6)

and Γ (x) =
∫ ∞
0

xt−1e−x dt is the complete Gamma function. The result in (5)
is particularly insightful, as it isolates the role of two key performance drivers.
On the one hand, an exponential dependence of the success probability on the
duration D of the active links is prompted, stressing the intrinsic weakness of
longer transmissions to interference. On the other hand, the factor Ωhd sum-
marises the impact of system parameters as r, θ and α, embedding the structure
of the interference generated by half-duplex clusters.

Let us now focus instead on the contribution of full-duplex pairs. As a pre-
liminary step it is useful to reshape (1), leveraging the indicator function 1(·) to
express Ifd through a summation over the whole Ψfd as

Ifd =
∑

(xi,Ti)∈Ψfd

(�i ζi + �′
i ζ ′

i)
∫ D

0

1(Ti ≤ t ≤ Ti + D)
D

dt. (7)

Simple calculations allow to evaluate the integral in (7) as (D−|Ti|)+/D � f(Ti),
with a+ = max{a, 0}, a ∈ R. Taking the lead from this result, we can then
elaborate on the Laplace transform LIfd

(s), s ∈ R:
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(8)
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Here, equality (a) follows from taking the expectation over the fading coef-
ficients and relying on their independence, while the second step first averages
over the spatial distribution of the companion node of xi (generically expressed
as g(w) over R

2) and then resorts to Campbell’s theorem for the homogeneous
PPP Ψfd of intensity λq. The general expression in (8) can be specified for the
case of interest, taking advantage of the simple structure of f(T ) to carry out
the integration over time and recalling that wi is uniformly distributed over a
circle of radius r centred at xi. Simple yet tedious calculations eventually lead
to the sought result for the Laplace transform of the interference contribution
of full-duplex clusters:

LIfd

(
θ/L(r)

)
= exp

(
− 4λq D Ωfd

)
, (9)

where we define the ancillary function

Ωfd =

∫ ∞

0

u

⎛
⎜⎝π −

∫
π

0

ln
(

1+θrαu−α

1+θrα(u2+r2+2ru cosϕ)− α
2

)

θrα
(
u−α − (u2 + r2 + 2ru cos ϕ)− α

2

)dϕ

⎞
⎟⎠ du. (10)

The presented result is remarkable, as we can once more isolate the effect of the
key design parameters q and D from the factor Ωfd. The latter, in turn, is not
affected by the fraction of full-duplex clusters in the network nor by the duration
of the transmissions, but rather only characterises the interference contribution
that each full-duplex link produces. Moreover, leaning on (5) and (9), a compact
and insightful expression for the throughput of the rather generic network under
consideration is eventually obtained, in the form

τ = λD
(
1 + q (2β − 1)

) · exp
(

− 4λD
[
(1 − q)Ωhd + qΩfd

])
. (11)

Based on this, let us start our discussion assuming ideal self-interference
cancellation (η = 1), and focus on the two extreme scenarios q = 0 and q = 1,
corresponding to a purely half-duplex and a purely full-duplex network. Unless
otherwise specified, we refer to a system with parameters λ = 0.05, r = 1,
α = 4, R = 1 and θ = 2. The throughput density achievable in the two cases
when varying the packet length D is reported in Fig. 1a, together with results
obtained via Monte Carlo simulations of the described time-space PPP that
validate the framework. The plot clearly highlights how, for short data units,
full-duplex capabilities indeed boost performance, thanks to the higher degree
of spatial reuse they enable. On the other hand, when longer packets are consid-
ered, the detrimental effect of the additional interference generated by having
two concurrent transmissions per cluster kicks in, leading to a steep decrease in
the achievable throughput and eventually making a simple half-duplex setting
more convenient. The tradeoff between additional interference and spatial reuse
when varying the packet length raises then the natural question of what is the
optimal fraction q∗ of clusters that shall be allowed to operate in full-duplex.
The answer to this can be derived from the expression of the throughput in (11),
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Fig. 1. (a) Network throughput density vs packet length for a purely half-duplex and a
purely full-duplex; (b) Fraction of full-duplex clusters to maximise network throughput
vs. packet length. Perfect self-interference cancellation is assumed.

differentiating it with respect to q. Simple calculations lead to three optimal
operating regions: for D ∈ [0,D1), q∗ = 1; for D ∈ [D1,D2], q∗ = δ −1/(2β −1);
and for D > D2, q∗ = 0, where D1 = δ(1 − 1/(2β)), D2 = (2β − 1)δ, and
δ = (4λ(Ωfd − Ωhd))−1. The result is reported graphically in Fig. 1b, assuming
again ideal cancellation (i.e., β = 1). It is apparent that for sufficiently short
packets it is indeed convenient to let as many clusters as possible (ideally, all of
them) operate in full-duplex mode. Conversely, when data units are longer than
the threshold D2, even full-duplex capable nodes shall only establish half-duplex
links. Remarkably, a closed form expression is available also to characterise the
optimal q in the intermediate region as a function of the ancillary functions Ω.
The plot offers thus an insightful design hint, prompting full-duplex as a promis-
ing solution to support the increasing throughput demand of MTC networks,
which typically exhibit short and sporadic information exchanges.

Along the same line of reasoning, the simple dependence of τ on D allows
to derive the duration D∗ of data links that shall be set to maximise perfor-
mance in a network with a fraction q of full-duplex clusters. From the analysis,
D∗ = [4λ((1−q)Ωhd+qΩfd)]−1 follows. Not only can this result be useful to tune
the communications parameters in a deployed network, but it also addresses the
question on whether the doubling of the throughput approached by full duplex
at a link level can be achieved when more articulated topologies are considered.
To this aim, let us consider the ratio χ of the peak throughput when q = 1
to the same quantity for q = 0. Plugging the value of D∗ into (11), we read-
ily get χ = 2β Ωhd/Ωfd. This expression is independent of λ, showing how the
maximum gain brought by spatial reuse is intrinsically limited by the nature
of the interference generated by full-duplex links. Moreover, χ is conveniently
expressed as two times a correction factor which is lower than one even under
the assumption of ideal self-interference cancellation, confirming and quantifying
how full-duplex can in fact not double the network capacity in uncoordinated sys-
tems. For the special case α = 4 under consideration, it is furthermore possible
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Fig. 2. (a) Peak throughput gain achievable by a purely full-duplex network over a
solely half-duplex one vs link distance; (b) Optimal fraction of full-duplex clusters to
maximise network throughput vs. packet length. Imperfect self-interference cancellation
is considered.

to write Ωfd in the form c r2, where c is a real constant.1 Under ideal interference
cancellation, then, χ is also independent of the link distance r, and evaluates to
∼ 1.2 with the assumed θ. Conversely, recalling that β = exp

( − (1 − η) θrα
)
, a

residual level of self-interference induces a dramatic degradation of the through-
put gain offered by full-duplex with the link distance. This aspect is highlighted
in Fig. 2a, which reports χ as a function of r, and shows how already small
losses in η fundamentally limit the throughput of the full-duplex network. Even
more interestingly, poorer interference cancellation levels (e.g., η ≤ 0.9 in our
case) eventually lead to a condition in which a purely half-duplex network out-
performs its full-duplex counterpart regardless of the proximity of the commu-
nicating nodes. This offers two relevant design take-aways. In the first place,
not only shall full-duplex links be employed when short data units have to be
exchanged, but also, they shall carefully be triggered when source and addressee
are sufficiently close to each other - a condition often met in MTC links. Sec-
ondly, the potential improvement in terms of capacity shall not distract from
the importance of achieving levels of self-interference cancellation even stronger
than what desirable from an isolated-link viewpoint. In the quest for low-cost
terminals, this may in fact constitute a crucial challenge.

As a final remark, the presented framework also allows to understand the role
played by η on the fraction of clusters that shall be operated in full-duplex mode,
leaning on the optimal regions derived earlier as a function of D. The behav-
iour of the system is reported in Fig. 2b, where the dashed line reproduces for
completeness the regions under ideal cancellation already discussed by Fig. 1b.
Lower values of η progressively limit the convenience of a solely full-duplex
1 The result is obtained by applying the inequality 1 − 1/x ≤ ln(x) ≤ x − 1, x > 0

to upper and lower bound the numerator of the inner integrand, as well by upper
bonding the cosine terms as 1. The resulting rational function can easily be inte-
grated, leading to the dependence on r2. Further details are omitted due to space
constraints.
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system to shorter communications, eventually reaching a point, for β = 1/2,
i.e., η = 1 − ln(2)r−α/θ, where a simpler half-duplex network offers better per-
formance regardless of the packet duration. Furthermore, the presence of residual
self-interference induces sharper transitions between the regions where only full-
duplex and only half-duplex are to be preferred. Such a trend is in general not
desirable, as the operating condition of most interest is exactly the one where
both kind of links coexist. From this standpoint, in fact, fractional values of q
can be interpreted as representative of both a network where only some of the
terminals have full-duplex capabilities and of topologies in which node pairs gen-
erate asymmetric traffic. The two conditions are clearly very relevant to MTC
scenarios, and further call for a very accurate cancellation of self-interference.

4 Conclusions

This paper has introduced a stochastic geometry framework that captures the
performance of an asynchronous Aloha network where part of the nodes oper-
ate in full-duplex mode. Closed form expressions have been presented for the
success probability and the system throughput, identifying the key tradeoffs in
the system. In particular, three operating regions have been identified, showing
how for short enough packets as many communications as possible shall be per-
formed in full-duplex mode, while for packets longer than a certain threshold
solely relying on half-duplex is convenient. The impact of imperfect cancellation
has been discussed, and relevant insights for the applicability of full-duplex to
machine type communications have been discussed.
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Abstract. The last years have seen the widespread diffusion of novel
Low Power Wide Area Network (LPWAN) technologies, which are gain-
ing momentum and commercial interest as enabling technologies for the
Internet of Things. In this paper we discuss some of the most interest-

ing LPWAN solutions, focusing in particular on LoRa
TM

, one of the last
born and most promising technologies for the wide-area IoT.
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1 Introduction

Although the general requirements of the next generation of communication
systems, generally referred to as 5G, are still being debated by industrial and
academic experts,1 fairly broad consensus has been reached upon a few key
requirements: besides the inevitable increase in the bit rates and energy efficiency
of the whole system, 5G shall seamlessly integrate Internet of Things (IoT)
services, without degrading the traditional services. However, how to practically
realize such an integration is still an open question.

The problem is that, up to now, the term IoT has been broadly used to
indicate a number of different technologies (and research disciplines) that are
somehow intended to enable the Internet to reach out into the real world of
physical objects. Among the most popular technologies that are commonly asso-
ciated with IoT, we can mention the radio frequency identifiers (RFID), short-
range wireless communication technologies (NFC, Bluetooth, ZigBee), and ad
hoc and wireless sensor networks (WSNs) [1–3]. Most of these technologies are
characterized by short-range, low-power communication capabilities, which limit
their application to scenarios with limited coverage areas, such as rooms or small
buildings. Also in this case, multihop communication is often required to guar-
antee proper coverage while limiting the cost of deployment.

1 http://networld2020.eu/expert-group/.
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In the last years, however, the multi-hop paradigm for the IoT has been
challenged by the idea that the only valuable and practical solution to provide
ubiquitous coverage for IoT devices is to exploit the current and upcoming cel-
lular technologies [4–6]. Cellular networks have indeed a world-wide established
footprint and are able to deal with the challenge of ubiquitous and transparent
coverage, thus potentially enabling the place-&-play functional model, according
to which IoT nodes just need to be placed in the desired locations to become oper-
ational and get connected to the rest of the world [7]. On the other hand, cellular
networks were not originally conceived and designed for providing machine-type
services to a massive number of devices. Differently from traditional broadband
services, IoT communication is expected to generate, in most cases, sporadic
transmissions of short packets. At the same time, the potentially huge num-
ber of IoT devices that shall gain connectivity through a single Base Station
will raise a number of issues related to the signalling and control traffic, which
may become the bottleneck of the system [7]. All these aspects make current
cellular network technologies unsuitable to fully support the envisioned IoT sce-
narios, while a number of research challenges still need to be addressed before
the upcoming 5G cellular networks may natively support IoT connectivity.

In the meantime, the IoT market has been witnessing the rapid spread of new
commercial technologies, based on another networking paradigm referred to as
Low Power Wide Area Network (LPWAN). These technologies fall in between
short-range multi-hop technologies and proper broadband cellular systems. Sim-
ilarly to the cellular networks, LPWAN technologies are characterized by long-
range links (in the orders of kilometres) and have star network topologies, with
the peripheral nodes connected directly to a concentrator that, as for short-
range multi-hop WSNs, acts as gateway towards the IP-world. Furthermore,
their architecture allows for wide area coverage, which can extend to a whole
nation, while sometime permitting the roaming of the peripheral nodes between
networks in different countries. Last but not least, the robust modulations used
by these technologies make them suitable to connect end-devices located in harsh
environments (e.g., water meters placed underground or in basements), where
cellular technologies may fail.

In the rest of this paper, we first provide a broad overview of the most inter-
esting LPWAN technologies. Then, we focus our attention on the last born in
the LPWAN family, namely LoRa

TM
, whose specific features and market per-

spectives are particularly attractive in the context of IoT services. We conclude
the paper with some final remarks.

2 LPWAN Technologies for Ubiquitous IoT Connectivity

Conversely to the general trend that pushes the new generations of wireless tech-
nologies towards higher and higher frequency bands, LPWAN solutions mainly
operate in the band from 863 MHz to 870 MHz in Europe (so-called SDR860),
according to the regulations in [8], and in the ISM band from 902 MHz to
928 MHz in the USA. Depending on the type of modulation adopted, the tech-
nologies can be broadly divided in two categories:
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– Ultra Narrow Band (UNB): using narrowband channels with a bandwidth of
the order of 25 kHz;

– Wideband: using a larger bandwidth (125 kHz or 250 kHz) and employing some
form of spread spectrum multiple access techniques to accomodate multiple
users in one channel.

In the following we discuss in greater detail some of the LPWAN products that
have been gaining momentum in the last years, deferring to Sect. 3 the descrip-
tion of the LoRa

TM
technology.

SIGFOXTM . The first LPWAN technology proposed in the IoT market has
been SIGFOXTM [9], which was founded in 2009, and has been growing very fast
since then. Its current coverage includes France, UK and Spain. The SIGFOXTM

network employs a UNB modulation, while the network layer protocols are the
“secret sauce” of the SIGFOXTM network and, as such, there exists basically no
publicly available documentation. The first releases of the technology only sup-
ported uni-directional communication, i.e., from the device towards the aggrega-
tor; however bi-directional communication is now supported. Each base station
can handle up to a million connected objects, with a coverage area of 30–50 km
in rural areas and 3–10 km in urban areas.

WeightlessTM . A more open approach has been taken by WeightlessTM , which
is an open standard backed by Neul, a UK company recently acquired by Huawei.
WeightlessTM is actually a set of three standards [10], which are developed
under the umbrella of the non-profit global standards organisation Weightless
SIG. The standards are: Weightless-N, which supports a star network archi-
tecture and operates in sub-GHz spectrum using UNB technology, with an
excellent range of several kilometres even in challenging urban environments;
Weightless-P, which supports narrowband channels of 12.5 kHz, with Frequency
Division and Time Division Multiple Access modes, adaptive data rate from
0.2 kbit/s to 100 kbit/s, time-synchronised aggregators, and low-cost highly
energy efficient modulations; and Weightless-W, which is a system with star
topology operating in TV white space spectrum.

On-Ramp Wireless. An emerging star in the landscape of LPWAN is On-
Ramp Wireless, a company based in San Diego (USA) [11]. On-Ramp Wire-
less has been pioneering the 802.15.4 k standard [12]. The company developed
and owns the rights of the patented technology Random Phase Multiple Access
(RPMA R©) [13], which is deployed in different networks. Conversely to the other
LPWAN solutions, this technology works in the 2.4 GHz band but, thanks to a
robust physical layer design, can still operate over long-range wireless links and
under the most challenging RF environments. This technology is mainly targeted
to metering and SmartGrid applications.

3 The SemTech LoRa
TM

Technology

This section focuses on the LoRa
TM

technology, first proposed by SemTech and
now being developed by the LoRa

TM
Alliance [14].
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3.1 LoRa
TM

system architecture

The LoRa
TM

system consists of three main components:

– LoRa
TM

End-devices: sensors/actuators connected via the LoRa
TM

radio inter-
face to one or more LoRa

TM
Gateways;

– LoRa
TM

Gateways: concentrators that bridge end-devices to the LoRa
TM

Net-
Server, which is the central element of the network architecture.

– LoRa
TM

NetServer: the network server that controls the whole network (radio
resource management, admission control, security, etc.).

As exemplified in Fig. 1, the network is typically laid out in a star-of-stars topol-
ogy, where the end-devices are connected via single-hop LoRa

TM
communication

to one or many gateways that, in turn, are connected to a common NetServer
via standard Internet technologies. The gateways relay messages between end-
devices and NetServer, according to the protocol architecture represented in
Fig. 2. Interestingly, all the gateways that successfully decode the message sent
by an end-device will forward the packet to the NetServer by adding some infor-
mation regarding the quality of the reception. The NetServer will hence reply
to the end-device by choosing one such gateway, according to some criterion
(e.g., best radio connectivity). The gateways are hence totally transparent to
the end-devices, which are logically connected directly to the NetServer.

A distinguishing feature of the LoRa
TM

network is that it envisions three
classes of end-devices, named Class A (for All), B (for Beacon) and C (for
Continuously listening), each associated to a different operating mode [15].

Class A defines the default functional mode of the LoRa
TM

networks, and
must be mandatorily supported by all LoRa

TM
devices. In a Class A network,

transmissions are always initiated by the end-devices, in a totally asynchronous
manner. After each uplink transmission, the end-device will open (at least) two
reception windows, waiting for any command or data packet returned by the Net-
Server. The second window is opened on a different sub-band (previously agreed
upon with the NetServer) in order to increase resilience to channel fluctuations.
Class A networks are mainly intended for monitoring applications, where data
produced by the end-devices have to be collected by a control station.

Class B has been introduced to decouple uplink and downlink transmissions.
Class B end-devices, indeed, get synchronized with the NetServer by means of
beacon packets broadcast by Class B gateways, and can hence receive downlink
data or command packets in specific time windows, irrespective of the uplink
traffic. Class B is intended for end-devices that need to receive commands from
a remote controller, e.g., switches or actuators, or need to provide data at user’s
request.

Finally, Class C is defined for end-devices without (strict) energy constraints
(e.g., connected to the power grid), which can hence keep the receive window
always open.

It is worth noting that, at the moment of writing, class A and B specifications
are provided in [15], while class C specifications are still in draft form.
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3.2 LoRa
TM

Physical Layer

The LoRa
TM

radio communication is based on a proprietary modulation scheme
[16], which is a derivative of Chirp Spread Spectrum (CSS) [17]. The innova-
tion consists in ensuring the phase continuity between different chirp symbols
in the preamble part of the physical layer packet, which enables a simpler and
more accurate timing and frequency synchronisation, without requiring expen-
sive components for generating a stable local clock in the LoRa

TM
node. Fur-

thermore, the technology supports variable data rate, thus giving the possibility
to trade throughput for coverage range, or robustness, or energy consumption,
while keeping a constant bandwidth.

The chip was designed to work in the bands centred at frequencies 169 MHz,
433 MHz and 915 MHz in the USA, but in Europe it works in the band centred
at the 868 MHz (SRD860). The regulations in [8] require the radio emitters
to adopt duty cycled transmission (1 % or 0.1 %, depending on the subband),
or the so-called Listen Before Talk (LBT) Adaptive Frequency Agility (AFA),
which is a sort of carrier sense mechanism that shall prevent severe interference
among devices operating in the same band. According to the specifications [15],
LoRa

TM
only uses the duty cycled transmission option.

The LoRa
TM

modulation is hence completely specified by three parameters:
the bandwidth BW that, in Europe, usually is 125 kHz or 250 kHz; the so-called
“spreading factor” SF ∈ {7, . . . , 12}, which determines the length of the chirp
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symbol as Ts = 2SFTc, with Tc = 1/BW , and the parameter CR ∈ {0, . . . , 4}
which determines the rate of the FEC code as Rate Code = 4

4+R . According to
[18], a chirp symbol carries SF encoded bits, coming from the interleaver, and
every bit carries Rate Code information bits. Therefore, the effective data rate
of an infinitely long payload is given by [18, p. 10]

Rb = SF
Rate Code

2SF

BW

[bit/s] . (1)

Considering that each packet is prepended with a preamble to allow for frequency
and timing synchronization at the receiver, the actual data rate ranges approx-
imately from 0.3 kbps to 11 kbps, with BW = 250 kHz. However, the system
capacity is larger because the receiver can detect multiple simultaneous trans-
missions from different nodes by exploiting the orthogonality of the spreading
sequences used by LoRa

TM
[18].

Note that current full-fledged LoRa
TM

Gateways allow for the parallel process-
ing of up to 9 LoRa

TM
channels, where a channel is identified by the specific

sub–band and SF index.

3.3 LoRa
TM

MAC

The MAC layer defined by the LoRa Alliance is called LoRaWAN and, accord-
ing to the specifications in [15], it is basically an ALOHA protocol controlled
primarily by the LoRa

TM
NetServer. A description of the protocol is beyond the

scope of this paper and can be found in [15].
A distinguishing feature of the LoRa

TM
MAC is the Adaptive Data Rate,

which allows the NetServer to adapt the transmit rate of an end-device by chang-
ing the SF index, in order to find the best tradeoff between energy efficiency and
link robustness.

Another important feature is the strong security mechanisms that entail a
network key and an application key, which are set up through an over-the-air acti-
vation procedure, as well as an activation by personalisation procedure (where
the security parameters are set into the device at production time).

Overall the LoRa
TM

MAC has been designed attempting to mimic as much
as possible the IEEE 802.15.4 MAC. The objective is to simplify the accommo-
dation, on top of the LoRa

TM
MAC, of the major protocols now running on top

of the IEEE 802.15.4 MAC, for example 6LoWPAN and CoAP. A clear analogy
is the authentication mechanism, which is taken directly from the IEEE 802.15.4
standard using the 4–octet Message Integrity Code.

4 Discussion

Albeit still in its infancy, the landscape of the LPWAN is already crowded,
with different technologies that share many commonalities but differ in some
key features and design choices. A lively debate is ongoing in the scientific and
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technical communities to identify the characteristics that may determine the
supremacy of one technology over the others. Some of the debated aspects are
the following:

(a) Wideband or UNB?
(b) 2.4 GHz or sub-GHz?

For example the LoRa
TM

solution is wideband sub-GHz, while SIGFOX
TM

is
UNB sub-GHz. Texas Instruments as well is supporting the UNB sub-GHz solu-
tions [19], arguing that the wideband solutions would suffer from the interference
of UNB technologies, also considering the relatively long symbol period associ-
ated with low data rates. In parallel, On-Ramp Wireless claims that the world-
wide availability of the 2.4 GHz ISM band offsets the link-budget gain, estimated
around 9 dB, granted by the most favourable propagation conditions of the bands
centred at 868 MHz and 915 MHz. Indeed, the RPMA R© developed by On-Ramp
Wireless can gain about 8 dB in the link budget by exploiting antenna diversity
at 2.4 GHz, thus almost completely offsetting the degradation due to the higher
pathloss. However, the 2.4 GHz ISM band is now crowded with plenty of differ-
ent radio emitters, and channel access contention and/or interference may be
critical.

Unfortunately, to the best of the authors’ knowledge, no objective compar-
isons (not biased by marketing) of the different solutions exist yet. Therefore,
there is not yet a definite answer to these questions and, as often happens in
these matters, the winning technologies will likely be determined by a number
of not necessarily technical factors.

Nonetheless, we believe that the LoRa
TM

technology offers some advantages
over the other technologies, which may make the difference in the competition to
gain a leading role in the IoT market. Some of these advantages come from the
technical domain, where the chirp modulation used at the PHY layer allows for
long-range, robust communications, with low complexity, low power and low cost
receivers, while the upper layer protocols simplify the adoption of other protocols
(e.g., the security mechanisms already tested in IEEE 802.15.4 networks), and
enhance the compatibility with other technologies, such as the IEEE 802.15.4
and 6LowPAN networks.

From a strategic standpoint, instead, LoRa
TM

takes advantage of the estab-
lishment of the LoRa

TM
Alliance [14], which is guiding the development and

expansion of the LoRa
TM

technology, with subgroups dedicated not only to the
technical development, but also to the marketing, strategy, and interoperability
aspects. As a consequence, a strong eco-system is growing around the technol-
ogy, with partners developing different parts of the systems, and integrators sell-
ing the complete solutions for both geographical and residential/industrial types
of networks. Today, there are plenty of companies developing different types of
end-nodes, for the most heterogeneous applications, including healthcare, street-
lighting, waste management, building monitoring and control. We believe that, if
this ecosystem will continue to grow and stay aligned via interoperability checks,
it will be a strong driving force for the success of the LoRa

TM
technology.
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Abstract. The heterogeneity in cellular networks that comprise multiple base
stations’ types imposes new challenges in network planning and deployment.
The Radio Resource Management (RRM) techniques, such as dynamic sharing
of the available resources and advanced user association strategies determine the
overall network capacity and efficiency. This paper evaluates the downlink
performance of a two-tier heterogeneous LTE network (consisting of macro and
femto tiers) in terms of rate distribution, i.e. the percentage of users that achieve
certain rate in the system. The paper specifically addresses the femto tier RRM
by randomization of the allocated resources (1) and the user association process
by introducing novel proactive offloading scheme (2). System level simulation
results show that the proposed proactive offloading scheme in the association
phase improves the performance of congested networks by efficiently utilizing
the available femto tier resources.

Keywords: LTE � Heterogeneous networks � Femtocells � RRM � User
association � Proactive offloading

1 Introduction

The increasing need for capacity in cellular networks leads to network densification,
which is one of the evolution directions for 5G networks [1]. The densification can be
achieved either in space, by increasing the number of network nodes in the system, or
in frequency, by utilizing different portions of spectrum in different bands.

The densification by adding new Macro Base Stations (MBSs) is an expensive
solution. Additionally, the MBSs are not able to solve the problem of indoor coverage
and high data rate for indoor users. Femtocells have emerged as a promising solution
since the user-centric deployment of Femto Base Stations (FBSs) is inexpensive and
uncoordinated. This makes them preferable for coverage and data rate improvement
[2]. Network densification by adding additional femto tier of base stations that differs
from the macro tier in terms of transmission power, capacity and base station spatial
density, results in network heterogeneity.
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The Radio Resource Management (RRM) of the femto tier is essential for the
overall network performance. Unlike the macro tier that is a subject to frequency
planning prior to actual deployment, the femto tier is usually deployed sporadically and
randomly without any spatial or frequency planning [3]. Additionally, the deployment
of the FBSs is usually uncoordinated with the macro tier, which further complicates the
design of intelligent strategies for resource allocation and sharing [4].
Another important aspect for the overall network performance is the user-to-BS
association strategy. Traditional user-to-BS association strategies are mostly BS cov-
erage based and favor the MBSs for user association. In such cases, high portions of the
femto tier resources might remain underutilized, resulting in degradations of the overall
network spectrum efficiency.

Heterogeneous cellular networks aim to maximize the network capacity. The
analysis of such networks requires new metrics for performance evaluation, such as the
rate distribution, defined as the probability that a typical user in the network receives
data rate beyond a predefined threshold. The rate distribution unambiguously captures
the aspect of spectrum utilization efficiency in heterogeneous networks, unlike tradi-
tional network coverage based metrics.

This paper evaluates the performance of a two-tier LTE network that employs
randomization of the allocated resources at femto tier, in terms of the rate distribution.
Also, we introduce a novel two-step offloading scheme, which is used proactively in
the user-to-BS association phase to improve the rate distribution in congested network.

2 System Topology and Radio Resource Management

The overall network system is comprised of two tiers of BSs, macro and femto,
deployed over a specific area denoted with A, as shown at Fig. 1.

Macro Layer Base Station (BS)

Femto Layer Access Point (FAP)

User

f1 f2

f3

d

Fig. 1. System topology and macro tier frequency allocation in the observed area
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The MBSs are distributed using regular MBSs distribution, in a grid. Each MBS is
at the center of hexagonal cell and the distance between two adjacent BSs is denoted as
d. The set of all MBSs is denoted with M while the actual number of MBSs is denoted
with Nm. The downlink transmit power of each MBS is denoted asPm.

The FBSs are randomly distributed over the same area A, uncoordinated with the
MBSs. Poisson Point Process (PPP) models the randomized and uncoordinated
deployment of FBSs, as one of the most frequently used statistical distribution for
modeling stochastic, two-dimensional point processes [5]. The intensity of the femto
tier PPP is denoted as λf. The set of all FBSs is denoted as F with an average number of
FBSs in the area Nf ¼ kf A. The main difference between the macro and femto tier is in
the transmit powers of the respective BSs, as the downlink transmit power of the FBSs
is much lower than the one of the MBSs, Pf\\Pm.

The users are assumed to be distributed according to PPP (Fig. 1), with intensity λu
and average number Nu ¼ kuA. The set of users is denoted with U.

2.1 Radio Resource Management

The radio access technology in focus is LTE’s OFDMA with total system bandwidth
W inMHz. The smallest resource unit that can be allocated to a single user is referred as
Physical Resource Block (PRB) with WPRB = 180 kHz of bandwidth in frequency
domain and 2 slots in time domain. Thus, the total bandwidth of the system can be
represented as the total number of available PRBs in the system.

The macro tier uses Hard Frequency Reuse (HFR) with Frequency Reuse Factor
K = 3, dividing the available bandwidth on K equal continuous frequency fragments.
(Figure 1). Each MBS gets one fragment containing NPRB;m ¼ NPRB=K PRBs and thus,
a maximum of NPRB;m users can be associated to the MBS for downlink transmission.

The femto tier employs uncoordinated approach for resource allocation in order to
mitigate the interference between different FBSs and to alleviate the cross-tier inter-
ference, as it requires minor coordination with the macro tier to determine the traffic
state of the network, The femto tier divides the available system bandwidth in nf
continuous fragments of PRBs, each consisting of NPRB;f ¼ NPRB

�
nf PRBs. Each of the

FBSs randomly chooses a single fragment from the overall pool. Thus, a maximum of
NPRB;f users can be associated to the FBS for downlink transmission.

2.2 User Resource Allocation

The user resource allocation strategy requires each BS to distribute the available
physical resources fairly, using equal power allocation to each PRB, so that each user
gets the maximal possible data rate with respect to the network settings and traffic load.
For example, when the number of users is equal to the number of available PRBs,
Nu;i ¼ NPRB;m for i 2 M or Nu;i ¼ NPRB;f for i 2 F, each associated user is allocated a
single PRB.
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3 User-to-BS Association for Downlink Transmission

The user-to-BS association strategy determines which BS the user associates for
downlink transmission. The common approach is that each user associates to the BS,
macro or femto, that maximizes a predefined association rule.

Let V ¼ M[F denote the set of all BSs in the two-tier network. Each user asso-
ciates with the BS k, in accordance with the following general association rule:

k ¼ argmax
i2V

TiZ
�c
if g ð1Þ

In (1), Zi is the distance between the ith BS and the user, γ is the path loss exponent
and Ti is referred as association weight. For example, if Ti [ [ Tj; i 2 F; j 2 M, then
more traffic is routed through the femto tier. Thus, by adjusting Ti, the system can
control the distribution of traffic among the tiers.

This paper analyzes several association strategies, depending on the value of Ti:

• Nearest BS association (MBS or FBS): Ti ¼ 1; 8i 2 V
• Cell range modification: Ti ¼ PiBi and the range is extended if the bias factor

Bi [ 1 or reduced if Bi\1
• Femtocell range extension: if the bias factor Bi [ 1; 8i 2 F and Bi ¼ 1; 8i 2 M
• Maximum received power association: if the bias factor Bi ¼ 1; 8i 2 V then

Ti ¼ Pi; 8i 2 V

In most cases, the general rule (1) results in high number of users being associated
to the MBSs. This is critical in congested networks, where there are high number of
denied users by the macro tier and high portions of the femto tier resources unused.
Forcing more traffic routing to the femto tier might also result in congested FBSs.

Therefore, this paper proposes a simple two-step macro-to-femto offloading scheme
for the user association, based on the following algorithm:

their closest  FBSs and use (1) for association 

Associate the best to the MBS 

Forward the rest users to 

The basic idea is to allow each user, initially to send association request to the
desired BS in accordance with the association rule (1). However, if the MBS does not
have enough resources (PRBs) to allocate all tagged users for downlink transmission,
the best NPRB;m are associated with the MBS (see 6:) and the remaining N users are
forwarded to the femto tier to perform association with their respective, closest FBS
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(see 7:). The scheme can be regarded as proactive as it tries to avoid congestion in the
initial association phase. Additionally, it avoids time and resource consuming
re-associations of the dropped users by forwarding them to the femto tier and it is well
suited for scenarios with high number of user association requests at a time.

4 Performance Evaluation

In order to evaluate the performance of such two-tier cellular network, the proposed
network system is simulated in MATLAB, using realistic LTE settings.

The network is deployed over a targeted area A with a size of 25 km2. A total
number of 33 MBSs are distributed over the area, in a grid. The FBSs and the users are
randomly distributed according to their respective PPPs. The system uses an overall
bandwidth of 15 MHz, corresponding to 75 PRBs. At the macro tier, the total band-
width is divided in three sub-bands, each containing 25 PRBs, regularly assigned to the
MBSs with frequency reuse factor 3. Different scenarios are simulated, as the whole
bandwidth at the femto tier can be divided into different number of fragments 1, 3, 5, 15
or 25, each containing 75, 25, 15, 5 or 3 continuous PRBs, respectively. Each FBS
randomly choosing one fragment from the overall pool.

The paper introduces novel SINR calculation to calculate the interference from
surrounding BSs with overlapping PRBs, also incorporating the number of scheduled
PRBs for a particular user. For a particular user i 2 U, the SINR is calculated as:

SINRij ¼
aijPj

NPRB;j
hij

�� ��2 xij
�� ���a

PNm

m¼1
m6¼j
j2M

bimPm

NPRB;m
himk k2 ximk k�a þ PNf

f¼1
f 6¼j
j2M

bif Pf

NPRB;f
hif

�� ��2 xif
�� ���a þN0

ð2Þ

Equation (2) represents the received SINR at the ithuser that is associated to the jth

BS (j is either in M or F). αijis random variable that represents the number of PRBs
allocated to the user. The total transmit power from the jth base station to the ith user is
aijPj

�
NPRB;j, where Pj

�
NPRB;j is the transmit power on one PRB from the jth base

station. hij and xij are the channel fading and the distance between the ith user and the jth

BS, respectively. The first sum in the denominator denotes the interference from MBSs
in the system, while the second sum denotes the interference from FBSs in the system.
The random variables βimand βif represent the number of overlapping PRBs between
the ith user and the interfering BSs, both macro and femto, respectively. The parameter
N0 is the noise power.

The rate R, for the ith user in the system, knowing the received SINR from the jth BS
which the user is associated to, is calculated as:

Rij ¼ aijWPRB log2 1þ SINRij
� � ð3Þ

The rate distribution W, defined as the probability that certain percentage of users
achieve rate higher than a predefined threshold, is calculated as:
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W ¼ Pr R[ djR[ 0½ � ð4Þ

where R refers to the rate for the associated users only.
The goal is to maximize the average rate in the system that can be guaranteed to any

associated user.

4.1 Simulation Results

The simulation scenarios analyze the rate distribution in the network for different
number of femto tier spectrum fragments, nf, and different number of FBSs. Nearest BS
association strategy is used with an average number of users Nu ¼ 10000. The rate
distribution when the average number of FBSs is Nf ¼ 1000 is shown at Fig. 2a, and
the rate distribution for Nf ¼ 5000 is shown at Fig. 2b. The results illustrate that there
is a trade-off between attaining high data rates per user and the percentage of users that
are guaranteed to achieve those rates. If the operator targets high data rate for small
percentage of users, then the femto tier should use larger spectrum fragments. How-
ever, if the operator wants to guarantee a predefined, lower data rate to higher number
of users, the femto tier should use smaller spectrum fragments. Using smaller spectrum
fragments efficiently mitigates the inter/intra tier interference in congested network, but
results in more service denied users. By rescheduling the dropped users in subsequent
time slots, the network is able to guarantee higher data rates per user.

Figure 3 shows a comparison of the performance for different user association
strategies in terms of the rate distribution in congested network. The femto tier uses the
smallest fragment size of 3 PRBs, as it provides best performances in congested net-
works (see Fig. 2a). The two-step offloading scheme significantly outperforms all other
user-to-BS association strategies (see Sect. 3) around 1 Mbps for this scenario, pro-
viding better utilization of the available spectrum resources at the femto tier. However,
the improvement of the two-step offloading over the other association strategies van-
ishes for higher data rates due to the fact that the LTE air interface is channelized
system with limited resources.

Fig. 2. Rate distribution W for different number of spectrum fragments at the femto
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5 Conclusion

This paper analyzes the spectrum resource allocation, sharing and utilization efficiency
in two-tier heterogeneous LTE networks with macro and an additional, uncoordinated,
femto tier. The femto tier uses simple spectrum fragmentation and random fragment
allocation to determine the operating resources. The results show that the rate distri-
bution of the system depends on the fragment size for varying network conditions and
suggests that the femto tier can dynamically adjust it. The paper also proposes novel,
two-step, macro-to-femto offloading scheme at the user-to-BS association for efficient
utilization of the femto tier resources. The scheme is proven to provide better rate
distribution compared to existing user association strategies.

From operators’ perspective, the results can be used to implement an intelligent
RRM, where the fragment size at the femto tier can be dynamically adjusted according
to the congestion in the network, by providing loose coordination with the macro tier.
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Abstract. Ambient Assisted Living (AAL) technology will play a prominent
role in home care when the 65 and older age group doubles to 40 % of the US &
EU population by 2050. Driven by these ongoing demographical and social
changes in these countries, there is a huge interest in IT-based technologies and
services that will enable independent living of people with specific needs. AAL
offers a solution for caring for this section of the population both efficacious and
cost-effective. In order to pave the way towards adequate AAL system archi-
tecture and overall software solution approaches, this paper will (i) briefly
present architectural styles of AAL systems with some of the problems they
face, (ii) describe service bricks architecture of AAL project eWALL and,
(iii) discuss the software technologies used to solve some of the common
problems of such systems.

Keywords: Ambient assisted living � Smart communication architecture �
Intelligent systems � Personal health monitoring � Cloud services � Service
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1 Introduction

Ambient Assisted Living (AAL) is an emerging multi-disciplinary field aiming at
providing an ecosystem of different types of sensors, computers, mobile devices,
wireless networks and software applications for personal healthcare monitoring and
telehealth systems [1].

Production of hardware and software infrastructures that serve as a foundation of
AAL systems has been the core topic of a number of international projects in recent
years – some already completed, some still running [2–4]. Even though one can find
many similarities in the architectural aspects of the different smart environments and
AAL platforms, there is still no widely adopted method for developing these systems.
There is currently one initiative to build a reference model of open software architecture
that supports different sensors and actuators [5, 6] for AAL system that is supported by
many individual researchers, leaders in their fields, and related projects.

From a physical perspective the overall system topology of an AAL system will
consist of different elements, ranging from portable or home sensors, over mobile or
embedded systems with fairly low computational power, up to powerful computational
machines and cloud services. The major challenge for the engineering of an AAL system
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is to consider how this diversity of elements can be integrated in a seamless way to
render the assistance services in a coherent way. Currently many different architectural
types exist for the smart environment and AAL domains. They are described in details in
[7, 8]. The main types include: service-oriented architecture (SOA), service-oriented
device architecture (SODA), peer-to-peer architecture (P2P), event-driven architecture
(EDA), component and connector (C2), multi-agent system (M.A.S) and blackboard.
However, as reasoned about in [8], none of them can perfectly fit the requirements for
AAL systems, specifically the requirement for integration to meet the different quality
demands in the best possible way.

The main goal of this paper is to present an innovative new AAL cloud-based
service-oriented architecture elaborated during the development of the eWALL project
[9]. The main objective of eWALL project is to create a beyond-the-state-of-the-art
assistive platform that will support independent living of older adults with mild cog-
nitive and physical impairments. The primary users will be supported through in their
autonomy, functional capacity and participation in society. Informal and formal care-
givers are defined as secondary end-users and eWALL is planned to provide a
framework for information exchange and communication between them and the pri-
mary users. eWALL provides applications in the following areas: (a) risk management
and home safety, (b) eHealth and (c) lifestyle management.

The rest of the paper is organized as follows: in Sect. 2 we describe the service
bricks architecture from two different views of the project. In Sect. 3 we illustrate an
example from the eWALL project - Physical Activity Service Bricks and in Sect. 4 we
conclude the paper.

2 Service Bricks Architecture

2.1 Component Overview

The eWALL applications offer the interface of the system to the users. As such, their
significance goes beyond that of a GUI; they are the endpoints where the intelligence
and the personalization of the system are exposed to the users. The eWALL service
bricks provide data to all the modules of the system. They offer the low-level data
coming from the end user environment, which are a product of local context under-
standing (what can be observed in a single room of the home of a single user at a given
instant of time), to the modules that perform reasoning (either at the given instant or
across time). They also offer the data from the higher-level components, which now
describe the full context understanding of the system (across space, time and possibly
multiple end users), to the applications. The service bricks are in between the appli-
cations and the metadata stored in the cloud Data Management Block (DMB), and act
as providers of specific aggregated data, after making some reasoning on the metadata.
The applications receive the aggregated data from the service bricks via JSON/REST
over HTTP communication protocol. From a technical standpoint, the service bricks act
as providers of specific context-related data, built by analyzing and aggregating the raw
information stored in the cloud DMB, provisioned by the local sensing environments
installed in the users’ homes. The eWALL applications and the reasoning modules
(IDSS and Lifestyle reasoners) can retrieve such aggregated data from the service
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bricks via JSON/REST API calls over HTTP communication protocol. This stateless
approach (no data are saved during request-response cycles) combined to the HTTP
protocol is an architectural choice which enables scalability of the system and flexi-
bility in the deployment scenarios.

To overcome slow performance issues in the retrieval of data to be presented by the
applications a new type of service brick, “data-management” service brick, has been
introduced. This allows the architecture to better cope with the metadata coming from
the sensors through the Data Management layer. Such specialized service bricks are
dedicated to the preparation of data for the applications, performing proper aggrega-
tions or transformation of information in advance and in batch mode. This data is stored
in a database specific to service bricks, and made available as “pre-digested” infor-
mation to the higher level service bricks, named “front-end” service bricks, which serve
application upon request. In addition to this, for optimizing the computational resources
usage (minimizing the number of artifacts deployed on the application servers), the
functionalities previously offered by separate service bricks were aggregated into a
smaller number of larger service bricks, having in common the management of specific
categories of metadata. We passed from a model based on many small services, each
one providing a few endpoints, to a model based on a few services, each one providing
many endpoints.

The low level metadata which feed the service bricks is collected and sent to the
DMB by the home sensing environment, which gathers raw signal processing infor-
mation and translates it into higher level metadata according to the eWALL architec-
ture. The metadata is provided to the DMB from the home sensing environment, which
collects raw signal processing information and translates it into higher level metadata.

A service brick is composed, as shown on Fig. 1, of the following software
modules:

Fig. 1. Component view of a “front-end” service brick
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• A northbound interface, named Apps Interface, which provides HTTP endpoints to
be used by applications to collect the information provided by the service brick. The
endpoints are managed by a controller module, which handles the HTTP requests
with the related query parameters, checks for the correctness of the parameters and
forwards the requests to the Service engine (see next point), waiting for data to be
sent back to the applications.

• A Service engine is where the business logic of the service brick is performed. The
Service engine receives the requests dispatched by the Apps Interface and applies
the proper actions required to satisfy them. Typical actions consist of:
– Getting data from the Data Management layer;
– Applying some reasoning on such data, to compose the information required by

the application;
– Returning back such information to the Apps Interface.
The Service engine consists of different computational modules delivering different
kinds of data, either raw or already transformed data for specific time intervals.

• A Data Interface, which consists of an API for data access towards the Data
Management layer. It queries the Data Access endpoints provided by the Data
Management layer in the eWALL cloud and provides results back to the Service
engine.

2.2 Deployment View

Every service brick is packaged and deployed as a Java Web Application Archive
(war) as shown on Fig. 2. This deployment strategy allows to leverage the benefits
offered by Java servlet containers, which are standard, consolidated, enterprise-level

Fig. 2. Service brick deployment view
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runtime environments on which Java Web Applications (in our case the service bricks)
can be deployed. Servlet containers provide high reliability and management features,
which allow launching stop and deploy applications independently. This permits, for
hot deployment of applications, which basically means that it is not necessary to stop
the whole application server (hence, stopping the provisioning of the services running
on it) just to deploy a new service brick or an updated version of an existing one. Once
a service brick is deployed, the servlet container automatically activates it and the
related endpoints are made available at the specified URLs for usage by the applica-
tions. If a previous version of the service brick was already present, the servlet con-
tainer automatically un-deploys it and activates the new one.

3 Physical Activity Service Bricks

The primary target users of eWALL, whether they have cognitive and/or physical
impairment, have lost trust in their cognitive or physical abilities and they gradually
abandon their former activities. This has an impact on their overall health and social
life. The rehabilitation therapies are expensive and have certain duration; even if they
are proven to be effective, patients often lack the motivation to continue the training on
their own. So the physical activity application is one of the most important for the
target users of this project.

Information related to physical activity of the end user is generated and made
available by two dedicated service bricks:

• “Service-brick-physical-activity-dm”: the data-management service brick, which
runs in batch mode and analyses data coming from the accelerometer, calculates
from them calories consumption, steps, kilometres walked, type of activity, inac-
tivity and save this info in the service brick database;

• “Service-brick-activity”: the front-end service brick, which provides endpoint to
applications and services for retrieving the data calculated by the data-management
service brick, based on query parameters.

The “service-brick-physical-activity-dm”, is a component which runs on a sched-
uled basis. During each run, scheduled at a (configurable) rate of every 10 s, the service
interprets the local context of a given end user, analysing the amount of movements he
performed over a timeframe and combining it with user-specific data, with the purpose
of estimating meaningful data related to physical activity. More specifically, at every
iteration it performs the following operations (see Fig. 3):

• Gets the newest set of data coming from the accelerometer for each user;
• The service uses these new data to perform a set of computations and aggregations.

First, it calculates the overall number of steps walked, and saves this info into the
database, aggregating it by hour, day, week and month. Together with the steps, the
service calculates and saves also the amount of calories consumed in every aggre-
gation timeframe, and the related walked kilometers. Then, for each timeframe, it
infers and saves the type of activity performed (one of resting, walking, running or
exercising) and identifies events related to the start of activity and inactivity;
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• All the above information is stored in the service brick database, for every type of
aggregation;

• At the end of every iteration, temporary information describing the last known
status and timestamp of latest updates is stored.

The information prepared by the “service-brick-physical-activity-dm”, is then made
available to applications and services by the “service-brick-physical-activity”. This
service brick manages the date and time zone verification and formatting, and the
transformation of data into JSON representation. The information delivered by the
“service-brick-physical-activity”, once displayed in an intuitive way on the GUI of the
application, is very important to end users, as it transmits awareness about the amount
of physical activity performed. The application, by comparing such data with
user-specific, personalized goals (which depend on the user health profile), is able to
assess the amount of activity performed and to transmit such assessment to the end
user. This makes users aware that either they have done well in the last few days, or
that they need to increase their physical activity.

4 Conclusion

In this paper we describe a cloud based service brick architecture developed during the
work on the eWALL project as an example to demonstrate how to prepare
context-aware and user adaptive services in AAL systems. The design and architectural

Fig. 3. Block diagram of Physical Activity service brick
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definition of most of eWALL software components, together with their deployment
model are operational and ready for end-user testing.
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Abstract. Home automation technologies have emerged more than four dec-
ades ago, but are undeniably a current subject of interest. Existing systems are
usually highly customized, therefore expensive or very sophisticated and com-
plicated, most of which requiring dedicated network cabling. The present paper
presents a system for monitoring and control of an ordinary house in a simple
and inexpensive manner. The ZigBee protocol is chosen so as to provide a
reliable and secure wireless communication without additional cabling required.
The data is transmitted to a computer that records and monitors any eventual
threshold crossings. The control part is represented by simple means of acting
upon an LED, based on data collected from the sensor network and processed
accordingly.

Keywords: Arduino � Home automation � Sensor network � WEB
applications � Zigbee

1 Introduction

Home automation technologies have emerged more than four decades ago, but are cur-
rently a major subject of interest. Existing systems are usually either highly customized,
therefore expensive, or very sophisticated and complicated. Most of them require dedi-
cated network cabling, often adding to the cost price. Furthermore, this solution is
approachable only during the house’s construction phase [1, 2].

The purpose of this paper is to develop a system for monitoring and control of an
ordinary house in a simple and inexpensive manner. A centralized systemwill be created,
in whichmost of the intelligence is managed via a server and network nodes’ design to be
kept to a minimum.

Sensor networks are ideal for any form of environmental monitoring. Due to the
sensors’ small size, low energy consumption and, in particular, their moderate cost,
sensors can be installed in locations of interest and provide accurate reports. They will
need another component to read the data and send them to a control system for processing.
To achieve this, wewill make use of theArduino platform. The ZigBee protocol is chosen
so as to provide a reliable and secure wireless communication without additional cable
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required [3]. Responsibilities related to basic security functions are assigned to a server.
Its role is to monitor the system’s current status and provide a user interface.

This paper is directed towards such a system, using Digi XBee communication
modules, database management systems and tools for creating dynamic WEB pages, in
order to achieve a sensor-based environmental monitoring system for Ambient Assisted
Living, through WEB applications.

The paper is organized as follows. Section 2 describes how the environmental
monitoring system is implemented. Next, Sect. 3 shows the results and discusses them,
while Sect. 4 concludes the paper and outlines future work.

2 Hardware and Software Implementation

Our work aims the ambient monitoring of a typical room, therefore the desired
parameters to be supervised were selected among those of interest for a human
observer, i.e. temperature, humidity and illuminance levels.

The data collected from the sensors is assembled into a packet to be wirelessly
transmitted from one XBee radio module to the other.

The block diagram for the environmental monitoring system is depicted in Fig. 1.

2.1 Transmitting Module

The ensemble Arduino [4] - XBee shield and XBee module - sensors (Fig. 2) form the
acquisition and transmission module. Clearly, their role is to monitor the room,
assemble the acquired results and transmit data for further processing, while receiving
control commands in reverse.

The sensors used were DHT11 [5] for temperature and humidity, respectively
TSL235R [6] for illuminance. After acquiring the 3 parameters, we will proceed to
assemble the package.

Fig. 1. Block scheme of monitoring system
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The XBee module, accompanying the transmission module, is configured as a
router, hence it fulfills the following: it expands the network, it monitors the two digital
inputs, it manages packet transmissions and control commands receptions.

2.2 Receiving Module

At the reception side, the Arduino - XBee shield with the XBee module set as coor-
dinator - Ethernet [7] shield ensemble was used. It is designed to receive and carry out
the received packet decoding logic, restoring the monitored parameter values. Using
the Ethernet shield, which connects the Arduino platform to the Internet, the database
population is achieved, process intertwined with the WEB application’s data “feeding”.

The procedure for checking the reception of a packet is as follows: incoming data is
checked, followed by the packet type identifier inspection (to decide on the appropriate
decoding scheme, according to the predictable frame structure associated). The source
address is afterwards tested, concluding with data decoding, in accordance with the
known structure of the transmission.

2.3 Populating the Database

Populating the database was done in the following steps:

C.1. Create a Local Server - where databases and files allowing the WEB appli-
cation to run properly will be stored; XAMPP was used for this purpose [8].
A MySQL database was likewise created.
C.2. Connect Arduino to the Internet – the Ethernet Shield [8] allows connection to
an IP network; attaching this shield, Arduino can be converted into one of the two
Ethernet devices, client or server. Client conversion will allow server connections
and request data from the server, which is also what it is intended.

Fig. 2. XBee acquisition and transmitting module
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C.3. Initializing Server Connections - Effective connection to the server will be
based on the server’s IP address, to which to send the request, and the TCP port, in
this case 80. If a successful connection is established, it performs an HTTP GET
request to the server, in order to transmit the values of the three parameters, and
further process them [6].
C.4. Development of PHP Scripts, in order to make changes to the database built in
the previous steps (addition, deletion of data, etc.)
C.5. Building the WEB Application - PHP is capable of creating dynamic WEB
pages (that can change their appearance contextually) [8]. The data was displayed in
a table-fashioned manner. The table and user interface was created based on HTML,
while data “fed” the application via PHP scripts, the nesting of these methods
proving the claim made earlier in the paragraph.

At this point, the WEB application will display in real time (by refreshing the page)
the results gathered from the acquisition node, wirelessly transmitted to the receiving
node, decoded and stored in the database.

2.4 Control Interface

Monitoring the ambient parameters is fulfilled through providing qualitative and
quantitative information on the environment in which the sensor network is installed.
Usually, however, it is desired to act upon these parameters, therefore creating an
automation system that can be easily and remotely controlled. Displaying the tem-
perature, humidity and illuminance parameters using a WEB application allows their
continuous supervision, but this can be supplemented with enabling interactive control
of devices, adjustable according to a criterion of interest. The range of facilities
mediated by such an approach is extremely varied: the control of a central heating
system, a ventilation system, an array of switches, etc.

To emulate this concept, it was proposed to act upon an LED, having the role of an
end device among those mentioned earlier, the principle being valid for any electronic
device, as follows.

Acting upon a set of graphical buttons will be synonymous with the user’s intention
of sending a command. In this case, a file will be created that will include a value of
“0”, symbolizing the absence of control - because this is the prevailing state of the
system, or overwrite it with an “1”, indicating that a command was initialized. Arduino
will query the server by opening the file, will read the value, will pack it and send it to
the monitoring module installed in the room, which will decode it and act corre-
spondingly upon the LED: will take a decision on its on- (when an “1” is decoded) or
off- (“0”) state.

Because, once the intended command is completed (for instance, the temperature
reached the desired value, being time to stop the central heating adjustment), we
proposed that, when acted upon the control button, the user is redirected to a waiting
window, returning to the main application after the command’s completion.
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3 Results

The evolution of all 3 parameters was studied, during both daytime and nighttime,
inside a laboratory environment. Figure 3 depicts data acquired from the TX module
that corresponds to the particular situation of nighttime and, thus, sensors are tested in
extreme conditions: the absence of light sources and proximity to a heat source.

At the end of the sequence described by steps C.1¬C.5, in the database stored locally,
the changes in values for the 3 parameters, along with their timestamps are stored.

The developed WEB application is used to display and control the parameters. The
tools provided by the WEB application are:

• Periodical statistics,
• Graphical representation of the measured values,
• Possibility to send backward commands, in order to act upon electronic devices,

which could lead to the monitored parameters adjustment.

Fig. 3. Parameters’(temperature) graphical evolution over a 12 min window

Fig. 4. Submitting a command and redirection to a waiting window
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Figure 3 presents the variation of the measured values, in a 12 min window. The
graphs are displayed via the developed WEB application in a WEB browser.

Intensive validation was carried out and the data from our system was compared
with off-the-shelf products, such as home thermometers and lux meters. The results
showed us that the system can very easily be compared in terms of accuracy and
accessibility of the data.

As far as the initiating commands part is regarded, the graphical button, waiting
window and results reflected upon the LED can be seen in Figs. 4 and 5. By not
decoding packets of no interest for the system’s proper functioning, precious time is
thus saved, so the delay between the command’s transmission and reception can be
kept to a minimum (in our solution, the maximum delay achieved was 2 s).

4 Conclusions

The present paper presented a sensor network, designed to monitor a typical room in
terms of ambient parameters, through regular reporting of the temperature, humidity
and illuminance level values. The data was processed, and sent to a simple WEB
application, which allowed an interactive view upon the results, and the prospective of
adjusting the monitored parameters through a series of electronic devices, remotely,
concept emulated by an LED. The system thus created proved to be extremely mobile
and could be easily tested in various scenarios.

Fig. 5. Submitting a command in the web app (top) and the result of the command – led on
(bottom)
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Future work might include the WEB application’s customizing (in this project, a
basic HTML code was used in order to design it), setting up 2 to more such modules to
simultaneously send data to the same coordinator, replace the LED with an actual
device in order to address a real-life situation.

Such a solution may find its applicability in home automation projects, for instance,
Ambient Assisted Living, given the possibility to permanently monitor and adjust the
indoor climate, therefore promoting a better, healthier lifestyle for people at risk.
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Abstract. The main purpose of the research conducted in this field is to
improve senior’s Quality of Life using remote monitoring systems. One of the
main problems of these remote systems is the sensitive personal/medical data
security. As in different field of e-Health, like telemedicine, where a high data
rate is requested, OFDM systems represent a suitable candidate for these areas.
This paper focus is to analyze the probability of intercept (POI) for OFDM
(Orthogonal Frequency Division Multiplexing) communication systems.
A number of measurements are performed using a WiMAX communication
signal. The measurements were conducted using two broadband spectrum
analyzers and the conclusions are that the POI, for these systems, is proportional
with the number of parallel receiver channels and the scanning speed of the
receivers.

Keywords: Interception � Wimax � e-Health � Telemedicine � OFDM

1 Introduction. Security Issues in E-Health

The ICT domain, especially the wireless communications applications offers new
possibilities for elderly people to be monitored without intruding in their day to day
activities. The increase of the possible data rates that are to be transmitted over the
network allows the caregivers to communicate and to address the medical/social issues
in real-time. But one of the most important aspects of remote monitoring using wireless
communications is the data security.

Depending on the diseases concerned and on their level, the elders may choose to
store and exchange with the caregiver a lot of personal data (health information,
personal preferences and habits), that may be accessible through a wireless commu-
nication network. Consequently, depending on the data transmitted through the wire-
less network, different levels of security need to be provided. A radio communications
link can be considered to be secure if a number of technical measures have been
implemented in order to minimize the probability of detection and interception prob-
ability. In the last decade, a large number of researches have been developed and their
results have been published, presenting different solutions that, on the one hand, secure
the radio communication link, and on the other hand, defines the threshold parameters
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for interception receivers. In [1] the authors refers to eHealth video communications
that needs to be responsive and reliable, OFDM techniques offer, at the physical layer a
scalable, resilient and reliable transmission technique. In [2] the authors study the most
suitable wireless technologies for eHealth applications, from WiMAX (Worldwide
Interoperability for Microwave Access) to GSM/GPRS to the latest 4G networks, while
in [3, 4] the authors try to evaluate the most efficient solution for implementing a
reliable health service based on the 4G networks. In [5] a special emphasis is put on the
security of eHealth wireless networks based on OFDM techniques. In [6] is shown that
OFDMA allows a large number of users share the system by assigning each of them a
subset of subcarriers or tones, while in [7] the subcarrier allocation in OFDMA is
studied. In [8] a number of considerations are made regarding a CDMA-OFDMA
system and its performances obtained in different propagation conditions. Researchers
are continuously seeking for the best trade-off between functionality, interoperability
and security of the developed systems [9].

This paper presents the interception probability for systems that uses OFDM
techniques. These threats are important especially for systems that are dealing with
sensitive personal or medical data. The paper is organized as follows. In Sect. 2 is
evaluated the probability of interception of a WiMAX OFDM signal with a search
receiver that has a number of parallel receivers that performs several scans of the
received signal while in Sect. 3 are presented some practical measurements. Finally,
Sect. 4 presents the eWall project as a possible implementation of such an eHealth
system that uses WiMAX OFDM and a number of conclusions are highlighted.

2 Probability of Intercept for OFDM Signals

In order to intercept and detect OFDM signals the first we assume that the bandwidth of
the WiMAX radio channel and the OFDMA subcarrier spacing are known. The
“search” receiver has the same instantaneous bandwidth as the signal and includes a
number of parallel receiver channels (denoted by Msc) whose center frequency coin-
cides with the subcarriers frequency (denoted by Mfh). Moreover, in order to detect an
OFDMA signal its frame duration, Ts, must be larger than the receiver dwell time, Td.

Detection of wideband signals requires a large amount of power, at least for the
integration period of the receiver, Ti,(which is the sum of dwell time and the signal
processing time). In addition, it and requires that the frequencies the receiver is tuned
on are the subcarriers of the received signal. Assuming that at the receiver is imple-
mented using K parallel detectors, each of them tuned on a different frequency, the
probability that the wideband signal is detected in one of the K channels increases by a
factor K. Thus, according to [10], the interception probability for an OFDMA signal,
using a multichannel receiver in standby, is

P1 ¼ K
Mfh

: ð1Þ

Next we assume that the receiver can perform several attempts to intercept the
transmitted signal, during one frame duration Ts. Such an attempt can be considered
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valid only when the integration time, Ti, is less or equal then the OFDMA frame
duration Ts. Therefore, the average number of valid interception attempts during Ts is
given by [11]

�n ¼ Ts � Ti
Td

: ð2Þ

The interception probability of wideband transmitted signals with �n valid trials,
during the time signal Ts, is [10]

P1n ¼ P1 � �n ¼ K � �n
Mfh

¼ K
Mfh

Ts � Ti
Td

� �
: ð3Þ

For OFDMA signals, if the total time of reception is Tt, such interception attempts
can be repeated N ¼ Tt � fS times, where fS is the frame rate. For each attempt, the
interception probability is given by (3). Assuming that the receiver performs L com-
plete scans, the probability that, in N repeated trials, we will have k correct intercep-
tions (hits), with P success probability in each trials, is determined based on the
binomial distribution and cumulative distribution function, given by [10]

PNðkÞ � 1�
Xk�1

l¼0

Ck
NP

lð1� PÞN�l ð4Þ

resulting an average number of hits

�k ¼ N � PN : ð5Þ

The relationship between the number of repeated attempts to intercept (N), the dwell
time (Td), the number of complete scans at the receiver (L), the number of reception
channels (Msc) the number of parallel filters (K) and frame rate (fs) is given by [11]

N ¼ MscTdfsL
K

ð6Þ

3 Practical Estimation of OFDMA Signals Probability
of Intercept

In the following we will analyze the probability of interception for WiMAX 802.16e
transmissions using OFDMA signals. The following parameters are used for the
transmitted signal: central frequency = 3660.5 MHz, bandwidth BW = 10 MHz, FFT
size = 512, number of used carriers = 426, subcarrier spacing = 11.16 kHz, OFDMA
symbol time = 100.8 μs, frame length Ts = 5 ms (for 49 symbols). A received signal
containing a multiburst PUSC (partial usage of subchannels), FUSC (full usage of
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subchannels) zone with BPSK pilots and signals with QPSK, 16QAM, and 64QAM
modulation types has been used for test purposes.

Regarding the receiver part we consider two different spectrum analyzers, with
incorporated Vector Signal Analyzer, namely Agilent E3238 s system with Agilent
89600 system software and Anritsu MS2722 system. The receivers parameters are:
instantaneous bandwidth = 36 MHz (for Agilent) /10 MHz (for Anritsu), dwell
time = 1 ms (for Agilent) /3 ms (for Anritsu), frequency span = signal bandwidth × 1.1,
center frequency = 3660.5 MHz, RBW = 1 kHz, triggering on the signal (to obtain
good spectrum and time measurements on a burst signal), demodulator selec-
ted = 802.16e OFDMA -10 MHz, parallel channels K = 32 channels (for Agilent) /20
channels (for Anritsu), with IFBW = 10 kHz.

With (1) the detection probabilities for a single burst using a multichannel receiver
are P1 = 6.2 % for Agilent and P1 = 4 % for Anritsu. According to (2) and (3) the
detection probabilities of wideband transmitted signals, with �n = 4 for Agilent and �n = 2
for Anritsu, the probabilities of valid trials are P1n = 24.8 % for Agilent and P1n = 8 %
for Anritsu. Assuming that the receiver performs a number L = 1 full scans and,
according to (6), the number N of repeated attempts to intercept during L scans is
N = 132. Then, the probability PN of at k successes in N trials, where success proba-
bility in each trialis P1n, can beestimated using (4).

In Fig. 1a is represented the probability PN of at least k valid interception in
N repeated attempts, for an ideal case using K = 426 parallel channels, with a variable
mean number �n = {2; 4} of valid attempts during one hop. The blue line (1) represents
this probability achieved when the Agilent spectrum analyzer is used, while the red line
(2) corresponds to the same probability when the Anritsu one is used, under the same
conditions. Note that the probability of at least k = 10 valid interceptions in N = 132
attempts for the Anritsu analyzer is about 50 % while for the Agilent one is 100 %. This
difference is due to the fact that the Agilent analyzer has a lower dwell time than the
Anritsu analyzer and, implicitly, Agilent scanning speed is higher.

Figure 1b represents, the probability of at least k valid interception in N attempts,
PN, given in (4), with success probability in each trialis P1, supposing only one valid
detection attempt per hop interval, �n = 1, for receivers with different number of
scanning filters, K. In the following, since the Agilent spectrum analyzer performs
better than the Anritsu one, the first one will be used with different number of scanning
filters, K, that may be enabled at the receiver. The blue line (3) represents probability
PN of at least k valid interception in N = 132 attempts when the central frequencies of
the parallel receiver channels K, coincides with all the subcarriers of the WiMAX radio
channel. In this case, the analyzer scans 512 consecutive subcarriers and uses K = 32
parallel channels. The red line (2) represents the interception probability of the
WiMAX signal, with at least k valid interception in N = 132 attempts, when the
spectrum analyzer scans consecutive WiMAX subcarriers. In this situation the inter-
ception receiver is using K = 20 parallel channels. Finally, the green line (1) represents
the probability of achieving at least k valid interception in N attempts, for WiMAX
signal, when the spectrum analyzer consecutively scans only one detection channel
(K = 1). If we compare the performances obtained in the three cases above, one can see
that for k = 10 valid interception performed by the intercept receiver, we obtainprob-
ability PN = 20.4 % when K = 32 parallel channels are used (similar to Agilent
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spectrum analyzer), PN = 1.8 % when K = 20 parallel channels are used (similar to
Anritsu spectrum analyzer) and PN = 0 % when only one scanning channel is used.
Hence, as the receiver has more parallel channels enabled, the interception probability
of the OFDMA signal is higher.

To show the accordance between analytical expression for the interception prob-
ability and the experimental results, we conducted tests to detect a real WiMAX
transmission using a spectrum analyzer Agilent E3238 s including Vector Signal
Analyzer Agilent 89600. The test signal was an IEEE 802.16e-compliant downlink
subframe, based on a WiMAX 10 MHz profile. It contains a PUSC zone of 12 symbols
followed by a FUSC zone of 10 symbols, with BPSK pilots and signals with QPSK,
16QAM, and 64QAM modulationtypes. The spectrum analyzer settings for test were:
central frequency f = 3660.5 MHz, span 11 MHz, resolution bandwidth 3 kHz, ref-
erence level −15 dBm, 32 parallel receiver channels, detector Peak, demodulation
type = IEEE 802.16e OFDMA. Sweep time and trigger delay must be set so that the
complete response signal of the tag is recorded. Displaying graphs station was to stop
after 10 detections.

The measurement system receives the WiMAX signal represented in Fig. 2. In the
top windows are displayed: the spectrum of the signal (a), time measurements on a
burst signal (b) and table with the contents of the decoded FCH (Frame Control
Header) and DL-MAP (c). In this table one can see that the spectrum analyzer with
settings mentioned above, was performed detection and decoding of WiMAX signal. In
the bottom windows are displayed: Probability Density Function - PDF for the received
signal (d), Cumulative Distribution Function - CDF (e) and Complementary Cumu-
lative Distribution Function - CCDF (f). From the PDF trace it can be deduced that the
mean value of burst signal is 27.8 mVrms, while using CDF trace, on can determine the
probability corresponding to this average value of signal, resulting 47.9 %. In CCDF
measurement the average power of the signal is −18.12 dBm and it can be seen that all
signal’s peaks with this level have probability of occurrence around 21 %. This
probability of detection is very close to the theoretical value PN = 20.4 %, obtained
from simulations (Fig. 1b).

Fig. 1. (a). The probability PN of at least k valid interception in N repeated attempts, with mean
number of valid attempts by the receiver during one hop �n = 4 (trace 1) and �n = 2 (trace 2), for a
ideal case using K = 426 parallel channels and (b) using using K = 32 parallel channels (trace 3),
K = 20 parallel channels (trace 2) and single channel receiver (trace 1) (Color figure onlne)
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From those results one can see that the interception probability of an OFDMA
system is relatively high only if the interceptor has a relatively sophisticated dedicated
measurement device. Such equipment should be multichannel receiverand with fas-
tscan, which are characteristics that are difficult to obtain from a technical point of
view. In this respect, WiMAX OFDMA proves to be a good candidate for imple-
menting the physical layer in an eHealth system.

4 Possible Applications – the EWALL Project

The eWall for Active Long Living (eWALL) it’s a project that intends to develop an
architecture and appropriate methods for assisting the elderly that have health issues as
Chronic Obstructive Pulmonary Disease or Mild dementia. As the quality of life has
improved, the life expectancy also increased during the last years, fact that leads to an
aging of the population [15]. It is well known that elderly people need special treatment
and resources due to their decreasing capacity of self-caring. Thus, a high number of
caregiver staff is trained for the challenge of assuring the suitable conditions, medicine,
laboratory tests and - not less important – daily supervision.

Thus, in order for the Sensing environment to communicate to the eWALL cloud a
secure wireless or wired solution is required. In order to find the best solution multiple

Fig. 2. Measurements of WiMAX signal in the frequency domain (a), in the time domain (b),
burst analysis with DL-MAP (c) PDF (d), CDF (e) and CCDF (f) measurements of burst signal
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tests are being performed in order to determine the system with the best intercept-free
percentage. As we demonstrated in Sect. 3, OFDMA with a large number of subcarriers
proved to be a suitable solution for the eWALL system, and is now under testing.
Measurements have shown that the signal can be intercepted with a high probability
only by using sophisticated and expensive measurement devices, while for single
channel receiver the interception probability is null, showing that, from security and
privacy point of view, this technique offers increased data security. Based on those
remarks the OFDMA technique is used in eWALLproject to communicate between the
sensing environment and the cloud.
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Abstract. Human presence in the vicinity of a wireless link causes variations in
the link’s Received Signal Strength (RSS). Device-free Localization (DfL) sys-
tems use these RSS variations in a static Wireless Sensor Network (WSN) to
detect and locate people in the area of the network. The main advantage of this
emerging technique is localization of people without requiring them to carry any
devices. This paper investigates the feasibility of a DfL system using a
Sun SPOT WSN. The system uses 16 Sun SPOT sensors and covers 4 × 4 m
square area, which is a size of a typical living room. The sensors exchange
testing messages, measure RSSs and forward the results to a host computer via a
base station. The host application processes the received RSS values using the
Radio Tomographic Imaging (RTI) technique and displays a real-time image
with the estimated position of the person in the monitored area.

Keywords: Device-free localization � Passive RF tracking � Passive indoor
positioning � Wireless sensor networks

1 Introduction

The health monitoring Wireless Sensor Networks (WSNs), which made their debut in
hospitals and assisted living centers, have recently been moving into the homes of
seniors in order to prolong the seniors’ home stay as long as possible. This desire for
independence is conceivable, but for the caregivers, it is also a reason for concern that
they might fall, be physical inactive, forget to take their meds or just need assistance.

A key parameter for the estimation of people’s vitality for an ambient assisted living is
their activity, i.e. the detection of their everyday life motion sequences. Traditionally,
computer-vision camera systems and mobile RF devices, such as body-worn transmitters
and active RF tags, have been the foremost agents by which real-time human presence is
tracked [1, 2]. There are also techniques that enable smartphones to track user location and
motion [3]. Camera based sensors, such as Kinect, sense the light directly reflected off of
users’ bodies. Many of these technologies leverage well-established computer vision
techniques such as epipolar geometry (two cameras view a scene from two distinct
positions), but also employ other, non-traditional methods such as Time-Of-Flight
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(TOF) measurements that have become more affordable [1]. Common challenges with
these systems include field of view, low light situations and privacy concerns [4].

Recently, there are a number of techniques by which user location can be estimated
without the use of any portable RF device. A passive system without any handheld
devices is much more suitable and comfortable for this purpose than any other solution.
In these methods, some RF signal is broadcasted, and its attenuations by the human
body are measured. The values of these attenuations are used to estimate the position of
the body being tracked. This technique is essentially treating the user’s body as a sort
of radio-wave absorbing object, thus, it is the user being tracked rather than an external
RF device they are attached to. Of all technologies being developed to enable mobile
Device-free Localization (DfL), the Radio Tomographic Imaging (RTI) technique has
been most broadly used [5]. These systems typically require that an area of interest be
outfit with a large network of sensors. In these networks, the sensor nodes create mesh
topology via RF links. For each of these links a change in the Received Signal Strength
(RSS) is attributed to human presence [6–8].

This paper presents the practical implementation of a DfL system with a SunTM

Small Programmable Object Technology (Sun SPOT) WSN testbed platform. The
paper is organized as follows. Section 2 describes the RTI technique with WSN.
Section 3 describes the Sun SPOT setup. Section 4 describes the gathering of the RSS
measurements. Section 5 presents the localization results and, finally, Sect. 6 gives the
conclusions.

2 Radio Tomographic Imaging with WSN

RTI is technique of estimating the changes in the propagation field of a deployed WSN
that covers the monitored area. Several RTI methods have been already developed
[5, 9, 10]. This section describes attenuation-based RTI [5], in which the change of the
propagation field to be estimated is shadowing.

In RTI DfL, the monitored area is surrounded with N sensor nodes as shown in
Fig. 1(a) and divided into P pixels as shown in Fig. 1(b). The total number of links
L between all sensors is L = N(N–1)/2.
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Fig. 1. Monitored area is surrounded with N sensor nodes and covered with L = N(N-1)/2 links
(a) (in this example N = 28; L = 378), and a link between two randomly chosen nodes (b). For (b),
only the pixels in the ellipse around the observed link affect its RSS measurement.
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The RSS value yl(t) of each link l at time t is given as:

yl tð Þ ¼ Tl � Sl � Ol tð Þ � Il tð Þ � nl tð Þ: ð1Þ

where Tl is the transmitting power, Sl is the static attenuation, Ol(t) is the attenuation of
the object, Il(t) is the interference, and nl(t) is the noise.

The number of pixels (p = 1, 2,…, P) and the number of sensors are not correlated.
Figure 1(b) shows a link between two randomly chosen sensors. Only the attenuations
of the pixels encompassed by the ellipse affect the link. The spatial RTI model is an
ellipse having the foci located at the sensors. The RTI model defines the ellipse width.

The attenuation Ol(t) caused by the objects can be considered to be the weighted
sum of attenuations xp(t) from all pixels P in the monitored area:

Ol tð Þ ¼
XP

p¼1

Alpxp tð Þ: ð2Þ

The most common type of defining the entries Alp is to make them constants
inversely proportional to the square root of the link length dl = dl1 + dl2 [5, 6, 8].
According to this model, the pixels that are located outside of the ellipse have their
weight set to zero. This paper defines the entries Alp as constants too, but takes into
consideration the pixel’s distance to the link’s line-of-sight h, and the pixel’s distance to
the closest sensor of the link. Accordingly, the pixels that are located outside of the
ellipse have their weight set to zero too. The entries Alp are given as:

Alp ¼ 1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
minðdl1; dl2Þþ dl

2 þ h
q u; if dlp1 þ dlp2 � dl1 þ dl2 þ b

0; otherwise

�
: ð3Þ

where φ is a constant scaling factor (often set to 1) and β is a tunable parameter
controlling the ellipse width. Such extended definition of the entries Alp is consequence
of one assumption and one preliminary experiment, conducted before placing the final
Sun SPOT setup. The assumption is that the influence of the pixel to the link decreases
as h increases, and the preliminary experiment had been tried to find out how distance
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Fig. 2. Human body influence on the link’s RSS measurement in different positions between the
transmitter and receiver.

Device-Free Localization Using Sun SPOT WSNs 93



of the object to the sensor node (when the object lies on the line-of-sight) influences the
link’s RSS measurement. Figure 2 shows the influence of the human body on the link’s
RSS when two Sun SPOTs (transmitter and receiver) are 4 m apart and transmitting
power is set to 0 dBm. The user stands in three different positions on the line-of-sight
between the Sun SPOTs: near the transmitter; in the middle between the transmitter and
receiver; near the receiver.

The RSSs value for free space is approximately −47 dBm. Then, when the person
enters the link and stands near the transmitter, the RSS decreases for 10 dB. When the
user stands near the receiver, the RSSs decrease for 13 dB relative to the free space case.
When the user stands in the middle of the link, the RSSs decrease for 4 dB relative to the
free space case. These measurements show that all pixels that lie along the line-of-sight
of the link do not have the same influence on the link’s RSS. The pixels lying closer to
the sensors introduce approximately 2 to 3 times more RSS reduction compared to the
pixels lying in the middle of the link. The entries Alp defined with (3) take into con-
sideration this situation and apply more weight to the pixels lying closer to the sensors.

Regarding (1), the link’s RSS change Δyl, between times t and t + δ is given as:

Dyl ¼ yl tð Þ � yl tþ dð Þ
¼ Ol tþ dð Þ � Ol tð Þþ Il tþ dð Þ � Il tð Þþ nl tþ dð Þ � nl tð Þ :

ð4Þ

Replacing (2) in (4) yields:

Dyl ¼
XP

p¼1

AlpDxp þ el: ð5Þ

where Δxp = xp(t + δ) – xp(t) is the attenuation change in the pixel p, and εl = Il(t + δ) –
Il(t) + nl(t + δ) – nl(t) is a random variable collating the interference and noise in link l.

A linear equation system describes attenuation in all links:

y ¼ Axþ e: ð6Þ

where A is an L × P weighting matrix, y is L × 1 vector for measured RSS changes, ε is
L × 1 error vector (interference and noise), and x is P × 1 vector for attenuation changes.

Solution of (6) for x, gives the attenuation field in the monitored area. The atten-
uation object is most likely to be in the pixels with highest attenuation changes.
Equation (6) describes an ill-posed problem [11, 12], i.e. a problem that need not have a
solution, that may have multiple solutions, or a solution whose behavior does not
change continuously with the initial conditions. Such problems can be solved by
Tikhonov regularization [11, 12]. Tikhonov defines regularized solution xλ as the
minimizer of the weighted combination of the residual norm and the side constraint:

min
x

Ax� yk k2 þ k2 Ixk k2
n o

: ð7Þ

where λ is the regularization parameter which controls the weight given to mini-
mization of the side constraint relative to minimization of the residual norm, and I is
P × P identity matrix. With substitution Γ = λI, an explicit solution is given by:
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xk ¼ ATAþCTC
� ��1

ATy: ð8Þ

where xλ is P × 1 vector for estimated attenuation field caused by the attenuation object.
In many cases, the matrix (ATA + ΓTΓ)−1AT can be precomputed, thus estimating xλ
from y becomes an inexpensive operation. This is very appealing for real time RTI
systems that require frequent image updates.

3 Sun SPOT Setup

All Sun SPOTs are placed on fixed locations as shown in Fig. 3(a). The 16 nodes are
around a 4 × 4 m square area with a node density of 1 node per m2. Figure 3(b) shows
spectrum occupancy of the room where the WSN testbed platform is placed, for the
entire Sun SPOT frequency range.

The distance between each two adjacent nodes along each side is 1 m so there are 5
nodes (including one node at each corner) at each side of the square. Each of the 16
nodes is programmed to broadcasts test messages for the RSS measurement between
itself and all the other nodes in the network. The base station, which is connected to the
host computer, collects messages with pairwise RSS measurements from all nodes of
the network. First, a calibration is performed in empty room. Then, the RTI algorithm
runs on the host computer and the person enters the room and interacts with the RTI
system. Since the RTI algorithm works in real time, observers can see the RTI images
immediately after the person enters the network. The setup allows multiple people
localization.

To avoid interference with other RF sources, the Sun SPOTs nodes measure RSSs
by test messages at 2300 MHz (frequency granted to the radio amateurs). To avoid
mutual interference, nodes send data messages with averaged RSSs to the base at
2480 MHz.

RSS [dBm]

Frequency [MHz]
2253

-55

-40

-35

-70

-85
-100

2350 2448 2545 2643 2740

(a) (b)

Fig. 3. Photo of 16-node SunSPOT indoor testbed platform (a), and room spectrumoccupancy (b).
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4 RSS Measurements

Each sensor node broadcasts a test messages to the other 15 sensor nodes at a rate of
five messages per second. Each sensor node receives test messages and stores the
measured RSS values from the other sensor nodes. Simultaneously with the mea-
surement process, each sensor node sends averaged RSS measurements to the base
every 1.5 s. For each link, i.e. for each pair of nodes A and B, the host application gets
two RSS values. The first value gives the averaged RSS from A to B, whereas the
second value gives the averaged RSS from B to A. The host application calculates the
final RSS for each link (each pair of nodes A and B) by averaging the averages from A
to B and from B to A. This paper defines the y vector as differences between empty
room RSS links’ values and the actual RSS links’ values from the last calculation. The
y vector is being recalculated every 1.5 s. The host application recalculates the xλ vector
at the same rate.

5 Localization Results

The monitored 4 × 4 m square area is divided into 16 × 16 pixels. The spatial
dimensions of each pixel are 25 × 25 cm. The host application estimates the attenuation
change, compared with empty room, for each pixel every 1.5 s. The host application
calculates the coordinates where the attenuation object (the person) is estimated to be
by determining the centre of mass of the 4 % pixels with the lowest RSSs. Figures 4
and 5 show the photo of person being in the corner and in the center of the monitored
area, respectively, and the corresponding 3D graphical visualizations. In the 3D
graphical visualization, each of the 256 pixels is presented as square bar whose height
and color change (from blue to red), according to the attenuation change intense.

room width
[pixels]

room length
[pixels]

normalized RSS 
attenuation [%]

(b)(a)

Fig. 4. Person stands in the corner of monitored area (a), with the corresponding 3D graphical
visualization of the RSS attenuation (b) (Color figure online).
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The room coordinates are presented as room width and room length, both expressed
in pixels. The resolution of the positioning procedure is one pixel. Since the human
body certainly covers more than one pixel, this is adequate resolution choice.

The vertical axis on the 3D graphical visualization represents the min-max nor-
malization of the RSS attenuation.

This paper evaluates the accuracy of the RTI system in localizing the person in
different areas of the monitored area. The person stands in 9 different spots of evalu-
ation without moving for a pre-determined amount of time, before walking to the next
position. Figure 6 shows the average position estimates provided by the RTI system in
each of the 9 spots of evaluation. The average localization error is 39 cm.

When the person stands in the corners, the localization is the most accurate. The
least accurate localization is when the person stands in the center of the monitored area,
where the error reaches up to 60 cm. This error distribution is caused by the greater
shadow fading when person stands near the transmitter or receiver than standing in the
middle of the link (Fig. 2).

room width
[pixels]

room length
[pixels]

normalized RSS 
attenuation [%]

(b)(a)

Fig. 5. Person stands in the center of monitored area (a), with the corresponding 3D graphical
visualization of the RSS attenuation (b) (Color figure online).
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Fig. 6. The true and estimated position of the person in 9 different points of the monitored area.
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6 Conclusion

This paper demonstrates construction of device-free Radio Tomographic Imaging
(RTI) system for indoor localization of people using readily available Sun SPOT
wireless sensor network. In this system, the RSSs measured on the links of a mesh
network composed of static wireless transceivers are used to accurately localize people
without requiring them to wear or carry any sensor or radio device. When the system is
started, the room is empty for calibration. Then, a person enters the room and his
presence on the link line between transmitters and receivers changes the measured
RSSs. By applying Tikhonov regularization, the system estimates in real-time the
discretized image of the change in the propagation field of the monitored area due to
the person presence.

Precision of the RTI depends on the number of sensor nodes. The setup described
in this paper has 16 nodes, achieving an average positioning error of 39 cm in a 4 × 4 m
room. The minimal error is in the corners, and the maximum error of 60 cm is in the
center of the room. The biggest source of the error at the RTI is that the reflections of
the RF signals are not adequately modeled. The RTI model assumes that the RF signal
is mainly a line-of-sight signal. As the occurrence of reflections depends on the fre-
quency and the properties of the possibly reflecting surfaces, the modeling of the
reflection is practically unfeasible.

An advantage of the RTI is that it needs small computational effort to construct an
image. All complex calculations are performed beforehand, leaving one matrix mul-
tiplication at runtime. This is essential since it makes the RTI system low-cost and easy
available to the ordinary consumers, offering them precision adequate to their needs.

Future work may comprise experimentation in different setups and number of WSN
nodes, introduction of spectrum agility for message broadcasting in order to alleviate
potential spectrum occupancy problems etc.
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Abstract. Cloud-based smart homes for ambient assisted living are emerging
information and communication technology aiming to facilitate and improve
users’ lives. The design of home sensing architecture and corresponding device
gateway to connect different types of perceptual and automation devices with
cloud services and applications is a challenging task. This paper presents a
conceptual home sensing architecture and a modular device gateway design able
to combine multiple sources and clients of perceptual and actuator devices
providing the required interoperability, flexibility and extensibility for such
applications. Furthermore, the paper presents a home sensing environment
prototype, which adopts the proposed device gateway design. The proposed
design and implementation can be used in a variety of smart-home applications.

Keywords: Smart homes � Ambient assisted living � Home sensing architec-
ture � Device gateway design � Prototype

1 Introduction

The Internet-of-Things and the cloud computing concepts are increasingly attracting
academic and industrial interest lately. These technologies have a potential for support
of a number of different applications and beneficiaries and are in focus of future smart-x
environments. The growing need for improving various users’ health, lifestyle, enter-
tainment, convenience, comfort, energy efficiency, security etc. leads to deployment of
sensing and automation devices in smart-homes and design of cloud applications to
utilize the connected in-home devices.

The smart-homes for ambient assisted living incorporate different environment
sensing devices such as fixed sensors for monitoring temperature, humidity, lumi-
nosity, mobility, gasses and wearable sensors for activity and vitals detection. Addi-
tionally, they may include audio visual sensing devices for monitoring presence and
activities, face tracking and analytics. The smart-home environments can also integrate
actuator devices to control lighting, heating, ventilation, air conditioning, and other
different home appliances.

Existing of-the-shelf solutions provide device gateways [1, 2] which are usually
device and/or manufacturer specific. There is lack of a generic and modular device
gateway design that provides interconnection and straightforward integration of
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different types of devices and cloud services/applications and supports multi-device
(/client) operation, different communication (e.g. pull/push) and sensing capabilities.

The design and development of device gateways for home sensing environments is
a complex task [3]. The device gateways must integrate different market available
sensing and automation hardware from different manufacturers having diverse capa-
bilities, physical communication interfaces and APIs. Moreover, the control of the
connected devices should be interfaced with different device gateway clients, such as
processing components, cloud services and applications. Finally, the home sensing
environment and the device gateway in particular, should provide the required relia-
bility for user critical applications and the required flexibility and modularity to support
ease integration of new devices, services and applications.

This paper presents conceptual home sensing/automation architecture and a device
gateway design that provides the abovementioned possibilities. The proposed device
gateway architectural design is adopted and incorporated in a home sensing environ-
ment prototype for ambient assisted living.

2 Home Environment for Ambient Assisted Living

The home environment of cloud-controlled smart homes for ambient assisted living
should comprise several hardware devices and software modules for environment
perception and context extraction, data management, learning, reasoning, decision
making and effectuating. The hardware performs environment sensing and system
hosting, while the software components perform all remaining activities.

Figure 1 presents a conceptual architecture with the building blocks and compo-
nents for cloud-based ambient assisted living [4], with particular focus on the home
sensing environment. The chain starts with audio/visual/sensor devices for environment
perception connected to a device gateway residing in a home PC, acting as a data
collector and aggregator. Based on the input from the perceptual devices (e.g. tem-
perature, accelerometer data, video/audio samples etc.), processing components per-
form context extraction storing processed data into a home database. A remote gateway

Fig. 1. Conceptual architecture of home environment for ambient assisted living
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acts as a home gateway, relaying and exposing context data to the cloud. The cloud
components perform further processing in terms of learning and reasoning upon users
behavior (in short/long term history), making decisions, conveying notifications,
reminders and actions to improve the user’s lifestyle, health, safety etc. The services
and applications residing in the cloud can control actuators of different home appli-
ances to improve the habitat and make the user’s life more comfortable. This paper
focuses mainly on the design of the device gateway component that acts as a unified
proxy to the perceptual (cams, mics, sensor motes) and actuator devices.

2.1 Device Gateway Design for Home Sensing Environments

The device gateway should represent a single point of access to sensor measurements,
audio/visual streams and metadata performing the role of a unified proxy in the home
sensing architecture (Fig. 1) for cloud-based smart homes. It should integrate multiple
perception devices (audio/visual and sensors) and actuator devices, relaying the raw
sensing/streaming data to other relevant components. The device gateway should keep
track of the connected devices and of the connected device gateway clients, handling
subscription to measurement and streaming services and (re)configuration of devices.
In order to provide a fully functional, easily deployable, controllable and extensible
system for ambient assisted living, the device gateway should support the generic
system requirements listed and explained in Table 1.

Table 1. Generic system requirements

Requirements Comments

Flexibility, compatibility,
scalability

Support various types of market available off-the-shelf devices
and integrate different types of information in a client
transparent manner. Ability to scale the platform for a variety
of use-cases and applications.

Modularity, extensibility Modular design of the device gateway to provide
straightforward integration of new devices and new
functionalities.

Unicity, transparency,
interoperability

Unified protocol formats and messages regardless on the type of
connected devices. Transparent operation of the hardware for
beyond device gateway components, providing the ability to
interconnect with different systems.

Reliability, responsiveness Reliable communication within the platform and real-time
operation. Capabilities to dynamically react and/or
reconfigure devices.

Multi-device, multi-client
support

Interconnection of multiple sources (sensors, audio/visual
devices) and multiple destinations of perceptual information
(e.g. processing components).

Maintainability,
(re)configurability

Ability to easily maintain and (re)configure the system after
deployment and during operation.

(Continued)
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Figure 2 proposes a device gateway decomposition model satisfying the previously
emphasized requirements. The suggested modular design of the device gateway
embraces four main building blocks, i.e. sensor gateway controller, audio/visual device
controller, actuator device controller and communication module. As highlighted in
Fig. 2, the device gateway should be able to connect and control multiple controllers of
the perceptual and actuator devices. The communication module is in charge of
sensing, streaming data and metadata exchange with device gateway clients and
facilitates the remote control of the connected devices.

Table 1. (Continued)

Requirements Comments

Remote accessibility,
(re)configurability

Remote access to perceptual information and remote
configuration or change of connected devices parameters.

Pull and push type of
communication

Handling information subscriptions, ability to provision
continuous communication and information distribution to
device gateway clients. Ability to trigger specific reporting
based on push/pull communication towards/from the device
gateway clients.

Device registration and
deregistration

Ability to register a perceptual or actuator device in the system
(the registration may encompass the location, the type and the
measurement capability of the device) and ability to
temporarily or permanently de-register a perceptual device.

Fig. 2. Device gateway decomposition model
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The sensor gateway controller includes multiple sensor motes handlers and the
sensor gateway middleware to exchange measurements and control messages with the
sensor motes. The sensor gateway controller should be able to register and deregister
sensor motes, query sensor motes for instantaneous (pull) and periodic (push) mea-
surements, keep track on the connected sensor motes and their configuration and report
sensor measurements and devices metadata to device gateway clients. The sensor
gateway controller can (re)configure sensor motes remotely using the communication
capabilities provided by sensor gateway middleware. The particular realization of the
sensor gateway middleware depends on the selected hardware and hardware drivers.
The audio/visual device controller is decomposed into audio/visual device handler and
middleware. Via the audio/visual device handler, the device gateway registers and
deregisters audio/visual perception devices, keeps track on the connected devices
and their configuration, (re)configures data streaming. The audio/visual device handler
can start, stop and reconfigure streams and push streaming data (video frames and
audio samples) to device gateway clients. The audio/visual device middleware is a
device driver wrapper, which again, provides the physical communication with the
device. The decomposition of the actuator device controller is similar to the previous
two controllers. It contains an actuator device handler which registers and deregisters
actuators, keeps track on the actuator information and controls the actuation utilizing
the communication capabilities provided by the middleware.

Considering the conceptual home sensing architecture in Fig. 1 and the decom-
position model in Fig. 2:

1. Sensors – Device Gateway Interface. The device gateway connects multiple
sensors (motes and gateways) through this interface controlling their configuration,
extracting measurements and preparing metadata for clients.

2. Audio/Visual Devices – Device Gateway Interface. The device gateway can
connect multiple audio/visual devices via this interface requesting, stopping and
reconfiguring streaming, receiving and pushing streaming data to clients.

3. Actuator Device – Device Gateway Interface. The device gateway connects
multiple actuator devices, keeps track of the current configuration and controls the
actuation of different home appliances via this interface.

4. Device Gateway – Sensing Data Processing. The device gateway connects mul-
tiple sensor data processing components and relays sensor measurements via this
interface. This interface also handles subscriptions to sensor measurements, remote
reconfiguration and measurement querying.

5. Device Gateway – Audio/Visual Data Processing. This interface can relay
streaming data (video frames and audio samples) from multiple audio/visual per-
ception devices to multiple processing algorithms. This interface also handles
streaming subscriptions and remote configuration of the connected devices.

6. Device Gateway – Remote Proxy. This interface is used for remote connection of
the connected home devices to cloud components. Via this interface metadata and
raw sensing and streaming data can be exchanged. This interface is used for remote
access/configuration of all the devices.
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3 Prototype Implementation

We have selected a clean slate design of the device gateway, with the Libelium sensor
networks platform [6] and the Kinect camera device [7] as underlying devices for
environmental parameters perception. The current prototype [5] does not incorporate
actuator devices, envisioned for future extensions and improvements.

3.1 Hardware Devices and Interoperability

The core of the Libelium’s wireless sensor network portfolio is the Waspmote node [6]
(i.e. a sensor mote). The sensor mote is composed of a microcontroller board (for
processing purposes) and a sensor board (for attaching different sensors). Motion
sensors are connected directly on the sensor nodes microcontroller. The accelerometer
sensor is embedded on the sensor board microcontroller. Other sensors (air tempera-
ture, luminosity and humidity) use sensor boards. All sensor readings have very fast
response time and can be queried at any desired moment. Both communication parties,
i.e. the sensor motes and the sensor gateway, are equipped with XBee 868 radio
modules and communicate on 868 MHz with an RF protocol. All motes have two-way
communication with the sensor gateway.

Kinect is a sensor developed by Microsoft for the Xbox 360 and Xbox One game
consoles. It provides control and interaction with the scene or the game, without a console
controller, using specified gestures and spoken commands. The Kinect sensor incorpo-
rates several advanced technologies such as a depth infrared-based sensing, an RGB
colour camera and a four-microphone array. The hardware and software provide
full-body 3Dmotion capture, face/voice recognition capabilities. The Kinect audio/visual
sensing device employs a wired USB connection to the computer. The current version of
the Kinect audio/visual device implementation in the device gateway uses the libfreenect.
hpp C++ wrapper to port the Kinect hardware. The implementation supports starting,
stopping and reconfiguring RGB, depth and audio streaming by the device gateway and
changing the tilt of the Kinect device.

3.2 Software Components

The selected platform for the device wrappers and the device gateway realization is the
Linux operating system and the C++ programming environment due to the open-source
availability of the device drivers. The device gateway has a modular C++ design for
transparent and seamless integration of these hardware devices, adopting the decom-
position model from Sect. 2. The communication module in the devices gateway
(Fig. 2) is implemented with TCP/IP socket communication, with the device gateway
acting as a socket server for device gateway clients. The configuration of the com-
ponents and the message exchange with device gateway clients is JSON-based
(JavaScript Object Notation) strings provided by the JSON spirit library.

There are currently three device gateway clients (processing algorithms) in the
realized prototype. A step counting algorithm exploits the accelerometer data received
at 20+Hz rate, to calculate the integrated modulus of body acceleration (IMA),
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the integrated squared output of accelerometer (ISA) and the step counts. The results
are stored in couchDB storage database in a JSON style format. An ambient param-
eters storage component receives the remaining ambient parameters, i.e. temperature,
humidity, luminosity, movement, and stores the results in JSON format in the couchDB
database. A visual movement detection algorithm uses the difference between con-
secutive RGB frames from the Kinect sensor to detect whether there is a movement in
the surveillance area. All three device gateway clients are based on C++ realizations,
acting as TCP/IP socket clients to the device gateway. They are all compiled and run in
separate executables.

The remote proxy and the remaining cloud components are native java imple-
mentations using the REST API to exchange JSON based http messages. The interface
between the remote-proxy and the device gateway is based on C++→ JAVA wrapping
using the SWIG platform.

There are two developed applications in the cloud [5] that utilize the home envi-
ronmental perception inputs, i.e. a Daily Physical Activity Monitoring application
(Fig. 3(a)), operating based on the step counts and a Daily Functioning Monitoring
application (Fig. 3(b)), using the ambient parameters to detect specific activities of the
user (resting and entertaining in the living room, showering in the bathroom etc.).

4 Conclusions

The cloud-based smart-homes for ambient assisted living incorporate different percep-
tual and automation devices and cloud services and applications to ease peoples’ lives,
improve their lifestyle, convenience and comfort. Integrating multiple devices with
different communication and sensing capabilities in a single home sensing environment
is a challenging task, with respect to interoperability, flexibility, reliability aspects. This
paper presented a conceptual home sensing architecture for ambient assisted living and a
modular device gateway design and prototype, able to combine multiple sources and
clients of perceptual and actuator devices. The proposed design and implementation can
be beneficial in a variety of applications for smart-homes, especially for the elderly
people, to improve their health, daily functioning and lifestyle.

(a) (b)

Fig. 3. Applications in the cloud (a) Daily Physical Activity Monitoring application (b) Daily
Functioning Monitoring application
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Abstract. Body Area Networks (BAN) have received significant attention in
recent years and have found a wide range of applications, including wearable
devices for fitness and health tracking, mobile communications, among others.
Energy storage devices such as batteries continue to be a bottleneck in these
small form factor devices, thus requiring advanced power management tech-
niques to sustain devices’ increasing power and lifetime demands. As radio
transceivers are typically the most power hungry subsystem in wearable sensors
devices, many techniques focus to reduce the communication power con-
sumption. In this work, we focus on wake-up radios as a novel technology
which can be in listening mode consuming only few nW, significantly reducing
the overall power consumption of communication. We evaluate the performance
of state-of-the-art wake-up receivers (WUR) in the BAN context, and the
tradeoffs between its addressing capabilities, range, and sensitivity. Using
in-field measurements, we quantify energy savings and estimate the resulting
prolongation of the sensor node’s lifetime in a wearable gait-detection appli-
cation, where nodes communicate via a Bluetooth main radio.

Keywords: Body area networks � Wake-Up receiver � Energy efficiency

1 Introduction

With the rapid development of technology, increasing functionality is being integrated
into wearable devices. Wearable technology is strategic in healthcare, where smart
electronic devices can continuously monitor patient’s vital signs and enable doctors to
identify possible diseases earlier and to provide optimal treatment [1]. These new
capabilities have led to increased power requirements, while wearable devices continue
to trend to smaller, slimmer and lighter form factors [1]. As a result, many power and
energy-aware techniques have been proposed to address these conflicting goals.

Reducing the power consumed in communication by wireless sensor nodes can be
very effective, since the radio transceiver is one of the components with the highest
power consumption, as shown in Fig. 1. One common way of reducing the energy
consumed by the radio is duty-cycling. The node can switch the radio between active and
sleep mode with predefined intervals. Low-power states are programmed to take place
only when no communication is supposed to happen. However, there are some
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limitations to duty-cycling. First, devices still have to stay in idle listening during certain
periods. Second, overhearing communications destined to other devices will also cost a
considerable amount of energy. Third, radios have to be synchronized in order to
guarantee proper communication among devices. Synchronization implies that trans-
mitters have to wait for a sufficient amount of time before sending any meaningful data.
Since receivers cannot successfully receive a message in sleep mode, they must kept ON
even when no information is being sent or received. Another approach is to use asyn-
chronous schemes, which are generally considered to be the most power efficient ones,
since they practically eliminate the costly idle listening [1, 6]. Here, an ultra-low power
wake-up radio receiver (WUR), usually coupled with another (main) radio, listens
continuously to the transmission medium and wakes up the main radio only after a
wake-up signal is detected. Naturally, there are clear trade-offs between cost (an addi-
tional receiver is needed), and the potential energy savings.

In this work, we implement a state-of-the-art WUR architecture in the context of BAN
applications, perform a thorough evaluation of the WUR’s range/addressing capabilities
and their impact on the energy savings. To this end, a gait detection application for
Parkinson’s disease (PD) with one sink node and two sensor nodes is studied. Using
real-worldmeasurements of the implemented system, we calculate the prolongation of the
sensor nodes’ lifetimes and demonstrate the savings introduced by the WUR.

2 Related Works

To reduce communication power consumption, several techniques have been proposed
for lowering or eliminating the power wasted for idle listening of the transceiver [8, 9].
Duty-cycling is a common technique to reduce the idle mode energy consumption which
consists of switching from listening mode to sleep mode [8]. However, even though
duty-cycling helps saving power, it can severely limit the reactivity of the devices, since
radios cannot receive messages when they are off or in sleep. Asynchronous techniques
have also received considerable attention because of their increased energy effi-
ciency [3]. In [10–12], several different architectures for ultra-low-power WURs for
wireless sensor network devices are presented. These works all reduce the idle listening
and significantly reduce the overall network energy consumption. In [4], a novel solution
consuming only 98 nW is presented. This solution uses a comparator, and a custom
CMOS rectifier designed to achieve sensitivity of − 41 dBm. In [14, 19], the authors

Fig. 1. Typical power consumption in wearable nodes

Extending Body Sensor Nodes’ Lifetime 109



present a thorough survey of various wake-up schemes and their advantages over
duty-cycling schemes. Addressing capability, though costlier in terms of power, is the
only way to achieve selectivity, which can be an important parameter for certain
applications.

In this work, we focus on a state-of-the-art WUR, presented in [16], and evaluate
the impact of its operating modes (with and without addressing) and its performance in
the context of a wearable application. Furthermore, we calculate the energy savings
introduced by the WUR, by estimating the sensor node’s lifetime in the gait-detection
application.

3 Wake up Radio Overview

In this section, we present an overview of the communication with wake up radios in a
wearable application scenario. Figure 2 shows two main wireless devices of a typical
wearable system: the sink node and the sensor node (which can be also more than one), and
their main components. The sensor node, which reads and processes data from a sensor,
will transmit the data via the main radio (i.e Bluetooth Low Energy) only after the WUR
receives a wake-up signal from the sink node. This work focuses on the battery-based
sensor node, and how its lifetime can be significantly extended using a WUR.

Sink Node (SN). Usually body area network systems are centered on a sink node
which is the node in charge to collect data from the sensor nodes and organize the
network. Furthermore, it can request information from the sensor node. When no WUR
is used, the communication is done via the main radio, which requires both radios
(sender/receiver) to be turned on even when there is no data transmission. With WUR
the main radio can be turned off when no data transmission is needed and still listen the
channel with an ultra-low power radio (WUR). This is an important feature, in many
wearable applications, where activation and deactivation of the main radio can be
determined by the context (i.e. if the sink node detects some activity from the sensors).
It should be noted that to send the wake-up signal, an additional wake-up transmitter
radio is required on the sink node, meaning there is a clear trade-off between the
additional cost and energy savings. Later on, in the evaluation section, we will test for
two transmitter antennas with different form factors and gains, which will be important
parameters for the product’s design.

Fig. 2. Block diagram of the proposed system
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Sensor Node (SEN). The sensor node is usually placed on the human body to collect
and process data from sensors. If no WUR is used, then the sensor node has no choice
but to keep the main radio on continuously or activate it with duty cycling, dealing with
the tradeoff of reactiveness and energy saving. This scenario can be seen in Fig. 3a.
Using the WUR, the sensors node has the capability to be in continuously listening
mode, waiting for the sink node messages and activating the main radio only when it is
needed. This process can be seen in Fig. 3b. It is important to notice that as the WUR is
an additional, always-on component, its power consumption has to be significant lower
than the main radio (in the order or nanoWatts) to be effective. The latency is another
critical feature, as the main radio has to be switched on as soon as possible. This work
focuses on evaluating this wake-up process with on-the-field measurements of the
maximum range and the impact that false negatives, false positives, and packet losses
could have in the total energy savings of a BAN application. We will evaluate a WUR
presented in [16] which consumes only around 600 nW with a latency of few
microseconds. The WUR sensitivity is − 42 dBm which allows to achieve few meters
with wearable antennas. The wake up radio provides two modalities with addressing
and non-addressing: when using addressing mode the sink node is able to select which
sensor node to wake up using an address. In the non-addressing mode, all nodes within
the range of the message are woken up. The main difference lies in the length of the
packet and the energy required to sample and decode the address.

4 Experimental Evaluation

In this section, we will first introduce the experimental set-up used to characterize the
range and performance of the implemented WUR. The first range experiment, is done
using two antenna on the sink nodes (SN). The first, shown in Fig. 4a, uses a low gain
0 dBi PCB antenna which uses only 1 cm2 of space. A second SN with a higher gain,
7 cm long, 2 dBi antenna, shown in Fig. 4b, was also tested. In these experiments the
radio was configured with On Off Key modulation for the messages and 868 MHz
frequency with 1.2 Kbps and + 10 dBm power output. At the receiving part, we used a
WUR with a flexible antenna by Molex [17], with a gain of 2.2 dBi as the sensor nodes
have to be placed on the body. The bendable antenna, shown in Fig. 4c, measures only
1.3 cm × 10.67 cm, and can be placed directly on the node or on the body.

Fig. 3. Sample timeline with (a) only a main radio, and (b) with a main radio and a WUR.
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4.1 WUR Range & Performance

The first part of the experiment aims at testing the communication range of the system.
The distances between the sink and sensor nodes was varied from 10 cm to 315 cm,
and 1000 packets where generated 3 s apart. Afterwards, it was recorded whether the
sensor node detected the wake-up signal and generated the interrupt. The results can be
seen in Fig. 5. As expected, the sink node with the high gain antenna has a longer
range, over 3.1 m, which is suitable for many wearable application where few meters
are required. It should be noted that the difference in range between the non-addressing
and addressing mode is only noticeable for the low gain antenna, where a gradual
decrease in the success rate indicates some decoding errors in the address bits.

So far, it has been shown that the WUR can have a range from approx. 1.6 to 3.1 m,
depending on the antenna, which is a common communication range for many BAN
applications. We will now evaluate the WUR’s different performance parameters using
the sink node with a high gain antenna, placed at a maximum distance of 85 cm from
the sensor nodes. This corresponds to the distance between the waist and feet of our test
subject in standing position, as shown in Fig. 6.

(a) SN with low gain antenna (b) SN with high gain antenna (c) WUR bendable antenna

Fig. 4. Antennas used for the wake-up transmitter and receiver (not to scale).

Fig. 5. WUR success rate evaluation in (a) Non-addressing Mode; and (b) Addressing Mode.
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During the experiment, the patient will be either standing or walking, and the
performance parameters were recorded. The parameters relevant to this study are:

1. False positive (FP): number of false wake-ups when not needed
2. False negative (FN): number of non-wake-ups when needed
3. Packet loss (LOSS): number of packets lost during transmission process

FPs lead to sensor nodes’ unwanted wake-up of the sensors node due to an interrupt
by the WUR. The wake-up process using Bluetooth is quite costly and would waste
considerable energy if it tries to establish a connection when not needed. FNs occurs
when the WUR is not able to detect correctly the wake up messages. FN will generate
only a small latency, since the sink node use a timeout mechanism to simply re-send a
second packet in order to wake up the selected sensor node. As a consequence, these
two parameters are meaningful in evaluating the quality of the wake up radio systems.
Figure 7a, shows the measurements when the user is standing. Here, there were no
losses, false positives or negatives. This means all the messages has been received
correctly. Figure 7b shows the same test except for the user who is now walking in a
building. Due to the movement of the user’s legs, the body occlusions, the environ-
mental Radio Frequency noise, FN’s and LOSS’s now occur. It should be noted that
the result is slightly worse on the right foot, because the sink node is mounted to the left

Fig. 6. Nodes worn by user in gait detection application. Modified from [7]

Fig. 7. On the field measurements of WUR with addressing in different conditions.
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side of the user’s waist and the human body occlusion is worst. More importantly, even
with movement, there were no FP’s, so the sensor node will incur the costly wake-up
cost only when truly necessary.

4.2 Lifetime Analysis

In the last section, evaluation of energy consumption has been done in order to
demonstrate quantitatively the improvement of the proposed architecture. We used a gait
detection application for Parkinson’s disease (PD) presented in [2, 7]. The authors of
[2, 7] have presented a wearable sensor system that can assist patients by detecting gait
disturbances using IMU sensors attached to their feet. When an event is detected, it
triggers auditory feedback that can help the patient overcome the episode. The gait
detection system is composed of three nodes, one sink node and two sensor nodes. The
sink node is placed in the waist, and also contains sensors that can recognize the context:
whether the patient is walking, or sitting down. The two sensor nodes are placed on the
patient’s feet. These nodes read the sensor data and do the feature extraction that allows
the system to detect gait disturbances. However, since gait anomalies could only occur
while the patient is walking, the sensor nodes could potentially enter sleep mode when
the patient is sitting down. Patients with advanced Parkinson’s disease tend to be seniors
who spend most of their time sitting or in bed, which would allow potentially large
energy savings. Since the sink node has the ability to detect when the patient is walking,
only then will it send a wake-up signal to the sensor node so it can turn on the Bluetooth
radio for data transmission.

To quantify the impact of the WUR on the lifetime of the sensor node, we will
compare an initial system with only a Bluetooth 2.0 radio (BLU), and another with
Bluetooth and a WUR (BLU+WUR). The former will maintain the Bluetooth radio on
(in idle mode) even if the user not walking, while the latter will have it on only when the
user is walking. To calculate the lifetimes of these systems, we first estimate the energy
they consume with power measurements on our implemented system. These values,
measured at 3.3 V, can be seen in Table 1. The Idle listening power of the node with only
the Bluetooth is around 92.4 mW. This value comprises both the Bluetooth power
consumption and the idle power consumption of the rest of the node. When the WUR is
present the power whole node can be in deep sleep mode as theWUR can act as a wireless
switch [18], then the power consumption include only the WUR power consumption
(600 nW). The energy consumed in one idle to active cycle is calculated as follows:

EBT ¼ Pidle;BT � tidle þPactive � tactive ð1Þ

Table 1. Sensor node’s power consumption, with and without WUR.

Radios Used Idle Listening Power Transmission Power

Bluetooth 92.4 mW 135.3 mW
Bluetooth and WUR 600 nW 135.3 mW

114 A. Gomez et al.



EBT WUR ¼ Pidle;BT WUR � tidle þPactive � ðtactive þ twake upÞ ð2Þ

Equation (1) represents the energy consumed by the Bluetooth-only system, which
is simply the sum of the idle and active energies based on their respective power
consumptions, from Table 1. The idle time (tidleÞ is the time the patient spends sitting,
when the Bluetooth radio is not transmitting data and tactive is the time the patient
spends walking, during which there is Bluetooth transmission. Equation (2) represents
the energy consumed by the Bluetooth and WUR system. The main difference between
these equations is the idle power, as shown in Table 1, and the inclusion of the twake up

term, which is the amount of time it takes for the Bluetooth radio to turn on and
be ready for transmission. Lastly, with these energies per cycle, we can estimate the
systems’ lifetime when connected to a fully charged, 150 mAh Li-Ion battery, using the
following equations:

LifetimeBT ¼ Cbatt � Vcc

EBT
� tidle þ tactiveð Þ ð3Þ

LifetimeBT WUR ¼ Cbatt � Vcc

EBT WUR
� tidle þ tactive þ twake up
� � ð4Þ

Equations (3) and (4) show the lifetimes of the Bluetooth and Bluetooth+WUR
systems. These can simply be thought of as the number of cycles that the battery can supply
from a given initial capacity (CbattÞ. The calculation is done by assuming twake up ¼ 3s,
tactive ¼ 30min, tidle was varied from 0 to 30 min and Vcc was 3.3 V. Figure 8 shows the
estimated lifetimes, in hours, as a function of the idle to active time ratio. When this ratio
tends to 1, it means the device was active mode the entire time. Conversely, as the ratio
tends to 0, the device spends more time in idle mode. The figure shows two lines, the
blue indicates a system with only a Bluetooth ratio, and the red shows the same system
with Bluetooth and WUR. Finally, the more time the patient spends sitting down, the
more time the system spends in low-power mode, and the greater the energy savings.

Fig. 8. Expected lifetime with and without the WUR.
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5 Conclusions

This work has evaluated the feasibility of WUR for BAN nodes and its potential energy
savings in a real BAN application. Thorough testing of the WUR’s performance have
demonstrated that its range of over 3 meters surpasses the needs of many BAN
applications. Furthermore, its addressing capabilities would increase the network’s
selectivity and the node’s lifetime, with only marginal false positives and negatives.
In the studied gait detection scenario, two nodes have been attached to the body of an
individual and the evaluation has been done in standing state and walking state sep-
arately. Lastly, we have calculated the energy savings introduced by the WUR and the
resulting prolongation in the node’s lifetime of up to 7 times, depending on the amount
of time the system can be in sleep mode.
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Abstract. The use of mobile and wireless communication technologies to
facilitate and improve healthcare and medical services is bringing a shift to
healthcare delivery. In this context, an important application scenario is repre-
sented by dentistry applications and more generally, intraoral sensors applica-
tions. An oral sensory system that allows real-time monitoring of intraoral
parameters/activities would open new opportunities for both dentistry applica-
tions and more generally wellness applications. This paper provides an overview
of the possible applications of intraoral sensors wirelessly connected to external
devices, outlining open challenges and research directions.

Keywords: Intraoral sensors �Wireless communications � Dentistry � mHealth

1 Introduction

The application of M2M enabling technologies to the healthcare sector is expected to
be one of the major M2M market drivers [1]. The so-called mHealth, i.e. the use of
mobile and wireless communication technologies to facilitate and improve healthcare
and medical services is bringing a shift to healthcare delivery ensuring enhanced
quality, efficiency, flexibility and cost reductions. mHealth application scenarios
includes the active management of diseases such as diabetes, the support for inde-
pendent aging to the elderly and the monitoring of personal fitness activities to improve
health and well-being.

An emerging application scenario, which could offer great benefits both from the
health and from the commercial point of view is represented by dentistry applications
and more generally, intraoral sensors applications. The mouth is one of the most
important organs of the human body. The stomatognathic system is made by several
units (bones, nerves, vessels, muscles, ligaments, joints, teeth) that are constantly
involved in functional demands (chewing, speaking, breathing). As the oral health is
closely related to general health conditions, the oral cavity could be the ideal envi-
ronment to place sensory systems and collect data, which could be useful in monitoring
oral activities, detection of pathologies/problems and early interventions.
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In the past two decades several devices (and related patents) have been developed
allowing intraoral sensing using different mechanical and electronic sensing principles
[2, 3]. However, the invasive nature of wired connections, between the oral cavity and
a readout unit placed outside could be uncomfortable for the patient impairing phys-
iological functions [2, 3]. The huge advancement in micromachining techniques has
allowed the fabrication of micro-biosensors featuring wireless transmission of collected
data. The reduction of the system dimensions reduces the discomfort in the oral cavity
and enable easy implantation with no tissue injury while collecting real-time data.
Although several intraoral sensing systems have been developed (mainly prototypes)
that allow the wireless transmission of data [4–7], the potential opportunities offered by
this sector have not been truly exploited yet.

In this paper, we first review the applications of wirelessly connected intraoral
sensors, outlining also novel unexplored opportunities. Then, we review the use of
wireless communications in this context. It is worth noting that the use of intraoral
sensors from the communication point of view is analogous to other mHealth appli-
cations. Nevertheless, intraoral sensors are in the border between intra-body and
wearable sensors and hence, they pose peculiar challenges, which will be outlined in
the paper as well as open related research issues.

The paper is organized as follows: Sect. 2 presents several possible applications of
intraoral sensors, also proposing novel application scenarios; Sect. 3 reviews the use of
wireless communication for intraoral sensors applications, outlining current challenges
and limits; conclusions are drawn in Sect. 4.

2 Intraoral Sensors Applications

Intraoral sensors applications can be divided: dentistry applications, i.e. applications
strictly related to the “tooth” and oral health; more general sensing applications, i.e. use
of sensors for sensing parameters related to human health, even if not strictly for oral or
teeth health; Human-Machine-Interface (HMI), i.e. applications that use measurement
of oral activity to drive/control a machine.

Dentistry Applications. A digital micro pH meter could be very useful to record the
change in intra-oral pH. Since caries is caused by specific types of acid-producing
bacteria when the pH at the tooth surface drops below 5.5, miniaturized sensors, which
are attached to the tooth surface, allow for pH monitoring and providing real time
feedback to the patients and dental experts [8]. The use of this device would be
excellent for all people who show high susceptibility to the development of decay
processes, especially for problems related to the altered structure of the dental enamel.
This happens when some diseases which occur during the formation process of the
dental enamel, i.e. the amelogenesis, may lead to hypoplastic and/or hypomineralized
teeth which are less resistant to bacterial insult and to the resulting demineralization
processes induced by the acid environment.

Temperature sensors, applied in a removable dental device as an occlusal splint or
an orthodontic system, would be a non-invasive way to check the proper usage by the
patient as prescribed by the dentist. Occlusal splint, usually employed in the treatment
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of bruxism (clenching and grinding) and of temporomandibular disorders is usually
prescribed in adult patients to treat these diseases uncommon in young patients.
The presence of a temperature sensor, would provide a way to control the frequency
and duration of application of the splint, while evaluating the actual progress of the
therapy and comparing different possible treatments. Orthodontic treatment performed
by removable retainers are especially employed for children (from 6 to 10 years) to
control the growth of the jaws and the status of the teeth in the jaw. Since young
patients, the discipline of wearing the retainers over a necessary daily duration can not
be presupposed and the removable retainers are mostly worn for less than the pre-
scribed time or not at all. It is very important to consistently adhere to the prescribed
regular daily application hours to achieve the planned results, thus a wireless
biomonitoring would allow the dentist to take action in case of a bad compliance,
avoiding additional expensive new adjustment or a new preparation of the retainer. The
successful avoidance of these negative consequences of uncontrolled use results in a
substantial financial and practical advantage for dentists and their patients [9].

Intraoral pressure sensors for bite-force sensing and measurement have been largely
used for several applications in dentistry. They have been employed for assessing the
functional state of the masticatory system, for assessing the degree and for monitoring of
dental and occlusal pathologies, for the evaluation of post-surgical evolution and for
comparing alternative treatments and their influence on temporomandibular disorders.
In other cases, pressure sensors have been used to assess the degree of patient satis-
faction with dental prostheses, both fixed and removable, in order to validate therapeutic
solutions and to propose additional improvements. Furthermore these sensors, which are
embedded into dental devices such as a mouth-guard, can be also used as a tool that
helps to monitor and reinforce patient compliance. Measurements of intraoral bite-force
become especially relevant when related to the study of bruxism, especially as a com-
plement for polysomnographic diagnosis, which still is the most adequate procedure for
monitoring the evolution of patients and comparing different possible treatments.

A different oral sensory system, which uses a small accelerometer sensor embedded
inside artificial teeth, has been proposed to recognize human oral activities, since each
of them produces a unique teeth motion. However it has been underestimated that each
tooth has a specific function and teeth are not all involved simultaneously, so the sensor
placement becomes crucial for this purpose.

This type of sensor would be very useful if applied within a fixed prosthesis, whose
prerequisite for long term success, is the stillness on the support (teeth or implants) and
the structural integrity.

Applications to General Human Health Conditions. The oral sensing technologies
could be very useful for detecting human health general conditions too. Through the
use of sensors that perform biochemical measurements, the physician may perform an
early diagnosis, monitor the state of chronic diseases (diabetes, chronic kidney disease,
etc.), perform specific tests, administer drugs. It would be especially helpful for elderly
or physically disabled patients. However, not much work can be found in this direction.

HMI Applications. The sensors could also be used in Human-Machine-Interface
applications. The tongue pressure, exerted on sensors embedded in a mouthguard,
could control remote devices. This could be especially relevant when related to
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quadriplegic patients or with severe disabilities. In [4] the authors proposed a tongue
activated wireless system to enable patients who cannot use their hands to use
human-to-computer system to communicate or perform ordinary activities.

Future perspectives. A careful analysis of the literature shows how the attention of
researchers has never focused on the use of prosthetic restorations, especially the
implant-supported ones, as support for sensors. The benefits could be numerous. The
volume of the prosthesis provides adequate space for housing the sensors, the pros-
thesis itself could be featured by sensors for continuous monitoring needs and early
interception of mechanical and biological problems. Furthermore, the prosthesis could
be used as reservoirs for drug administration in response to chemical stimuli.

These connections allow communicating with a remote station and sending data to
dental experts and taking feedback. It could be useful to extrapolate these hypotheses to
the clinical environment, where millions of patients worldwide are subjected annually
to expensive and time consuming restorative dental treatments.

3 Wireless Communications Perspective

In all the mentioned applications, it is crucial to allow intraoral devices to communicate
with the outside world in a wireless way. Wireless communication has been success-
fully established in several intraoral devices [4–6]. However, in [4–6] intraoral devices
are used for a very specific application not related to dentistry. It is about the moni-
toring of the tongue pressure on the palate and in the use of it to control some devices
to easy the communication of quadriplegic or patients who have had a cerebrovascular
accident or other neurological disorders (e.g. Parkinson’s disease). So, for instance,
mobility of the patient is not considered or important in this case.

There are few works on the use of intraoral sensors for long term monitoring of oral
cavity parameters [7]. However, all the mentioned works are only focused on the system
operation without the in-depth study of the wireless communication. Most of them do
not use a wireless standard technology but specifically designed transceivers. Wireless
communication between intraoral devices and the outside world is challenging. As a
matter of fact, the oral cavity is a hybrid propagation environment. It is not strictly
speaking a communication “inside the body” as a sensor inside the body, depending on
its anatomical location, is usually surrounded by a distinct and fairly stable tissue
environment while the intraoral device is located in a constantly changing environment
depending on the relative positions of the jaws and movements of the tongue, which
continuously changes shape when one swallows, breathes, or speaks. On the other hand,
in many cases sensors may be located close to the “outside part of the body” and, hence,
a communication “over the air”might occur. Therefore, it could be possible to use all the
considerable research conducted on wireless communication inside and around the
human body. As intraoral devices are in contact with the gums, the tongue, or the palate,
and their associated receivers may be in contact with the human body, Body Channel
Communication (BCC) can be considered to be used for these devices [10]. Two BCC
scenarios are capacitive and galvanic BCC working in 30–70 MHz and 0.01–1 MHz
bands, respectively. Capacitive BCC uses the conductivity of the human body and
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works according to the principle of quasi-static near-field coupling. The current, which
is formed through capacitive coupling with common ground, e.g., the earth, must have a
return path. The Galvanic BCC uses an alternating current initiated from a pair of
differential transmitter (Tx) electrodes, distributed in the surrounding tissue, and picked
up by the receiver (Rx) electrodes. Because this method does not need ground coupling,
is suitable for the implant-to-implant communication, in which both Tx and Rx elec-
trodes are inside the body. It shows high attenuation when the signal meets skin because
skin is highly resistive to alternating current and it is completely ineffective when the Rx
is detached from the body. However, when applied to intraoral devices, neither of the
BCC methods maintains their desired operating conditions. For capacitive BCC, cou-
pling between the Tx and the common ground is severely attenuated because the Tx has
to be located inside the mouth. For galvanic BCC, high attenuation at a skin is expected
because the Tx and the Rx is located on or outside the body. Moreover, both types of
BCC require special electrodes to minimize attenuation at the boundary between the
device and the body. Therefore, the use of RF-based wireless communications can be
considered. As a matter of fact, RF wireless communication has been successfully
adopted in implantable devices such as the pacemaker and neurostimulator. However,
not much work has been done for the specific case of the intraoral devices. There were a
few approaches to characterize antennas working inside the mouth [11, 12]. The proper
selection of the frequency band is fundamental for establishing a reliable link between
intraoral devices and the outside world. The selection of the frequency is strictly related
to two fundamental design elements:

1) Size of the antenna: the use of higher frequency allows to reduce the size of the
antenna (and easy the challenging task to design an antenna fitting inside a teeth or
an implant).

2) Attenuation: the propagation environment is pretty complex. Higher frequencies
are more attenuated by the “vicinity” of the body. Gums, teeth, and the lips, which
surrounds the electronics absorb and attenuate the RF signal especially at frequency
around 1-10 GHz.

An important initial work on the frequency selection has been reported where
authors studied three frequency bands, among the ISM bands: 433.9 MHz, 2.48 GHz,
and 27 MHz. 433.9 MHz is close to the medical implant communication service
(MICS) 402–405 MHz band an hence, it is expected to show similar characteristics
such as low absorption from the body; 2.48 GHz has good antenna radiation efficiency
in small sized antennas; 27 MHz has been considered to employ a near-field com-
munication by inductive coupling, which can be more efficient than EM wave prop-
agation at short distances. In addition, the human body is almost transparent to the
near-field communication at 27 MHz because its wavelength is 10 m and it mainly
depends on the magnetic field. Of particular interest is the frequency band 2,48 GHz,
used by commercial devices based on the short range communication technology
Bluetooth. Many works mention the importance to use Bluetooth for communication
between intraoral sensors and a smartphone/tablet. Nevertheless, none of these works
presents a prototype, mentioning that it will be the next step of the work. From the
results shown in [13], 2.48-GHz band is the best choice when the device is operating in
the air but its performance significantly declined when the device is located inside the
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mouth. The 27-MHz band showed the best performance at short distances of 39 cm
with negligible interference from the dynamic intraoral environment. The 433.9-MHz
band, assisted by an adaptive impedance matching that dynamically minimizes the
effect of oral kinematics, showed the best overall and sufficient robustness against head
orientation and relative angle between the Tx and Rx antennas.

However, an RF-based communication approach foresees the use of a battery inside
the mouth, at least for those important applications that foresee a continuous monitoring.
This is one of the main challenges limiting the adoption of intraoral devices for con-
tinuous monitoring. Interesting solutions for recharging the sensors are based on the use
of the jaw movement that normally occurs when chewing, eating and speaking [14].
For instance, one can obtain approximately 580 J only from daily chewing, which is
equivalent to an average power of approximately 7 mW [14]. However, the challenge
related to the battery is not only related to the size or the way to recharge it but also to
safety issues. The battery and the TX part must be “anchored” in some way to avoid that
they are swallowed.

An alternative approach has been proposed in [15, 16] where a passive sensor is
inserted in the mouth and read by an external device. In particular, [15] presents a
sensor that detects bacteria in the body and passes a signal to a nearby receiver. They
have created a removable tattoo that adheres to dental enamel by bundling the silk
and gold with graphene. Moreover, they have put on the same tattoo an antenna. An
external radio transmitter held nearby the device delivers a signal that causes the device
to resonate and transmit back its information. The current design allows for detection at
a relatively short but practical distance, roughly a centimeter. In [16], authors propose a
new system for measuring human bite forces. The prototype uses a magnetic field
communication scheme similar to RFID technology. The reader generates a low-
frequency magnetic field that is used as the information carrier and powers the sensor.
However, the need to have an external reader, in any case located very close (few
centimeters) to the mouth, limits the application of this approach for continuous
monitoring.

4 Conclusions

This paper has provided a review of wireless communications for intraoral sensors
applications. Because the mouth is an opening into human health, an oral sensory
system that would allow real-time monitoring of intraoral parameters/activities open
new opportunities for both dentistry applications and more generally wellness appli-
cations (i.e., dietary tracking). While some works have been done on the use of wireless
communications for intraoral sensors, to really pave the way to a systematic use of this
technology, several challenges must be addressed such as need of battery, size of the
antennas, propagation in a highly dynamic environment. Safety is a big concern:
sensors must to be attached somewhere to avoid swallowing the device. The electronics
must remain intact when wet. Moreover, while works on wireless communications for
implanted sensors could be used, the intraoral environment has some specific charac-
teristics that calls for a more in depth study of wireless communications for providing
reliable links in such a highly time-varying channel.
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Abstract. Wi-Fi offloading allows the data traffic, coming from users of
smartphones and tablets from congested areas of the 3G/HSDPA network, to be
routed over a Wi-Fi network according to certain QoS and congestion param-
eters. In this paper a way to implement a 3G Wi-Fi offload solution in a cellular
network is analyzed. Three offload algorithms that were developed by
researchers from different universities are studied. Moreover, network mea-
surements are performed on a real operator network to present current network
capabilities to support 3G Wi-Fi offload. The results show that the signal of the
two technologies is good enough for a controlled offload, but the network is not
yet adapted to support such a transfer.

Keywords: 3G � Wi-Fi � Offload � Algorithm � Traffic � Smartphone � Mobile
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1 Introduction

Over the last years, the explosion of Wi-Fi enabled smartphones and 3G capable tablets
combined with the consumer and business demand for bandwidth, real-time video and
data applications have increased the data traffic on mobile networks across the world,
exponentially. One of the critical challenges facing 3G and 4G Mobile Network
Operators (MNOs) is how to deal with this anticipated mobile data tsunami. One
solution to control this growth involves “offloading” a proportion of data traffic, typ-
ically to Wi-Fi but also perhaps to femtocells or other emerging “small cell” solutions.

3G and Wi-Fi are major communication technologies that are used by most people
today. Both these technologies deliver wireless Internet access and services to users.
3G is largely used on mobile phones for purposes such as watching mobile TV, videos
on demand, video calls and video conferencing [1]. Because Wi-Fi uses unlicensed
shared spectrum, this has important implications for cost of service, quality of service
(QoS), congestion management and industry structure.

The speed of a Wi-Fi connection varies, with download speeds as low as 1 Mbps or
as high as 600 Mbps. With 3G Internet service, download speeds are approximately
1 Mbps. The average upload speed on a 3G connection is approximately 225 Kbps,
depending on signal strength and network congestion and a Wi-Fi connection has
upload speeds ranging from approximately 3 to more than 50 Mbps. [2]
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An extremely important remark is that offloading it not necessarily just about
managing tonnage of data, for many operators, this is actually less of a problem, but
what can really hurt the network is signaling load [3]. An illustration of 3G Wi-Fi
offload can be seen in Fig. 1.

The paper is organized as follows: Sect. 2 reviews existing Wi-Fi offloading
algorithms; while Sect. 3 presents the logical and physical Wi-Fi Mesh Topology of the
Central University Library and measurements made in 3G and Wi-Fi in this zone.
Results are shown and discussed in Sect. 4 and, finally, Sect. 5 draws the conclusions.

2 Wi-Fi Offloading Algorithms

A. Wiffler
Wiffler is a system designed by some researchers from the University of Massachusetts,
in America. They investigated if Wi-Fi access can be used to enlarge 3G capacity in
mobile environments. The system uses two key ideas: increases delay tolerance (when
the offload of data is from 3G to Wi-Fi) and fast switching (when the onload of data is
from Wi-Fi to 3G).

The input application data for Wiffler are:

S- the size of the transfer
D- the delay tolerance threshold among queued transfers
W: estimated Wi-Fi transfer size
c: conservative quotient–a number between 0 and ∞

Based on these input data and the characteristics of the operating environment, it
decides how to distribute the data across 3G and Wi-Fi [5]:

B. DTP
DTP is a disruption tolerant transport layer protocol. DTP is designed by researchers
from the Department of Electrical Engineering, KAIST Daejeon, South Korea. When

Fig. 1. Data offload decoupled and coupled architecture [4]
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the mobile device is connected to a network with his physical underlying unavailable,
DTP provide the illusion of continued connection. This mechanism would help the
mobile application developers to focus on the application core rather than addressing
the frequent network disruptions and reduce the phone network costs. DTP is very
useful because supports reliable data delivery on a packet level and it doesn’t require
any support from the network infrastructure. DTP prototype can be implemented like a
user-level UDP library. In terms of functionality DTP is compatible with TCP. [6]

C. HotZones
“HotZones” was designed by a group of researchers from Switzerland and is an
algorithm for energy efficient offloading of 3G networks. This is assisted by predictions
made by the operator and exploits delay tolerance trying to download contents when
users are close to Wi-Fi APs [7].

In the process of HotZones selection, an operator first extracts typical mobility
profiles of its subscribers: User Mobility Profiles (UMPs). A UMP is an array of
24 elements, which contains the most visited cell by a user for each hour of the day.
With the UMPs created, an operator sorts cells based on the average number of daily
visits. Then, a set of HotZones H is chosen, so that a cell with the highest number of
daily visits is added first to the set, the second most visited cell is added second, etc.
The cardinality of the set H is a tradeoff between the cost of the Wi-Fi deployment and
targeted benefits. Because the target is delay-tolerant offloading it makes sense to focus
on cells with a high number of daily visits. Once the set of HotZones H is created, an
operator sends it to each user, with her UMP.

Parameters used in the HotZones algorithm:

sur tð Þ - the collection of pending requests of a user u (the user’s requests that are still
not served at time t).
c - the current cell of the user u.
D - the maximum delay users permit
sr - a timer with timeout equal to D, is set by the application

Using these parameters, the application on user’s smartphone performs algorithm
described below every TP minutes [7]:
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We can observe that the application is based on the user’s UMP for the prediction of
possible Wi-Fi transfer opportunities within the allowed delay D. If such an opportu-
nity is doesn’t appear, the pending requests in the set sut ðt) are served immediately
through 3G, in order to minimize delivery delays.

D. Comparison Between the Three Algorithms
One of the main characteristics of the three algorithms is that they can reduce 3G usage
by offloading a big quantity of data from 3G to Wi-Fi (their goals are to reduce costs
and to reduce load in 3G congested cells).

There are situations when is also necessary to onload data from Wi-Fi to 3G because
Wi-Fi characteristics are unable to support some applications, with strict QoS
requirement, as: VoIP or video conferencing or because there isn’t Wi-Fi coverage in
that area or Wi-Fi signal is very poor. For these situations Wiffler algorithm with its
idea about fast switching is very useful.

The Wiffler and HotZones algorithms are assisted by predictions about Wi-Fi
connectivity and they both utilize delay tolerance, but in the case of HotZones the delay
has bigger values. A common disadvantage of these algorithms is that the prediction is
done with no pre-programmed knowledge about the environment.

By the measurements analyzed above result that DTP and HotZones algorithms
reduce battery consumption coming from 3G transfers. This is a welcome improvement
because today, one of the biggest problems of smartphones is their high energy con-
sumption. Another advantage of HotZones algorithm is that it offers best offloading
performance during the hours when a 3G network is most heavily loaded. Also,
HotZones needs a small investment in Wi-Fi APs because it requires 34 times less
Wi-Fi cells than the real-time offloading. DTP is very useful because it supports reliable
data delivery on a packet level and it does not require any special support from the
network infrastructure. All the three algorithms analyzed reduce the per-byte cost of
data transfers.

3 Analysis and Measurement Setup

From the analysis of algorithms presented in Sect. 2, we concluded that to seek ways to
implement offload in our network, we must first do a study about the performances of
the two technologies: 3G and Wi-Fi. For this reason we chose to make the measure-
ments of the latency and speed of the two technologies in the area of the Central
University Library (BCU) in Bucharest, Romania. The mobile network is operated by
Orange Romania (ORO).

The physical topology of the Wi-Fi environment is presented in Fig. 2, containing
the path from end-user terminal client to required Internet services. The Internet con-
nection and MPLS are represented as a cloud and detailed topology is presented until
first ORO Customer Edge (CE) /Provider Edge (PE). Wi-Fi management devices
involved in this topology such as Wireless LAN Controller (WLC) or Wireless Control
System (WCS), are represented, in the topology, as being isolated.

The IP address scheme for client SSID, management and interconnects as well as
involved VLANs is used, as provided by mobile operator: Router “ar1-bi0739” to
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Switch “Raisecom” interconnect uses VLAN 15 and subnet 172.31.106.216/30;
WLAN “Orange_WiFi” uses VLAN 210 and subnet 192.168.4.0/22;LAP (Lightweight
Access Point) uses VLAN 16 and subnet 10.199.19.128/29.

The logical Topology of BCU is illustrated in Fig. 3. The green line indicates the
control-plane traffic (LWAPP/CAPWAP tunnel from each LAP to the WLC) and the
red line represents the client traffic from SSID Orange_Wi-Fi. Cisco LAPs use function
in bridge mode with SSID “Orange_WiFi” being centrally switched.

The 802.11b/g/n client traffic is encapsulated in CAPWAP-Data traffic from the
MAPs and it is sent to WLC. Also the 802.11a/n management traffic is encapsulated in

Fig. 2. Physical topology of BCU Wi-Fi network [source: mobile operator docs]

Fig. 3. Logical topology of BCU [source: mobile operator docs]
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CAPWAP-Control traffic from the MAPs and sends to WLC. Wi-Fi clients from
centrally switched VLAN have their traffic terminated in Wireless LAN Controller with
default gateway on router “ar1-bi0739”. The “raisecom” switch is used to connect
Cisco LAPs. Router “ar1-bi0739” is used for inter-VLAN routing.

Measurements were made in 3 different setups with the help of Speed-Test appli-
cation (this application tests the internet connection and has as results: the latency in
ms, download and upload speed of the connection, in Mbps). They were taken at points
marked on the map in Fig. 4.

These points were chosen considering the 3G network topology and Wi-Fi in this
location (described above). The same measurements were done on the same points,
with the same devices, but in different days for testing the accuracy of the Speed Test
application and the reasoning for choosing the position of measurement points.

4 Results

Results from the measurements are presented in Figs. 6, 7 and 8 in terms of download
speed, upload speed and ping response time. It is seen from these that both technologies
have good values, but Wi-Fi is far superior to 3G in terms of the considered metrics.

Very good results in Wi-Fi are obtained in Point1 and Point5. We can observe, on
the map from Fig. 4, that Point1 is very close to the central AP: RAP_BCU_Victoriei.
However, Point5 is situated far from the both APs, has good results because the line of
sight between this point and RAP_BCU_Victoriei isn’t interfered. In this technology,

Fig. 4. Position of measurements points
used in first scenario [mobile operator docs]

Fig. 5. Position of measurements points used in
first scenario [mobile operator docs]

Fig. 6. Download speed for Smartphone
[Mbps]

Fig. 7. Upload speed for smartphone [Mbps]
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the worst results were obtained in point 6 as line of sight between it and the two APs is
interfered by the statue of Carol I.

The value of pings is also very good in this technology, in average 13 ms. From the
graphics we can observe that in terms of latency, download and upload speed Wi-Fi is
better than 3G. 3G technology results are also good, average values of 1.36 Mbps
download, 2.57 Mbps upload and 82.65 ms ping is good even to very good.

In this area, if we have congestion in 3G network, we could successfully do a 3G
Wi-Fi offload as Wi-Fi network signal is good enough to handle. Otherwise, if we have
too many users in Wi-Fi or the users have applications that require QoS, Wi-Fi 3G
onload would be the best solution. So the signal level of the two technologies is good
enough for a controlled offload.

We also consider another scenario with the points of measurement presented in
Fig. 5. First we are sitting in Point 1 near Rap_BCU_Victoriei and the smartphone is
set in Wi-Fi (very close to the AP) and then we move in Point 2, Point 3 and when
we moved in Point 4 we observed that Wi-Fi signal is very poor and the ping response
time increases radically. In point 5 (near 3G antenna) the Wi-Fi signal is lost and the
device switches automatically to 3G.

The 3G coverage is higher, so it is more difficult to lose the signal. The Wi-Fi signal
has good value but has the disadvantage of more often losing the signal when the
device is out of range of the APs. These measurements was made to show that there is a
primitive offload (transition in Point5 of Wi-Fi to 3G) in network but this isn’t a
controlled offload and doesn’t take into account all aspects required to realize a pure
offload. For example it is possible to be in Wi-Fi coverage and the signal is weak (but
not missing) and the device detects 3G coverage nearby and switches to 3G. It is
possible that the 3G network can have too many users and the signal received by the
device is very weak, and upload and download values to be smaller than initial values
of Wi-Fi. Doing this uncontrolled transition we deplete the device’s battery faster
(consumption in 3G is higher).

5 Conclusions

From these measurements, we obtained that, in the measured areas, of interest to the
mobile network operator, latency and UL/DL speed are superior in Wi-Fi than 3G. So,
in this area, a Wi-Fi 3G offload can be done, but unfortunately it isn’t currently
controlled (doesn’t take account aspects of QoS and network management).

Fig. 8. Latency (ping) for smartphone [ms] -different technologies
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A future research direction that could be followed on this topic would be the
implementation of one structure, on a network level, that will support a controlled 3G
Wi-Fi offload (this would require changes in the core system and on SIM). Another
way to achieve a controlled offload is the development of an application for Android /
iPhone, that could be based on one of the algorithms studied in this paper or a com-
bination thereof depending on the performances that it wants to achieve.
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Abstract. Today many different propagation models predict the coverage area
of digital television (DTV) services providing various level of precision on
case-by-case manner. These models tend to be very inaccurate in situations that
are not nominal to the appropriate propagation model definition. The general
aim of this paper is to investigate the possible problems related to the
near-large-water-surface DTV reception and its prediction. The work involves a
case study radio spectrum measurements and signals calculation utilizing
existing propagation models. In particular, the paper provides a numerical
comparison of calculated and measured TV signal levels for several points near
the Dojran Lake on both sides of the Macedonian-Greek border. The values
reveal significant dependence between the receiving signal strength and the
antenna height, as well as its micro-location, which prove that such locations
represent a big challenge for coverage area prediction and control.

Keywords: DTV � Reflection � Water surface � Propagation model �
Measurements

1 Introduction and Related Work

The implementation of digital television systems requires precise radio wave prediction
and planning. Calculating the propagation of radio signals can answer some crucial
questions related to the DTV system operation, such as: Could the system operate
correctly, i.e. will the required signal intensity/quality of service over required
distance/area, given the geographic/climatic region and time period be on a satisfactory
level? Furthermore, the planning of the DTV system is necessary for avoiding possible
coexistence problems with other systems, which can result in degradation of service
quality and/or service range/area due to potential radio interference. Generally, DTV
system planners need a reliable propagation model that will suit for different terrains
and variety of conditions [1].
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Modeling and signal coverage predictions are also essential for efficient utilization
of the radio spectrum, as well as for performance optimization of the existing systems.
For example, a reliable model of predicting path loss helps in reducing load on base
stations and helps in designing digital broadcasting networks including TV services [2].
For these reasons, the authors of [2] have considered Mauritius Island as a case study
analysis. From the observations and results obtained, it is concluded that the existing
empirical models are not accurate and therefore cannot be used in this case since the
target area is small and is characterized as tropical and mountainous. The authors found
that a general limitation of existing models is that they are developed for limited
categories of land (open area, sub-urban and urban areas). Therefore the path loss
analysis is conducted and tested using several models. But, before developing novel
models, the paper proposes defining of small and homogenous regions and areas, each
with specific propagation model.

Similarly, the territory of Republic of Macedonia characterizes with wide range of
geographical varieties, including high hills and mountains, wide plateaus, deep canyons
and valleys, as well as shoreline features around several natural and artificial lakes. This
implies propagation models tuning in order to precisely fit for different regions and
areas, including possible reception problems anticipation. So far, we have analyzed a
highly urban area of the capitol Skopje [3], but it is obvious that the near water surface
areas tend to be the most challenging region type, and this paper provides the initial
findings for this kind of region analysis.

The reminder of the paper is organized as follows. Section 2 contains the theoretical
background related to the near water surface propagation of radio signals. The case
study description is included in Sect. 3, which also provides the results of the con-
ducted measurements and calculations. Finally, Sect. 4 provides the conclusions and
future work.

2 Theoretical Background

When radio waves impinge a flat surface, the surface reflects them in the same manner
as light waves. In general, the strength of the reflected wave depends upon the angle of
incidence (the angle between the incident ray and the horizon), frequency, polarization
and surface’s reflecting properties [4]. Radio waves of all frequencies are reflected by
wide flat surfaces. In such situations, a phase change of the wave occurs. The amount
of the change varies with the polarization of the wave and with the conductivity of the
Earth, reaching a maximum of 180° for a horizontally polarized wave reflected from
wide water surface (considering to have infinite conductivity), which is exactly the case
of DTV signals received near a lake.

When direct waves (those traveling from transmitter to receiver in a straight line)
and reflected waves arrive at the receiver antenna, the total signal is the vector sum of
the two. If the signals are in phase, they reinforce each other, producing a stronger
signal. If there is a phase difference, the signals tend to cancel each other, the can-
cellation being complete if the phase difference is 180° and the two signals have the
same amplitude. This interaction of waves is called wave interference. A phase dif-
ference may occur because of the change of phase of the reflected wave, or because of
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the longer path it follows. The second effect decreases with greater distance between
transmitter and receiver.

The 2-ray ground reflection model is a useful propagation model that is based on
geometric optics, and considers both direct path and a ground reflected propagation
path between transmitter and receiver (Fig. 1) [5]. This model has been found to be
reasonably accurate for predicting the large-scale signal strength over distances of
several kilometers for communication systems that use tall towers (heights which
exceeds 50 m), as well as for line-of-sight microcell channels in urban environments.

In most communication systems the maximum T-R separation distance is at most
only a few tens of kilometers, and the earth may be assumed to be flat. The total
received E-field, ETOT, is then a result of the direct line-of-sight component, ELOS, and
the ground reflected component Eg.

Referring to the Fig. 1, ht is the height of the transmitter and hr is the height of the
receiver. When the T-R separation distance d is very large compared to hr + ht, the
received E-field can be calculated as

ETOT d; t ¼ d00

c

� �
� E0d0

d
cos hD � 1½ � ð1Þ

where d is the distance over a flat earth between the bases of the transmitter and
receiver antennas, E0 is the free space E-field (in units V/m) at a reference distance d0
from the transmitter, and D is the phase difference between the two E-field compo-
nents at the receiver, calculated as

hD ¼ 2pD
k

ð2Þ

hr

d

ht

qoqi

T (transmitter)

R (receiver)
Ei

Er = Eg

ELOS ETOT = ELOS+ Eg

Fig. 1. Two-ray ground reflection model [5]
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and

D ¼ d00 � d0 � 2hthr
d

: ð3Þ

3 Case Study and Results

In order to investigate the problems related to DTV signal propagation and reflections
from wide water surface, a team involving members from the Ss Cyril and Methodius
University in Skopje, from Alexander Technological Educational Institute of Thessa-
loniki, as well as from the Agency for Electronic Communications in Skopje (AEC),
conducted one day measurements near the Dojran Lake. The following maps present the
Dojran Lake located on bothMacedonian and Greek territory, along with the Boskija TV
transmitter and the measurement points on both sides of the lake and the border.

Fig. 2. Map of the measurement locations
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The measurement locations on the Macedonian side and on the Greek side differ
significantly in terms of their relative position to the TV transmitter and the lake
location. The measurement location in Macedonia has an unobstructed line-of-sight
communication with the TV transmitter and there are no significant sources of
reflections. Figure 3 displays the transmitter location (on the left), as seen from the
measurement point in Macedonia and the measurement location itself (on the right).

The measurement location in Greece has also line-of-sight with the transmitter
location, but the Dojran Lake lies in between these two locations. This suggests that
there is a high possibility for signal reflection from the lake surface, which implies
using of several micro locations for measurement on this particular site (see the map in
Fig. 2). Figure 4 depicts the Dojran Lake shore (on the left) and one of the measure-
ment micro-locations on the Greek side of the lake (on the right).

Fig. 3. Boskija transmitter (on the left) seen from the measurement point in Macedonia
(on the right)

Fig. 4. Dorjan Lake shore (on the left) and measurement point in Greece (on the right)
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Table 1 provides the flat terrain distances between the Boskija transmitter and the
three measurement points (one in Macedonia: MK point and two in Greece: GR point 1
and GR point 2), as well as the terrain height above the see level for each of these
locations.

As one can see from Table 1, GR point 1 and GR point 2 are separated for about
thirty meters, but also there is a height difference of the terrain between these to points
of about 2 meters.

The Boskija TV transmitter broadcasts several digital multiplexes, among which for
this case study two are of particular interest: on TV channel 21 (474 MHz) signals
belonging to the DigiPlus Multimedia (DIGIPLUS) and on TV channel 34 (578 MHz)
signals belonging to the Macedonian Public Broadcasting Company (JPMRD). Both of
these transmissions were analyzed at the target points by means of calculations and
measurement. AEC provided the calculation tool, which in this case was LStelcom
calculator, while the measurements were conducted using the latest Rohde and Sch-
warz FSH 8 spectrum analyzer.

Table 2 presents the obtained results as a difference between the measured and
calculated values of the field strength for each of the locations. For the purpose of
calculation, the tool used the Longley-Rice propagation model.

The results reveal that in general the Longley-Rice propagation model overesti-
mates the receiving signal strength for all target points. Furthermore, the difference in
the values for the two points located in Greece is significantly high, although those two
locations are relatively close to each other. As one can see, the error between the
measurements and calculations for GR point 1 and GR point 2 varies from 1.6 up to
9 dB. The main reason for these variations is the different impact of the signals
reflection from the lake surface, which causes different values of the total received

Table 1. Characteristics of the measurement locations

Distance from TX [km] Terrain Height [m] 
Boskija TX / 706 + 40 (Antenna tower)
MK point 4.946 158
GR point 1 12.66 149
GR point 2 12.7 151

Table 2. Case Study results

CH 21 (474 MHz) DIGIPLUS CH 34 (578 MHz) JPMRD
MK point -1.791 -1.421
GR point 1 -2.071 -1.681
GR point 2 -5.441 -8.941

ERROR [dB] = MEASUREMENT - CALCULATION
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signal at the two measurement points on the Greek side of the lake. It is obvious that
the micro-location of the receiving TV antenna can significantly influence the receiving
signal level, which in some cases can cause reception degradation.

4 Conclusions and Future Work

Near lake areas prove to be very challenging in providing satisfactory reception level of
television signals. Although, DTV system is in a way “immune” to signal reflections,
this is not completely true, as for many towns located close to large water surfaces, e.g.
lakes or the sea, reflections are strong and there are rather large reflecting angles, given
the relatively short distances from the transmitters. The measurements in this case study
reveal that small variations in receiving antenna height or antenna location relative to
the water surface boundaries, cause significant signal level variations up to 10 dB. This
implies the necessity for custom-made propagation models that will be used in the TV
coverage prediction for near water areas. There are few methods to overcome the
problem with near lake TV signal reception, but in the end the most effective one tends
to be a simple shielding of the reception antenna from the reflected beam, by lowering
it and using the roof of buildings to prevent the reception of the reflected signal.

In order to provide more precise numerical values related to the near lakes TV
signal reception and the related phenomena, the future work will include more mea-
surement campaigns, as well as propagation model tuning in order to provide close
matching of the calculated and measured values.
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Abstract. Many spectrum sensing algorithms have as a purpose determining if
the primary users (PUs) are present or absent, by using statistical signal char-
acteristics. However, for a better management of a cognitive network, additional
information about PUs, such as their position, is required. Motivated by these
requirements, this paper investigate the performance of MUSIC and Capon
algorithms in Cognitive Radio networks context and show that the MUSIC
algorithm is highly accurate and stable while also providing a high angular
resolution compared to the Capon algorithm.

Keywords: DOA � Cognitive network � MUSIC � Capon

1 Introduction

In cognitive radio (CR) systems, when the licensed users let temporarily free some
parts of the spectrum, secondary users (SU) are allowed to opportunistically reuse
them. In accordance with this purpose, SUs must be able to perform spectrum sensing
in order to identify primary user (PU) presence or absence [1].

There are many recent papers in literature where the performance of DoA methods
is analyzed [2–4], but few of them includes these studies in the cognitive radio network
context [5–7]. Motivated by these considerations, in this paper we concentrate on PU
localization methods based on direction-of-arrival (DoA) estimates.

2 DOA Estimation Algorithms

Knowledge about the positions of the primary users is necessary for the secondary
network, as it can be used to implement power control mechanisms, to design routing
protocols for location-aware and to handle mobility of the SUs. For this reason
spectrum-sensing devices should be able not only to detect primary signals, but also to
localize their sources [8]. The DoA of primary signals can be estimated in different
ways, for example by directional antennas or antenna arrays. In the second case, the
sensors are equipped with multiple antennas, or they consist of multiple users coop-
erating with each other (“virtual arrays”) [8].

© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
V. Atanasovski, L.-G. Alberto (Eds.): Fabulous 2015, LNICST 159, pp. 142–148, 2015.
DOI: 10.1007/978-3-319-27072-2_18



2.1 System Model

We consider an uniform linear array (ULA) of N sensors, as shown in Fig. 1, and n
primary users signals si tð Þ; i ¼ 1; . . .; nf g impinging from distinct unknown directions
hif g[2]. The array observation vector y tð Þ can be expressed as:

y tð Þ ¼ As tð Þþw tð Þ ¼ y1 tð Þ; . . .; yN tð Þ½ �T ð1Þ

where

A ¼ a h1ð Þ; . . .; a hnð Þ½ � ð2Þ

s tð Þ ¼ s1 tð Þ; . . .; sn tð Þ½ �T ð3Þ

w tð Þ ¼ w1 tð Þ; . . .;wn tð Þ½ �T ð4Þ

In the above equations, A is the matrix of the steering vectors, s tð Þ is the PU signals
vector, w tð Þ is the additive white noise vector and a hið Þ is the steering vector written as:

a hið Þ ¼ 1; e�jwcs1:i ; . . .; e�jwcsN;i
� �T ð5Þ

with wc ¼ 2pc
k and k the wavelength of the PU signals.

Let denote the distance between two consecutive sensors, then:

sk;j ¼ k � 1ð Þ d sin hi
c

; hi 2 � p
2
;
p
2

h i
ð6Þ

where c is the velocity of the impinging waveform, the superscript T denotes the
transpose and k is the signal wavelength. The covariance matrix for y tð Þ is:

R ¼ E y tð ÞyH tð Þ� � ¼ AE s tð ÞsH tð Þ� �
AH þE w tð ÞwH tð Þ� � ¼ ASAHþ r2IN ð7Þ

where r2 is the noise variance, IN is the N� N identity matrix, H is the Hermitian
operator and S is the n� n primary users signals covariance matrix [2].

Having the array model derived above, the problem of DOA estimation can be
reduced to that of the hkf g parameters estimation.

Fig. 1. The uniform linear array scenario
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2.2 Capon Algorithm and Beamforming Technique

The Capon algorithm is based on a filter bank and beamforming technique. The
principle of the beamforming method is to steer the array in one direction at a time and
measure the output power. The key of the Capon’s method is to minimize the power
contributed by noise and any signals coming from other direction than desired [5].
Considering h as being the weighting vector of the filter, the following condition must
be accomplished:

min
h

hHRh
� �

subject to hHa hð Þ�� �� ¼ 1;

the solution of which is:

h ¼ R�1a hð Þ
aH hð ÞR�1a hð Þ ð8Þ

The Capon DOA estimates are obtained as the locations of the n maximum peaks of
the function:

pc hð Þ ¼ 1

aH hð ÞR�1a hð Þ ð9Þ

2.3 MUSIC Algorithm

The MUSIC (Multiple Signal Classification) algorithm is one of the most used in
various treatments such as array processing [9]. MUSIC deals with the decomposition
of the covariance matrix into two orthogonal matrices, i.e., signal-subspace and
noise-subspace [4]. The following equation shows this decomposition:

R ¼ VKVH ð10Þ

where K is the eigen values diagonal matrix and V is the matrix of the eigenvector. Let
Vn be the matrix constructed of the corresponding n signal eigenvectors and Vw be the
matrix containing the remaining N � n noise eigenvectors.

Thus, the MUSIC Pseudospectrum is given as:

PM hð Þ ¼ 1
aH hð ÞVwVH

wa hð Þ ð11Þ

and the DOA estimates are obtained as the locations of the n largest peaks of the
function.
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3 Simulation Results

3.1 Accuracy Analysis

For the accuracy analysis of the algorithms mentioned above, we simulated in Matlab,
for each method, a scenario with three radiant sources and a ULA system (Fig. 2).

We chose for the covariance matrix of PU signals the following
value: S ¼ 1 0:6 0:8 ; 0:6 1 0:5; 0:8 0:5 1½ �, an observing samples number of
U ¼ 400, the angles that had to be estimated were h ¼ �20

�
; 40

�
; 60

�� �
and 2000

trials were run.

The sensors number variation The simulation parameters in this case were

N ¼ 25; 75; 100½ �, d ¼ k=2, the samples number of Inverse Fast Fourier Transform
M ¼ 1000 and a SNR ¼ 20dB

For obtaining the exact values of estimated values, we also developed the Root
versions of the Capon and MUSIC algorithms. From the Table 1, it can be observed
that the most accurate estimates are provided by MUSIC method, which presents the
lowest deviations from the expected values.

Fig. 2. Spatial spectra in sensors number variation case

Table 1. The mean values and the deviations from the required angles in the case of varying the
sensor’s number.

h �20� 40� 60� Dh1 Dh2 Dh3

N = 25 Capon −19.9006 39.8000 60.2806 0.0994 0.2000 0.2806
MUSIC −20.0256 40.0668 60.0164 0.0256 0.0668 0.0164

N = 75 Capon −19.9745 39.9538 60.0439 0.0255 0.0462 0.0439
MUSIC −20.0089 40.0194 59.9683 0.0089 0.0194 0.0317

N = 100 Capon −19.9802 39.9656 60.0356 0.0198 0.0344 0.0356
MUSIC −20.0063 40.0157 59.9740 0.0063 0.0157 0.0260
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Sample number variation of the Inverse Fast Fourier Transform. The simulation

parameters wereM ¼ 100; 500; 1000½ �, d ¼ k=2, N ¼ 75 and SNR ¼ 20dB. The spatial
spectrum values in dB increase with increasing the samples number of Inverse Fast
Fourier Transform. The best estimations are given by MUSIC algorithm (Fig. 3).

3.2 Resolution Analysis

For this simulation, there were used: d ¼ k=2, N ¼ 75, M ¼ 1000 and the angles that
must be estimated equal with h ¼ �20

�
; 25

�� �
and SNR ¼ 10; 20; 30½ �dB.

3.3 Cramer Rao Lower Bound

The simulations where run considering h ¼ �20
�
; 40

�
; 60

�� �
and three values for

SNR ¼ �10; 0; 10½ �dB and fs ¼ d=k � sin h, with formula var ĥ
� �

� @g fsð Þ
@fs

� �2.
�

E @21np(x;fsÞ
@f 2s

h i

Fig. 3. Spatial spectra in the case of varying the IFFT sample number

Table 2. The mean values and the deviations from the required angles in the case of varying the
IFFT sample number

hi �20� 40� 60� Dh1 Dh2 Dh3

M = 100 Capon −19.9746 39.9541 60.0450 0.0254 0.0459 0.0450
MUSIC −20.0091 40.0198 59.9696 0.0091 0.0198 0.0304

M = 500 Capon −19.9752 39.9555 60.0419 0.0248 0.0445 0.0419
MUSIC −20.0102 40.0219 59.9650 0.0102 0.0219 0.0350

M = 1000 Capon −19.9749 39.9541 60.0439 0.0251 0.0459 0.0439
MUSIC −20.0097 40.0198 59.9681 0.0097 0.0198 0.0319
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4 Conclusion

In this paper, the Direction of Arrival of the primary user signal has been studied and
the performace of the MUSIC and Capon angle estimation algorithms was analyzed
(Fig. 4).

The simulation results clearly indicate that the performance of the two DOA
algorithms improves with more elements in the array, with higher samples number of
IFFT and greater SNR. The MUSIC algorithm provides the best mean values of the
estimated angles and the lowest deviations from the real values of the estimated angles,
in condition of correlated PU signals. The Capon method is also very sensitive to SNR
variation in terms of resolution, while the MUSIC method provides very good precision
in estimations of the required PU directions. By contrast, the MUSIC algorithm
requires a precise calibration, being sensitive to the sensor’s position (Fig. 5).

Results highlight a new posibility of multiplexing primary and secondary users into
the same geographical area with the aim of increasing channel capacity and improving
frequency reuse capability. Knowing the primary users DoA, the SUs can transmit in
other directions than the PUs. The results can be widely used in the design of smart
antenna system and recommend the MUSIC method as the first option in advanced
implementations (Table 2).

Fig. 4. Spatial spectra in SNR variation

Fig. 5. The estimated angles variances and CRB in SNR variation
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Abstract. Power control in LTE wireless networks is essential for efficient
co-channel interference management. Due to the non-convexity of the problem,
the the global maximization of the weighted sum rate through power allocation
is difficult to achieve. Moreover, the digital switchover and the reallocation of
the upper UHF band (790–860 MHz) for LTE-800 cellular networks contribute
for the necessity to control the aggregate interference caused to the DVB-T
service. This paper develops an algorithm for optimal power allocation for the
LTE system, which targets minimization of the adjacent channel interference
onto the DVB-T system and capacity/coverage optimization of the LTE-800
macro cells. The algorithm adopts the local d.c. (difference of convex functions)
programming approach and constraints the power based on the relevant DVB-T
adjacent channel protection ratios (PRs). The simulation results emphasize the
significance of the proposed algorithm, revealing substantial performance gains
compared with the case of no power control, in terms of capacity per pixel,
coverage probability and probability for pixel DVB-T service degradation.

Keywords: LTE-800 � BS � PR � Macro-cell power allocation �
Coverage/capacity optimization � DVB-T coexistence

1 Introduction

Inter-cell co-channel interference (ICI) still remains a crucial issue in the LTE
macro-cell deployment and is the dominant LTE aggregate capacity/coverage limiting
factor, especially for the cell-edge users [1, 2]. The power allocation is one of the most
important resource allocation and interference management approaches capable of
reducing or completely eliminating the ICI for cell-edge users and, subsequently,
increasing the overall LTE system coverage and capacity. Achieving sum rate/through
put maximization through power control is an open problem in interference-limited
wireless networks due to the non-convex coupling of the mutual interferences into the
optimization problem formulation. There are several research efforts in the area of sum
rate maximization. Most of them try to convexify the power allocation problem using
approximations [3] in different SNR regimes. The remaining employ more advanced
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methods of: multiplicative fractional linear [4], geometric [5] or local D.C. [6] (dif-
ference of two convex functions/sets) programming to make the problem convex and
solve it.

The digital switchover and the reallocation of the upper UHF band (790–860 MHz)
for LTE-800 cellular networks lead to interference concerns [7–9], especially for the
DVB-T receivers. They operate in near spectral proximity to the LTE systems and are
subject to extensive out-band interference from the LTE downlink transmissions (791–
821 MHz). This stems from the fact that most current off-the-shelf DVB-T receivers are
still designed to receive signals in the full UHF band. The DVB-T coexistence problems
are becoming substantial as the number of LTE-800 macro-cell deployments increases
(thus, increasing the aggregate interference). These problems can be efficiently solved
by constraining the transmitted power of the LTE-800 macro cell transmissions and,
hence, controlling the aggregate interference caused to the DVB-T service.

This paper presents a novel power optimization algorithm for capacity/coverage
optimization of LTE-800 macro-cells that efficiently solves the DVB-T aggregate
interference issues. The proposed power allocation algorithm adopts the local D.C.
programming approach [6] aiming to maximize the capacity of macro-cell-edge users,
whilst limiting the aggregate out-band interference caused to DVB-T receivers in
interference-critical geographical areas.

2 System Model and Algorithm Description

The paper assumes a system model with an LTE-800 network deployment comprising
M macro base stations exploiting the fully allocated DL band (as part of the digital
dividend 1) for high spectral efficiency. Let p: = (p1, p2,…, pM) be the downlink
transmit power vector, where pi is the transmitted power of BS i. The power-based
coverage optimization algorithm of the LTE-800 network operates in an iterative

Fig. 1. LTE edge pixels selection criterion for two different algorithm iterations (The blue
colored circles denote the LTE BSs while the green and red colored marks represent the two
consecutive edge pixels sets) (Color figure online)
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manner, starting from the maximum possible downlink transmit power for each LTE
macro-cell: p0: = (p1max, p2max,…,pMmax).

2.1 Coverage Optimization Problem

The algorithm selects a set of critical edge pixels (users) between each pair of Voronoi
neighboring base stations in a single iteration (Fig. 1). These pixels satisfy a selected
target SINRt, based on the previous LTE BS power allocations. In every current
iteration, the proposed algorithm performs the weighted sum rate optimization for all of
the N edge-users using local D.C. programming [6], inherently increasing the aggregate
area covered with SINR > SINRt (the aggregate LTE coverage area), as well as the
overall system capacity.

2.2 DVB-T Protection Constraint

The protection of the critical DVB-T pixels is performed as a subject to the weighted
sum rate optimization. The DVB-T aggregate interference constraints are derived based
on the relevant DVB-T Protection Ratios - PRs (extensively evaluated by the European
regulatory bodies [7, 8]). This paper uses the derived protection ratios in [7] to assess
the DVB-T service degradation in the pixels. In each iteration, the algorithm, first,
clusters the degraded pixels based on silhouette k-means clustering [10] and,

Fig. 2. Flowchart algorithm description
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afterwards, selects the lead pixel in each cluster (with the most dominant aggregate
interference) based on the previous power allocations per LTE BSs. In the concurrent
operation, the algorithm tends to satisfy the PRs for all lead pixels (Fig. 2).

3 Simulation Results

Targeted performances for evaluation are capacity per pixel, coverage probability and
probability for pixel DVB-T service degradation. The proposed algorithm is compared
with case of no power control assuming LTE operation with max transmit power.

The DVB-T system modeling is based on the Longley-Rice propagation model
along with terrain effects in order to predict the received DVB-T signal strength. It
exploits relevant operating parameters obtained from the Agency for Electronic
Communications (AEC) of the Republic of Macedonia [11].

The simulation scenario considers M LTE base stations, randomly distributed with
Poisson Point Process (PPP) in the target area, and collocated with the existing DVB-T
transmitters. The evaluation area considers the territory of Skopje (the capital of
Macedonia) with dimensions 15 km × 19.5 km and a pixel size of 30 m × 30 m (Fig. 3).
The LTE channel gains incorporate the propagation losses predicted by Okumura-Hata
propagation model, whereas the occupied bandwidth is 10 MHz at the lowest possible
LTE frequency, with nearest DVB-T proximity (worst case scenario) and the Effective
Isotropic Radiated Power (EIRP) is 59 dBm [12].

The simulation analysis applies the algorithm for optimal power allocation with
SINRt = 10 dB (selected arbitrarily, to provide a satisfying LTE service quality), and
obtains the transmit power set p while taking the DVB-T PRs (in presence of fully
loaded LTE base stations operations, representing the worst case scenario) as con-
straints in the optimization problem. The quantitative assessment relies on a Monte
Carlo observation with 100 trials.

Fig. 3. Skopje city map (in the considered area of the simulations, Fig. 4)
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Figure 4 illustrates the spatial distribution of the capacity per pixel for the cases
with and without algorithm for optimal power allocation. Both the figures Figs. 4a and
b reveal the significant gain in capacity with the introduction of algorithm for proper
and optimal power allocation for the LTE-800 base stations. Figure 5 presents the
coverage probability as a function of the SINR, i.e. the cumulative distribution of the
output SINR throughout the evaluation area. It proves that the power allocation
algorithm further enhances the base stations coverage in interference-limited networks,
regardless of the significant limitation due to the DVB-T service protection.

Figure 6 depicts the probability of pixel DVB-T service degradation targeting the
degradation on 9 consecutive DVB-T channels (52–60 channels). In this calculation, a
pixel is declared as degraded if the channel specific DVB-T PR on any of the inspected

a)

b)

Fig. 4. Capacity per pixel in Mbps (M = 100, fully loaded LTE) (a) with optimal power
allocation algorithm (b) without power allocation (with max transmit power)
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channels is violated. The figure reveals the significant reduction of the degradation
probability when utilizing the optimal power set, since the optimization problem
includes the DVB-T service protection as a constraint.

4 Conclusions

This paper presents a developed algorithm for optimal power allocation aiming to
maximize the capacity of macro-cell-edge users and minimize the DVB-T service
degradation due to aggregate interference. The simulation results reveal the significant

Fig. 5. Coverage probability (M = 100, fully loaded LTE)

Fig. 6. Probability of pixel DVB-T degradation [in ‰] on 9 LTE adjacent and consecutive
DVB-T channels (52–60)
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benefits of the introduction of optimal power allocation, whilst enabling the required
protection of the coexisting DVB-T network in the UHF band. They provide perfor-
mance gains in terms of capacity per pixel and coverage and pave the way for possible
trade-offs in order to optimize the performances in general.
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like to thank everyone involved.
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Abstract. Wireless localization has become a key technology for
cooperative agent networks. However, for many applications, it is still
illusive to reach the desired level of accuracy and robustness, especially in
indoor environments which are characterized by harsh multipath propa-
gation. In this work we introduce a cooperative low-complexity algorithm
that utilizes multipath components for localization instead of suffering
from them. The algorithm uses two types of measurements: (i) bistatic
measurements between agents and (ii) monostatic (bat-like) measure-
ments by the individual agents. Simulations that use data generated from
a realistic channel model, show the applicability of the methodology and
the high level of accuracy that can be reached.

Keywords: Cooperative localization · Multipath propagation · Indoor
localization and tracking

1 Introduction

Location awareness is a key component of many future wireless applications.
However, achieving the needed level of accuracy is still elusive in many cases,
especially in indoor environments which are characterized by harsh multipath
conditions. Promising candidate systems thus either use sensing technologies
that provide remedies against multipath or they fuse information from multiple
information sources [1,2].

In Multipath-assisted indoor navigation and tracking (MINT) [3,4] multipath
components (MPCs) can be associated to the local geometry using a known floor
plan. In this way, MPCs can be seen as signals from additional (virtual) anchors
(VAs). Ultra-wideband (UWB) signals are used because of their superior time
resolution facilitating the separation of MPCs. Hence, additional position-related
information is exploited that is contained in the radio signals. All other—not
geometrically modelled—propagation effects included in the signals constitute
interference to the useful position-related information and are called diffuse mul-
tipath (DM) [5]. Insight on the position-related information that is conveyed in
the signals can be gained by an analysis of performance bounds, such as the
Cramér-Rao lower bound (CRLB) [4]. In [4], the CRLB for cooperative MINT
was derived using bistatic measurements between agents and monostatic mea-
surements from an agent itself. The same measurement model will be used in this
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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Fig. 1. Illustration of multipath geometry using VAs for (i) bistatic transmissions (blue)
between an agents and for (ii) a monostatic measurement (gray) by an agent (Color
figure online).

work. Cooperation between agents is another method to increase the amount of
available information [6] and thus to reduce the localization outage. In this work,
we present a low-complexity variant of [7] that is based on data-association (DA)
and extended Kalman filtering (EKF) [8]. The method relies on the same factor
graph as presented in [7], but in contrast it just uses the extracted MPC delays
and complex path amplitudes1 instead of the complete received signals. The key
contributions of this paper are (i) incorporate VAs into a joint state space with
the agents, and (ii) formulate the cooperative algorithm that uses DA of MPC
delays with according VAs and an EKF for tracking the joint state of the agents
and the according VAs.

2 Problem Formulation

We assume M agents at positions p(m)
1 with m ∈ Nm = {1, 2, . . . ,M}, which

cooperate with one another. As outlined in the introduction, every agent con-
ducts a monostatic measurement, meaning it emits a pulse and receives the
multipath signal reflected by the environment, and conventional bistatic mea-
surements with all other agents and the fixed anchors. All bistatic and monostatic
measurements are distributed such that every agent is able to exploit information
from any of its received and/or transmitted signals.

Figure 1 illustrates the geometric model for multipath-assisted positioning.
A signal exchanged between the agents m′ and m at positions p(m′)

1 and p(m)
1 ,

respectively, contains specular reflections at the room walls, indicated by the
black lines. These reflections can be modeled geometrically using VAs p(m′)

k ,
mirror images of the anchor w.r.t. walls that can be computed from the floor
plan [3]. We call this the bistatic setup. If the agents are equipped accordingly,
they can use monostatic measurements, indicated by the gray lines. Here, the
node at p(m′)

k acts as anchor for itself with its own set of VAs.

1 These are used to compute online, the reliability measure of the MPCs in form a
signal-to-interference-plus-noise-ratio (SINR) that is used to compute the according
MPC’s delay uncertainty.
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2.1 Signal Model

In this Section, we simplify the setup—for the ease of readability—to a single
(fixed) anchor located at position p1 ∈ R

2 and one agent at position p ∈ R
2.

Note that two-dimensional position coordinates are used throughout the paper,
for the sake of simplicity. A baseband UWB signal s(t) is exchanged between the
anchor and the agent. The corresponding received signal is modeled as [4]

r(t) =
K∑

k=1

αks(t − τk) + (s ∗ ν)(t) + w(t) (1)

where {αk} and {τk} are the complex amplitudes and delays of the deterministic
MPCs, respectively. We model these delays by VAs at positions pk ∈ R

2, yielding
τk = 1

c‖p− pk‖ = 1
cd(pk,p), with k = 1 . . . K, where c is the speed of light and

d(·) is the Euclidean distance. K is equivalent to the number of visible VAs at
the agent position p. We assume the energy of s(t) is normalized to one.

The DM (s∗ν)(t) is modeled as a zero-mean Gaussian random process which
is non-stationary in the delay domain and colored due to the spectrum of s(t). For
DM we assume uncorrelated scattering along the delay axis τ , hence the auto-
correlation function (ACF) of ν(t) is given by Kν(τ, u) = Eν {ν(τ)[ν(u)]∗} =
Sν(τ)δ(τ − u), where Sν(τ) is the PDP of DM at the agent position p. The
DM process is assumed to be quasi-stationary in the spatial domain, which
means that Sν(τ) does not change in the vicinity of position p [4]. Finally, w(t)
denotes an additive white Gaussian noise (AWGN) process with double-sided
power spectral density (PSD) of N0/2.

2.2 Channel Estimation

The arrival time estimation τ̂
(m,m′)
k,n at time step n between two agents at posi-

tions p(m)
1,n and p(m′)

1,n , where m,m′ ∈ Nm, is realized as an iterative least-squares

approximation of the received signal [8]. The according path amplitudes α̂
(m,m′)
k,n

are estimated using a projection of the received signal r
(m,m′)
n (t) onto a unit-

energy pulse s(t − τ̂
(m,m′)
k,n ). The number of estimated MPCs K̂

(m,m′)
n should

be chosen according to the number of expected specular paths in an environ-
ment. The finite set of measured delays is written as Z(m)

n =
⋃

m′ Z(m,m′)
n =⋃

m′{d̂
(m,m′)
k,n }K̂(m,m′)

n

k=1 , where d̂
(m,m′)
k,n = cτ̂

(m,m′)
k,n .

2.3 Data Association (DA)

The set of expected MPC delays D(m,m′)
n = {d(p(m′)

n,k ,p(m)
1,n ) : p(m,m′)

n,k ∈ A(m,m′)
n }

is computed from the distances of each VA in A(m,m′)
n to the predicted position

p(m)
1,n of agent m at time step n. As D(m,m′)

n and the set of measured delays

Z(m,m′)
n are sets of usually different cardinalities, i.e. |Z(m,m′)

n | = K̂
(m,m′)
n �=
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|D(m,m′)
n | = K

(m,m′)
n , no conventional distance measure is defined and there-

fore there is no straightforward way of an association. We employ a well-known
multi- target miss-distance, the optimal sub-pattern assignment (OSPA) metric
[9]. As described in [8,10], after the DA was applied for all agents, the follow-
ing union sets are defined: (i) the set of associated discovered (and optionally
a-priori known) VAs A(m)

n,ass =
⋃

m′ A(m,m′)
n,ass , (ii) the corresponding set of associ-

ated measurements Z(m)
timestepsym,ass =

⋃
m′ Z(m,m′)

n,ass .

3 State Space and Measurement Model

The state dynamics are characterized by a linear, constant-velocity motion
model. Each agent x(m)

n is described by its position p(m)
1,n and velocity v(m)

1,n

according to x(m)
n = [(p1,n

(m))T, (v1,n
(m))T]T. The position of the agent is mir-

rored at a each wall segment in order to obtain the positions of the corresponding
VAs p(m)

k,n . The orientation of the wall segments determine the relation between
the movement gradients of the agent and the corresponding VAs. We describe
this relation by introducing a VA transition matrix P(m)

k (cf. [4]). The state
space model for agent m is thus characterized by

x̃(m)
n =

[
F 04×2Kn

02Kn×2 P(m) I2Kn×2Kn

]

︸ ︷︷ ︸
F̃(m)

x̃(m)
n−1 +

[
G

02Kn×2

]

︸ ︷︷ ︸
G̃(m)

na,n, (2)

with

F =

⎡
⎢⎢⎣

1 0 ΔT 0
0 1 0 ΔT
0 0 1 0
0 0 0 1

⎤
⎥⎥⎦ , G =

⎡
⎢⎢⎣

ΔT 2

2 0
0 ΔT 2

2
ΔT 0
0 ΔT

⎤
⎥⎥⎦ ,

x̃(m)
n = [xT(m)

n ,pT(m)
2,n , ...pT(m)

K,n]T and P(m) = [PT
2
(m), . . . ,PT(m)

Kn
]T with dimen-

sions (2Kn × 2). Under the assumption of independent movement of the agents,
the motion model finally results in

⎡
⎢⎢⎣
x̃(1)

n

...
x̃(M)

n

⎤
⎥⎥⎦

︸ ︷︷ ︸
x̂n

=

⎡
⎢⎣
F̃(1) 0

. . .
0 F̃(M)

⎤
⎥⎦

⎡
⎢⎢⎣
x̃(1)

n−1
...

x̃(M)
n−1

⎤
⎥⎥⎦

︸ ︷︷ ︸
x̃n−1

+

⎡
⎢⎣
G̃(1)

n

G̃(M)
n

⎤
⎥⎦na,n. (3)

The according linearized measurement model is defined as
⎡
⎢⎢⎣
z̃(1)n

...
z̃(M)

n

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣
H̃(1)

n 0
. . .

0 H̃(M)
n

⎤
⎥⎥⎦

⎡
⎢⎢⎣
x̃(1)

n

...
x̃(M)

n

⎤
⎥⎥⎦ + ñz,n. (4)
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where z̃(m)
n stacks the monostatic measurements from the m-th agent and the

bistatic measurements to all other agents. The stack vector ñz,n contains the
according measurement noise with covariance matrix Rn described in [8]. The
linearized column-wise stacked measurement matrices H̃(m)

n = [(H̃(η=1,m)
n )T, . . . ,

(H̃(η=M,m)
n )T]T are described in (5), with m, η ∈ Nm and m �= η. The matri-

ces H(η,η,m)
ξ,μ,n = [

∂d(p(η)
μ,n,p

(m)
1,n )

∂x
(η)
ξ,n

,
∂d(p(η)

μ,n,p
(m)
1,n )

∂y
(η)
ξ,n

] define the derivatives of the distance

measurements w.r.t. the x-and y-position coordinates. The upper-left sub-block
of (5) holds the derivatives of the monostatic measurements w.r.t. the m-th agent
position. The upper diagonal sub-block holds the according derivatives w.r.t. to
the monostatic VA positions of the m-th agent. The lower-left sub-block holds
derivatives of the bistatic measurement equations to all other agent positions
and according VA positions (η = 1 . . . M and m �= η) w.r.t. the m-th agent posi-
tion. The lower-right diagonal sub-block holds the equivalent derivatives w.r.t.
to the according bistatic VA positions.

H̃(η,m)
n =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

H(m,m,m)
1,2,n 0 0 H(m,m,m)

2,2,n . . . 0 . . . 0 . . . 0
...

...
...

...
...

...
...

...
...

...
H(m,m,m)

1,Kn,n 0 0 0 . . . H(m,m,m)
Kn,Kn,n . . . 0 . . . 0

H(η,m,m)
1,1,n 0 0 0 . . . 0 . . . H(η,η,m)

1,1,n . . . 0
...

...
...

...
...

...
...

...
...

...
H(η,m,m)

1,Kn,n 0 0 0 . . . 0 . . . 0 . . . H(η,η,m)
Kn,Kn,n

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(5)

4 Results

We evaluate the performance of the proposed algorithm in terms of localization
error and computational time using synthetic data in a two-dimensional space.
The transmit signal consists of a raised-cosine pulse with a roll-off factor of
R = 0.6, a pulse duration of Tp = 0.5 ns and unit energy. The received signals of
the monostatic and bistatic measurements are modeled according to (1). Each
reflection attenuates the pulse by 3 dB. The free-space loss is modeled according
to Friis’ transmission equation. The parameters of the DM are set according to
[4] and the power of the additive white noise is set to N0 = 2 · 10−16 W/Hz.
In order to achieve a fair comparison to the proposed method in [7] we choose
the same parameter setup and simulation scenario as shown in Fig. 2. Three
agents m move independently along trajectories under partly non-line-of-sight
conditions where we assume a given start position. Figure 2 shows an example
of the estimated agent positions p̂1,n, p̂2,n and p̂3,n using the proposed EKF-
based algorithm are indicated for every 5-th position. At each time step n the
agents run monostatic and bistatic measurements to the neighboring agents.
The utilized likelihood function of [7, Eq. (8)] simplifies the proposed system
model (Sec. III in [7]). We accounted this by changing the likelihood function to
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Eq. (7) of [7]. Further, [7] undermines the uncertainty of the neighboring beliefs
by reducing the size of the neighboring particles to the mean value (see Sect. 5
of [7]). We omit this simplification.

The maximum number of extracted MPCs is limited to K
(.,.)
n = 12,∀n (see

Sect. 2.2). The initial position of each VA p(m)
k,n as well as the corresponding

VA transition matrix P(m)
k are calculated in advance. Figure 3 illustrates the

cumulative distribution function (CDF) of the localization error of the proposed
algorithm (CoMINT EKF) compared to [7] of ten trajectory realizations—each
evaluated with 50 monte carlo runs. The comparison reveals the strong influence
on performance of localization error and computational demand [7] regarding its
implementation scheme of message passing (i.e. particle or parametric message
representation and scheduling). Choosing a sample-based message representa-
tion the localization error reduces with increasing number of particles on the
cost of computational complexity. Denoting N as the number of particles rep-
resenting the message passing scheme [7], faces a complexity of O(MN2) [11].
The proposed method has a complexity of O(M2K3

n) determined by the data
association stage [9]. Since the number of particles N is much higher compared
to the number of extracted MPC K

(.,.)
n the proposed method outperforms [7]

in terms of computational complexity. We proof this claim by comparison of
the average computational time for localization scaled to the proposed method.
Depending on the number of particles the average computational time of the
proposed method speeds up by a factor of approximately 217, 756 and 2355 for
100, 250 and 500 particles, respectively.

The gain in terms of computational time is established by the assumption
of Gaussian distance errors. Figure 3 indicates the influence of this assumption
by comparison to [7] with different number of particles of 100, 250 and 500.
The proposed method reaches a performance comparable to [7] with a number
of particles from 100–250 where 90 % of the errors are located within 2 cm.
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Fig. 2. Simulation scenario as in [7]
with three agents moving along differ-
ent trajectories.
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Fig. 3. CDF of the localization error
of the proposed algorithm (CoMINT
EKF) (blue) compared to [7] with a
different size of 500 (gray), 250 (red)
and 100 (black) particles of each agent
(Color figure online).
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5 Conclusions

We have presented a new low-complexity algorithm for cooperative localization
of agents using multipath information. The simulation results show that bistatic
as well as monostatic measurements contribute a significant amount of informa-
tion for localizing the agents with a high level of accuracy. The simulation results
pinpoint also the robustness, i.e. low level of localization outages, of the cooper-
ative algorithm when multipath information is used from both types of measure-
ments. The most important attained fact it that the proposed low-complexity
algorithm reaches almost the same performance than the particle-based method
using several orders of magnitude less computational resources.
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On the Applicability of Multi-wall Multi-floor
Propagation Models to WiFi Fingerprinting
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Abstract. Virtual fingerprints have been proposed in the context of
WiFi Fingerprinting Indoor Positioning systems in order to reduce the
effort dedicated to offline measurements. In this work, the use of Multi-
Wall Multi-Floor indoor propagation models to generate such virtual fin-
gerprints is investigated. Experimental results show that different trade-
offs can be obtained between model accuracy and measurement efforts
and that good accuracy can be guaranteed while significantly reducing
the complexity of the offline measurement phase.

Keywords: Indoor positioning · Fingerprinting · Propagation model-
ing · Multi-Wall Multi-Floor

1 Introduction

Among many proposed and investigated approaches for the implementation of
indoor positioning systems, the fingerprinting technique is one of the most popu-
lar ones [1,2]. Fingerprinting operates in an offline phase, during which Received
Signal Strength (RSS) values (fingerprints) from WiFi Access Points (APs)
detected in the area of interest are collected at previously selected positions,
referred to as Reference Points (RPs), and an online phase, during which the
location of a target device is estimated as a function of the positions of the RPs
that best match the RSS values measured by the device.

Accuracy and complexity of fingerprinting algorithms mainly depend on two
issues: (1) careful planning of the offline phase, particularly in terms of RPs
locations and number of requested measurements, and (2) selection of estimation
algorithms used in the online phase.

Regarding the offline phase, the goal is to achieve satisfactory trade-off
between accuracy and efforts and time dedicated to this phase. From this point of
view, several previous works propose the generation of virtual fingerprints through
the use of indoor propagation models [3–6]. Assuming to know the exact locations
of the APs and the environment planimetry, empirical propagation models pro-
vide a good compromise between model accuracy and complexity. Such models
rely on a set of measurements in order to estimate site-specific model propagation
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parameters, that are then used to create the virtual RPs fingerprints. Among
empirical propagation models, Multi-Wall Multi-Floor (MWMF) models are
widely considered as a pragmatic and concrete solution, given their analytical sim-
plicity [4,7,8].

Moving from the above observations, the goal of this work is to explore the
trade-off between complexity and efforts in the collection of real measurements
and the accuracy of the MWMF model in generating virtual RPs. The analysis is
carried out based on experimental results obtained in the testbed deployed at the
Department of Information Engineering, Electronics and Telecommunications
(DIET) of Sapienza University of Rome.

The rest of the paper is organized as follows: Sect. 2 briefly reviews the analyt-
ical foundations of MWMF indoor propagation models. Section 3 introduces the
strategies proposed for the MWMF propagation parameters evaluation; Sect. 4
firstly presents the testbed used for the experimental analysis (Sect. 4.1) and
then the results obtained by applying the strategies for the virtual RPs fin-
gerprints creation (Sect. 4.2). Finally, Sect. 5 concludes the paper and presents
future research lines.

2 Multi-wall Multi-floor Propagation Models

It is widely recognized that indoor propagation characteristics greatly differ from
the outdoor ones, mostly because of the indoor environmental peculiarities, such
as shorter Tx-Rx distances, different power ranges, presence of walls, furniture,
and so on. In the context of modeling the indoor propagation, empirical narrow-
band models are widely used; they are characterized by simple analytical for-
mulas embedded with site-specific propagation parameters, the latter obtained
through a procedure of model fitting based on a set of real measurements.

Multi-Wall Multi-Floor is a family of empirical narrow-band models [7,8];
they differ from each other in the number and the variety of objects taken into
account in modeling the signal propagation. MWMF models take the following
generic form in the evaluation of the path loss in a Tx-Rx link:

PLMWMF = PLOS + AMWMF [dB]. (1)

The PLOS term relates the signal attenuation to the Tx-Rx distance d and
the so-called path loss exponent γ, as follows:

PLOS(d, γ) = l0 + 10γ log(d) [dB], (2)

where the constant l0 is a reference path loss for d = 1 m and γ is the path loss
exponent (for free space conditions, γ = 2 and l0 ≈ 40.22 dB @ 2.45 GHz). The
AMWMF term models the attenuation due to obstacles in the Tx-Rx direct path
and its definition characterizes the MWMF model. Focusing on a 2D propagation
(Tx and Rx on the same floor), AMWMF can be formulated as follows:

AMWMF = lc +
Nobj∑
n=1

In∑
i=1

Nn,iln,i [dB], (3)
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Table 1. AMWMF parameters description.

Parameter Description

lc Constant loss

Nobj Number of different families of objects

In Number of types of objects considered for family n

Nn,i Number of objects of family n and type i

ln,i Loss due to objects of family n and type i

with parameters, related to both signal propagation and environment topology,
described in Table 1.

Given the model, a set of M real measurements, and, for each m-th mea-
surement (with m = 1, 2, . . . ,M), the set of topological parameters Tm, a least
square fitting procedure allows to obtain the set of propagation parameters S
that minimize the difference between the measurements and the estimations.
The propagation parameters included in S may differ from one MWMF model
to the other and can in general include parameters belonging to both the PLOS

and AMWMF terms [7,8]. The set adopted in this work will be explicitly defined
in Sect. 4.1. In general, the optimization problem can be defined as follows:

{S}opt = argmin
{S}

{ M∑
m=1

|Pm − (EIRP − PLMWMF(dm, Tm,S))|2
}

, (4)

where, for the m-th available measurement, Pm is the power measured at the
Rx, given a Tx at distance dm isotropically radiating a power equal to EIRP,
and PLMWMF(dm, Tm,S) is the MWMF estimated path loss as described in (1),
(2) and (3).

3 MWMF Models for Virtual RPs Fingerprinting

As previously introduced, the MWMF model can be used for the creation of vir-
tual RPs fingerprints for indoor positioning purposes: given the area of interest
A, the number N of RPs to be created and the number L of APs at known posi-
tions within and around A, the goal is to create, for each RPn, a L×1 fingerprint
ŝn in which the component ŝl,n is the estimated RSS for the transmission link
from the l-th AP to the n-th RP. In order to do so, the MWMF model must be
calibrated on a set of real measurements, as indicated in (4). The accuracy of the
model will however depend on the strategy in the selection of the measurements
and on the number of such measurements. In this paper, four different selection
strategies are investigated in order to explore the trade-off between the model
accuracy and complexity in the generation of the fingerprints.
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Strategy I: No Fitting. This strategy relies on the use of generic parameters
taken from literature for an indoor environment, without any site-specific fitting.
Although this strategy is expected to provide limited accuracy, it is by far the
simplest to implement and will be considered as the baseline for the perfomance
evaluation of the other strategies.

Strategy II: Mockup Fitting. In this strategy, the propagation parameters
obtained in a mockup environment A′

(given a set of N
′
real measurements taken

in it, from a set of L
′
APs at known positions within and around A′

) are used to
generate the fingerprints in the objective environment A. This strategy has the
advantage of allowing the generation of virtual RPs in multiple environments
provided that a mockup environment with similar propagation characteristics
can be found.

Strategy III: Environment Fitting. In this strategy, a set of Nreal measure-
ments from the L APs is collected in the environment A. Such measurements
are used to perform a global optimization procedure aiming at determining a set
of model propagation parameters to be used for all APs.

Strategy IV: Specific AP Fitting. In this strategy, again, a set of Nreal

measurements from the L APs is collected in the environment A. In this case,
however, an optimization procedure is carried out for each AP, by considering
only the measurements for the specific AP. This strategy is expected to provide
the best possible accuracy at the additional price of collecting measurements in
the objective environment (compared to Strategy II) and performing different
and dedicated optimization procedures (compared to Strategies II and III).

4 Results and Discussions

4.1 Testbed Implementation

Experimental analysis have been carried out at the first two floors of the DIET
Department, covering an area of 10 × 55 m2 each. L1 = 6 and L2 = 7 WiFi APs
working @ 2.4 GHz were placed inside the 1-st and the 2-nd floor countertops,
respectively. N1 = 65 and N2 = 69 RPs were identified, uniformly distributed
on the two floors, and the fingerprints for each RP were measured. In order to
average out fluctuations, q = 5 measurements were taken for each RP.

In the analysis presented in this Section, the first floor was adopted as the
objective environment A and the strategies defined in Sect. 3 were applied for
modeling the N1 RPs defined on this floor, for the L1 + L2 APs. Moreover, the
environmental characteristics and the set S of propagation parameters used in
the 2D propagation optimization procedure are reported in Table 2.

As defined in Sect. 3, Strategy I requires to extract propagation parameters
from literature: in the following, propagation parameters presented in [8] were
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Table 2. Model parameters setting.

Nobj 2 (walls, doors)

Iwalls 1

Idoors 1

S {γ, lc, lwall, ldoor}

used. As for Strategy II, the II floor of the DIET Department was used as mockup
environment with measurements in the N2 RPs in this floor including RSSs from
the L2 APs deployed in the same floor. For Strategy III and IV, a total of N1×L1

measurements are available in the testbed. Out of this, a fraction ρ was used
for the fitting procedure, selected so to preserve the uniform distribution of the
considered measurements in the area. Note that for Strategy II and Strategy III
this corresponded to N

′
real = �ρ×N2×L2� and Nreal = �ρ×N1×L1� measurements

being used for the global fitting procedures, respectively. In Strategy IV, on
the other hand, L1 fitting procedures were carried out, each one using Nreal =
�ρ × N1� measurements. ρ was used as a tunable parameter determining how
many measurements were used in the optimization procedure for each strategy,
and results of the analysis as a function of ρ are presented in Sect. 4.2.

4.2 Results

The performance analysis was carried out by evaluating the cumulative distribu-
tion function (CDF) of the estimation error ε = |ŝl,n − sl,n|, where ŝl,n indicates
the estimated RSS for the (l, n) AP-RP pair, as already defined in Sect. 3, while
sl,n is the measured RSS for the same pair. Due to space limitations, results are
presented for a single AP in a 2D propagation (from one of the L1 APs to the
N1 RPs), but similar results have been obtained for the other APs at the 1-st
floor and for the 3D propagation case (from the L2 APs to the N1 RPs).

Figure 1 presents the CDFs of ε for Strategy II (1a), III (1b) and IV (1c)
and different values of ρ ranging from 0.01 to 1. Results show that, in all strate-
gies, after a sharp improvement as ρ is increased from 0.01 to 0.1 (in particular
for Strategy IV, since it works with a single measurement with ρ = 0.01), the
performance increase is less and less relevant as ρ increases from 0.1 to 1; this
clearly suggests that few uniformly distributed measurements are in most cases
sufficient for obtaining a reliable estimation of the propagation parameters. In
particular, Strategy II (1a) shows a higher variability and unpredictability than
Strategies III and IV (1b, 1c), due to the fact that the use of different sets of
mockup measurements lead to different approximations of the objective envi-
ronment propagation parameters, and it cannot be assumed that the use of
the entire set of mockup measurements leads to the best approximation of the
objective environment propagation parameters.

Finally, Fig. (1d) compares the errors obtained with the four strategies
(including the baseline Strategy I), with ρ set to 0.5. The results show that all
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(b) Strategy III.
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(c) Strategy IV.
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Fig. 1. CDFs of ε for a given AP.

strategies show a significant performance improvement compared to the baseline
(Strategy I). Results also show that Strategy IV leads to the best performance
while Strategy II and III achieve comparable and still satisfactory accuracies.

Results highlight that if a good amount of measurements were taken in the
objective environment, Strategy III is less appropriate than Strategy IV, given
that the latter reaches higher accuracy by using the same set of measurements
and dividing them in different optimization procedures. On the other hand, with
the aim of minimizing the offline phase efforts, Strategy II performance, closely
comparable with Strategy III, demonstrates that a good RSS estimation and, in
turn, a reliable creation of virtual fingerprints, can be obtained by using a set
of measurements and parameters taken from a mockup area. Strategy II might
prove particularly useful and cost-effective in multiple floors buildings, where,
taken a specific floor as mockup for the others, a single measurements campaign
and fitting procedure are carried out, and then used to create a specific set of
virtual fingerprints for each of the other floors, with a significant reduction in
measurement efforts.
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5 Conclusions

In this work the application of MWMF propagation models to the creation
of virtual RPs fingerprints for indoor positioning systems has been proposed,
exploring the trade-off between the modeling performance and the measurement
efforts, comparing four different optimization strategies. Experimental results
show that a MWMF model is a promising solution in the generation of virtual
RPs as it guarantees a good trade-off between modeling accuracy and measure-
ment efforts. The impact of the introduction of virtual RPs on the accuracy of
WiFi fingeprinting positioning is currently being investigated and will be pre-
sented in future work.
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Abstract. Time Reversal is well-known in Impulse Radio Ultra Wide-
band communications (IR-UWB) for its ability to improve performance
and complexity both in noise limited scenarios and multiuser interfer-
ence (MUI) limited ones. In an ad-hoc uncoordinated network, where no
power control is possible, no users’ channels are known, or no elaborate
multiple access techniques can be deployed, Time Reversal is imperfect.
In this paper, a comparative analysis between conventional Rake schemes
and Time Reversal ones is made in order to evaluate robustness towards
the absence of the mentioned operations.

Keywords: UWB · Impulse radio · Time Hopping · Time Reversal ·Ad-
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1 Introduction

Time Reversal (TR), a prefiltering technique based on reversed channel impulse
responses, can be used in UWB communications to lighten the burden on the
receiver. This precoding technique has several attractive properties.

In fact, Time Reversal can alter the statistical properties of multiuser
interference. In [2], the influence of Time Reversal on multiuser interference in
centralized networks was shown: the focusing properties of TR make multiuser
interference more impulsive, with a narrower distribution and a higher kurtosis,
which lead to a performance increase.

Moreover, in [3], the advantages guaranteed by Time Reversal in the context
of positioning based on DOA estimation were highlighted.

In literature, numerous performance studies of UWB communications with
Time Reversal precoding exist. Nonetheless, these studies are evaluated under
strong assumptions: particular network topologies, centralized and synchronous
communications. A comprehensive example is found in [4], where Time Reversal
power controlled, synchronous transmissions are compared to conventional ones.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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Often, other assumptions on the frame length are aimed to make inter-symbol
interference (ISI) and multipath dispersion negligible.

All these assumptions are made to facilitate the evaluation of theoretical
expressions, but further investigation need to be made for more complex scenarios.

Other studies such as [5–7], evaluated multiuser interference and its asso-
ciated measures in UWB realistic scenarios, but without entering into Time
Reversal details and comparisons.

In particular, in [5] the effect of power control on multiuser interference is
shown, whereas in [6] it is highlighted that multiuser interference in a UWB
non-power controlled network strongly depends on spatial densities of the users,
besides their number and bitrates.

In [7], ISI/IFI is considered in a single user Time Hopping UWB context:
a closed-form expression is given for its variance, highlighting its non-gaussianity.

Moreover, in [8], a discrete time model was presented to investigate and
compare robustness towards channel estimation errors both in precoded and
non-precoded transmissions in a centralized symbol-synchronous network, where
all transmission are directed to a base station, i.e. a common sink.

These and other studies provide a valid working basis for this work, whose
principal aim is to evaluate the performance of ad-hoc UWB networks where
both precoded (TR) and non-precoded transmissions are exploited and where
pairs of nodes communicate independently. It could represent a special kind of
sensors network, suitable for UWB applications.

This restriction implies absence of power control, synchronization, estimation
of users channels and efficient multiple access technique.

In this scenario, Time Reversal is imperfect, leading to correlation losses and
interference gain. This work aim to compare conventional non-precoded schemes
and Time Reversal ones in order to evaluate robustness towards these limitations.

2 System Model

An ad-hoc network where K pairs communicate in an uncoordinated manner,
independently from each other, is considered.

A generic transmitter emits data, which is encoded into a sequence of infor-
mation bearing symbols bn. Considering just one frame - i.e. a fixed n - the
transmitted signal when no prefiltering is used is:

x(t) = bn
√

Exp(t − nTs − mTc) (1)

where Ts is the frame period, Tc is the chip time and p(t) is the waveform
associated with the m-th symbol of the generic user, as common in IR-UWB
communications. Ex is the transmitted energy, which will be consider equal to
1 in the following expressions.

In general, p(t) is the UWB pulse and has band [−W
2 , W

2 ], i.e. its spectrum
is zero for |f | > W

2 .
The transmitted spread-spectrum signal xk(t) of each user propagates over

a multipath channel with impulse response hk(t), which distorts the signal.
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The demodulator for user k estimates its symbols by considering users j �= k
as unknown interference over user k.

In the adopted model, the receiver is a single user detector, which does not
take in account a joint multiuser detection.

2.1 Single User Channel

If the transmission does not foresee prefiltering and a single b - i.e. one frame -
is emitted, the received signal is:

y(t) = x(t) + n(t) = b
N−1∑
k=0

s[k]p(t − kTc) ∗ h(t) + n(t) (2)

where the spreading sequence s = (s[0], . . . , s[N − 1])T is made explicit.
Assuming Tc = 1

W , and finite delay spread channels, Eq. (2) is rewritten as:

y(t) = b

N−1∑
k=0

s[k]
L∑

l=0

h[l]p(t − (l + k)/W ) + n(t) (3)

that follows also from p(t) - and therefore p(t) ∗ h(t) - being bandlimited to W
2 .

The spreading sequence is a Time Hopping code, for which all s[k] are zero,
except one. Hence, ‖s‖2 = 1.

The Discrete Model. An equivalent discrete model is obtained when Eq. (3)
is projected onto {p(t − k

W ) : k = 0, . . . , (N + L − 1)}:

y = Cxb + n (4)

where C is a convolution matrix with dimensions (N + L) × N , having assumed
a causual and finite UWB channel with L = Td

Tc
.

In general, when prefiltering is adopted - with prefiltering impulse response
hp(t) - the Eq. (4) generalizes to:

y = CPxb + n (5)

where P is a convolution matrix with dimensions (N +2L)× (N +L) and where
n includes both thermal noise and inter-symbol/frame interference, with the
latter arising from multipath replicas due to previous frames.

Receiver Structure. In the case of Eq. (4), the conventional optimal receiver is
a matched filter, i.e. an All-Rake receiver when a multipath channel is considered.
Knowing the spreading sequence x and the channel matrix C, a valid statistic
for b is obtained as:

zAR =
CxT

‖Cx‖y =
CxT

‖Cx‖ (Cxb + n) (6)
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When prefiltering is adopted, the receiver is a 1-Rake receiver matched on the
overall impulse response, i.e. an autocorrelation of the channel:

zTR = eTL+jxy = eTL+jxCPxb + eTL+jxn (7)

where eTL+jx
denotes the canonical vector with a one in the L + jx coordinate,

i.e the peak in the time reversed impulse response.
As well-known, in a single user scenario, there is no performance difference

between an All-Rake receiver and a TR 1-Rake one.

2.2 Multiuser Channel

The direct extension of Eq. (5) to K transmitters is as follows:

y =
K∑

k=1

CkP kxkbk + n (8)

where Ck and P k are the channel and the precoding convolution matrices for
the user k, with same dimensions as in Eq. (5).

Receiver Structure. In the multiuser case, the receivers are equivalent to
those seen for the single user case. Without prefiltering, an All-Rake receiver
gives the following decision variable:

zAR
k =

(Ckxk)T

‖Ckxk‖ y =
K∑
j=1

(Ckxk)T

‖Ckxk‖ Cjxjbj +
(Ckxk)T

‖Ckxk‖ n

= ‖Ckxk‖ bk + Sk + Ik + νk (9)

where the k-th pair is the reference one. Sk and Ik represents the interframe
interference and the multiuser interference, and νk ∼ N (0, N0

2 ) is filtered thermal
noise.

In the multiuser case, the equivalence between the two schemes does not
hold.

3 Simulation Results

This chapter presents the results obtained after the simulations. A reference pair
in the network is chosen to evaluate the performance. In the proposed model,
two performance measures are considered.

In the uncoded regime, the BER - i.e. bit error ratio - is taken into account.
In the coded regime, mutual information with Gaussian inputs, which maximize
differential entropy of the receiver output random variable, along with spectral
efficiency, is considered.

There are various parameters which are common to each simulation: users
channels are derived from a discretized version of the IEEE 802.15.3a model,
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LOS (0–8 m), which is suitable for the presumed applications of an ad-hoc UWB
network. In particular, the delay spread of each channel is fixed at 50 ns, which
includes the most essential replicas. Each channel is considered to be station-
ary in the observation time. All simulations are done assuming perfect channel
knowledge, i.e. perfect CSI, except where otherwise specified.

In each iteration, at least 5000 frames are considered, divided in N chips
whose length is 1 ns. The transmitted waveform is adapted to the chip length.
Channels and users positions, thus network arrangement, are modified through-
out the Monte Carlo experiments.

In order to consider asynchronism between users, each interfering signal is
shifted in time. Perfect timing is instead assumed between each receiver and its
intended transmitter.

3.1 Single User

The single user case is useful to focus on ISI/IFI interference, which is reduced
as the frame length is increased: a smaller number of multipath replicas overlap
successive frames, i.e. successive symbols.

In fact, each frame can include a time guard at its end to make ISI/IFI
negligible: that works, although with a high price in terms of bitrate, since a
UWB channel has a delay spread of 50–100 ns on average.

Considering ISI/IFI and concerning Time Reversal, it is important to notice
the better robustness to interframe interference in 1-Rake receivers, which
outperform all the others. Indeed, interframe interference cause a significant
degradation in TR-UWB communications above all, where a larger transmit-
ted waveform - close to doubling the length of the received signal - is adopted.
Moreover, Time Reversal increases signal power, making IFI/ISI more strong
(Fig. 1).

Fig. 1. Mutual information vs SNR with N = 5, 10. Single user case.

3.2 Multiuser

In the multiuser case, simulations showed that multiuser interference is in general
not Gaussian, irrespective of precoding and receiving stages, confirming other
studies. This is due to the impulsive nature of TH-UWB signals.
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Dependence on Spatial Density. Due to absence of power control, multiuser
interference PDFs strongly depends on the network area. In particular, more
impulsive PDFs were reached as the network area increased. Along with Time
Reversal schemes, a higher kurtosis - which is a measure of Gaussian-likeness -
compared to conventional schemes was reached only for areas bigger than 4 m2.
So, Time Reversal resulted less robust to the near-far problem.

Two Fictitious Scenarios. In fact, when a fictitious power control (PC)
was implemented, a drastic improvement in terms of mutual information was
obtained in TR communications which were able to outperform conventional
ones, as it can be seen in the example case with K = 10, N = 20, depicted in
Fig. 2.

Fig. 2. Mutual information vs SNR with K = 10, N = 20 with and without PC.

Another fictitious scenario was then considered. TR is in general based on the
channel through the intended receiver: in this case, the interfering signals which
arrive to the reference receiver are not subjected to a peaked overall impulse
response. Instead, this happens when TR is based on the channel between the
generic transmitter and the reference receiver. In fact, this scenario simulates a
centralized architecture.

Surprisingly, no performance increase was seen by using the second option. In
fact, although in this case greater impulsiveness is reached, it is to consider that
interfering signals are emphasised by the peak in the overall channel impulse
response, which is anyway selected with a high prob. at the reference receiver.

Moreover, ISI/IFI of other pairs - which cannot be cancelled since no channel
is known by the reference receiver expect its one - enhances this phenomenon:
more peaks are found in reference frames. As a consequence, the result is just to
increase the interfering power, through the presence of the autocorrelation peak.

Robustness to Channel Estimation Errors. Lastly, simulations showed
that TR schemes are the most degraded ones under channel estimation errors.
In this case, ISI/IFI cannot be completely cancelled, even in the reference pair:
as seen in the single user case, TR is the least robust scheme to this type of
interference. Moreover, along with TR All-Rake, the performance is degraded
by the double estimation required both in transmission and reception (Fig. 3).
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Fig. 3. BER vs SNR with K = 10, N = 20 and load = 0.5.τ = 0, 0.01.

4 Conclusions and Future Investigations

This work highlighted differences between Time Reversal transmissions and non-
precoded ones, along with Rake receivers, in an ad-hoc uncoordinated network.

In order to evaluate these techniques, a discrete time model was adopted:
results were divided in single and multiuser cases.

In the single user case, the importance of ISI/IFI was underlined. Time Rever-
sal increases both length and power of signals, leading thus to small robustness
towards this kind of interference.

In the multiuser case, due to power-unbalance, multiuser interference PDFs
were found to be dependent on the spatial density of interfering users. Increasing
the network area, a greater impulsiveness was reached.

Indeed, simulations reported that kurtosis was higher in non-precoded trans-
missions as the network area was smaller. Precoded transmissions showed smaller
robustness to the near-far problem. This result suggested to use power control
in order to improve TR communications.

Another fictitious scenario was then considered: Time Reversal was based on
the channel between the generic transmitter and the reference receiver. In this
case, there is maximum correlation and a peak in the overall impulse response
to which the signals of each user are subjected to.

A decrease in performance was seen under this TR scheme. An interfering
Time Reversal signal is in fact more disturbing here, since precoding increases
its power. The presence of ISI/IFI enhances this phenomenon.

As a final step, robustness towards channel estimation errors was evaluated.
Channel estimation errors bring ISI/IFI back in the reference user frames, while
decrease signal/mask correlation at each receiver. Time Reversal communica-
tions experienced the greatest performance losses - due to worse robustness to
ISI/IFI.

So, effective channel estimation techniques, along with an appropriate control
of ISI/IFI, are crucial to Time Reversal application in ad-hoc UWB networks.

Further investigations which could be made to enrich this work are: the
development of more powerful ISI/IFI removal techniques. In particular, TR
could be improved to combat ISI/IFI in the transmitter side, with the adoption of
superior precoding matrices. The evaluation of more complex receivers, capable
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to exploit and to adapt to multiuser interference, and to endorse multi-frame
processing. The consideration of coding techniques, for example a repetition
code, at the expense of bitrate, to improve overall performance.

The evaluation of all these improvements should require modifications to the
discrete time model used in this work.
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Abstract. This paper studies a new techniques for localization system in rail-
way transport using UWB radio and Time Reversal technique (TR) techniques.
Communication and localization in rail applications represents a permanent and
evolutionary need, motivated by the improvement of the quality and safety of
transports. Ultra wide band appears as a very suitable technology for this kind of
application, due to its large bandwidth, also to its good resistance to the inter-
ference and to multipath. Time Reversal channel pre-filtering facilitates signal
detection and helps increasing the received energy in a targeted area. In this
paper, we evaluate the characteristics of spatio-temporal focusing of time
reversal on the one hand, and secondly we compare systems without time
reversal UWB location and tracking systems with time reversal UWB in terms
of error localization. These studies are conducted in simulation and
experimentation.

Keywords: UWB � Time reversal � Focusing � TDOA � Localization

1 Introduction

Usually, ground to train radiocommunication exploits access points installed along the
track, exchanging data with mobile equipment installed on the trains [1]. Either pro-
prietary radio modems derived from existing standards are used. Currently, all these
radio modems operate sinusoidal sources of signals occupying radio channels over a
limited bandwidth.

For the train localization process, drifts of the train odometer, usually composed of
a wheel turn counter and a Doppler radar that continuously calculate the position and
velocity data, are periodically compensated by ground balises installed between the
rails. Balises are working as kilometer-markers and transmit their absolute localization
to passing trains. The requested localization accuracy is important and should allow, for
example in automated urban subways, vehicles to repeatedly stop in front of station
doors, thus, necessitating a few centimeters localization accuracy.

This paper proposes a new approach for railway track-to-train short range com-
munication simultaneously providing accurate localization information. Breaking with
the recalled conventional approaches, an association between Ultra Wide Band (UWB)
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radio and Time Reversal (TR) techniques constitutes the heart of the work outlined in
this paper.

The paper will described the results obtained in the context of this railway per-
spective. It is organized as follows. Section 2 describes the proposed railway balise.
Using different configurations, Sect. 3 develops a simulation study of the TR charac-
teristics and UWB-TR coupled system. Section 4 presents the used experimental
TR-UWB setup and the associated experimental results. Finally, conclusions are pro-
vided in Sect. 5.

2 System Description

2.1 New Balise Proposal

Conventional balises are located between the rails. They have the form of a rectangular
parallelepiped, as shown in Fig. 1. The train, passing over the balise, can briefly
exchange information with the ground, reads its absolute localization from this track
kilometer marker and, therefore, compensates for the drift of its proprioceptive local-
ization sensors [4, 5].

In many railway systems, these balises constitute the only equipment remaining on
the track, between the rails, and it could prove worthwhile to remove this last equip-
ment in order to facilitate track maintenance, for example rail replacements.

As presented in Fig. 1, in our proposal, the conventional balise situated between the
rails is removed and replaced by the new balise, installed on a pole, on the side of the
track, and a few meters away. This new balise focuses the radiofrequency energy
coming from the pole transmitters to an area situated over the rails, right over the
removed conventional balise location. Therefore, this new balise does not interfere
anymore with track maintenance operations, but still develop a maximum of radio
frequency signal at this particular location over the rails. Several transmitters are
coupled on the pole; three can be seen in Fig. 1 to get a multiple source transmitter.
This insures transmitter redundancy as well as, when correctly configured, space

Fig. 1. TR-UWB proposed new railway balise
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focusing. One single receiver or train-balise reader is used, located in front of the train.
This configuration is usually denoted as a Multiple Input, three transmitters, Single
Output, one receiver, MISO 3 × 1 system.

2.2 Time Reversal

In such situations, a TR system should be able not only to compensate for the multipath
effect, but also to improve radio communication parameters by taking advantage of the
energy distributed in the reflected signals [6]. Usually, the following TR process is
used. Firstly, the channel impulse response (CIR) is measured between the transmitter
(Tx) and the receiver (Rx) and the corresponding Channel State Information (CSI) is
then loaded into Tx. Secondly, the selected signal and the impulse response are
reversed in time and transmitted by Tx in the propagation channel, up to Rx. This
process, can be mathematically described by noting s(t) the transmitted pulse, h(t) the
complex impulse response of the channel and h*(−t) the complex conjugate of the time
reversed version of h(t); y(t) the received signal without TR and yRT(t), the received
signal with TR at the receiver; one has:

y tð Þ ¼ s tð Þ � h tð Þ ð1Þ

yRT tð Þ ¼ s tð Þ � h � �tð Þ � h tð Þ ð2Þ

Where � represents the convolution operation and n(t) is the Gaussian noise. From
Eq. (2), we deduce the equivalent impulse response heq(t) which corresponds to the
autocorrelation function of the channel:

heq tð Þ ¼ h � �tð Þ � h tð Þ ð3Þ

2.3 Temporal and Spatial Focusing

Temporal focusing (TF) and Spatial Focusing (SF) are characteristics associated to TR.
To study TF, one can evaluate the Focusing Gain (FG), which is defined as the ratio of
the spectrum power of strongest amplitude peak in TR received, to the strongest peak
received by a conventional UWB system. The focusing gain can be written as:

FG dB½ � ¼ 20 log10ð
maxð yRTðtÞj jÞ
maxð yðtÞj jÞ Þ ð4Þ

Since the signal level is increased in the receiving area, higher FG could potentially
translate into higher communication range and higher precision of localization. As an
example, the study of SF considering a simple transmitter to receiver configuration is
performed the following way. The channel impulse response (CIR) of the intended
receiver located in position p0 is noted h(p0,t). The CIR of the unintended receiver
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located in position pi (i ≠ 0) is noted h(pi, i ≠ 0). The equivalent CIR of the intended
receiver is then given by:

heqðp0; tÞ ¼ h � ðp0;�tÞ � hðp0; tÞ ð5Þ

While the equivalent impulse response of the unintended receiver is given by:

heqðp1 ; tÞ ¼ h � ðp0 ; �tÞ � hðp1; tÞ ð6Þ

SF is then evaluated as the ratio of the strongest peak power received by the
intended receiver to the strongest peak received by the unintended receiver. The SF
parameter can be written as:

SF½dB� ¼ 20 log10ð
maxð heqðp0; tÞj jÞ
maxð heqðp1; tÞj jÞÞ ð7Þ

3 Evaluation of the TR Characterizatics in a Multi-antenna
Configuration

In this section, we evaluate the contribution of TR in this configuration in terms of FG
and SF. Firstly, their expressions are determined in the general case of a MISO nx1
configuration then, the simulation results are presented for cases MISO 3 × 1.

The study of FG is performed for channel models exploiting the ray channel
approach channel model. The ray channel model is presented in [5]. It is set by
considering a transmitter (Tx) to receiver (Rx) distance d0. The propagation domain is
bounded by a first horizontal surface, infinite, homogeneous and perfectly smooth with
a permittivity contrast (Fig. 2). The signals from Tx to Rx undergo reflections on the
floor and ceiling, except in the case of the direct path. An analytical computation of all
these rays can be performed using some geometrical considerations.

Fig. 2. Ray channel model
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The general expression for the equivalent impulse response is given by Eq. 8 [1]:

heqMISOðtÞ ¼
XNt

i¼1

XN�1

m¼0

a2miUsiðtÞ ð8Þ

Where Nt is the number of transmit antennas and UsiðtÞ ¼
R1

0
siðt � tmiÞsi

ðtþ s� tmiÞdt
The expression of FG is given by Eq. 9 [1]

FG½dB� ¼ 10Log10

PNt

i¼1

PN�1

m¼0
a2mi

PNt

i¼1
a20i

2
6664

3
7775 ð9Þ

Table 1 represents the focusing gain in the case of MISO 3 × 1. This focusing gain
is evaluated using successively 2, 4, 6 and 10 paths. We note that the focusing gain
increases with the complexity of the channel (and the number of transmitters [1]).
Indeed, from 2 to 10 paths, the focusing gain increases from 9.2 dB to 16.5 dB.

4 Experimental Validation

The purpose of this experimental validation is to assess the impact of environmental
complexity on performance related to temporal/spatial focusing and positioning error,
and to compare these conclusions to our preceding simulation results.

4.1 Experimental Setup

An Arbitrary Waveform Generator (AWG) associated with a fast sampling oscilloscope
(TDS) is used. These equipment have different available ports that can be used to
respectively generate and acquire signals. The pulses generated by the AWG are
radiated using wideband horn antennas. Similar antennas are used for receiving; their
outputs are connected to the TDS ports through low noise amplifiers (LNA). We
consider an anechoic chamber with metallic reflectors in order to create, different
configurations of multipath. In each type of environment, MISO 3 × 2 configuration is

Table 1. FG Using 2, 4, 6 and 10 paths
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used. The dimension of the anechoic chamber we used is 7 × 7 × 3 m, it is operating
from 100 MHz to 10 GHz. Three cases are considered: the anechoic chamber without
addition of metal reflectors; two reflector plates; four reflectors plates. Figure 3 presents
a view corresponding to configuration 2.

4.2 TR Focusing Effect Experimental Evaluation

In this section, we experimentally evaluate the TR focusing effect before measuring its
impact in terms of positioning errors. Our objective is to evaluate the FG, as the
complexity of the propagation channel increases, MISO 3 × 1 configuration corre-
sponds to the addition of a three transmitting antenna using a distance of 4 m between
Tx3 and Rx. In a first step, a pulse is transmitted using the AWG; the received signal is
acquired by the TDS, and then returned temporally. In the cases of MISO 3 × 1, each
Tx re-emits its corresponding reversed in time signal. We calculate the FG obtained in
each case. The overall results are grouped in Table 2. We obtain that the FG increases
with the number of reflector introduced. These results confirm the benefit of a higher
complexity of the propagation environment when using TR.

To evaluate SF, we consider the scenario using two reflector plates. The receiver is
moved by 10 cm from its initial position. The results are summarized in Table 3. By
making a comparison between, the three considered reflector cases SF values increase
with the number of reflectors. This confirms, the results obtained in simulation.

Fig. 3. Implementation of third configuration (presence of two reflector plates)

Table 2. Focusing Gain (FG) according to the number of reflector plates inserted in the
propagation environment
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5 Conclusion

In this paper, we studied a new system for railway track-to-train. This new system
associates the UWB technology and time reversal technique. Simulation study of TR
characteristics and error localization is analyzed. Measurements were also performed in
an anechoic chamber using an added set of metallic reflectors. The results show, on the
one hand, time reversal has major assets to ultra wide band radio in terms of
spatio-temporal focusing, and, on the other hand, that this advantage is transferred on
the application to the localization.
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Abstract. The rise of ICT (Information and Communication Technologies) in
the age of globalization significantly affects SEE (South Eastern European)
security. Although these technologies help the region of SEE to become more
interconnected, interrelated and thus, boost the SEE countries’ commodity,
prosperity and competitiveness put in security context, these technologies have
increased unpredictability, complexity and the threats to the SEE security. In this
line, as to the rest of the world, modern terrorism represents an inevitable burden
of the SEE governments’ security. Today, it is more than clear that modern
terrorist groups and individuals exploit cyberspace to achieve strategic advan-
tage against the mightier enemies. Therefore, based on the recent experience the
article explains how and in which way terrorist use of a cyberspace could affect
CII (critical information infrastructure) in the region of SEE. Giving the specific
dynamics in the region, article first explains how terrorists’ use of modern ICT
and cyberspace serves to accomplish their strategic agenda. Then it explains
how terrorist could affect CIIs in the region of SEE and thus affect the overall
SEE regions’ security.

Keywords: Critical information infrastructure � Terrorism � Cyberspace �
South East Europe

1 Introduction

The ICT and the use of a cyberspace are important elements for the prosperity of the
region of South Eastern Europe (SEE). As to the rest of the world, these technologies
along with the cyberspace enhance social, economic and political activities in all SEE
countries. In this line business efficiency among others, urge SEE countries to introduce
supervisory controlled and data acquisition systems (known as SCADA) that run
critical infrastructure to the internet. So far, however, little focus has been placed on
security on these systems.

At the same time, the terrorists’ use of cyberspace raises serious concerns about the
safety of SCADA systems and with that security on CII in SEE. Given that terrorists’
agenda is violent, abstract and apocalyptic, protection of the critical information
infrastructure has become one of the main concerns of the UN, EU, NATO and its
allies [1]. The article, based on the recent experience of the regional experts,
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will explain the possibility of terrorists and terrorist organizations to attack vulnerable
cyberspace and especially the critical information infrastructure in the region of SEE. In
that context, the article is organized as following: Sect. 2 is giving general explanation
of the threats of terrorism to the cyberspace in the SEE region. Moreover, the Sect. 3
explain how terrorist could affect critical information infrastructures in the region of
SEE and thus affect the overall SEE regions’ security. Finally, Sect. 4 concludes the
work in this paper.

2 The Threat of Terrorism to the Region of South East
European’s Cyberspace

Several studies have shown that to achieve strategic advantage and gain global support
while confronting mightier adversaries the core cadre of AQAM (Al Qaeda and its
Associated Movements) heavily abuse modern information and communication tech-
nology (ICT). For example, according to the UN study, terrorists are using the internet
to promote and support terrorist activities through six different and overlapping cate-
gories [2]. The terrorist use of internet according to the UN study is for: propaganda
(including recruitment, radicalization and incitement to terrorism); financing; training;
planning (including through secret communication and open-source information);
execution; and cyber attacks. John Rollins in his study points that the decentralized
nature of the Internet as a medium and the associated difficulty in responding to
emerging threats match the franchised nature of terrorist organizations and operations
[3]. On the other hand, Gabriel Wimann explains how internet boosts the learning
capabilities of the terrorists [4]. London Bombing attacks are a clear example of how
powerful this can be [5]. Committing cyber crime activities to fund their decentralized
terrorist operations is another abuse of internet. According to press reports, Indonesian
police officials believe the 2002 terrorist bombings in Bali were partially financed
through online credit card fraud [6]. Additionally, during the 2007, UK trial for 2005
London terrorists’ bombing accused revealed that 72 stolen credit cards were used to
register over 180 Internet web domains at 95 different web hosting companies [7].
Other well supported evidence about the modern terrorists’ intent to use internet for
direct attack of the critical infrastructures and cause severe consequences clearly attest
about the danger that modern terrorism poses to our security.

Although these dynamics are global, not SEE based specifically, there are evi-
dences that speak about abuses of the SEE cyberspace. NATO has experienced the first
ever organized cyber attacks during the Kosovo campaign, for example [8]. According
to the local SEE and the world news, recent reports and studies, many SEE countries
are facing experienced cyber activists, but the awareness of these threats is not
promising. The news reports, back in May of 2013, informed that three Romanian
nationals were caught taking part in a multimillion dollar cyber fraud ring that
specifically targeted U.S. consumers and the trio ended up making off with more than
$2 million [9]. A young hacker from Macedonia back in 2012 was detained due to the
cyber crime allegations (i.e. attempting to penetrate illegally several security websites
in the US) [10]. Reports about working in a network with hackers from different
countries also indicate the threat in the SEE Cyberspace. Individuals from Britain,
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the US, Bosnia and Herzegovina, Croatia, Macedonia, New Zealand and Peru were
arrested in an operation carried out with the assistance of Facebook and international
law enforcement agencies [11]. Giving all of these and many other facts the lack of
awareness about the threat from cyberspace in SEE is alarming [12].

At the same time, many arguments show that the SEE cyberspace has become a
platform for committing various types of illegal activities including terrorist activities
through cyberspace. Former is especially important in the light of the recent trend to
connect control systems that run critical infrastructure to the internet.

Establishing such market among the SEE countries where SCADA systems will
play crucial role is a major development that this region needs. It is well established
fact that implementing SCADA will help to improve system reliability, and therefore
support integrated system operation, reducing potential negative spillover effects
between countries [13]. Some SEE country based studies confirm these findings [14].
Hence, knowing these facts it is logical to asses how terrorists can affect SEE CII.

3 Assessing the Threat to the South Eastern European
Critical Information Infrastructure

According to the existing findings, direct threat to the SEE CII at the moment when this
article was written is not alarming. However, giving the rapid development of ICT
technology these doubts will soon become reality. Hence, we will explain how terrorist
use of a cyberspace could cause serious threat to the security of SEE.

3.1 Dissemination of Propaganda

According to the official UN Study on the Use of the Internet for Terrorist purposes
“…propaganda generally takes the form of multimedia communications, providing
ideological or practical instruction, explanations, justifications or promotion of ter-
rorist activities”. Practice shows that designing the propaganda materials is a carefully
prepared process that articulates the existing challenges that create burden to the all
societies. Like other parts and regions of the World, SEE have its own specifics.
Usually propaganda in SEE has the following patterns. First, there is a misinterpreta-
tion of the general social challenges (unemployment or severe social conditions). Then,
they bring these challenges in the context of ethnic challenges. Inconsistencies and
social inequalities in the SEE societies are usually emphasized with specific graphic
material acceptable to the target audience and always with religious prefix. The religion
is offered as relief and hope. Thus, the final product is ideological material ready to be
shared online or through SEE cyberspace.1

1 See the following sites for example: Websites such as the “Way of the Believer” (putvjernika.com),
Way of Islam” (stazomislama.com), Ensarije Serijata (“Partisans of Sharia” http://www.geocities.
ws/ensarije_seriata/index-2.html), and “News of the Community“ (vijestiummeta.com), and the
Sandžak Wahhabi website kelimetul-haqq.org.
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There are some sites that spread religious intolerance, violence, including suicide
attacks and anti-democratic messages. Some analyses explain that there are dozens of
videos and Facebook pages that advocate extremism in the SEE cyberspace [15].
Balkan Insight published a story about Lavderim Muhaxheri who called on Muslims to
join the fight to establish an Islamic state based on Sharia law via YouTube [16]. The
problem with this is that these reports are not isolated incidents anymore [17].

3.2 The Threat to SEE CII Through Instigation, Recruitment,
Radicalization and Communication

The Use of the Internet on Terrorist purposes, “recruitment, radicalization and
incitement to terrorism may be viewed as points along a continuum” [2]. The process
of “radicalization” refers primarily to the process of indoctrination that often accom-
panies the transformation of recruits into individuals determined to act with violence
based on extremist ideologies. The process of radicalization, involves “the use of
propaganda, whether communicated in person or via the Internet, over time” [2]. The
length of time and the effectiveness of the propaganda and other persuasive means
employed vary depending on individual circumstances and relationships. These cir-
cumstances are specific to the region of SEE.

According to some views, the Internet may be used as a way of communication.
Terrorist develop relationships with, and solicit support from, those most responsive to
targeted propaganda [18].

Online instigation, recruitment, radicalization and communication processes in the
SEE consider demographic factors, such as age or gender, as well as social or economic
circumstances. Hence, the Internet is a particularly effective medium for the recruitment
of minors, who comprise a high proportion of users. According to the EU Commission,
the process of online instigation, recruitment and radicalization in the region of SEE
commonly capitalizes on an individual sentiment of injustice, exclusion or humiliation
[19]. Clear example of how these activities could create dangerous practice in the
physical world and thus, affect SEE CII is the case of Arid Uka [20].

3.3 Terrorists’ Funding via SEE Cyberspace

There is no officially processed case of terrorist financing via Internet in the region of
SEE. However, the Balkans are suspected of harboring Hezbollah network, with
infrastructure, operational and financial resources readily available for use [21]. Others
claim that SEE cyberspace has been used to support terrorist financing by some
charitable organizations. Charitable organizations, such as the Benevolence Interna-
tional Foundation, Global Relief Foundation and some others are listed as a potential
online supporters using SEE cyberspace in many studies including in the
above-mentioned UN study. This is not to say that these organizations have not been
confirmed as real supporters of terrorist organizations by funding their activities, but
that there is no evidence that this has happened via SEE cyberspace.
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Even though the terrorists’ use of a cyberspace includes planning, training along
with committing cyber crime activities, there are no evidences that these types of
activities have happened through SEE cyberspace. Thus, the real threat from terrorist
use of Cyberspace to SEE region comes from the use of the internet and ICT for
propaganda, instigation, recruitment, radicalization and communication. Some reports
indicate that there are potential online terrorist financing activities, nevertheless so far,
this has not been proved. Hence, since the SCADA systems are still not massively
exploited in the SEE region, the most threaten information infrastructure in the region
is the internet itself. However, considering the fact that many industries from the region
follow the world trends and they are in phase of integration of these systems within
their companies, it is just question of time when the SCADA controlled CII will
become one of the main targets of the terrorists, who will make and attempt to attack
these systems for deferent purposes. Moreover, most of the countries in the region
started with development and some of them with implementation of the eGovernment
services, which are based on the usage of the same vulnerable technologies and
Internet, so we should expect these services will also be often attacked by terrorists and
terrorist organizations. Furthermore, the new promising technologies as WSNs
(Wireless Sensor Networks) as well as the integration of WSN with RFID
(Radio-Frequency IDentification) technologies, which are already implemented in
some of the crucial sectors (i.e. Medical and Healthcare Sector), should be considered
as a potential target of the terrorists and terrorists organizations.

4 Conclusion

Direct threat to SEE critical information infrastructure in terms of causing an attack that
could result in loss of lives and material cost is almost impossible. At this point, the
biggest threat in SEE is the “Internet itself”.

Modernization, efficiency and market competitiveness urge SEE countries to
introduce sophisticated SCADA systems. Hence, concerns about direct threat to CII in
the region of SEE for now are not realistic. However, giving that Internet itself could be
considered as the most vulnerable information infrastructure, other indirect methods of
terrorists’ use of a cyberspace urge SEE countries to undertake serious measures to
identify and assess, mitigate and counter cyber-based threat vectors that modern ter-
rorist pose to their security.
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Abstract. In this paper, an analysis of security attacks on network elements
along with the appropriate countermeasures is presented. The network topology
that has been attacked is designed in GNS3 software tool installed on Windows
operating system, while the attacks are performed in Kali Linux operating
system. Three groups of security attacks (Denial of Service, Man in the Middle,
and Control Plane attacks) are observed in simulation scenarios with a detailed
analysis on each of them, followed by a presentation of practical performance
and ways of prevention (protection) against the attacks.

Keywords: GNS3 software tool � Kali linux OS � Network topology �
Attacks � Denial of service � Man in the middle � Control plane � Prevention

1 Introduction

Internet security is a fundamental component in every network, whether we are talking
about a local area network, metropolitan or a backbone network. The extremely sig-
nificant benefits of the Internet are very well known, but when it comes to knowing
how to cost-effectively protect the cyber infrastructure and the information that flows
throught it, we are all in uncharted territory. Malicious users are constantly looking for
weaknesses and ways to disrupt the normal functioning of a given network, thereby
causing damage by stealing or modifying information or by making a service
unavailable to its legitimate users. These are the reasons why the main questions in
every organization are: How can we protect from a security violation? How can we be
one step ahead of the attacker?

The main objective of this paper is to analyze some of the attacks that individuals or
corporations are dealing with on a daily basis. In order the analysis to recognize all the
specifics and opportunities of the analyzed attack, GNS3-based network topology is
implemented. The paper is organized as follows: Sect. 2 gives detailed theoretical
analysis of all security attacks covered in the paper; Sect. 3 complements the theoretical
analysis with Kali Linux – based practical analysis which gives answers how the
attacks are performed by the malicious users and which vulnerabilities each of the

© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
V. Atanasovski, L.-G. Alberto (Eds.): Fabulous 2015, LNICST 159, pp. 197–203, 2015.
DOI: 10.1007/978-3-319-27072-2_25



considered attacks exploit; the prevention of the network from the previously analyzed
attacks is explained in Sect. 4; finally, Sect. 5 concludes the work of this paper.

2 Theoretical Analysis of the Security Attacks

The paper will consider several attacks which are divided into three different groups:
Denial of Service (DoS) attacks, Man In The Middle (MITM) attacks and Control plane
attacks.

DoS Attack is any type of the attack where the attacker (hacker) attempt to prevent
legitimate users from accessing the service [1]. The DoS attack may be initiated from a
single machine, but typically many computers are used to carry out the attack - Dis-
tributed Denial of Service (DDoS) attack [2, 3]. The DoS attack analyzed in this paper
is DHCP Starvation attack.

MITM is type of security attack where a malicious actor inserts himself into a
conversation between two parties, impersonates both parties and gain access to
information that the two parties were trying to send to each other [5]. The paper
presents the ARP Poisoning attack.

Control Plane Attack targets the control plane of a network device (router). Local
events can have nearly global impact on the control plane. This disruption can lead to
network instability, resulting in a loss of connectivity and data [6]. The paper analyzes
Cisco Discovery Protocol (CDP) Flooding attack.

DHCP Starvation Attack. DHCP Starvation attack is a method used to exhaust the IP
address pool from the DHCP server. A DHCP Starvation attack works by broadcasting
the DHCP requests with spoofed MAC addresses. The attacker sends numerous DHCP
request to the DHCP server from different spoofed MAC addresses. The DHCP server
tries to respond to all DHCP requests. If enough requests are sent, the network attacker
can exhaust the DHCP server’s address space available, for a period of time. In this
period of time, if a legitimate user has sent a request, the request will be dropped since
the DHCP server cannot response because it is too busy responding to the attacker.
Then the network attacker can set up a rogue DHCP server on their system and respond
to the new DHCP requests from the clients [4].

ARP Poisoning Attack. ARP Poisoning attack works by modifying the ARP tables in
target machines by exploiting fundamental weaknesses in the way network drivers
handle ARP traffic. The attack begins with the attacker sending unsolicited ARP reply
packet to the target machine. These ARP packets contain the IP address of a network
resource and its spoofed MAC address (in this case, the attacker puts the MAC address
of his hardware). The victim receiving this forged packet will accept the reply, and load
the MAC/IP pair contained in the packet into the victim’s ARP table. In this way, the
attacker places himself in the middle of the connection between the victim and the
network resource.

CDP Flooding Attack. CDP Flooding attack is a control plane attack and it can be
only performed on a Cisco network device. The CDP Flood attack works by sending a
large number of CDP messages from fake CDP neighbors to the router. The attacker
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will cause maximum utilization of the CPU of the router, and also clogging the memory
with all the neighbor entries. Thus, the performance of the router will slow down, and
the router cannot route legitimate packet from other users.

3 Practical Analysis of the Security Attacks

The network topology on which the attacks are performed is shown in Fig. 1. It is
composed of two parts: emulated part consists of a pre-configured router and a router
configured as a DHCP server; and physical part consists of a pre-configured switch and
two users connected to the switch. One of them is the malicious user who executes the
attacks.

3.1 Rogue Server with DHCP Starvation and Rogue Rounting

Before launching the attack, we discuss how it affects the analyzed topology (Fig. 2).
The following steps allow practical execution of DHCP Starvation attack with

Rogue server, using the Kali Linux OS.

1. Create a network sub-interface on the Kali machine to be used as the default
gateway to route our rogue DHCP clients through.

2. Set the IP address on the new eth0:1 interface to another currently unused IP
address.

Fig. 1. Illustration of the analyzed network topology.

Fig. 2. Illustration of DHCP server with rogue server attack.
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3. Allow IP forwarding on your Kali machine.
4. Set the default gateway and default route on the eth0:1 sub-interface.
5. Show the route Table.
6. In another terminal open new Metasploit console.
7. Launch the DHCP module and show the optional and required options that have to

be set in order to run the rogue DHCP server.
8. Set the options.
9. In another terminal window launch the DHCP Starvation attack.

10. Start the rogue DHCP server from the Metasploit console [7].

After that, a new user is connected on the network, and the IP address he gets is
assigned from the rogue DHCP server. Now, the default gateway is actually the IP
address of the running Kali machine. The attacker is now in the middle of the com-
munication between the user and the DHCP server (Fig. 3).

3.2 ARP Poisoning Attack

Before starting to perform an ARP Poisoning attack, the malicious user should know
the IP and MAC addresses of the devices in the network.

Figure 4 shows an illustration of how an ARP Poisoning attack performs on
designed network topology.

The steps for launching an the attack using Kali Linux OS are the following:

1. Enabling IP Forwarding on the Kali machine.
2. Launch the ARP Poisoning attack or start sending unsolicited reply packets to the

user saying: “If you want to reach 192.168.1.1 send the traffic to me.”
3. Activating the ARP Poisoning attack to the router, saying “If you want to sent traffic

to the 192.168.1.3, which is the IP address of the user, send it to my MAC address”.

Fig. 3. The man in the middle attack is realised after successful DoS DHCP starvation attack.
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The results of the attack are shown in the Fig. 5, where can be clearly seen that the
IP/MAC entry on the ARP table of the user is changed, so now every packet sent to the
IP address of the router is going to the attacker.

3.3 CDP Flooding Attack

Before launching the CDP Flooding attack, the Fig. 6 shows how it affects our
topology.

The CPU utilisation of the switch before the attack is 5 %. The steps in Kali
Linux OS that should be performed during the CDP attack are the following:

1. Start Yersinia from the terminal window on the Kali machine.
2. Go to Launch attack → CDP → Flooding CDP Table → OK.

After launching the attack and running for a few minutes, the CPU utilisation of the
switch is increased to 58 %. If the attack is running a little bit longer the switch will
start to drop packets because it will be become too busy.

Fig. 4. Illustration of ARP Poisoning attack.

Fig. 5. The ARP Poisoning attack is successful.

Fig. 6. Illustration of CDP Flooding attack on our topology
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4 Security Attacks Mitigation

4.1 DHCP Starvation with Rogue Server Mitigation

There are several ways of preventing a DHCP Starvation attack with rogue server.
DHCP Snooping is one of the mechanisms against this attacks. It is a security feature
that provides network security by filtering untrusted DHCP messages and by building
and maintaining a DHCP snooping binding table. Ports are identified as trusted and
untrusted. Trusted ports can source all DHCP messages, while untrusted ports can
source requests only.

After enabling the DHCP Snooping option in the Cisco Catalyst switch using the
commands: ip dhcp snooping and ip dhcp snooping vlan1, the attack cannot be
performed successfully (Fig. 7).

4.2 ARP Poisoning Mitigation

The most effective way to prevent an ARP Poisoning attack is by enabling DHCP
Snooping or by enabling DAI (Dynamic ARP Inspection).

DAI is a secure feature that helps in prevention of ARP poisoning and other
ARP-based attacks by intercepting all ARP requests and responses, and by verifying
their authenticity before updating the switch’s local ARP cache or forwarding the
packets to the intended destinations. ARP Inspection creates a special IP to MAC
address binding table in the switch. This table is dynamically populated based on the
DHCP snooping database content.

When the switch receives an ARP packet on an untrusted port, it inspects the packet
content. Based on the IP to MAC address binding table information in the packet, the
switch permits the packet only if it matches the ARP Inspection table. The DAI feature
on the Cisco Catalyst 3560 switch can be enabled as shown in Fig. 8.

After enabling this feature on the switch, the attack cannot be performed successfully.

Fig. 7. Unsucessful DHCP Starvation attack

Fig. 8. Enabling DAI
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4.3 CDP Flooding Mitigation

There is only one easy step to prevent from a CDP Flooding attack and that is to
disable CDP feature on all the ports that does not need it. The command of dissabling
CDP is no cdp enable.

5 Conclusion

The paper gives a theoretical and practical analysis of several attacks: DHCP starvation
with rogue server attack, ARP poisoning attack and CDP Flooding attack, as well as the
effective mitigation techniques against these attacks.

From the analyses performed in this paper, it can be concluded that the internet
users can easily become victims to these attacks, but there are mitigation techniques
which are very easy to perform. Potential victims can efficiently defend themself from
security attacks if they know how their network topology functions. However,
achieving the desired security level is not without costs. It requires continuous
investment in the area of security and upgrades of the security mechanisms which is the
only way in preventing the network and systems from the advanced security attacks.
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Abstract. The paper shows detailed analysis of the effects of the AuthRF
(Authentication Request Flooding) and AssRF (Association Request Flooding)
MAC Layer DoS (Denial of Service) attacks on 802.11e wireless standard based
on a proposed queuing model. More specific, the paper analyzes the Access
Point (AP) behavior under AuthRF DoS attacks with different frequency of the
requests arrival, i.e. Low Level (LL), Medium Level (ML) and High Level (HL),
at the same time considering different traffic priorities. The proposed queuing
model and the developed analytical approach can be also used on each protocol
layer, especially if the attacks are seen in terms of the flooding influence over
AP with too many requests (ICMP, TCP SYN, UDP etc.).

Keywords: Denial of service � Flooding attack �MAC layer � Queuing model �
AuthRF � AssRF � 802.11e

1 Introduction

The rapid development of wireless networks significantly fosters the need for flexibility
of communications requiring anytime and anywhere connectivity. At the same time, the
fast development of IEEE 802.11-based networks has become the main target of
the attackers, who attack for various reasons, ranging from simple entertainment, to the
attacks conducted with the main purpose of inflicting major damages (including the cyber
terrorist attacks) [1] or making profit. This is possible primarily due to the wireless
transmission media, which proved to be much more vulnerable target compared to the
traditional wired networks.

Among many different types of wireless and wired attacks, the DoS attacks are
most commonly used. Their basic goal is to disable access to a legitimate network or to
specific network resources. DoS attacks can be conducted against all protocol layers
separately, depending on the main goal of the attacker. The major DoS attacks dis-
rupting the MAC sublayer are the attacks with huge amount of authentication and
association requests, as well as the attacks with huge amount of deauthentication and
disassociation requests [2]. Although the introduction of the 802.11w standard by
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the IEEE in November 2009 puts a greater emphasis on mitigation of the
deauthentication/disassociation attacks, still this standard does not give an appropriate
protection against this kind of attacks, especially in the case when a huge number of
deauthentication and disassociation messages attack the network [3]. Furthermore, the
effects of the standard implementation against the authentication and association
request flooding are still minor.

The aim of this paper is to develop an analytical model for 802.11e AP behavior,
which will consider the effects of the DoS attacks with different number of authenti-
cation and association frames.

2 Queuing Model Analysis on the AuthRF and AssRF DoS
Attacks on IEEE 802.11e WLAN

Extending the IEEE 802.11 queuing model presented in [4, 5], for the case when there
are different traffic priorities, the paper presents a mathematical analysis of DoS attacks’
impact on the 802.11e access points performance. It is clear that IEEE 802.11e-based
AP will have different classes with different QoS (priority), which will lead to a more
complex analysis and queuing model. In that sense, the presented model provides an
upgrade of the queuing model proposed in [4] and its details of operation are shown in
Fig. 1.

The variables involved in the queuing model, similar as in [4], are grouped in four
categories (see [4] for more details). According to Fig. 1, the queuing model of the AP
consists of five elements. (1) Wireless station (legitimate user or attacker) sends and
receives 802.11 frames to and from AP. This includes data, voice/video, management
and control frames. (2) AP RX is responsible for acceptance of the 802.11e frames by
the AP. A RX queue is connected to the RX serving center of the AP [5, 6]. (3) AP TX
is responsible for sending 802.11 frames. As it can be seen in Fig. 1, there are two
queues in the AP, TX1 and TX2. TX1 is responsible for serving management and

Fig. 1. Queuing model of the 802.11e AP.
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control traffic, and TX2 is subdivided in two queues, HPT (High Priority Traffic)
responsible for voice/video traffic, and LPT (Low Priority Traffic) responsible for the
other data and background traffic. This part of the model represents the major extension
proposed by the paper towards priority traffic modeling of IEEE 802.11e station. (4)
AP CPU covers a group of internal modules. The processing time in CPU is very low
and it is not considered during our analysis. (5) The wired station (or server) using
LAN exchange data with the wireless station.

As it can be seen in the Fig. 1, despite the TX1 queue, which is planned to serve the
control traffic, there are two additional queues (TX2). One is used to serve prioritized
payload (one of higher QoS class, i.e. voice or video), considered as a HPT, and one to
serve low prioritized payload (i.e. data traffic), considered as LPT. This model is a
modification of the general queuing model, and the priorities are defined in accordance
with 802.11e standard.

According to the 802.11 standard, control traffic is always served first, while
voice/video traffic is second and data traffic has lowest priority (in our case the back-
ground traffic is not considered, because if the AP is under DoS attack this traffic will not
have any priority). It should be noted that unlike in [4], the paper considers different
types of attack (Low Level/LL, Medium Level/ML and High Level/HL) comparing the
situation of HPT and LPT. Accordingly, the values and expressions for Tr and Ta for
both types of traffic will be different. Tr refers to the time required for transmitting the
data frames queued during an attack in the TX2 queue, while Ta refers to the time
available for transmitting queued data frames in the TX2 queue before the next attack.

2.1 Analysis of High Priority Traffic Parameters

The following part explains the behavior of the HPT under different level of DoS
attacks. Namely, the section analyzes HPT parameters, which can be of any type of
UDP based traffic, under LL, ML and HL attack. If one compares the situation of HPT
the Tr and Ta:

TrHPT ¼ S2
X1

i�1
ðk3HPTS3Þi ¼ S2S3k3HPT

1� S3k3HPT
ð1Þ

TaHPT ¼ 1
k2

� S2 ð2Þ

Since HPT is UDP traffic, where the data frames should be served in almost real
time or should be rejected, it is obtained that the HPT throughput (THPT) in different
DoS modes will be:

THPT ¼ k3HPTðLLÞ ð3Þ

THPT ¼ k3HPT
TaHPT
TrHPT

¼ k3PHT
1
k2

� S2

� �
ð1� S3k3HPTÞ

� ��
S2S3k3HPT MLð Þ

¼ 1=k2 � S2ð Þ 1� S3k3HPTð Þ=S2S3k3HPT
ð4Þ
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THPT ¼ 0 HLð Þ ð5Þ

From the previous three expressions can be concluded that the HPT traffic
throughput during different level of DoS attack is different. Namely, in the case of LL
attack the HPT throughput will not be affected at all. During the ML attack, the
throughput will depend on the ratio of the T, considering the HPT. In the case of HL
attack, due to the fast transmission of the fake authentication requests, which are with
highest priority, there will not be available time T at all for HPT to be served, so the
HPT throughput in this case is 0.

2.2 Analysis of Low Priority Traffic Parameters

In this section the behavior of the LPT parameters under different levels of AuthRF
DoS attack are considered. While HPT have the highest traffic priority after the control
traffic, the LPT will be considered only after HPT traffic is served, so the case of LPT
will differ then the previous one (Fig. 2).

If we consider LPT we will notice that in this case there is a slightly different
situation (Fig. 2).

The available time for transmitting the queued data frames for the LPT can be
calculated using the following equations:

TaLPT ¼ 1=k2�S2 � TrHPT ð6Þ

TaLPT ¼ 1=k2 � S2 � S2S3k3HPT

1� S3k3HPTð Þ ð7Þ

On the other hand, the required time TrLPT for transmitting the data frames queued
during the attack for the case of LPT is obtained as:

TrLPT ¼TrLPT
0 þ TrLPT

1 þ � � � þ TrLPT
i�1

¼ S2 þ TrHPTð ÞS3k3LPT þ S2 þ TrHPTð ÞS32k3LPT 2 þ � � �
þ S2 þ TrHPTð Þ S3ik3LPT i ¼ S2 þ TrHPTð Þ S3k3LPT= 1� S3k3LPTð Þ

ð8Þ

TrLPT ¼ S2 þ S2S3k3HPT

1� S3k3HPT

� �
S3k3LPT= 1� S3k3LPTð Þ ð9Þ

Fig. 2. Ta in LPT for LL DoS.
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According to previous expressions, it can be seen that in some point different
conditions for HPT and LPT will be fulfilled. For LL DoS attack, 0 < Tr < Ta, TX2
queue has enough resources to process queued data frames. In case of ML DoS attack,
Tr > Ta > 0, TX2 queue does not have enough resources to process queued data frames.
Finally, for HL DoS attack, Ta = 0, and TX2 queue has no resources to process queued
data frames. For example, HPT may be still in LL, while LPT can be switched in ML
mode. The mode for both, HPT and LPT, depends on λ2 and λ3.

Figure 3 shows the k3 dependence, taking that k3HPT ¼ k3LPT ¼ k3. The results in
the figure are obtained for the following parameters’ values: S2 = 50 ms and S3 = 10 ms,
k3 is independent variable, while k2 ¼ 5fps. The actual values for S3 are lower, but the
value of 10 ms in the analysis clearly shows clearly the transitions form one mode to
another, without loss of generality.

The Fig. 3 shows that the transition HPT: LL→ML causes simultaneous transition
LPT: ML→HL.

If it is assumed that the LPT, as well as HPT, are UDP–based traffic that apply
analogous relations as (3), (4), (5), the throughputs under different conditions of DoS
attack can be compared. If it is considered that LPT is TCP traffic, where each frame is
waiting for proper acknowledge message (ACK), then further analysis is needed to
calculate the throughput, which can be realized in terms of DoS (LL, ML, HL) (Fig. 4).

• Low Priority Traffic – Low Level (LPT – LL)

The relations (3) to (10) in [4] apply for RTT for the considered model, but an
additional correction to the relation (11) in [4] is needed. For this purpose the paper use
the relation (5) from [6], where Y1 and Y2 present the complete waiting time in the case
when the data frame arrives during the time when TX1 is empty and the complete
waiting time in the case when the data frame arrives during the time TX1 is not empty,
respectively. Unlike in [6], in our case Y1 and Y2 are calculated as:

Fig. 3. Operation modes in HPT and LPT.
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Y1 ¼ k2
XN

j¼1

S2 þ TrHPT þðj� 1ÞðS3 � 1=k3LPTÞf g ð10Þ

where:

N ¼ ðS2 þ TrHTPÞk3LPT ð11Þ

Finally, the equation for Y1 is:

Y1 ¼ k2=2ðS3 S2 þ TrHTPð Þ2k3LPT 2 þ S2 þ TrHTPð Þ2k3LPT þ S2 þ TrHTPð Þ
� S3 S2 þ TrHTPð Þk3LPTÞ

ð12Þ

while equation for Y2 is:

Y2 ¼ k3LPT 1� S2k2 � TrHTPð Þ � S3
1� k3LPTS3

� �
� S3

� �
ð13Þ

The throughput can be calculated according the following relation:

ThroughputðLPTÞ ¼ 1=RTLLPT ð14Þ

Where RTTLPT is calculated as [4],

RTT ¼ t2 þ t5 þ T0 � S1 � S3 ð15Þ

with necessary changes introduced according (12) and (13) of our mathematical model.
The graph is obtained using the following values: S1 = 0.0002; S2 = 0.030;

S3 = 0.001; k3LPT ¼ 100; k1 ¼ 10; k3HPT ¼ 10; 100 and 200; T0 = 0.010

Fig. 4. Throughput (HPT, LPT) as a function of attacking rate (the following values are
considered as constants: S2 = 0.03 s, S3 = 0.001 s and k3 ¼ 100fps).

An Analysis of the Impact of the AuthRF and AssRF Attacks 209



According to Fig. 5, it is easy to come to the conclusion that the LPT throughput in
LL decreases during the DoS attack intensification (k2 is increased). The HTP inten-
sifying is also reason for lower throughput (this is also the reason for LPT ML to be
reached faster). Here it should be emphasized that, according to the relation (3), the
HTP throughput is constant during all this time.

• Low Priority Traffic – Medium Level (LPT – ML)

Unlike [3], where a single DoS attack is assumed with limited duration of D = 5 s, the
paper considers that D→Inf.

In such conditions, the LPT ML throughput can be calculated as:

ThroughputðLPTMLÞ ¼ N=ð1=k2Þ ¼ k2TaLPT=ðt1 þ t2 þ t3 þ t4 þ SÞ ð16Þ

• Low Priority Traffic – High Level (LPT HL)

If the conditions are considered in terms of D, which we previously accepted for
HL DoS mode, it is obvious that the LPT throughput in this case is always zero.

Using this analytical model, the differences between 802.11 [4] and 802.11e when
they operate in same mode can be seen, i.e. when both of them are attacked by the same
number of authentication frames. This primarily occurs due to different priorities of
different types of traffic in 802.11e.

3 Conclusion

The primary emphasis in the analysis of this paper is placed on the AuthRF
(Authentication Request Flooding) and AssRF (Association Request Flooding) DoS
attacks. Due to the lack of effective authentication mechanisms in wireless networks,
which should be used to check the control and management frames, it is very easy to
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use one of the many possible DoS attacks against MAC sublayer and cause a signif-
icant loss, and even a complete interruption of the legitimate traffic. Therefore, the
paper presents the weaknesses of the MAC sublayer and possible DoS attacks, as well
as a new queuing model of 802.11e AP for complete traffic analysis in the case when
there is not attack and when the AP is attacked by low, medium and high rate of
infiltrating false authentication frames. Based on the proposed model and using an
analytical approach, results of the effects of the attacks are obtained, which are
graphically depicted and explained.
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Abstract. Public Safety Agencies deal with emergency events on a regular
basis. They require reliable, highly available and secure network to provide
services to the public. Furthermore, the demand for new features, such as video
and audio streaming, transmission of still pictures, short messages and access to
database applications, is on the rise. It is up to the design engineers to plan and
support all current and future requirements. This paper will simulate emergency
scenario where Public Safety agencies are called upon and analyze the network
impact from the capacity point of view.

Keywords: Erlang � Interoperability � Public safety agencies � Radio capacity �
Land mobile radio � Traffic requirements

1 Introduction

The idea to have one uniform and fully integrated and interoperable communication
system between the public safety agencies is as old as the agencies themselves. But
more than often, this is not the case. Because of budget restrictions, multi-layer gov-
ernment structures, even social and cultural differences, the result is multiple com-
munications systems operating on different frequency bands and different technologies.

In cases of the emergency events and in day-to-day operations, public safety
agencies rely heavily on the ability to communicate via their established private land
mobile radio (LMR) systems, such as P25 and TETRA. There is a requirement to
secure radio spectrum to plan for the unknown and to accommodate communication
requirements. To accomplish such a task, we have to start taking actions such as
making priority spectrum available and developing associated spectrum policies, pro-
cesses and technical standards. These can be accomplished by defining the regional
radio spectrum plan [1].

The issue of radio interoperability is a broad and complex matter [2, 3]. The issue is
even more challenging based on the variety of vendor proprietary technologies, dif-
ferent levels of security [4], spectrums used, functionalities, standard operating pro-
cedures, etc. Developing associated spectrum policies, processes and technical
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standards greatly improves the communication compatibility. Optimizing the network
design, based upon the user and environmental requirements, provides the final step in
highly accessible and reliable networks.

In this paper we implement simulation framework using OPNET Modeler and
quantify the effect of increased traffic. Results will show the need of proper channel and
capacity design in order to accommodate Public Safety agencies requirements.

The paper is organized as follows. Section 2 discusses the background and scenario
which is used for the analysis. Section 3 summarizes the scenario and our simulation
results related to the effects of the increased traffic load during the major incidents.
Finally, we conclude our work in Sect. 4.

2 Background and Scenario

Technology is developing rapidly. This is more accurate for the commercial users but
the public safety agencies are demanding some of those services, too. This is a high
pace environment which demands changing the communication requirements. The
need of sending and receiving short messages (SMS), videos, alerts, status updates,
GPS coordinates, etc. is already embedded into the public safety agencies strategic
plans to provide services to the public. For the time being, public safety agencies will
use whatever mean of communications to provide services to the public, even if that
means using commercial networks.

The technologies used as communication infrastructure in Public Service networks
include security mechanisms needed to meet the requirements for secure communi-
cations among users. Typical algorithms are deployed for data encryption, data
integrity, authentication, etc. Radio interfaces (wireless links) are more vulnerable and
specially designed mechanisms provide the necessary security level (e.g. over the air
re-keying). Besides the protection of data over the radio interfaces, additional cryp-
tographic mechanisms are used to provide end-to-end security for various applications
at application level. However, as any other communication network, these networks are
still vulnerable and open to various types of security threats and attacks which may
corrupt, compromise or even disable the normal network operation. Therefore, special
care should be taken in order to provide the necessary security level for the critical
information infrastructure used by Public Safety Agencies.

Public Safety users have higher demand of availability and reliability as compared
to the commercial users. This is known as QoS (Quality of Service) or GoS (Grade of
Service) term mostly used for the private networks. GoS mechanism controls the
performance, reliability and usability of a telecommunications service. The grade of
service standard is the acceptable level of traffic that the network can lose. GoS is
calculated from the Erlang-B formula, as a function of the number of channels required
for the offered traffic intensity.

GoS for the public safety agencies is definedby the clients and it is usually 1%, 97%of
the time and97% terrain coverage availability andDAQ(DeliveredAudioQuality) of 3.4.

In comparison with the Public Safety requirements, commercial (cellular) circuit
groups usually demand GoS of 2 %, 50 % time and 50 % coverage availability and
DAQ of 3. These facts will have direct impact on the network design.
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Technologies for the Land Mobile Radio Networks [5–8], such as TETRA and P25
are trying to integrate some of these clients’ requirements for additional data traffic in
their product lines. IV&D (Integrated Voice and Data) infrastructure has been intro-
duced. The capacity and throughput are not comparable to the new commercially
available technologies such as LTE and LTE-A [9], but it is a good step forward. In
addition, integrating LTE into LMR design is on the roadmap too and it will provide
even more capabilities for the public safety agencies.

In order to plan the radio capacity, first we have to define some of the scenarios. As
we previously said, there will be unknown scenarios, but based on experience, we can
predict the worst-case scenarios and plan accordingly. The definition of the worst case
scenarios is the situation were the affected area is geographically bigger, number of
involved people is greater and maximum number of public safety agencies are put in
service. Some of the scenarios defined in the crisis management center of the Republic
of Macedonia [10, 11] are:

• Fire
• Flood
• Earthquakes
• Ecologic catastrophes
• Others (explosion in the major oil refinery, major incident on the main traffic

arteries and celebrations or protests).

The common element for all of these scenarios is the involvement of all public
safety agencies (police, fire and ambulance) and broader public safety agencies (crisis
management center, tow track services, clean-up crews, etc.).

The first step is to define the number of radio channels (in this simulation TETRA
technology has been used) that will always be available for the public safety agencies
for inter and intra operability during the crisis. It is imperative to understand that any of
the subjects coming to the scene have multi-layered structures. This further complicates
the interoperability capacity requirements during the Major Incidents (MI).

To calculate the maximum number of communication paths and the number of
interoperability radio channels to accommodate the communication requirements, the
following formula can be used [12]:

Q ¼ A � x tðsÞ þ td
� �

3600
� c c� 1ð Þ

2
ð1Þ

Where:

Q is the number of interoperability channels
A is the number of users
x is the number of calls per user
tðsÞ time duration in seconds
td system time delay in seconds (network access and hang time)
C is the number of Agencies at the scene.

The formula calculates the traffic capacity and the maximum communications paths
based on the number of agencies on the scene. The formula calculated for the worst
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case scenario expected in the predicted emergency/major incident, as described in
section B. Using the Erlang’s table [13], Q can be converted into the number of radio
channels including the control channels.

In order to maximize the use of the dedicated radio spectrum, Public Safety
Agencies and the Crisis Management Centre have to define and implement standard
operating procedures. This will include the hierarchy (priority users), and when and
how the capacity will be used. In some cases, these challenges can be great, where
additional training will have to be provided, cultural and linguistic barriers have to be
overcome, etc.

The scenario analyzed in this paper is the explosion in the oil refinery. It is assumed
that a large explosion occurs at a 50,000 m2 oil production plant in the industrial area of
a suburb of the capitol of Macedonia, Skopje. The blast shatters windows of buildings
in the immediate vicinity. There are a significant number of casualties both from within
the oil plant and outside. Multiple sensors detect and report the incident to the Police,
Fire and Emergency Medical Services dispatch center. Within minutes, the dispatch
centers are also flooded with calls from motorists, pedestrians, and residents. Soon,
commercial cellular networks become overloaded. Air quality sensors around the area
detect hazardous substances emanating from the site of the accident. The wind speed
and direction reported from environmental monitoring stations indicate that the fumes
will drift over a residential area with an elementary school, a high school, a library, a
hospital, and numerous retail businesses. As it drifts over the major highway Skopje -
Kumanovo, car accidents ensue and some motorists abandon their cars to escape the
scene on foot. Debris expelled by the explosion damages a nearby electrical
sub-station, causing a localized power failure.

Expected effects of the scenario are: since the accident is between two major cities,
emergency calls will be directed to both dispatch centers; dispatchers will assign
immediately neighboring Fire Department, Police and Emergency Medical Services;
Fire department will be deployed to extinguish the fire; Police will be there to secure
the site and the first responders; initially, no one would have the accurate information
what caused the explosion, multiple teams from the Police and Crisis Management will
be responding.

3 Analysis and Results

The topology for the analyzed scenario is presented in Fig. 1. There are two Dispatch
Centers presented (Skopje and Kumanovo), day to day users, extension 1, add on users
from SK (Skopje), KU (Kumanovo) and VE (Veles). For the backhaul we have used
MW links and fiber over the PSTN network. In the center of the screen is Okta, the
place where the Major Incident (MI) takes place, based on the scenario. For the
simulation, Core Server has only the users included into the MI to analyze only the
traffic occurred during the normal day to day operation and the MI.

The suburb of the capitol of Republic of Macedonia, Skopje, has been used as
location where the predicted MI scenario could take place. The results will present
normal day to day operation and when the major incident occurs.

Parameters used into the analysis are:
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For TDMA Analysis
Utility TDMA Configuration
Users TDMA mobile nodes

Increased based on the scene arrival
All users have created trajectories for roaming and access to and from the MI.
Traffic generation
Start - Normal day to day use Erlang 0.1 is used
During - during the MI Erlang 2 is used
After the MI – back to regular operation Erlang 0.1 is used

Work conducted regarding presentation of the traffic analysis is based on OPNET
Modeler 14.5. The simulation has been run over 2 days but the focus was and extract
taken for the period of 6 h from the beginning of the MI. Traffic after the MI will be
back to the regular day to day levels and it is not part of this analysis.

For TETRA/TDMA analysis, parameters that have been used into the calculations
are:

• All the nodes are mobile;
• All mobiles have predefined trajectories for in/out of the scene;
• Capacity is defined for the start/during/after the MI as presented above;
• TETRA and P25 TDMA (formerly Phase II) have been used to generate the

simulation.

The results are shown as follows: Light blue line presents the normal day to day
traffic use at the scene. The results show average traffic load of 42Kbps with load of 0.1
erlangs. This traffic would include regular police highway patrols and EMS units on
standby in the region, as per their plan of coverage during and off rush hours (Fig.2).

Green line presents the beginning of the MI, the immediate arrival of the units from
Skopje and added traffic to the network. First at the scene would be Police units for

Fig. 1. MI simulation topology
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securing the area, plus additional EMS and Fire units deployed for rapid response. The
results show average traffic load of 75Kbps with load of 0.1 erlangs.

Because the MI is on the major highway and the area is covered by 2 dispatcher
centers, units from the neighboring Kumanovo have been dispatch. Red line presents
the arrival of the additional EMS, Fire and Special Police units at the MI scene. The
traffic load rises to average of 140 Kbps with load of 2 erlangs.

Dark blue line presents the final number of units deployed to the MI. These
numbers include Police (HWY patrols, special investigation units and local police),
Fire and Emergency Medical Services (including the rapid deployment units). Traffic
load for the simulated scenario averages 195 Kbps with load of 2 erlangs.

The results based on the predicted and simulated scenario shows the exponential
increase of the traffic load by introducing more users at the scene of the MI.

Based on the number of users, which can be added into the analysis and their
pre-requirements for accessing applications and voice communication, historical records
of capacity utilization, radio and data channel capacity can be design to accommodate
Public Safety user requirements. As previously mentioned, dedicated voice only, voice
and data and data only channels will be assigned to accommodate the traffic.

After collecting the results from the simulation, formula (1) can be utilized to
calculate the maximum number of communication paths and the number of interop-
erability radio channels. The results should be used for network design and
optimization.

The analysiswere conducted for this one scenario but can be used formultiple planned
and/or unplanned events, where first responders are called upon. Historical reports of
traffic accidents, natural disasters can be utilized to properly plan for these events.

Fig. 2. MI simulation traffic results
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4 Conclusion

Network for Public Safety Agencies have to be designed for the worst case scenario.
This simulation is one of the possible future events where maximum number of users
can be called at the scene and point reference to design the network. Ideally, the
network will be designed to be scalable, where the capacity will be reserved and ready
to be deployed as the demand arises and use only the day to day capacity on regular
bases.

This paper presented the possible outcome of the simulated scenario and the way to
calculate the radio channel capacity to accommodate the demand.
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Abstract. Considerations for implementing system that will record medical
condition of participants on the battlefield always follow a path for best data
gathering, data analyzing and fast implementation of medical procedures for
saving lives. Smart I (eye) Advisory Rescue System (SIARS) has aim to process
and transmit medical data of injured or wounded person which will allow saving
more injured patients and lessen the death-rate on the battlefield. The dataflow in
the system has a military significance during the military missions and com-
munication security must be on an appropriate level. This paper presents review
for communication and authentication security challenges in the process of
SIARS development. The overarching goal for security issue about the system is
to determine the factors that are influencing the secure communication and
authentication between endpoints. Furthermore, the paper presents the best
practices for achieving secure communication and authentication by using
existing solutions. The focal points in this paper are security gaps in Bluetooth
Smart communication with data collectors and security issues in VHF radio and
4G communications for data transport to database elements.

Keywords: BAN security � Bluetooth security issues � 4G security challenges

1 Introduction

The rapid development of e-health hardware and software in recent years, provide
opportunities to deploy e-health systems on the battlefields as a reliable tool to the first
responders. The Smart I (eye) Advisory Rescue System (SIARS) project has a goal to
develop a telemedical information system that will allow saving more injured patients
and lessen the death-rate on the battle fields. This article is about identifying security
vulnerabilities in information flow between different SIARS elements.
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The article starts (see Sect. 2) with brief description of SIARS network architecture,
the security requirements and main security threats/risks for SIARS. The Sect. 3
addresses the security vulnerabilities in SIARS wireless communication links. The
section discus security challenges in data flow between data collectors in Bluetooth
Smart. Section 4 of the article deals with security challenges in information flow from
data collectors to the main database servers. Here, the paper considers the Fourth
generation Long Term Evolution (4G LTE) and Very High Frequency (VHF) radio
communication vulnerabilities. The article ends up with concluding remarks.

2 The Reference Network Architecture

According to the defined model, the SIARS will have internal network (intranet) that is
going to be deployed by a combination of Body Area Network (BAN) and project
specific Wide Area Network (WAN) (See Fig. 1). The BAN is part of the network that
uses Bluetooth Smart technology for data transfer and combines all body sensors
(nodes) and tablet (hub).

The WAN part of the network architecture is the part where the collected data from
body sensors are transmitted to the main database server using 4G LTE or VHF radio
communication. Because the information flow is done over wireless channels com-
munication security should be enforced. For providing end to end security the SIARS
architecture development should be focused on 8 security dimensions [1] as: Access
control, Authentication, Non-repudiation, Data Confidentiality, Communication secu-
rity, Data integrity, Availability and Privacy.

3 Data Collectors’ Communication Link

All data collectors in SIARS system are needed to be capable of transferring data over
Bluetooth Smart/IEEE 802.15.6 communication channels. This technology is an inte-
gral part of the Bluetooth Core Specification from Bluetooth v4.0 and gives unique
abilities in power consumption and data transfer.

Sensor 1

Sensor 4

Sensor 2

Sensor 3

Bluetooth 
Connection

Tablet

VHF Radio 1

4G LTE Mobile Network 
Operator

Internet Provider

Gatway

VHF Radio 2

App Server

Data Base Server

BAN WAN

Fig. 1. SIARS reference network architecture with different data communication links from data
collectors to data base server

220 G. Stevanoski et al.



From security point of view IEEE 802.15.6 has predefined communication levels
for achieving secure communication and authentication. These levels are [2]:

– Level 0 - Unsecured Communication. This level has no build in mechanisms for
data authentication and integrity, confidentiality, or privacy protection.

– Level 1 - Authentication Level. This level has secure authentication but doesn’t
have encryption. Therefore this level does not support confidentiality or privacy.

– Level 2 - Authentication and Encryption. This level has secure authentication and
employs encryption. It’s the most secure level from all three.

During the association process, one of the security levels above is selected.
The security protocol in Bluetooth Smart/IEEE 802.15.6 is generally based on the

asymmetric cryptography, which employs the elliptic curve public key cryptography.
The association and disassociation processes it is made by using private keys.
According to the standard, a Master Key (MK) is activated for secure communication.
The MK may be pre-shared or established using unauthenticated association. After that,
for single session a Pairwise Temporal Key (PTK) is created and for multicast secured
communication, a Group Temporal Key (GTK) is shared with the corresponding group
using the unicast method (See Fig. 2).

All the frames can be transferred in both secured and unsecured communication
modes.

3.1 Security Vulnerabilities in Bluetooth Smart/IEEE 802.15.6

Recent researches [2, 3] done on Bluetooth Smart/IEEE 802.15.6 standard showed that,
although this technology is developed for secure and reliable data transfer, there are
still vulnerabilities that can have serious impact on the communication process.

Implementing technology with low power gives limited range of connectivity and
good starting point for physical security, but does not provide highest protection on
information flow. The following identified vulnerabilities in Bluetooth Smart/IEEE
802.15.6 showed that the impact on information flow in SIARS system can be
significant.

1. In Bluetooth Smart, all communication is done over Radio Frequency (RF) spec-
trum which gives very good opportunities for intercepting and interfering in to radio
traffic. Even though the frequency hopping is employed there are noted vulnera-
bilities which potential attacker can use to compromise the information flow [3].

Fig. 2. Process of activating MK and establishing PK for building secure communication link.
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By using this vulnerability the attacker can exceed the (physical) PHY layer of the
connection and receives all the packets which are transmitted over the RF spectrum.
This gives to the attacker an opportunity to launch an eavesdropping attack as an
active or passive eavesdropper.

2. Although the Bluetooth Smart/IEEE 802.15.6 is generally based on the
Diffie-Hellman key exchange, which employs the elliptic curve public key
cryptography [4], there are vulnerabilities that are affecting data confidentiality in
the process of data transmitting. These vulnerabilities are noticed at the first stage of
key exchange process [2], during the process of establishing MK between node and
the hub. The mathematical analysis, which is given in [2], showed that none of the
four different protocols defined for generating MK [4] can guaranty secure data flow
[2]. Beside the confirmed vulnerabilities, the work done in [2] showed that none of
the four protocols has forward secrecy. The result of the math analysis is given in
the Table 1.

3. Despite the aforementioned vulnerabilities in Bluetooth Smart/IEEE 802.15.6 the
work done in [3] also showed that Bluetooth Smart/802.15.6 has a potential to be
vulnerable to packet injection. This vulnerability incises the chances for future
attacks on crypto system and Bluetooth stack on different devices [3].

All aforementioned vulnerabilities, identified in Bluetooth Smart/IEEE 802.15.6,
are affecting different security dimensions as: access control, authentication, commu-
nication security and availability. In addition, by identifying these vulnerabilities we
can conclude that full-protected environment for SIARS cannot be accomplished by the
current security mechanisms in the standard [2].

4 Database Communication Links in SIARS

According to the network architecture of SIARS system the mobile device is going to
have a role of hub in Bluetooth Smart connection with others nodes (data collectors).
All the data should be transmitted to the main database on SIARS servers.

Table 1. List of protocols in the process of establishing MK and their vulnerability to specific
attacks

Protocol Impersonation
attack

KCI
attack

Offline
dictionary
attack

Unauthenticated key agreement protocol √ √

Hidden public key transfer authenticated key
agreement protocol

√

Password authenticated association procedure √ √ √

Display authenticated association procedure √ √
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The processing of data to data server is planned to be accomplished by one of these
two different technologies:

– 4G LTE; and
– VHF Radio communication

Both of these technologies have their own advantages and disadvantages.
The 4G LTE has a broad international coverage, reliable communicational infras-

tructure and excellent speed, over 300 Mbps in downlink and over 75 Mbps in uplink.
However, it has some disadvantages for military use as: the whole connection is out-
sourced to commercial Mobile Network Operators (MNO) and it is not always acces-
sible in non-urban areas.

On the other hand, the VHF radio communication has great and reliable commu-
nication in all areas and the accessibility of the communication does not depend on
commercial providers. The VHF-based radio networks can be created from current
military radio infrastructure. Main disadvantage in this type of communication is the
data rate, which in VHF radio communication goes up to 5 Mbps [5].

4.1 Security Vulnerabilities in 4G LTE

The 4G LTE standard is packet switching technology (based on its All-IP Core Net-
work). The voice communication is transformed in data packets and transmitted over
the 4G LTE network. Although the 3rd Generation Partnership Project (3GPP) in core
security requirements for 4G LTE regulated strong cryptographic techniques and
authentication between LTE elements [6, 7], the change to All-IP Core Network
opened a very big door for potential security threats on different levels in 4G LTE net
architecture.

This 4G LTE All-IP Core Network has a range of risks beginning from end user
equipment up to LTE service network.

– The end user equipment is out of the MNO (Mobile Network Operator) control and
it represents the weakest point in 4G LTE infrastructure. This provides opportu-
nities to the attacker to conduct attacks like physical attacks, application layer
attacks (virus, malware) etc. [6].

– The security risks are not only end user equipment concern; the 4G LTE access points
Evolved Node B (eNode B) are next part of the 4G LTE that has security weakness.
The potential attacker on this part of the network can compromise the network by
gaining physical access to eNode B’s, creating rogue eNode B, Man in the middle
attack’s (MitM) [6], jamming the eNode B [8] or if the MNO did not implemented
encryption to user plane form eNode B to Evolved Packet Core (EPC) [9].

– The EPC is part of the LTE network that manages user authentication, access
authorization and accounting (AAA), IP address allocation, mobility related sig-
naling, charging, QoS and security. Main security threats on this part of 4G LTE are
the unauthorized access on the network by an intruder during data roam, Denial of
Service (DoS) and Distributed Denial of Service Attack (DDoS) attacks on Mobility
Management Entity (MME) and Overbilling attacks (IP address hijacking, IP
spoofing) [6].
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– Different vulnerabilities are part of the 4G LTE Service network infrastructure. As a
way of distributing the multimedia content the IP multimedia subsystem
(IMS) faces various security challenges. The key threats in this part of the network
are unauthorized access to IMS, Service abuse attacks, theft of service, network
snoop, session hijacking [6].

All of these threats in 4G LTE can compromise the entire communication and lead
to corruption or modification of information, theft or loss of information, disclosure of
information and interruption of services [1]. By using the 4G LTE for data transfer to
main data base, the SIARS will have to take in consideration all security threats known
for 4G LTE network. Many of aforementioned threats should be mitigated by MNO,
but a system like SIARS will have to have system specific security mechanisms.

Due to security vulnerabilities in 4G LTE main aspect of implemented security
actions in SIARS would be data confidentiality and data integrity. The data availability
or possible interruption of services is part of the MNO costumer care. Therefore,
SIARS will need to have its own:

– Secure Virtual Private Network (VPN) tunnel to the main data base server – a
Secure Sockets Layer (SSL) tunneling protocol that will encrypt the data flow and
will authenticate the system equipment;

– User authentication – process of authentication SAIRS users by user access levels to
different parts of the system (management or regular user).

By implementing SIARS system specific security mechanisms the overall data
protection and end user equipment security will be upgraded.

4.2 Security Vulnerabilities in VHF Radio Link

According to the SIARS Network Diagram, Fig. 1, the second way of data transfer to
SIARS database server is by VHF radio communication.

This communication as a part of military tactical radio communications provides
secure data transfer on short distances. Because of the nature of radio waves propa-
gation, one big security vulnerability is that all data transfer is broadcasted over the air.
This gives to the potential attacker excellent opportunities to disclose or interrupt the
data transfer. To mitigate the attacks on military VHF radio networks, military orga-
nizations deploy VHF radio nets with predefined user members, radio parameters and
radio procedures. The security of radio communications is divided in two parts:
Communication security (COMSEC) and Transmission security (TRANSEC) [10].

COMSEC has a role to protect the data confidentiality and integrity by enforcing
data encryption.

TRANSEC has a role to protect the data availability by employing number of
techniques to signal detection and jamming of the transmission path. Because the
SIARS is developed as a military project, the VHF radio communication is going to be
based on military procedures for securing VHF radio communications from end user
equipment to the radio gateway.
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The data transfer from radio gateway to SIARS database server should be protected
by system specific security mechanisms, described in Sect. 4.1.

5 Conclusion

Incorporating security mechanisms to SIARS has big significance in protecting
information flow between SIARS elements. By addressing the security threats in dif-
ferent parts of SIARS communication infrastructure, we noticed that different types of
communication have different vulnerabilities. This vulnerability mainly affects data
confidentiality and data integrity in SIARS system.

To mitigate potential risks on data exchange, the SIARS must adopt their own
specific security mechanisms that will harden the encryption protection and improve
end user access control.
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Abstract. Security is a major issue in networks these days. Network attacks are
widely explored topic when it comes to network security and protection. In this
paper two types of DDoS attacks are explored considering the mesh Wireless
Sensor Network topology. That is, a path based attack on the PAN Coordinator
and a path based attack on the ZigBee router. Several performance parameters
which are analyzed show severe deterioration of performance of the network
under attack.
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1 Introduction

A wireless sensor network (WSN) is a wireless network consisting of spatially dis-
tributed autonomous devices using sensors to monitor physical or environmental
conditions [1]. A WSN system incorporates a gateway that provides wireless con-
nectivity back to the wired world and distributed nodes. Each such sensor network
node has typically several parts: a radio transceiver with an internal antenna or con-
nection to an external antenna, a microcontroller, an electronic circuit for interfacing
with the sensors and an energy source, usually a battery or an embedded form of energy
harvesting.

In WSNs, the topology is a crucial element which plays an important role in
minimizing various constraints like limited energy, latency, computational resource
crisis and quality of communication. The energy consumption in these networks
depends upon the number of sent and received packets. The transmission energy
consumption depends upon the distance between sender and receiver nodes. On the
other hand, the packet size also plays vital role in this. This can be handled through the
use of more efficient routing algorithms, but the topology of the network sets the initial
stage for it. The sensor networks may be deployed in the remote areas which makes the
probability of failure of nodes and data loss very common. Thus, an efficient topology
selection ensures that neighbor nodes are at a minimal distance and reduces the
probability of message being lost between sensors. Basic topologies that are used in
WSNs which can be modified by the requirements of the application for which this
technology will be used. The following topologies are frequently used in WSNs: star
topology, mesh topology, hybrid topology and tree topology (Fig. 1).
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Three types of routing protocols are used in WSNs: proactive (Table driven routing
protocols), reactive (on demand) routing protocols and hybrid routing protocols. The
routing protocol that is used in the analyzed scenarios in this paper is AODV (Ad-Hoc
On demand Distance Vector). AODV is a reactive routing protocol. This protocol is
based on two mechanisms i.e. route discovery and maintenance. AODV nodes use four
types of messages to communicate among each other. Route Request (RREQ) and
Route Reply (RREP) messages are used for route discovery. Route Error (RERR)
messages and HELLO messages are used for route maintenance. Reactive routing
protocol always uses the current status of the network hence the traffic is generated in
bursty manner, which may create congestion during high activities. The significant
delay may occur as a result of route discovery. But it saves energy and bandwidth
during inactivity period. It is good choice for low traffic [2].

A DDoS (Distributed Denial of Service) attack is a type of web attack that seeks to
disrupt the normal function of the targeted computer network. This is any type of attack
that attempts to make the computer resource unavailable to its users. A DDoS attack is
simply a combined effort to prevent communication/computer systems from working as
well as they should, typically from a remote location over the internet. A number of
compromised systems attack a single target, thereby causing denial of service for users
of the targeted system. The flood of incoming messages to the target system essentially
forces it to shut down, thereby denying service to the system to legitimate users. The
most common method of attack is to send a mass saturation of incessant requests for
external communication to the target. These systems are flooded with requests for
information from non-users, and often non-visitors to the website. WSN has several
issues like energy, computation, communication capabilities, deployment, storage,
power consumption, longevity etc. that makes it prone to various attacks. DDoS is one
of them [1].

In this paper two types of DDoS attacks are explored considering the mesh WSN
topology. That is, a path based attack on the PAN (Personal Area Network) Coordi-
nator and a path based attack on the ZigBee router.

The remaining parts of this paper are ordered in the following manner: the types of
attacks are discussed in Sect. 2, in Sect. 3 a few similar projects and related work are
described. Then, in Sect. 4 the simulation scenario is introduced and the results are
discussed.

Fig. 1. Types of topologies in a wireless sensor network
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2 Types of Attacks

Wireless networks are vulnerable to many kinds of attacks including DDoS attacks.
Their main vulnerability is shared wireless medium due to which many attacks are
possible to exploit and compromise wireless stations. It is possible in almost all
variations of wireless networks such as WSNs, Mobile ad hoc networks (MANET) and
Wireless local area networks (WLAN) [3]. Like in traditional wired networks, DDoS
attacks on wireless networks are also possible in different layers of communication.
Some common forms of DDoS attacks in different layers of wireless networks are
indicated in Table 1.

Since this paper focuses on the application level attacks in WSN, two of them will
be described in this section.

At the application layer, an attacker might attempt to overwhelm network nodes with
sensor data, causing the network to forward large volumes of traffic to a base station.
This attack consumes network bandwidth and drains node energy. However, it is
effective only when particular sensor readings (such as motion detection or heat sig-
natures) trigger communications–not when sensor readings are sent at fixed intervals [4].

Another application-layer attack involves injecting spurious or replayed packets
into the network at leaf nodes in a path-based DoS attack. As the packet is forwarded to
its destination, nodes along the path to the base station waste bandwidth and energy
transmitting the traffic. This attack can starve the network of legitimate traffic, because
it consumes resources on the path to the base station, thus preventing other nodes from
sending data to the base station.

3 Related Work

Part of the related work done in exploring the DDoS attack on WSNs that includes
performance analysis is described in this section. A similar study has been conducted in
[5]. This paper provides a survey of attacks on WSN, discusses the various DoS
attacks, and the impact of DoS on the performance of the system. The authors present
three scenarios of a DoS attack on WSN with a tree topology. An attack on the

Table 1. Types of DDOS attacks at different layers in the protocol stack

Layer Attack

Physical Layer Jamming Attack
Node Tampering Attack

Link /MAC Layer Interrogation Attack
Collision Attack

Network Layer Black Hole Attack
HELLO Flood Attack

Transport Layer SYN Flooding Attack
Application Layer Overwhelming Attack

DoS Attack (Path- based)
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coordinator, on the router and on the end devices and the simulation is done in OPNET
16. The simulation results show that the impact of DoS attacks on performance of WSN
can be more severe, if carried out on coordinator or router, instead of just targeting the
end devices. Other effort by Anthony D. Wood and John A. Stankovic explores the
DoS attack taxonomy to identify the attacker, his capabilities, the target of the attack,
vulnerabilities used, and the end result. They survey vulnerabilities in WSNs and give
possible defenses [6].

In [7], authors assess the security issues of wireless sensor networks with respect to
medical applications and find out the possibility of a scenario when a distributed denial
of service (DDoS) attack may be injected in the system using wormhole attack. They
also propose schemes for detecting those attacks and provide solutions for its
mitigation.

As oppose to [5] this paper provides a performance analysis on a different type of
WSN topology, i.e. a mesh topology. The other thing that is different in the scenarios in
this paper is that the network includes a larger number of nodes.

4 Simulation Scenario and Result Analysis

This paper focuses on the application level attacks. Particularly, on the combination of
a path based attack and a node overwhelming attack. There are two scenarios observed.
Both simulation scenarios try to present attack towards a different network node. The
first one represents a DDoS attack on the PAN coordinator and the second one rep-
resents an attack on one of the routers. The variations of the scenarios show an attack to
the mentioned nodes conducted by different number of adversaries in the network
(from 1 to 5 adversaries) and the case when there is no attack. The result is a product of
an averaging over 100 experiments for each variation of the two scenarios (i.e. a Monte
Carlo simulation). A comparison is made for the results for both scenarios.

The scenarios are designed in Qualnet v5.2 [8], which is a simulation tool designed
for research in the area of wireless and mobile networks.

The scenarios consists of a mash Wireless Sensor Network with 50 sensor nodes,
5 ZigBee routers and 1 PAN coordinator. They span over an area of 200 m2. The
routing protocol that is used on the interfaces is AODV. Node 56 is the gateway, which
means the sensor information is meant to arrive there. Each transmitting node sends
packets with a size of 512 Bytes (and with a packet fragmentation unit of 70 Bytes) at
the server node. In the scenario without an attack, 10 sensor nodes are actively
transmitting towards the gateway. The simulation time is 30 min. Figure 2 presents a
view of the simulation scenario.

The results were observed during an attack from 1 to 5 adversary nodes and the
calculated parameters are: the average throughput (on the server side- node 56), the
average jitter, average end-to-end delay and the number of established sessions per
experiment. These metrics are all calculated in dependence of the number of adver-
saries in the scenario. The average throughput is defined as the average ratio between
the aggregate throughput and the number of successful sessions per experiment. The
average jitter and end-to-end delay follow the same Eq. (1) respectively, like in the case
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with the average throughput. In (1), N represents the number of sessions and Ti is the
throughput in every established session. NE is the number of established sessions per
experiment.

TAVG ¼
PN

i¼1 Ti
NE

; 1�N � 10 ð1Þ

The throughput achieved in this simulation is the average throughput at the server
node. It is quite smaller than it should be and this is due to the small packet frag-
mentation unit of 70 Bytes. The clients are the sensors that usually send information to
that node. In Fig. 3 it is fairly understandable that the throughput achieved when the
router is under attack is slightly larger since the PAN coordinator does play a higher
role in the network (i.e. binds the network together).

The average end-to-end delay, as presented in Fig. 4 above, has higher values when
the router is attacked. The reason is that since the node attacked is relatively close to the
gateway, the routing protocol will try to set its route through that node. Then, when it
will not be able to pass its traffic through it, it will look for an alternative route, which
causes the increase in the end-to-end delay and with it, the delay variance, i.e. the jitter
(Fig. 5).

As shown in the Fig. 6, which is considering the number of established sessions, the
number decreases slightly more in the case of the attack on the router. In this case, it is
intuitive to say that the delay plays a great role in here, as it is greater in the case of the
attack on the router. This is because delay is caused by a congestion in the network and
the more the network is congested, the more the packet needs hops to get to its
destination. As a result of this, the Time to Live (TTL) field may drop to zero even
during the establishment of the session and the setup of the group session key.

Fig. 2. The scenario setup

230 M. Bubinska and A. Risteski



5 Conclusion

By examining the application level DDoS attacks in mesh WSN with simulation, it can
be concluded that the attack does affect the average throughput at the gateway. The
difference in the performance of the network during the attacks on one of the routers vs.
during the attack on the PAN Coordinator concerning the throughput is not as great as
it is seen to be in the analysis of the tree topology mentioned in the related work
section.

The average end-to-end delay and the average jitter both increase with the increase
of the number of adversaries. Both are definitely larger in the scenario with the attack
on the router. The number of established sessions is variably decreasing with the
increase of the adversary nodes in both scenarios. Finally, it can be generally concluded
that the performance of a ZigBee network is fairly different in case of DDoS attacks on
different types of network devices.

Fig. 4. The average end-to-end delay

Fig. 5. The average Jitter

Fig. 3. The average throughput

Fig. 6. The number of established sessions
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Abstract. The CHEST demo platform facilitates a solution that can
help patients suffering from COPD to adjust the conditions in their home
environment and everyday life. The developed demo offers a simple and
user-friendly solution, which consists of a sensor network that measures
the relevant COPD parameters (number of steps; indoor temperature;
level of carbon dioxide; air humidity; temperature), a developed cloud
solution for data management, and a graphical user interface (GUI) that
displays daily measured parameters, parameters’ statistics and interacts
with the patients via specific notifications.

Keywords: Sensors · e-health · COPD

1 Introduction

Chronic Obstructive Pulmonary Disease (COPD) is a term referring to two lung
diseases, chronic bronchitis and emphysema. Both conditions cause obstruction
of airflow that interferes with normal breathing. Some ongoing studies have sug-
gested that COPD will become the third leading cause of death by the year 2020 [1].
However, COPD is a medical disease that can be preventable and treatable [2].
While lung damage as a result of COPD is irreversible, there are treatments that
can improve a patient’s quality of life, such as long-term administration of oxygen
(>15 h per day). Oxygen concentrators that are used throughout the day usually
control the administration of oxygen. There are two types: a home oxygen concen-
trator that is plugged in the patient’s home and a portable oxygen concentrators
that is used when the patient leaves his home. The introduction of portable oxy-
gen concentrators has allowed many patients with chronic lung disease to travel
and maintain active lifestyles [3]. The COPD patients benefit from pulmonary
rehabilitation that focuses on supervised exercise training to help the patients
manage their disease. These activities play an important part in supporting the
patients to maximize their ability to perform daily activities [1]. Moreover, the
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COPD patients have strict requirements regarding the quality of living. It is often
recommended that the room where they stay is well ventilated and the temper-
ature is constantly monitored and controlled. In order to monitor the previously
stated parameters, we developed a system that observes the environment, collects
and processes data and visualizes the results.

2 Demo Architecture

The generic layout of the demo architecture is shown in Fig. 1.

Fig. 1. A simple preview of the architecture of the demo

The demo is consisted of three main functional entities:
• Wireless Sensor Network. The wireless sensor network consists of several
distinct sensory devices that gather the required COPD parameters. The sensor
demo platform is build of:

– SunSPOT sensor board with a humidity sensor and a temperature sensor
– SunSPOT sensor board with an accelerometer
– SunSPOT sensor board with a CO2 sensor and a temperature sensor
– SunSPOT gateway that accepts the sensor’s data
– NFC reader with two NFC tags.

The sensors and the NFC reader send data to the gateway. The gateway sends the
data to the cloud component utilizing http post messages. The code for the sen-
sor devices and the NFC is developed in Java using the SunSPOT Programmers
Manual [4] and Application Programming Interface V2.03 Manual [5].
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• Cloud Component. The cloud component is the main storage and processing
entity responsible for managing the actuated COPD parameters. It is consisted
of a database and processing libraries (developed in MySQL) [6] and it is hosted
on an Apache server. The cloud component: (i) accepts the information sent by
the wireless sensor network, (ii) stores them in the data base and (iii) reasons
upon them based on predefined thresholds that reflect the COPD patient’s pref-
erences and needs. Moreover, the cloud component is responsible for sending all
required information towards the GUI.
• Graphical User Interface. The graphical user interface is a desktop application
that utilizes thedata fromthe cloud in order to adjust all alarms, display thepatient
statistics and monitor the current state of all the measured parameters. The graph-
ical user interface is developed in the Java Programming environment [7].

3 Demo Setup and Demo Flow

The specific parameters and thresholds used in the demo are related to the spe-
cific COPD medical requirements. The values of the parameters are delineated
in Table 1.

Table 1. Demo parameters and ranges

Parameter Threshold value/range

Number of steps (daily) 2000

Indoor temperature range 20oC ÷ 25oC

Level of carbon dioxide (CO2) < 1000 ppm

Air humidity (nasal cannula monitoring) > 80 %

Temperature (nasal cannula monitoring) > 36oC

When active, the demo monitors in real-time the parameters presented in
Table 1. If a specific parameter violates the predefined thresholds, the system
triggers a notification that will inform the patient regarding the detected abnor-
malities in his home environment. The demo targets four distinct use cases for
monitoring and notification:

• Nasal Cannula Monitoring. During the night the nasal cannula of the home
oxygen concentrator may fall off the COPD patient. The demo utilizes a com-
bination of two sensors to monitor the status of the cannula: a humidity sensor
and a temperature sensor, Table 1. If the humidity sensor measures humidity less
than 80 and the temperature sensor measures temperature lower than 36oC, the
system will decide that the cannula has fallen off and notify the patient with an
alarm. The alarm will wake up the patient and remind him to put the cannula
back in the nose.
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• Oxygen Concentrator Reminder. If a COPD patient leaves its home, it has to
take its portable oxygen concentrator with him. The proposed demo incorporates
a NFC (Near Field Communication) reader and two NFC tags to monitor this
process and remind the patient if he leaves the home without the oxygen con-
centrator. The NFC reader is set on the patient’s home entry door. The patient
wears one tag as a bracelet and the other one is put on the portable oxygen
concentrator. If the patient goes out without his portable oxygen concentrator
(only the patient’s tag is read by the NFC) an alarm goes off in order to remind
the patient to take its portable oxygen concentrator.

• Step Count Monitoring. The proposed demo also incorporates a sensor with
an accelerometer that counts the patient’s steps and measures its daily physical
activity. The patient wears the sensor in his pocket during the day. If the patient
has not moved enough or has moved too much during the day, a notification is
sent that reminds the patient to either perform some additional walking or refrain
from lengthy walks.

• Home Environment Monitoring. Since the COPD patients have strict require-
ments regarding the air quality and the indoor temperature, the CHEST demo
monitors the environmental temperature and home air quality by a temperature
sensor and CO2 sensor. These sensors are positioned in the patient’s living room.
The demo triggers an alarm informing the patient regarding the deviation in his
home temperature or air quality if any of the parameters are under or above the
predefined thresholds.

4 Conclusions

This demo shows that a smart and user-friendly solution can be incorporated
in COPD patients’ everyday life. Our system consists of sensors, cloud and GUI
that measures the parameters, processes them and notifies the users for the
required actions. In the future the platform can be upgraded with additional
sensors that would measure other significant parameters. This would improve
the uses experience and life quality.
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Abstract. The main research goal of this paper is to find out if scaled
resources offer scaled performance in case of a demo e-Business applica-
tion hosted on Windows Azure. The results prove that scaled resources
can give even better performance than the expected the scaling factor,
usually expressed as ratio between the number of used cores in rented
virtual machines. A superlinear region is observed when the performance
is higher than the scaling factor of the used resources.

Keywords: Cloud computing · Scaling · Performance · Windows Azure ·
Load testing

1 Introduction

In this article we evaluate the scalability performance of an e-Business applica-
tion. The research goal is to find if the scaled resource configurations can offer
the scaled performance.

Our previous study [1] has analyzed the performance with goal to find an
optimal configuration for a given load and in this paper we would like to find
out if scaling the resources will give the customer scaled performance and also
to measure if this increased performance is proportional to the scaling factor.
This is very important, since the price models of cloud providers are based on a
linear scaled pricing for scaled resources and the customers would like to know
if they get performance equal to the performance of the default configuration
multiplied by the scaling factor.

We have performed a research on modeling the speedup for scalable web ser-
vices in [2]. For related work and state-of-the-art, an interested user can check
[3–7] and the references specified in our paper on Windows Azure resource orga-
nization performance analysis [8]. However, most of these results are towards
finding an optimal configuration for a given application and load, and do not
analyze what happens in case of scaling.

The paper is organized as follows. The testing methodology is given in Sect. 2
and the results are evaluated in Sect. 3. Section 4 discusses the results and gives
explanation about superlinear speedup. Finally, conclusions and directions for
future work are given in Sect. 5.
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2 Testing Methodology

The testing environment, as described in [1] is using at most 20 cores in Azure
cloud datacentre placed in South Central US. Each configuration is denoted by
v At, where v presents the number of VMs, which can be 1, 2, ..., and t is the
VM type. Particularly, using the latest Azure offer in 2015 [10], A1 means a VM
with one core and 1.75 GB RAM, A2 a VM with 2 cores and 3.5 GB RAM, and
A3 an Azure VM with 4 cores and 7 GB RAM.

The SaaS solution [9,11] is used as a typical e-Business application, realized
as a transactional ASP.NET web application that processes documents related
to the e-Business ordering, invoicing and financial clearing processes. It uses
Microsoft SQL Server database management system.

To realize valuable results we have performed two experiments, explained in
more details in [1]. The first test case (TC1) presents the lighter case, when a list
of the orders has to be selected under a certain user load, and realizes 3 HTTP
requests per each user. The second test case (TC2) is more complex, since it
realizes 6 HTTP requests per user, a case when a user inserts a new offer under
a certain user load.

The load for both test cases is simulated by various number of users: starting
from 1, 5, 10, 50, 100, and increasing by 50 up to 1000 users.

In this paper we analyze the scaling behavior, based on calculation of per-
formance. Let’s define by TR the average response time for executing the HTTP
requests on a given test case, measured in 5 test executions. The performance P
to process N user requests in a given response time is calculated by P = N/TR.

Let’s analyze a default resource configuration by x and the scaled configura-
tion by y that uses n times more resources (in our case processors). The scaling
speedup Sxy compares the performance behavior of the scaled with the default
configuration divided by the scaling factor n, by calculating Sxy = Py/(n × Px).

According to the Gustafson’s Law [12], one would expect that the scaled
configuration will have at most the performance of the default configuration
multiplied by the scaling factor. Values Sxy ≥ 1 should be interpreted as a
superlinear effect, where the scaled configuration offers a performance which is
greater than the scaling factor.

3 Analysis of Results

In this section we will analyze if the scaling strategy that increases the number
of cores of the VMs makes the system perform proportionally better with the
number of cores. The scaling speedup Sxy is used to evaluate its scaling behavior.
The experiment contains the test cases with scaling factor n equal to: 2, 3, 4, 5,
6, 8 and 10, analyzed as average value in 5 test executions for each user load.

Figure 1 shows the measured performance curves for TC1 and TC2 starting
from 1 user load. y-axis represents the relative performance compared to the
initial load of 1 user, and x-axis the number of users. Note that due to clar-
ity of presentation, we present only the most representative curves instead of
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presenting all measured results. For TC1 we can conclude that almost every
configuration reaches better performance S > 1 in a certain region of user loads
until they saturate, when the performance is not proportional to the user load.
Most configurations in TC2 have lower performance for more than 200 users.

Fig. 1. Measured performance curves: (a) TC1 left and (b) TC2 right.

Depending on the processing demands, each measurement shows similar per-
formance behavior, where the processing speed does not change with user load
up to a certain saturation level, then it decreases and slows down to the zero
value. The user load when the processing speed enters in the saturation region is
dependent on the number of requests to be processed by the given configuration.
For example, this is evident for smaller configurations with total number of 1,
2 or 3 cores for TC1, and for all configurations for TC2. The conclusion is that
the saturation point depends on the number of cores in configurations, the more
cores, the higher the value of the saturation point is.

Figures 2, 3, 4, 5, 6 and 7 present the scaling speedup (y-axis) for various
user loads (x-axis) increasing the number of cores of the first configuration by a
certain scaling factor. Note that we present only the most representative scaling
combinations to reach clarity of charts.

The scaling speedup for n = 2 presented in Fig. 2(a) shows that just certain
scaling combinations for TC1 reached the state when the scaling iwill speed up
the system. Scaling the configuration 3xA1 to 3xA2 for almost each user load has
speedup, while the scaling 2xA1 to 2xA2, 2xA1 to 1xA3, 1xA2 to 1xA3, 4xA1 to
2xA3 and 4xA1 to 4xA2 reaches speedup for load of 700 users and above. The
rest of the combinations do not reach speedup.

Most of the scaling combinations for TC2 (in Fig. 2b) reach scaling speedup
starting at load of 50 users until 400 users, when these configurations get into
saturation.

Figure 3(a) presents the scaling speedup of the TC1 configurations for n = 3.
Only some scaling combinations get speedup greater than or equal n, such as
scaling the 2xA1 to 6xA1 for more than 900 users.

Figure 3(b) presents the scaling speedup for n = 3 of the TC2. Similar to
the previous case, some configurations achieve scaling speedup, such as scaling
2xA1 to 3xA2 and 4xA1 to 3xA3 in the interval of 50 to 350 users.
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Fig. 2. Scaling speedup for n = 2: (a) TC1 left and (b) TC2 right.

Fig. 3. Scaling speedup for n = 3: (a) TC1 left and (b) TC2 right.

The scaling speedup for TC1 for n = 4 is presented in Fig. 4(a). Most of the
scaling combinations perform better than n for more than 450 users and the
saturation appears for more than 1000 users. The more powerful configurations
do not enter in the region when this effect occurs.

Fig. 4. Scaling speedup for n = 4: (a) TC1 left and (b) TC2 right.

The chart for the scaling speedup for n = 4 of the TC2 configurations is shown
on Fig. 4(b). The trends are the same to the previous cases: the configurations
get speedup at small user load, and afterwards at higher load they get into
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saturation. The highest speedup is achieved when a configuration that has VMs
of smaller type (A1) is scaled to a configuration that has large VMs (A3).

The performance behavior for TC1 configurations for n = 5 or 10 is presented
on Fig. 5(a). The identified trend is also present for TC2 in Fig. 5(b), that is
a region is detected when the scaling configuration performs better than the
original configuration, such as scaling the 1xA1 to 5xA1. However, this effect is
not obtained for n = 10 for TC1 and for TC2 this region is very small compared
to previous cases.

Fig. 5. Scaling speedup for n = 5 or 10: (a) TC1 left and (b) TC2 right.

In Fig. 6(a) and (b) we can observe the performance behavior for n = 6 or 8
correspondingly for TC1 and TC2. There are two batches of scaling combinations
for TC1, one that achieve scaling speedup greater than n in certain user load
region smaller than 1000 users, such as scaling the 1xA1 to 3xA2 and another
that achieves speedup at higher user loads. The performance behavior of most
scaling combinations for TC2 achieve scaling speedup greater than n for loads
in range between 50 and 350 users.

Fig. 6. Scaling speedup for n = 6 or 8: (a) TC1 left and (b) TC2 right.

Figure 7 shows the case of horizontal scaling the configurations for only one
VM of the same type that they have. Only two configurations for TC1 achieve
speedup that greater than 1, 3xA1 to 4xA1 and 1xA1 to 2xA1.



246 M. Gusev et al.

Fig. 7. Scaling speedup for horizontal scaling: (a) TC1 left and (b) TC2 right.

The trend continues to emerge even in the case of TC2. Most of the con-
figurations get speed up at the user loads between 50 and 350 users. Some of
the configurations manage to get really small speedup or don’t get it at all. The
phase of saturation starts at user load of 400 users. The configurations with the
highest speedup are the ones that have VM of type A3.

4 Discussion

All experiments have proven that the scaled resources offer scaling performance,
except in the case of underutilization. However, this is expected, since, one would
prefer scaling, only if the resource configuration is saturated and nobody would
pay more if the current resource configuration satisfies the requirements and
offers sufficient quality of service.

The obtained results are tightly connected to the performance saturation
point of the analyzed resource configuration. If the saturation points of the
current and scaled configuration are far, then we achieve better scaling speedup
of the analyzed configurations.

We have modeled the speedup for scalable web services in [2]. The underuti-
lization region shows performance less than 1, while the proportional server load
shows the sublinear performance behavior. We detected a superior region where
the web services show superlinear performance and the saturation region where
the performance is degrading into sublinear performance.

This can be also interpreted for the scaling speedup which is the main
research target in this paper. From this experiment, it is evident that the scaling
speedup factor Sxy > 1 for most of the user loads, expressing the superlinearity
effect. Superlinear performance is obtained due to existence of greater cache sizes
and faster processing. More explanation can be found in [13].

5 Conclusion

Our experiments on the performance of a typical e-Business SaaS solution have
showed that scaling the resources results in scaled performance. This means that
the customers will get performance proportional to the scaled resources.
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In addition, we have observed a superlinear effect, meaning that the scaled
configuration offered performance higher than the performance of the default
configuration multiplied for the scaling factor, mostly due to increased use of
caches and available memory.

As future work we will analyze details on superlinear effect offered in web
services using scaled resources.
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Abstract. The application cannot be moved to other cloud vendor on
the same cloud service layer easily since it depends on the lower cloud
services, as well as on the target vendor’s application and data struc-
ture. In general case the cloud applications are neither interoperable,
nor portable. This paper overviews the cloud portability and its appli-
cation on various service models. It analyzes and categorizes all aspects
of cloud computing portability, puts perspective on each defined process
and describes the current development stage for each perspective.
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1 Introduction

The cloud market is rapidly growing recently. The outsourcing of computing
infrastructure reduces not only the CAPEX (Capital Expenditure) and OPEX
(Operational Expenditure), but also the costs for human resources and manage-
ment [1]. The increased army of cloud service providers (CSP), as well as the
improved and user friendly open source cloud frameworks, push the potential
cloud clients and consumers to migrate their services, data and applications to
the cloud. However, the CSPs are doing everything (even unfair issues some-
times) to lock the clients into their clouds. This trap of vendor-lock-in should
be considered very carefully because it can provide even greater costs than the
savings that the cloud provides.

Therefore, two main features must be considered by the CSPs and cloud
clients, i.e. the interoperability and portability. Both these features are familiar
to the computing industry, but in the cloud environment they become even
more important. The former allows the ability of at least two heterogeneous
cloud applications to communicate between each other, as well as to use the
exchanged information. The latter allows the client to migrate an application
from one cloud platform or / and infrastructure to another with less or even
without efforts. The final benefit of the cloud portability is to avoid customer
lock-in by the CSPs into their environment forcing them to use only the services
they provide. Cloud computing is about opening the gates to all clients allowing
them to interoperate with services of other CSPs or to move freely to other CSPs
whenever they are not satisfied with the service level. This will probably reduce
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the number of CSPs’ clients, which will be compensated with new potential
clients due to the CSP’s openness.

This paper observes both of these important cloud features and inspects how
they can be considered as a service model.

The rest of the paper is organized in several sections. The basic concepts
of portability in cloud computing are presented in Sect. 2. Section 3 discusses
the portability as a service model, that is, portability of data, applications and
platforms. The discussion of state-of-the-art solutions are discussed in Sect. 4.
Finally, Sect. 5 concludes the paper.

2 Background

According to NIST, cloud computing is “a model for enabling ubiquitous, con-
venient, on-demand network access to a shared pool of configurable computing
resources (e.g., networks, servers, storage, applications, and services) that can
be rapidly provisioned and released with minimal management effort or service
provider interaction.” [2].

This cloud computing model is composed of five essential characteristics: on-
demand self-service, broad network access, resource pooling, rapid elasticity, and
measured service.

Services in cloud are available in three major ways: Infrastructure as a Service
(IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS) [2].
Additionally, other layers have been proposed, such as Data Storage as a Service
(DaaS), Communication as a Service (CaaS) [3], etc.

According to definitions in NIST [2], there are four essential deployment
models: public cloud, private cloud, hybrid cloud, and community cloud.

Portability is referred as ability to move software on different runtime plat-
forms with reasonable effort (i.e. without having to rewrite it partly or fully) [4].
Three types of portability are considered: Binary, Source and Intermediate-Level
Portability [5,6].

Binary Portability is referred to porting the executable form of the software unit
and it is possible only across similar environments.

Source Portability is referred to porting the source language representation of the
software unit, but assumes availability of source code. This type of porting
is considered to be most commonly used.

Intermediate-Level Portability is referred to porting software representation
which is between source and binary code.

Cloud computing interoperability allows different services on different clouds
to process data with a common specification as well as allows simple exchange
and reuse of data among different infrastructures on cloud.

On the other hand, cloud computing portability allows simple data and service
use from one cloud to another for two or more cloud infrastructures [2]. We have
proposed a new cloud portability service platform [7].

Interoperability and portability in cloud computing are not unambiguous and
depend on the context in which they are considered, and therefore they require
further definition according to the application.
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3 Cloud Portability

According to Petcu and Vasilakos [8] the Cloud Portability Taxonomy can be
analyzed in three different perspectives:

– Implementation perspective - implementation-specific requirements or
restrictions

– Ecosystem perspective - application specific dependencies
– Business perspective - business relevant, non-functional and abstract

constraints

We will further discuss the implementation perspective categories: portability
of data, applications, and platforms, which depend upon ecosystem perspective
properties.

Data portability may be considered as data reuse:

– in different cloud applications (SaaS), in other words, as a quick and easy
transfer and reuse of data from one application to another, or

– as quick and easy transfer and reuse of data among different cloud storages
(DaaS).

Application portability may be considered as an easier reuse of applications
among:

– different platforms (PaaS); in other words, an application developed on one
platform should be easily transferrable and reusable on another platform, or

– different infrastructures in cloud; in other words, an application set on one
infrastructure (IaaS) and cloud system should be easily transferrable and
reusable on another infrastructure or different cloud system

Platform portability may be considered as an easier reuse of platforms by:

– transfer of platform components and their reuse on another infrastructure
(IaaS), or

– complete transfer (image) of platform on another infrastructure (IaaS) in
cloud.

A proper PaaS taxonomy should be established in order to perform Platform
portability. An initial step in this direction is presented by Kolb et al. [9]. They
classify a general taxonomy, shown in Fig. 1 based on 68 PaaS offerings. Two
general categories are defined: ecosystem and business, each with subcategories
and further refinements.

4 Discussion

Reasons why a standard may not be interoperable can include Incompleteness;
Inadequate interfaces; Poor handling of options; Lack of clarity; Poor mainte-
nance; Lack of system overview; Using standards beyond their original purposes;
and Varying quality [10].
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Fig. 1. PaaS taxonomy [9]

Table 1. Development status of each aspect of interoperability and portability of cloud
computing

Activitiy Context Layer Developing standards

Interoperability Management IaaS OCCI, CIMI, UCI

Platform PaaS Stub

Application SaaS mOSAIC

Portability Platform IaaS (components) Stub

IaaS (image) OVF

Application PaaS CAMP

IaaS OVF, TOSCA, mOSAIC

Data SaaS OData

DaaS CDMI

In previous section we have described various aspects of the cloud portabil-
ity. For most categories the current state in the areas is either in research and
development or stub definition. Very few commonly adopted solutions exist. In
this section we will describe the ongoing standardization efforts and possible
solutions. We will present only the standards that have published at least initial
documentation and we will omit the standardization efforts.

Marjan - Table moved to magazine paper Table 1 presents the current devel-
opment stage for each of the perspectives (i.e. categories).

It is noticeable, given Table 1, that certain aspects are more developed than
other (i.e. interoperable management of virtual machines and application porta-
bility). We can also notice that the Platform context is least developed.

Large number of developing standards has arisen during the past few years:

– OCCI - The Open Cloud Computing Interface standard represents protocol
and API for all kinds of IaaS management tasks [11]
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– CIMI -Cloud InfrastructureManagement Interface standard represents an inter-
face for management of cloud services and the operations and attributes [12]

– UCI - Unified Cloud Interface concept aim to provide a unified interface for
entire infrastructure stack using semantic technology [13]

– mOSAIC - The mOSAIC platform and engine enables deployment, configu-
ration and management of applications using semantic technology [14]

– OVF - Open Virtualization Format standard provides open and platform-
independent packaging format for software solutions based on virtual
systems [15]

– CAMP - Cloud Application Management for Platforms aims to standardizing
cloud PaaS management API [16]

– TOSCA - The Topology and Orchestration Specification for Cloud Applica-
tions aims to standardize application description in order to provide porta-
bility and management [17]. We introduced the extension - P-TOSCA, which
handles several TOSCA weaknesses and ambiguities [18]. The demo applica-
tions for automated portability with P-TOSCA are developed for porting a
SOA application [19] and an N -tier application [20].

– OData - The Open Data Protocol enables service creation to publish, share
and edit resources via HTTP [21]

– CDMI - The Cloud Data Management Interface standard defines interface for
creation, retrieval, update and deletion of data elements from the Cloud [22]

Unfortunately none of the standards is widely adopted. In general the cloud
computing providers resist adopting open standards and thus disable clients to
switch provider easily. This is especially important for the standards regarding
the IaaS layer, the lowest level in the cloud computing stack, since it is not
possible to build and adopt fully functional standard for the other layers missing
standardization on the lowest level.

A lot of research is done towards autonomous porting of cloud applications.
We have also reviewed these approaches [23] and analyze the corresponding
state-of-the-art. Interestingly, there are a lot of world initiatives and EU research
projects, such as REMICS, Cloud4SOA, OPTIMIS, CONTRAIL, ARTIST,
PaaSage, MODAClouds, RighScale or CloudFoundry. We have classified them
in two approaches [23], the first that realizes a direct engine to support TOSCA
implementation, and the second that translates TOSCA based application spec-
ification onto a specification used existing cloud management tools, such as
CAMP, Brooklyn, Chef, Puppet, etc.

Several research papers [8,9,24] cover more details about who stands behind
each standard and what is the market positioning and potential of each standard.
We can conclude that most of the big players support the TOSCA approach,
including Cisco, Citrix, EMC, Fujitsu, Hewlett-Packard, Huawei, IBM, SAP,
VMWare, etc.

5 Conclusion

Although the interoperability and portability are similar, they differ among each
other. Nevertheless, they are very important issues for both the CSPs and clients.
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The overall benefit of the cloud portability is the possibility to freely migrate
part or all services to other CSPs, increase their agility and reliability by hosting
on several providers and allow the services to interoperate among each other.

This paper overviews the cloud application portability as data, application
and platform portability.

Most common method to provide cloud portability is standardization and
accepting de-facto standards. We have analyzed every aspect (as category) and
suggested methods. Further on, we have appropriately mapped most relevant
standardization efforts to these categories. We have identified aspect and gaps
that require further development, as well as aspects that are prevalent in the
research areas. We can conclude that the landscape of cloud computing is too
diverse to accept any standard unanimously at this moment, and still it remains
a hot research topic, especially towards automated porting of applications. This
is especially important for customers, since they prefer the freedom to choose the
cloud provider which will satisfy the user requirements in the best possible way.

Still there are a lot of open issues and the standardization waits for further
solutions. The highest importance is the fact that most of the cloud providers
do not support porting since they prefer lock-in situations, and already have a
sufficient market share. Next open issue is the fact that several solutions do not
support change of the virtual machine (image) and have limited applicability.
The third on the list are those proposals that have not been widely adopted
and are only supported by the cloud providers themselves. The future of these
proposals with limited applicability is limited unless they adopt to the current
trends and extend their applicability domain.

Besides the open issues, there are several challenges about obstacles that
prevent easy porting. The highest obstacle is the variety of cloud management
tools, that prevents an application to be ported using the conventional batch
files or those that translate management commands from one environment to
another. The next obstacle is the application topology, since it may be rather
complex and prevent easy sequential execution of cloud management operations.
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Abstract. Basic Internet foundation is an institute that aims to ensure opti-
mized content delivery for capacity-limited networks. In this paper we describe
the foundation’s initiative in offering free access to low capacity Internet to
people in areas with low admission and economic problems and/or no Internet
coverage. The main contribution of this paper consists in pointing out solutions
that this foundation proposes, as well as what other programs or companies have
found encouraging their development.
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1 Introduction

There is a constant need for evolution and the only way humanity has gotten to the
point it is today is by using the collective knowledge of different individuals. Because
of that desire to form a connection with others the Internet has been developed as the
solution for sharing and receiving data by linking billions of devices worldwide and
thus becoming a global system of interconnected computer networks.

The origins of the Internet date back to the 1960 s, when the United States gov-
ernment developed a research program that aimed to build robust, fault-tolerant
communication via computer networks [1]. The Internet consists of a multitude of
networks local to global scope, private or public connected to a broad array of net-
working technologies [2]. As of December 2014, nearly 37.9 percent of the world’s
human population has already used the services of the Internet [3]. On the other hand
two thirds of the geographical populated areas don’t have Internet infrastructure.

The Internet Protocol (IP) represents the main communications protocol for
relaying datagrams across the Internet [4]. The IP is the main heart of Internet tech-
nologies because of its routing function that enables internetworking.

The definition for Wi-Fi given by the Wi-Fi Alliance is that of any “wireless local
area network” (WLAN) product based on the Institute of Electrical and Electronics
Engineers’ (IEEE) 802.11 standards.

The Internet can be used for multiple purposes, one of them is to promote teacher
training. In the case of rural areas, the internet has an important role in giving teachers
some pointers to a better educational experience as well as offering them materials for
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the same task [5]. By using a network-based training system, teachers can keep in touch
with each other or receive support from some of the best universities.

The Basic Internet foundation does not plan on offering its services unless the
situation requires it. Based on factors such as social conditions, markets or economy the
foundation determines if its interventions are necessary, and once those factors have
evolved satisfactorily, the foundation can terminate its involvement in the region.
Afterwards it may then decide to sell or to transfer those assets, rights and obligations
onto the selected commercial operators.

The paper is organized as follows: Sect. 2 presents solutions proposed by other
companies with similar goals, while Sect. 3 describes the involvement of the Ministry
of Communications and Information Society (MCSI) in Romania. Section 4 presents
the results of basic Internet and Sect. 5 concludes the paper.

2 Related Work

In this section we provide an overview of existing solutions for Internet distribution in
areas with economic issues and present the main challenges.

2.1 Nextelco

Nextelco Foundation is a nonprofit company founded in 2013 by Guy Kamanda and
aims at providing Internet to Africa [6]. The main goal is to provide free information
access which the company considers to be a human right.

The United Nations’ Human Rights Council has unanimously backed the notion of
equal rights for every person to be allowed to connect to and express themselves freely
on the Internet, approving it in a resolution on the fifth of July 2012.

The company is using the new concept of user involved service and that of the
infrastructure provision. What the real challenge that Nextelco recognized is that in
emerging economies like Congo the Internet is only accessible for the well-established
people, but the main purpose is for it to soon become a consumer product in Africa for
people of all ages and economical standards.

2.2 WaveTek

WaveTek Nigeria Limited is an innovative company that provides information and
communications technology (ICT) solutions that offers customers cutting-edge
infrastructure and devices independent of their social area [7]. The virtual fiber solu-
tion the company has come up with for reducing the cost as an alternative for the fiber
circuits is a high-capacity wireless. The way to do that is by transmitting data over
microwave or millimeter wave frequencies at gigabit speeds, approximately 2 Gigabits
per second (Gbps), with the possibility to upgrade it in the future up to 10 Gbps. The
reason for its efficiency it that has multiple advantages such as: add/drop data ports and
optional wire-speed with an Advanced Encryption Standard (AES) encryption built-in
thus making existing fiber network redundant.
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2.3 Multi-Tier Architecture for the Internet of Internets (MTAII)

The Next Generation Internet (NGI) consists of a multitude of projects that have the
objective of improving Internet performance as well as content quality in different
regions [8]. Nowadays, when we talk about NGI we focus on the research regarding the
design, protocols, engineering, and operation regarding the new signal processing
techniques in 3G/4G/LTE/B4G [9]. Other important researches are that of the Ad Hoc
Network and Wireless Mesh Network [10], channel allocation [11], Internet of things
(IoT) [12], cloud computing [13], and some other fields.

Specific Internet Protocol (SIP) isolates IPv4 on hosts from wide area network
(WAN) infrastructures while delivering IPv4 traffic through WANs between hosts.
Multi-Tier Internet Protocol (MTIP) provides a tree-like topology and is used for
delivering SIP traffic. The exhaustion of the IPv4 address space was foreseen, so many
resolutions had been suggested but the problem was that none of them was accepted as
a solution so they were all combined into another Internet protocol IPv6 [14]. One of
the main functions that the IPv4 should have is to run on hosts independently from the
WAN infrastructures and that its traffic between two hosts should be delivered directly
by WAN protocols.

2.4 The Common Object Request Broker Architecture (CORBA)

In the U.S. Army there are many computer platforms, which are running different
applications, using CORBA to facilitate the communication of systems that are
deployed on diverse platforms. It enables the collaboration between devices that are on
different operating systems, programming languages, and computing hardware.

The CORBA standard brings forth a solution to some of the problems in achieving
interoperability across platforms and applications in a Transmission Control Protocol
TCP/IP based client-server network [15]. CORBA has several methods to achieve the
interoperability on the Internet addressing what is needed for greater efficiency in using
channels designated for communications. The role of the bit-packer is to transform the
data from the CORBA message to a bit-packed message. The message is then presented
to the receiver as a set of linked lists of records [16].

Fig. 1. Illustration of the auto generation of the infrastructure code from an interface defined
using the CORBA interface definition language (IDL)
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The implementation of a bit-efficient variable format messages and a description of
how the generated code is used within the CORBA infrastructure can be observed in
Fig. 1.

3 MCSI Involvement

The Ministry of Communications and Information Society (MCSI) in Romania has
distributed in 2010 over 300 hotspots in public areas throughout the country [17]. The
measure was intended to further the transition process to a modern, information-centric
society, based on the increasing number of areas with free Internet access.

The Minister of Communications said that the institution he leads will present a
study on the advantages and disadvantages of open-source programs. Valerian Vreme
has plans to open-source software similar to those used by the local government of
France. Local governments can use open-source systems (free and can be improved by
users) in the near future, instead of those that require a license [18].

The RO-NET project consists of building a national broadband infrastructure in
deprived areas, by using structural funds [19].

The Cisco Broadband Quality Research Study 2010, conducted by the Universities
of Oxford and Oviedo, in terms of quality Internet connection, Romania is relatively
well in this respect, ranking 10th in the world according to the report regarding the
connection quality and the Internet access.

The Romanian Government launched the National Broadband Strategy in order to
increase the penetration rate in households of the broadband connection. The broad-
band coverage remains limited, especially in rural areas among households and
companies.

In 2009 the “Government strategy of developing broadband electronic communi-
cations in Romania for the period 2009–2015” was adopted. Starting from the provi-
sions of this Strategy, correlated with those of the European Structural Funds
Regulations and with the specific state aid, the Ministry of Communications and
Information Society has developed a Model for Implementation of projects aimed at
developing broadband infrastructure in disadvantaged areas.

The use of Structural Funds available for infrastructure development was decided
after analyzing patterns of implementation of broadband infrastructure, achieved
through institutional cooperation, consultation and joint communications market profile
as well as consultations with representatives of the European Commission.

The infrastructure is state property which is made available to communications
operators on a commercial basis, and without restricting access.

4 Result and Impact

The Basic Internet Foundation started its activities back in 2010, when Guy Kamanda
needed help in developing Internet Access in Africa. A series of pilots were established
in 2011, and the company worked together on a workshop with the University of Lisala
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in April 2012. The project Basic Internet access was the steppingstone of the infras-
tructure for free access to basic information via Internet.

Nowadays the foundation joined forces with the Norwegian Agency for Devel-
opment Cooperation (NORAD) for the Vision 2030 improving their efficiency in
achieving their main goal to ensure optimized content delivery for capacity-limited
networks in low-developed countries [20].

In certain areas where it is almost impossible to provide Internet services, data can
be sent through a bandwidth limited link. Some examples of such low-availability links
are satellite links and congested mobile networks. Basic Internet provides solutions for
optimizing the stream of information in such a way that a high amount of information
can be provided despite the unfavorable conditions mentioned earlier.

The Basic Internet Core Network is the one responsible for the information opti-
mization and its partners are the ones that make it possible.

Opera Mini is one of the best examples of a browser designed primarily for mobile
phones, smartphones and personal digital assistants that can provide a maximum of
information, even though it has limited capacity in the network [21].

A cost-effective Internet distribution worldwide is possible due to state of the art
architectures that offer free basic access requiring 4.5 megabytes per user a month.

A high-bandwidth local distribution network represented by a server fully loaded
with information freely available for everyone is presented in Fig. 2.

The Basic Internet foundation offers full business access through the sales of
vouchers giving full access to the Internet, thus promoting individual development.

When we are talking about the distribution of the Basic Internet, we need to refer to
the method of using two satellite modems: one that includes Router Board and the other
that has an external one. The Router Boards are preconfigured with an IP address, so by
connecting to the satellite the connection to the billing center at Kjeller is done auto-
matically. In its complete form the configuration contains: a satellite dish, a satellite
modem, a distribution network, and a Wi-Fi unit.

The Basic Internet software was developed by making integrations and by adapting
certain devices to its needs. Considering the previous affirmation, the foundation

Fig. 2. The basic internet central AAA and the basic internet customer equipment
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decided to make the mobile networks possible with the use of the BRCK (pronounced
“brick”) [22]. The name was given because it has the shape similar to that of a brick
and it helps people better relate to it as a necessity. The BRCK is a connectivity device
that fit the needs of networking, where electricity and Internet connections are a big
problem both in urban and rural areas. It is used as a backup generator for the Internet,
but one of the important features is that the BRCK comes included with a backup
battery. It also has an external omnidirectional antenna and a solar panel, helping it to
adapt to the application areas.

Another option for having Internet access through mobile networks is by com-
bining a USB modem and USB capable MikroTik router [23].

Following the principle of the Basic Internet of a low-bandwidth information
provision, the focus is mainly on the applications specifically developed for distributing
a large amount of collective information without high requirements, like Wikipedia and
other information pages that can work with a minimum bandwidth.

An important development projects is the one referring to health applications that
provide information based on the feedback given by the sensor or user. The main idea
is to transmit the data about a person’s health over the low-bandwidth link and to get
reliable personalized information back to the user for treatment.

Referring to the business innovations the core idea is to foster business innovation
in developing economies, by receiving up-to-date information about: customers,
partners, markets and innovations that can be implemented.

Google Inc. dedicated its resources to the development of running wireless net-
works in emerging markets for connecting more people to the Internet [24]. The main
areas targeted are the ones underdeveloped such as sub-Saharan Africa and Southeast
Asia. The plan is for Google to develop the networks by teaming up with local
telecommunications firms and equipment providers in the emerging markets. The
contribution Google can make to these countries are on a larger scale than imagined,
since the company could use airwaves reserved for television broadcasts as well as
create business models to support them.

5 Conclusions

In this paper we have presented the development as well as the principles which the
Basic Internet Foundation is based on. The core of the initiative is to help provide free
Internet to underdeveloped areas with economic issues by using a cost efficient way of
networking.

The main problem is convincing people to trust in this initiative. Since most of the
people living in areas mentioned before don’t see the benefits that come with such
projects, the approach must be one of offering assistance and demonstrations, and not
of imposing an idea without their acceptance.

Other initiatives, programs and companies that support the same ideas as well as
their results are also presented and many solutions for future work envisioned for the
purpose of life improvement were reviewed. The development of such programs will
enable strong impact in many areas by making enhancements regarding: data transfer,
health, economy, knowledge, business, entertainment and others.
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Abstract. As demonstrated by numerous ethno-anthropological studies, food
can be a powerful basis for the integration of different ethnic groups and pop-
ulations. The Bread project uses this integration capability, rooted in the con-
vivial atmosphere of the experience of eating together, to address the pressing
issue of the integration of migrant communities and host communities in the
face of the recent migration flows that cross the world and that in Mediterranean
Europe find one of their focal hubs. As part of the Bread philosophy, food is the
Trojan horse for full-spectrum cultural integration, so we can actually say that
the goal is to go from “global bellies” to “global minds”. To this end, a platform
was developed that merge this ancestral capacity of food with the potential
offered by the Internet, Web 2.0 and technologies and advanced solutions for
social networking and for the dynamic acquisition and sharing of content. But
Bread is a concept replicable on a global scale as well as adaptable to local needs
and features, and the implementation referred to here is indeed adapted to the
specific context of the city of Rome.

Keywords: Geo-cultural integration � Social networks � Blogs � Content
analysis � Management

1 Introduction

All human history can be viewed as an effort of mankind towards globalization, and
this in turn has triggered various efforts of integration such as: the integration of trade
routes through which goods can travel; the integration of roads on which armies can
march; the integration of local institutions like provinces and regions into larger
institutions like national states, empires and federations; the international integration of
local financial regulations, so as to extend the scope of financial and economic
exchanges. Migration flows have been in the past and are in the present, and everything
suggests they will continue to be in the future, one major factor of ethnic-cultural
integration. Unlike other cases of integration, they happen as a bottom-up spontaneous
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action rather than through top-down planning, and can be considered both an effect and
a cause of globalization. Like all unplanned activities involving a multiplicity of actors
with mostly contrasting interests, they bring with them a considerable potential for
conflict, and in the past have been the basis for a series of momentous changes
occurring in a manner anything but painless. The conditions for epochal migration are
being repeated now, mainly in consequence of two combined factors: the north / south
geopolitical dichotomy, such as Central / Northern America and South / North of the
Mediterranean sea; and the global mobility of diverse communities, made possible by
globalization as such and propelled by a variety of reasons like seizing opportunities,
economic improvement, political exodus etc. These more recent migrations mostly
occur in a peaceful manner, and in no way can be considered as hostile. Thus, facil-
itating the integration processes that follow them is crucial in order to ensure that they
are immediately bearers of economic prosperity and social harmony, both for the host
population and for the new comers [1, 2]. This is the purpose of the “Bread” project,
that aims to integrate visitors and emigrants by combining a very old form of dialogue
and contact between people, namely the sharing of the food experience as a primary
form of conviviality, [3, 4]with the very latest possibilities offered by the social net-
works and the blogosphere.

The idea behind Bread is to define a concept that can be implemented and rooted in
specific local/urban contexts, with their own migrant and hosting communities. Each
implementation of Bread defines its own ecosystem, and this will be in turn open to
federate with other instances of Bread in a broader ecosystem. The first implementation
of Bread, used here as a case study, is being carried out in the territory of the city of
Rome, which is a particularly stimulating one for several evident reasons. Rome,
capital of Italy, and formerly of the Roman Empire, the seat of the Vatican, is one of the
largest cities of Mediterranean Europe, whose age-old cultural heritage includes a rich
culinary tradition. It is also receptacle of a wide, varied and layered migrant commu-
nity, which carries its own ethnic and cultural traditions, including the culinary ones,
that often are also a primary source of income [5, 6]. In this context Bread, that started
operations in April 2015, uses food as a “Trojan horse” to facilitate integration and
mutual understanding, coherently with the assumption that integration is not a one-way
process (migrant-> host) but mutual (migrant <-> hosting) [7]. The potential pool of
users and the consequent potential for integration is enormous: just in Rome, there are
around 200 communities of migrants that cover nearly the whole range of nationalities.
Migrants registered to the city registry are 381.101 (52.4% are female) and represent
the 13,1 % of the total residents (as at January 2013). This percentage is steadily
increasing and does not take into account a significant number of illegal migrants.

Thus the Bread concept addresses in a simple and effective way a complex reality,
and requires the support of an adequate IT architecture for its implementation, which
involves the use of systems of creation, management, classification and recommen-
dation of content, as well as of geo-referenced management of the points of interest
involved (which can be either in the city of residence, ie in this case Roma, or in the
territories of origin of migrants), as well as of social networking and e-commerce. The
goal of this article is to describe the adopted criteria of design and use of the current
Bread implementation, and is for the rest structured as follows. Section 2 describes the
socio-cultural context of use of the Bread implementation in Rome. Section 3 describes
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the Bread architecture and the various components it relies on, and exemplifies typical
cases of use focused on the aspect of dynamic recommendation of content aimed at
fostering geo-cultural integration. Section 4 concludes the article.

2 The User Basis for BREAD in Rome

Who will be the Bread users in Rome then? From the point of view of migrants, they
consist primarily of those who work in catering and restaurants, and those who work in
families. Those who work in restaurants are typically from the first and second gen-
erations, such as the Chinese (the wealthiest, and the most present in the area as owners
of restaurants and bars) and the North Africans (mostly Egyptians for pizzerias), but
also South Americans for meeting places and clubs. What do they find in Bread? A
place where to advertise their restaurants and shops, take reservations, advertise events,
and where to learn more about our eating habits (ie pizza courses for the Egyptians).
Bread will thus be a place where they can raise awareness of their idea of cuisine and
culture, and where there is space to exchange experiences. Those who work in families
are for the most part Filipinos and east Europeans, especially in the first generation, and
mainly women, employed as domestics, caregivers or nannies. What do they find in
Bread? A place where they can learn about our idea of cuisine, useful so as to find out
how and what to cook in a typical Italian family, to the children, to the elderly. A place
where to find simple recipes, video clarifiers and “tips” on where you buy better. Bread
will thus be a useful ally, a tool to not make mistakes, to fit best in a household
environment. And they too will find a space where to exchange experiences. The Italian
user can be anyone. In virtue of this mutual process the Italian will learn more about the
culture of migrants by going through their recipes and getting access to events and
news. For instance, from Chinese caramelized pork ribs one can get an idea about
Chinese food aversions and about Chinese holidays, can link to those restaurants that
prepare them better, and perhaps plan a travel to China, and so on.

3 The Bread Architecture

In the definition of an architecture to fulfil the objectives of BREAD we have therefore
kept in view the following three main requirements:

(a) the specific theme of food requires the creation and constant feeding of dedicated
content, of informative and educational nature, by a team of editors and journalists
with expertise in the field;

(b) at the same time, the main aim should be pursued through the routing and the
facilitation of bottom-up participation so as to promote the integration process
through the development of an inter-ethnic community of hosts and migrants;

(c) to be fully effective, such a process of integration must go beyond the initial
context of food, and cover the wider spectrum of the cultures of origin of hosts
and migrants.
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In order to fulfill the indications above, Bread is built from one main component,
given by a social network. The social network itself is partitioned in two areas. One
area is assigned to registered users in order to fill it with their content. Thus each user
has a profile page which she can update freely. The other area corresponds to the news
feed, which each user receives arranged according to her own preferences by exploiting
a powerful methodology for the classification and recommendation of contents. The
news feed not only contains user-generated content but also content generated by the
editorial team of Bread through a structured process of content generation, covering a
variety of themes that appear relevant for the Bread user communities. For the purpose
of best conveying to users such wealth of contents the news feed is partitioned
according to categories and topic areas, in the style of a blog. Content generated by the
editorial team is manually inserted into the appropriate topic areas, while user gener-
ated content is assigned in a semi-automated fashion to topic areas through the use of a
classification engine. Furthermore, a Web crawler constantly collects and updates also
contents residing outside of Bread that nevertheless may be relevant for Bread users,
particularly those contents that reach from food into wider domains and thus contribute
crucially to the objective of geo-cultural integration.

In this way the Bread architecture encompasses in a simple and effective way three
successful paradigms of Web 2.0, namely social networks, blogs and content crawling.
Further elements that support an even more immersive and effective user experience are
geo-referenced searches through points-of-interest and augmented reality.

This architecture has been implemented by leveraging a number of enabling
components (enablers), some of which were developed in-house, such as the Web
crawler, while others were taken and adapted from the open-source world on the basis
of such criteria as their established reliability and quality, as well as their adaptability to
the methodologies specifically defined and adopted by the development team of Bread.
The support for journalistic content creation is given by Wordpress www.wordpress.
org, the content management system that has become the standard infrastructure in the
management of blogs. The enablers for the management, respectively, of the partici-
pants in the Social Network, of the points-of-interest (POIs) and of the applications of
augmented reality were taken from the Fiware software ecosystem www.fiware.org,
which provides thus one of the main backbones for the platform.

The aspect of classification and recommendation of content plays a crucial role in
Bread, both for the contents on food, which are instrumental in the bootstrapping of an
inter-ethnic community, and for additional related contents, which are exploited to step
further into the process of geo-cultural integration. The choice of technology to deploy
and manage this kind of extended content access is given by the Probabilistic Topic
Models (PTMs) [8]. This choice is justified by a variety of reasons, among which the
following are particularly relevant: (i) PTM algorithms have gone through a period of
more than 10 years of honing and tuning, that allowed to evaluate and maximize their
power, flexibility and robustness in the analysis and classification of large amounts of
textual data; (ii) furthermore, they are based on unsupervised learning, which provides
for maximal automation in the execution of the analysis and classification tasks, but can
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also be bent to supervised or semi-supervised modes so as to fit existing classification
structures; (iii) there is an excellent open-source software written in Java, and known as
Mallet http://mallet.cs.umass.edu/, which makes feasible a quick and cheap transfer of
this technology into the application context; (iv) the Bread team has given original
contributions in the definition of information retrieval methods based on PTM and
applicable to real cases, and has experience in the use for this purpose of Mallet.
Therefore Mallet has been chosen as the enabler for this aspect of the architecture.
Techniques illustrated in [9] and [10] are used to classify contents into topics, to track
“hot topics” and to recommend contents either because they share topics or because
they are related through probabilistic transitions. As pointed out in [11], the dichotomy
“topic sharing versus probabilistic transitions” among content objects can be thought as
an information-theoretic reconstruction of the well-known distinction from social
sciences [12] between “strong links” (links within one’s inner circle) and “weak links”
(links that extend beyond one’s inner circle, and thus open up new social perspectives),
which fits itself well with Bread’s philosophy of initial integration around food, and
then of further expansion of such integration through broader themes. Indeed, in this
way, items are recommended not only within the initial domain (in this case, food), but
also in additional domains that, albeit related, are totally independent, so as to improve
and expand the exploration prospects of the user experience. This further feature, which
is needed for the specific objectives of geo-cultural integration, provides a significant
and original extension of the state of the art in the use of topic models for the purpose
of implementation of recommendation systems (for example, with respect to the
methodologies illustrated in [13]).

Figure 1 provides a view of the Bread architecture from the standpoint of content
flows, while Figs. 2 and 3 depict two cases of content recommendation, the first one
within the boundary of food and the second one going beyond such boundary by
stepping into the domain of wider interests.

Fig. 1. Content flows in the Bread architecture
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4 Conclusion

We have described the Bread concept for the geo-cultural integration among migrant
communities and host communities, which exploits the ancestral conviviality of the
experience of eating in order to create an initial integration on the basis of mutual
culinary interests and then make the leap towards full-fledged cultural integration. In
support of this concept, a specific platform has been developed supporting social
networking and dynamic sharing and acquisition of content for the purposes of the
Bread way to geo-cultural integration. The prototype phase of this platform has as
scope the city of Rome, after which it may be replicated and applied in other contexts
with similar, albeit locally specific, characteristics and issues.
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Abstract. Cultural Heritage has got great importance in recent years, in order
to preserve countries history and traditions and to support social and economic
improvements. Typical IoT smart technologies represent an effective mean to
support understanding of Cultural Heritage, by their capability to involve dif-
ferent users and to catch their explicit and implicit preferences, behaviors and
contributions. This paper presents FEDRO, an authoring platform, as part of the
intelligent infrastructures developed in DATABENC to support a cultural
exhibition of “talking” sculptures held in the Southern Italy, in 2015. FEDRO
aims to automatically generate textual and users profiled artworks biographies,
employed to feed a smart app for guiding visitors during the exhibition.
A preliminary experimentation revealed a tangible improvement in the users’
experience appreciation during the visit. Quality estimations of generated output
were also computed exploiting users’ feedbacks, collected through a manual
questionnaire, subscribed at the end of their visit.

Keywords: Internet of things � Authoring systems � Text analysis � Semantic
web � Domain ontology � Cultural heritage � Natural language generation

1 Introduction and Motivating Example

Internet of Things (IoT) represents an effective mean to support understanding of
Cultural Heritage (CH), by enhancing people’s awareness about its effective value.
Smart cultural sites are a meaningful applications of IoT into CH, aiming to involve
visitors with more amazing and personalized experiences in living culture. “Talking”
museums exploit a novel approach in the story telling of an art exhibition. More
generally, cultural objects and sites (sculptures, drawings, buildings, etc.) are enabled
to tell visitors about their stories, when supported by intelligent infrastructures.

In this scenario, a not trivial and not yet deeply investigated issue concerns the
selection and organization of knowledge delivered to users. IoT enables objects to
communicate each others, but what they should be able to tell and how they could
communicate with their human interlocutors should not be taken for granted.

Users, differencing by cultural and social background, by age and sensitivity, have
to be approached in different ways, in order to reach an effective engagement with the
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context they are experimenting. A first effort in this direction could be the proposal of
the same contents (artworks biographies) in different appearances.

The proposed FEDRO platform (early demo version at http://www.ilbellooilvero.it/
FEDRO) is currently tailored to generate two different types of profiled textual art-
works biographies, respectively, for generic or “not specialist” users (an occasional
tourist, e.g.) and schoolchildren. In the last case, biographies are more amazing; they
are shaped as detailed short fables. Platform name comes from Phaedrus, the most
famous fables writer from ancient Latin age.

The adopted approach promises to be scalable and flexible enough to support
extensions for other types of users. In this perspective, new lexical ontologies have to
be built and integrated in the system. For a better characterization of different users, the
contribution of folksonomies is remarkable. They consist in taxonomy of terms gen-
erated by collecting users’ annotations on multimedia cultural objects during their
activities in the web. Knowledge discovery and integration services of not structured
implicit and explicit contributions (users’ comments, descriptions and any digital trace
incoming from Social Networks and User Content Generation Communities (e.g., Wiki
Systems)) support the authoring platform.

Finally, users profiled textual artworks descriptions are employed to feed a mobile
app, as part of an IoT smart infrastructure, supporting users during an actual “talking”
sculpture exhibition. Artworks, provided with smart processing board, interact with
their human visitors, by telling their own stories according to the specific type of user.

2 Related Works

Most contributions concerning systems and applications supporting CH, mainly focus
on technological and infrastructural issues and contents recommendation strategies.
The authors of [1] proposed a network based ticket reservation system which is a
localization-based smartphone application with augmented reality.

In [2], a Personalized Location-based Recommender System provides personalized
tourism information to its users. According to [3] exchanged data can be opportunely
exploited by a set of applications in order to make “smart” systems. Social network is a
set of Smart Spaces, each needing particular IoT infrastructures and services to
transform the physical spaces into useful smart environments. In [4], authors present
the design of an IoT based system infrastructure to support a “talking” museum. They
focused on the development of a multi-tier system made of a back end server appli-
cation for multimedia contents storage and a front-end smart App, to deliver recom-
mended contents according to users profiles and location based services. In [5], authors
improve the system described in [4], proposing a semantic enrichment of the cultural
contents system, by exploiting Social Networks as further knowledge source.

In [6], a perspective on the support of Artificial Intelligence to CH is given, intro-
ducing an ontology based approach to improve the effectiveness of recommendation
systems. In [7], folksonomies are employed as the base of a strategy to enhance content
based filtering techniques of multimedia objects, by the exploitation of semantic
annotation (tags) released by users on cultural digital objects during their web naviga-
tion. Users profiles generation, based on YAGO ontology is investigated in [8, 9].
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In [10, 11] top level information retrieval, text analysis strategies and sense dis-
ambiguation strategies are discussed. A survey investigating some of the most relevant
approaches in the areas of automatic text summarization is presented in [12].

Natural Language Generation (NLG) Systems, applied in CH domain, are inves-
tigated in [13]. They are employed in order to build structured textual descriptions,
based on cultural objects ontologies as lexical vocabulary and documents plan to
establish the phrasing structures. The authors propose Natural OWL [20], an effective
working implementation of a NLG engine, able to automatically generate simpler or
more complex textual descriptions in two different languages, English or Greek.
System feeds with a lexical ontology, a micro-plan for text structure and users’ profile
information. Entities vocabularies are fixed for all type of users and the profiling
information are used to modify some text features, as length. So, the general appear-
ance of the textual description keeps quite unchanged but such a system represents an
example of authoring system in the CH domain.

3 System Processing Flow and Architecture

A general overview of FEDRO platform architecture and processing flow is shown in
Fig. 1. Its users are mainly domain experts, enabled to to fill in original complex
artworks textual descriptions (documents corpora) by a friendly GUI. They can select
the target audience and language (currently, English and Italian) and new profiled
descriptions are provided as output. Additional process inputs are users’ profiles tables,
lexical dictionaries and domain ontologies, user generated terms taxonomies (folk-
sonomies), sentences taxonomies (containing the phrasal structures and language rules
needed during the customized text generation step).

At a glance, the processing flow is composed of the following four steps:

1. Text Analysis: Typical text analysis and summarization techniques are applied to
input documents corpora; terms and sentences are extracted and disambiguated by
the support of lexical and domain ontologies The output is represented by lists of
relevant terms and sentences.

2. Semantic Enhancement: Lists of terms and sentences are semantically enriched and
expanded. Terms are annotated by a detailed description and a list of synonymous,
each one provided with a label indicating the most appropriate lexical forms for
each type of user. Domain ontologies (for specialist terms), Linked Open Resource
Archives and sentences taxonomies are employed to select new simplified sen-
tences, according to semantic similarity criteria.

3. User Profile Based Elements Tailoring: Annotated terms and sentences are tailored
according to users’ profiles. When a user’s profile is selected, terms and annotations
matching the label profile are selected. Prebuilt users folksonomies, when available,
are consulted to refine terms and sentences with those ones more familiar to user’s
class.

4. Natural Language Text Generation: The filtered list of terms (user’s vocabulary)
and sentences (micro-plan text structure) are provided as ontologies to the NLG
engine, finally producing the expected textual description, in the selected language.
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Fig. 1. FEDRO system general architecture and processing flow.
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3.1 Implementation Details

FEDRO platform was basically implemented in Java technology, according to a Model
View Controller (MVC) architectural pattern. It is characterized by a layered and
multi-tier structure. The View Layer is represented by a friendly web user interface for
filling in complex descriptions and desired target text features.

The Control layer is a collection of Java servlets, involved in the dispatching and
coordination phases of requests among Model modules. The Model layer, is the core of
the authoring system consisting in a set of services, responsible for workflow
orchestration of data source interactions and processing tasks.

Text analysis is performed by a Python module implemented by the NLTK [14]
framework and integrated with Java components by Jython API [15]. As large lexical
databases, WordNet [16] and MultiWordNet [17] were employed for English and
Italian languages, respectively. The Getty Vocabularies [18], available as LOD, were
integrated as specific art domain ontology. Users folksonomies were integrated in the
aspect of profiled users lexical ontologies. Ontologies were managed by using API Jena
[19]. To generate new textual descriptions in natural language, the Natural OWL [20]
framework was employed. This system offers a native support for English and Greek
languages. So, it was extended to support Italian language.

3.2 Case Study and Preliminary Results

In Table 1, left and right columns show, respectively, the original complex text, pro-
vided by domain expert and the platform generated fable description. Because of the
lack of a standard ideal model of output, initially, the similarity between segments of
text was measured by applying lexical matching techniques, good for finding seman-
tically identical matches. Basing on experience, a semantic compliance threshold was
set to a value of 85 %. A test plan, performed on a 150 generated texts sample,
produced a recall value of * 70 %. Interesting but less unbiased indications about the
effectiveness of the proposed approach, were provided by users’ feedback at the end of
their visit in the “Il Bello o il Vero” (http://www.ilbellooilvero.it) exhibition.Over than
200 sculptures were exhibited for about 7 months; different schoolchildren visits were
scheduled in 15 different days, and each day a different group of 10 artworks fables was
proposed by exploiting a mobile app.

An appreciation questionnaire was submitted at the end of the visits, asking to
assign a quality score in the range 1– 4 (very much, enough, low, absolutely not) to
specify the appreciation level in the visiting experience. Some of measured features
were the comprehension and recording level, the clarity and the pleasantness of the
proposed narrations. An overall improvement in the comprehension and appreciation
level in the exhibition experience was recorded, but more robust and unbiased tests and
metrics have to be performed to assess and improve the effectiveness of the proposed
approach.
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4 Conclusions and Future Work

In this paper an authoring platform supporting IoT smart applications in the CH domain
was introduced. Most valuable contribution of this work should be identified in the
novel proposed approach, mashing up top level information retrieval and text analysis
strategies, with semantic processes, involving lexical and domain ontologies and users
generated contents (by UGC systems).

The final aim is to automatically generate customized artworks descriptions for
different type of users, feeding smart IoT cultural applications. Approaching people in a
right and customized way could significantly enhance people’s awareness about the
effective value of their territorial richness and the related social and economic oppor-
tunities. In this perspective, from current literature, no other contributions are strongly
focused on this issue or implement similar approaches for the same aim.

A further novelty aspect is the communication strategy, based on the choice to
generate simplified descriptions in the shape of fables, in order to make culture and art
environment more charming for children audiences. Current version of the platform is
able to generate two different types of profiled textual artworks biographies (general
descriptions and short fables). The adopted approach in the platform design promises to
be scalable and flexible enough to support extensions for other types of users. New and
different lexical ontologies can be built and easily integrated in the system.

As future work, an interesting possibility is the exploitation of different top level
text analysis and semantic based strategies and interactive users experiences and
evaluations, to improve the quality of generated textual descriptions. Finally, a related

Table 1. A comparison between input text and output simplified textual descriptions.

Input: Technical description (Domain
Expert)

Output: Simplified fable description
(Schoolchildren)

Carlotta D’Asburgo A Miramare is a model
in gypsum and it was realized around 1914
by the sculptor Francesco Jerace. He was
born in Polistena in 1853 and he died in
Napoli in 1937. It comes from the
collezione privata. The plaster model by
Francesco Jerace represents The Empress
of Mexico Charlotte of Habsburg in
Miramare, where the marble was exhibited
for the first time in 1999 at the Museo
Civico di Castelnuovo. Charlotte is shown
seated in front of the castle of Miramare in
Trieste, with an eye toward the sea in
expectation of the return of melancholy
consort Maximilian of Hapsburg. Daughter
of Leopold of Belgium, becomes, after the
shooting of her husband, the heroine of a
nineteenth-century romantic tradition of
the last chapter.

Once upon a time, in a country named Italy,
there was a man, whose name was
Francesco Jerace. This man worked as a
sculptor. A sculptor is an artist who is very
able in working stones in beautiful shapes.
What you are now looking at is named
“Carlotta D’Asburgo” Empress of Mexico,
portraited when she looked out the balcony
of her castle of Miramare, in Trieste,
waiting for the return of her husband. This
sculpture was made in 1914, in white
gypsum and it is stored in another famous
Castle, in Naples, in the Southern Italy.
This castle is used as a museum. Its name
is “Civic Museum of Castelnuovo”, built
in 1266. Local people call it as Maschio
Angioino, from the name of French King
Carlo d’Angiò, dominating Southern Italy
about in XIII century.
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open issue, aim of future investigations, is the absence of a standard human or auto-
matic evaluation metrics to establish a text quality baseline.
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Abstract. We consider the problem of estimation of sparse time dis-
persive channels in pilot aided OFDM systems on Single Input Multiple
Output (SIMO) channels, i.e. with a single transmit and multiple receive
antennas. In such systems the channels are inherently continuous-time
and sparse, and there is a common support of the channel coefficients of
channels associated with different antennas, resulting from the same scat-
terer. To exploit these properties, we propose a new channel estimation
algorithm that combines the atomic norm minimization of the Multiple
Measurement Vector (MMV) model, the MUSIC and the least squares
(LS) methods. The atomic norm minimization of the MMV model allows
to exploit the common support assumption and the continuous-time nature
of the channels, MUSIC allows for simple joint estimation of the delays
corresponding to the same scatterer, and LS allows for estimation of the
path gains. To evaluate the proposed algorithm, we compare its perfor-
mance with the case when the common support assumption is not used.

Keywords: Channel estimation · Joint atomic norm minimization ·
SIMO channel · Pilot aided OFDM

1 Introduction

Channel estimation is essential in contemporary communication systems. Many
of these systems are OFDM based and use pilot subcarriers for channel estima-
tion. Additionally, most systems are designed to work with multiple antennas at
the receive end. Here we consider such systems in a scenario where the channels
between the transmit and the receive antennas are time dispersive and sparse in
the sense that there are few strong channel paths that are resolvable. With the
introduction of compressed sensing (CS), sparse channels have received signifi-
cant attention [1–4], but CS, in its ordinary form, is not well suited for channel
estimation since the delays of different paths can be arbitrary within a certain
range (due to the channel continuous-time nature) and CS requires the delays
to be on a predefined grid of delays. The recent framework of atomic norm

c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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minimization [5,6] allows for estimation of sparse quantities not falling on a pre-
defined grid. In [7], we used this framework to propose an algorithm for channel
estimation of sparse time dispersive channel in pilot aided OFDM system with
single antennas at both the transmit and receive ends. Here we extend the algo-
rithm to the SIMO case. It has been shown in [8,9] that when the signal to noise
ratio is not too high, the delays of the paths corresponding to the same scat-
terer, received on different receive antennas, are not clearly distinguishable and
can be treated as being the same. This leads to the common support assumption
of the coefficients in the channel impulse responses, which we exploit to jointly
estimate the delays corresponding to the same scatterer, by modifying the algo-
rithm from [7]. In fact, we replace the atomic norm minimization from [7] with
the atomic norm minimization for the Multiple Measurement Vector (MMV)
model [10,11]. The algorithms presented in [8,9] require that the pilot subcar-
riers are equidistant, and in the proposed algorithm we place them at random
positions [7], resulting in the ordinary CS subsampling.

The novelty of this paper comes from introducing the atomic norm minimiza-
tion in the estimation of sparse time dispersive channels with common support
in pilot aided OFDM SIMO systems.

The paper is organized as follows. In Sect. 2 we describe the OFDM channel
estimation problem in time dispersive SIMO channels, its connection to the
atomic norm minimization of the MMV model and the new algorithm. In Sect. 3
we show simulation results. Section 4 concludes the paper.

2 Problem and Algorithm Description

We investigate an OFDM system with a single transmit antenna and Nr receive
antennas. The system uses N subcarriers to transmit pilot or data symbols. The
OFDM signal between the transmit antenna and the r-th receive antenna is sent
through a time dispersive channel whose baseband channel impulse response,
when I specular (point) scatterers are present, during a single frame transmission
(assuming a block fading model), is [2,4]:

hr(τ) =
I−1∑
i=0

hr,iδ(τ − τr,i) (1)

where hr,i and τr,i are the complex gain and the delay associated with the i-th
path. For this channel model, the channel estimation is carried out for each block
and the pilots are used in a single OFDM symbol in each block. At the receiver,
after processing the signal at antenna r, r = 1, ..., Nr we obtain:

Y0r
(n) = Hr(n)X(n) + Wr(n), n = 0, ..., N − 1 r = 1, ..., Nr (2)

where X(n) is the pilot/data symbol sent on the n-th subcarrier, Wr(n) is
the noise sample at the n-th subcarrier and r-th antenna (noise samples are
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independent in both the frequency and space coordinates and are modeled as
zero mean circularly symmetric complex Gaussian variables with variance σ2

n0
)

Hr(n) =
I−1∑
i=0

hr,ie
−j2π n

N

τr,i
Ts , n = 0, ..., N − 1 r = 1, ..., Nr (3)

and Ts is the sampling interval. We introduce a constant L, such that 0 ≤ τr,i ≤
L ≤ Lcp (where Lcp is the length of the cyclic prefix), and, assume that L is
an integer of the form L = N/D for an integer D. In the rest of the paper, the
estimation of Hr(n) for n = 0, ..., N − 1 and r = 1, ..., Nr is termed the channel
estimation problem. We set Hr = [Hr(0),Hr(1), . . . , Hr(N − 1)]T .

Since the true τr,i’s are continuous, the estimation of Hr(n) can be formu-
lated as a CS problem based on the atomic norm minimization [5,6,10,11] (such
formulation for the SISO channel is proposed in [7] but it does not exploit the
common support assumption, and, thus, it can be used only for independent
channel estimation for each r). To decrease the complexity of the solution for
such formulation, as explained in [7], the pilot subcarriers are allocated at P
positions (since the channel is sparse P < L) np, p = 0, . . . , P − 1, that create
a randomly chosen subset of the set of the equidistant L positions which are at
integer multiples of N/L i.e. np ∈ {0, N

L , ..., (L−1)N
L }. With such a pilot alloca-

tion scheme, setting n,
p = np

L
N , p = 0, ..., P − 1, using equi-powered (constant

amplitude and random phase) pilot symbols and dividing the received samples
Y0r

(np) with X(np) we obtain:

Yr(n,
p

N

L
) =

I−1∑
i=0

hr,ie
−j2π

τr,i
LTs

n,
p + W1r

(n,
p

N

L
) (4)

where W1r
(n,

p
N
L ) are zero mean circularly symmetric complex Gaussian variables

with variance σ2
n, independent in both the frequency and space coordinates.

Equation (4) represents a model with subsampled measurements of a signal in
noise. It should be noted that the subcarriers not carrying pilot symbols can be
used to transmit data symbols which increases the system capacity.

For clarity, we first introduce the atomic norm and an algorithm for indepen-
dent channel estimation (based on [7]) and then extend it to the MMV model.
The atomic norm of x ∈ C

U×1 [5] is:

||x||A = inf
ci≥0

φi∈[0,2π)
fi∈[0,1)

{
∑

i

ci : x =
∑

i

cia(fi, φi)} (5)

where A = {a(f, φ) : f ∈ [0, 1), φ ∈ [0, 2π)} is the set of atom vectors a(f, φ)
whose components are au(f, φ) = e−j(2πfu+φ) for u = 0, ..., U − 1, and ci ∈ R.
As explained in [5], the SDP form of ||x||A is:

||x||A = inf
x,u,t

{ trace(Toep(u))
2U

+
t

2
:
[

Toep(u) x
x∗ t

]
� 0} (6)
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where � 0 stands for a positive semidefinite matrix, Toep(u) is a Toeplitz matrix
created using the elements of u and trace(·) is the matrix trace.

In the approach with independent channel estimation for each r, r = 1, . . . , Nr,
we estimate each Hr as in [7]. We use the mapping fi = τr,i

LTs
∈ [0, 1), cie

−jφi =
hr,i, U = L, introduce the notation yr = [Yr(n

,
0

N
L ), . . . , Yr(n

,
P−1

N
L )]T , HL,r =

[Hr(0), . . . , Hr(
(L−1)N

L )]T and HP,r = [Hr(n
,
0

N
L ), . . . , Hr(n

,
P−1

N
L )]T , and esti-

mate HL,r for the subsampled signal in noise scenario as [7]:

min
HL,r

μ||HL,r||A +
1
2
||yr − HP,r||22 (7)

where μ is a constant. Using the SDP form of the atomic norm (6) and the
reconstruction algorithm in the subsampled noisy case (7), the estimates of HL,r

and ur can be obtained as:

[ĤL,r, ûr] = arg min
HL,r,ur,tr

μ

(
trace(Toep(ur))

2L
+

tr
2

)

+
1
2
||yr − HP,r||22

subject to
[

Toep(ur) HL,r

H∗
L,r tr

]
� 0 (8)

where μ can be estimated as ρ
ρ−1

√
L(ln M + ln(πρ) + 1)σn with ρ = limk→∞ ρk,

ρk+1 = 2 ln ρk + 2 ln(πM) + 3 for ρ0 > 2 and M = n,
P−1 − n,

0 + 1 [6].
As explained in [7], the estimates τ̂r,i of τr,i can be obtained from the Toeplitz

matrix Toep(ûr) using root MUSIC. As in [7] we assume that I is known (other-
wise, it can be estimated as explained in [6]). Having obtained τ̂r,i’s, we estimate
the hr,i’s using the LS method:

ĥI,r = arg min
hI,r

||DrhI,r − yr||22 (9)

where Dr is a P × I matrix with elements [Dr]p,i = e−j2π
τ̂r,i
LTs

n,
p , i = 0, ..., I − 1,

p = 0, ..., P −1 and hI,r is an I ×1 vector that contains the hr,i’s. The estimated
τ̂r,i’s and ĥr,i’s are used in (3) instead of the τr,i’s and the hr,i’s to estimate
Hr. To obtain the estimates of Hr of all Nr channels the procedure is repeated
Nr times (r = 1, ..., Nr). It should be noted that if the correlations among the
channels are available at the receiver, ĥI,r can be obtained as an MMSE estimate
instead of using the LS method, which may improve the method performance,
but the evaluation of such improvement is left for future work.

If the signal to noise ratio is not high, then it can be assumed that [8,9]:

τ1,i ≈ τ2,i ≈ ... ≈ τNr,i for i = 1, ..., I (10)
h1,i �= h2,i �= ... �= hNr,i for i = 1, ..., I (11)

which means that the different channels have common support. It should be
noted that the correlation between hr,i for different r and given i depends on the
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system parameters (carrier frequency and distance between receive antennas).
The expressions for calculating its value can be found in [9], and, for current
communication systems its value is below 0.5 [8].

Based on (10) and (11) we reformulate the channel estimation problem as
an atomic norm minimization of the MMV model. Namely, the definition of the
atomic norm of matrix X of dimensions U × Nr is [10,11]:

||X||A = inf
bi≥0,bi∈R

ψi∈C
1×Nr ,||ψi||2=1
fi∈[0,1)

{
∑

i

bi : X =
∑

i

bia(fi, 0)ψi} (12)

When bi �= 0 in (12), a(fi, 0) can be included in the creation of each column of X
with arbitrary phase and gain that are included in the value of the corresponding
element of ψi (the influence of the gains is partially contained in ψi and in bi).
So, each column of X is constructed of the same atoms a(fi, 0) but mixed with
different complex gains which means that each column of X can be considered as
a different measurement vector. By constructing HL = [HL,1,HL,2, ...,HL,Nr

],
HP = [HP,1,HP,2, ...,HP,Nr

] and Y = [y1,y2, ...,yNr
] the joint estimation of

the channel delays can be carried out using an SDP program for the atomic
norm minimization of the MMV model [11]:

[ĤL, û] = arg min
HL,u,W

μX

(
trace(Toep(u))

2
+

trace(W)
2

)

+
1
2
||Y − HP ||22

subject to
[

Toep(u) HL

H∗
L W

]
� 0 (13)

where Toep(u) is of the form Toep(u) = AKAH for A = [a(f0, 0) ... a(fI−1, 0)],
K = diag([k0 ... kI−1]) (ki, i = 0, ..., I−1 are positive real numbers).UsingToep(û)
from (13), the estimation of τr,i is jointly carried out for all r = 1, . . . , Nr using
root MUSIC [7]. Having obtained τ̂r,i, the hr,i’s are estimated using (9). In (13),

μX canbe estimated asσn

√
1 + 1

L

√
Nr + ln αNr +

√
2Nr ln αNr +

√
πNr

2 + 1 for

α = 4πM ln L, which is obtained by combining the results from [6] and [11].

3 Numerical Results

To evaluate the performance of the proposed algorithm we carried out Mat-
lab simulations. We assumed N = 512 and L = 64 in the OFDM system and
used CVX [12] for solving the SDP programs. In each simulation run we used
different realizations of the channel impulse responses. To generate the τr,i’s
we first generated I values τi from a uniform distribution on [2Ts, (L − 2)Ts)
such that |τi − τj | ≥ 1.5Ts for i �= j (see [5–7]), then generated Δτr,i’s for
r = 1, ..., Nr and i = 1, ..., I to have a uniform distribution on [−Ts

50 , Ts

50 ], and
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obtained the τr,i’s as τr,i = τi + Δτr,i. We generated the channel gains hr,i

as zero mean and unit variance circularly symmetric complex Gaussian vari-
ables, independent in both the frequency and space variable. We chose the P
pilot positions from the L available using equal probability for each position.
We called the algorithm that uses (13) ‘JAtomSR’ and we called the algorithm
that uses (8) ‘AtomSR’. Additionally, when appropriate, we showed the MSE
of the LS estimates obtained if all N subcarriers were used as pilot subcarri-
ers transmitting equi-powered symbols and the estimation was carried out as
Hr(n) = Y0r

(n)/X(n), n = 0, . . . , N − 1, r = 1, ..., Nr (termed ‘Full LS’). In (8)
we used μ obtained by scaling the value below (8) by 1/1.4 and in (13) for μX

we used the value below (13) scaled by 1/1.7. To obtain each point in each plot
we averaged the results from 500 simulation runs. As a performance criterion we
used the average per sample and per antenna mean squared error defined as:

MSE = E

[
1

NNr

Nr∑
r=0

N−1∑
n=0

|Ĥr(n) − Hr(n)|2
]

(14)

A performance comparison in terms of P and I is shown in Fig. 1. The lower bound,
assuming perfect knowledge of τr,i’s prior to the LS step (termed ‘Known delays’)
is also shown. JAtomSR shows significant performance gain over AtomSR due to
the utilization of the common support assumption, and its performance is very
close to the lower bound. The improvement is highest in regions where P is small
and/or I is high, and as P increases or I decreases the improvement decreases.
By comparing Full LS and JAtomSR in Fig. 1(b) we conclude that exploiting the
channel sparsity leads to reduced MSE even when low number of pilot subcarri-
ers are used. It should be noted that the Full LS algorithm has low complexity,
negligible compared to JAtomSR.

Performance comparison in terms of Nr and the inverse noise power 10 log10
1

σ2
n

is shown in Fig. 2. The improvement of JAtomSR over AtomSR, shown in Fig. 2(a),
increases as Nr increases, but the improvement slope is highest for Nr = 2 and

Fig. 1. The MSE in terms of P and I at 10 log10
1

σ2
n

= 10dB, Nr = 5
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Fig. 2. The MSE in terms of Nr and the inverse noise power at P = 32

decreases with the increase of Nr. Figure 2(b) shows that the improvement of
JAtomSR compared to AtomSR is almost constant for broad range of inverse noise
powers. However, in the high inverse noise power region the performance of
AtomSR becomes comparable to and even better than the performance of
JAtomSR. In this region, using the common support assumption does not help
anymore. Namely, here the noise power is very low and AtomSR is capable of esti-
mating the τr,i with such a precision that the evaluated different delays at different
antennas, associated with the same scatterer, significantly decrease the MSE. The
complexity analysis of JAtomSR is left for future work.

4 Conclusion

We proposed the use of atomic norm in the estimation of sparse time disper-
sive SIMO channels with common support in pilot aided OFDM systems. The
proposed algorithm uses specific subsampled subcarrier pilot allocation scheme
and is based on the atomic norm minimization of the Multiple Measurement
Vector model to jointly estimate the delays of the paths at different antennas,
corresponding to the same scatterer. The simulation results show that the per-
formance improvement compared to the algorithm that does not use the com-
mon support assumption, increases with the increase of the number of receive
antennas and is significant in the low to medium SNR region. At high SNR the
common support assumption does not hold and the performance of the proposed
algorithm degrades. The proposed algorithm can be also used in a MIMO OFDM
system, where specific orthogonal pilot patterns are used in the different OFDM
symbols of the training sequence, which allows the estimation of the channels
between any transmit and each receive antenna.
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Abstract. In this paper we present approximations of the outage prob-
ability for an amplify-and-forward MIMO relaying system with three
nodes, which employs multiple antennas at the nodes and orthogonal
space-time block coding (OSTBC) transmission over a flat Rayleigh fad-
ing. In the amplify-and-forward relay, the incoming signal is decoupled,
amplified and forwarded to the destination. Under assumption of avail-
ability of full channel state information at the relay and destination
and availability of direct link between the source and destination we
derived expression for approximation of the outage probability which is
sufficiently accurate in the entire SNR range of practical interest. The
results obtained by this approximation are compared with the approxi-
mations for outage probability of the system without direct link to the
destination.

Keywords: Outage probability · Amplify-and-forward · MIMO relay
system · Direct link

1 Introduction

Multiple-input multiple-output (MIMO) technology is becoming commonplace
in the contemporary communication systems since it offers significant perfor-
mance improvements in terms of their capacity and reliability, achieved through
exploiting the multipath propagation in the wireless medium. Wireless sys-
tems with multiple antennas are currently used in local area networks (802.11n,
802.11ac) and in cellular systems such as LTE and LTE advanced. Partly moti-
vated by the MIMO concept, a user cooperation has emerged as an additional
breakthrough concept in wireless communications, called cooperative diversity,
which has the potential to revolutionize the next generation communication sys-
tems by offering additional capacity and reliability improvements with small
additional signal processing and cost [1].

In the literature (e.g. [2–7]) for the implementation of the MIMO AF relaying
system a specific amplify and forward (AF) relaying scheme called Decouple-
and-Forward (DCF) relaying is used that has been proposed by Lee et al. in [2].
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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DCF is linear processing technique by which the relay converts multiple spatial
streams of the received OSTBC signal into a single spatial stream signal without
symbol decoding.

In this paper we derived simple universal approximations for the outage prob-
ability of the amplify-and-forward MIMO relay system with direct link, consisted
of a source, a decouple-and-forward half-duplex relay and a destination, each
equipped with multiple antennas and utilizing an OSTBC transmission tech-
nique in a Rayleigh fading environment. The results are compared with the
approximations of the outage probability of a dual hop decouple-and-forward
relaying system that already exist in literature [4].

In [3–7] we analyzed the performance of the amplify-and-forward MIMO relay
systems without direct link from the source to the destination. This analysis is
applicable when the sent signal from the source to the destination is very weak or
it does not exist at the destination. In such case the destination is reconstructing
the sent signal by processing the signal sent by the relay. Hence we call such
system a cascade amplify-and-forward MIMO relay system.

In [10] it is shown that the use of the relay which is helping the communica-
tion between the source and the destination might increase the capacity of the
system. According [11] the total end-to-end instantaneous SNR of an amplify-
and-forward relay system is a sum of two random variables: the SNR of the
direct component from the source to the destination (γ1) and the end-to-end
SNR - γ2 of the component that passes via the relay (Fig. 1). We study the out-
age probability of this relay system under the assumption that γ1 of the direct
transmission branch is statistically independent from γ2 of the relay transmission
branch.

The remainder of this paper is organized as follows. Next section presents
the system model. In Sect. 3 we derive the simple expressions for the probability
density function (PDF) of the amplify-and-forward MIMO relay system with and
without direct link to the destination and then derive the closed form expression
for approximation of the outage probability of the amplify-and-forward MIMO
relay system with direct link to the destination. Numerical results are presented
in Sects. 4 and 5 concludes the article.

2 System Model

The system model is presented in Fig. 1 where the upper branch of the system
represents the cascade amplify-and-forward MIMO relay system, and the lower
branch of the system represents the direct transmission link from the source to
the destination. It consists of a source, an amplify-and-forward MIMO relay and
a destination. Each of the three nodes are equipped with N antennas and utilize
OSTBC transmission. The relay employs a decouple-and-forward transmission
scheme in which if the additive channel noise is neglected, the estimate of the
transmitted symbol at the relay can be mathematically expressed as product
of the transmitted symbol and the sum of the squared modulus of the MIMO
channel coefficients. After the relay decouples the OSTBC signal it re-encodes



Outage Probability of Dual-Hop MIMO Relay systems with Direct Links 287

the decoupled symbols by usage of OSTBC, amplifies each of them separately
and transmits them over the relay-destination hop.

Fig. 1. Dual-hop amplify-and-forward MIMO relay system with direct link to the des-
tination

We consider N xN xN relay configuration, where the source, the relay and the des-
tination are each equipped with N antennas. We assume that there is no spatial
correlation between the signals transmitted or received in different antennas. The
amplify-and-forward relay applies variable-gain amplification of its input signal,
which requires the instantaneous channel state information of the source-relay
hop being available to the relay [12]. The destination is also assumed to have
a full channel state information of the relay-destination and source-destination
hops for coherent demodulation. The source-relay, relay-destination and source-
destination hops are modeled as the independent MIMO Rayleigh channels
with channel coefficients between the i -th transmit antenna and j -th receive
antenna, considered as independent circularly-symmetric complex Gaussian ran-
dom processes with zero mean and unit variance. Therefore, the squared envelope
of signal transmitted over channel follows the exponentially decaying PDF [13]
with unit mean squared values. The source transmits with power P. The utilized
OSTBC codes are designated as three digit codes, NKL, where N is the number
of antennas, K is the number of code symbols transmitted in a code block, and
L is the number of required time slots for single codeword [8].

We assume that the relay branch of the system operates in half-duplex mode,
divided in two phases (phase 1 and phase 2). The source transmits towards relay
during phase 1, then relay transmits towards destination during phase 2. Since
we assume that the source employs the OSTB encoding in the phase 1, group
of K information symbols are transmitted over the N transmit antennas in L
successive time slots. During the phase 2 the N xN xN system’s relay decou-
ples, amplifies, OSTB encodes and transmits the K received symbols to the
destination.

We have focused on several practical OSTBC schemes, such as 222, 334
and 434, and established their respective approximate outage probabilities when
applied in the considered system depicted on Fig. 1 with codeword matrices
picked according [8,9] and given with [3, Eq. (32)], [4, Eq. (15)] and [7, Eq. (20)]
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with average power per symbol E = P ·c, c = L/ (KN). The received symbols in
a single relay antenna for 222, 334 and 434 OSTB codes are decoupled according
to [3, Eq. (34)] i.e. [7, Eq. (22)].

3 Outage Probability Analysis

The outage probability is defined as the probability that the instantaneous SNR
falls below a predetermined threshold ratio γth. For the cascade amplify-and-
forward MIMO relay channel the approximation of the outage probability is
[4]:

Pout = FΓ (γ)|γ=γth
≈ 1 −

m−1∑
n=0

(b + 1)n

n!

(
γth

γ

)n

exp
(

− (b + 1)γth

γ

)
, (1)

where and F (...) designates the Cumulative Distribution Function (CDF) approx-
imation of the instantaneous end-to-end SNR which is obtained by taking the
terms with k = 0 in [3, Eq. (22)] i.e. [4, Eq. (12)] and γ is the average SNR per
symbol. This expression can be used for calculation of the outage probability for
the N x1xN system (m = N and b = c = L/ (KN)) and for the N xN xN system
(m = N2 and b = 1) where b is the power normalization factor. In this paper
we focus on N xN xN system for which we select b = 1. The tight approximation
of the PDF is given with [3, Eq. (24)] and its accuracy is presented in the dis-
cussion of [3, Sect. (5)] and depicted on [3, Figs. (2)–(7)]. The simplification of [3,
Eq. (24)] is necessary in order to simplify the mathematical analysis of the amplify-
and-forward MIMO relay system with direct link to the destination. The accuracy
of this approach of simplification is checked for the cascade amplify-and-forward
MIMO relay system through the analysis of the approximation of error probabil-
ity [7, Eq. (19)] given in [7, Sect. (5)] and the approximation of outage probability
in [4, Eq. (14)] presented in [4, Sect. (5)].

For the derivation of the simplifiedPDFof cascade amplify-and-forwardMIMO
relay channel the second term in (1) may be express through Gamma and incom-
plete upper Gamma function [14, Eq. (8.350.2)] by using of [14, Eq. (8.352.2)]. If we
use [15, Eq. (6.5.3)] we obtain the following expression for the CDF of the cascade
amplify-and-forward MIMO relay system:

FΓ (γ) ≈ 1 −
Γ

(
m, (b+1)γ

γ

)

Γ (m)
=

γ
(
m, (b+1)γ

γ

)

Γ (m)
, (2)

where γ (...) is lower incomplete Gamma function [14, Eq. (8.350.1)]. CDF func-
tion given in (2) is CDF of the random variable that is following the gamma PDF
with shape parameter m and scale parameter θ = γ/ (b + 1), hence the instanta-
neous end-to-end SNR [3, Eq. (8)] for cascade amplify-and-forward MIMO relay
channel might be approximated by random variable which follows Gamma PDF:

f (γ) =
1

θm · Γ (m)
γm−1e− γ

θ =
(b + 1)m

γm · Γ (m)
γm−1e− (b+1)γ

γ , θ =
γ

b + 1
. (3)
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We assume that direct transmission branch is under the influence of Rayleigh
fading, hence its instantaneous SNR follows Gama PDF, and the instantaneous
SNR in the relay transmission branch is distributed by (3) in which we select
b = 1 since we consider the N xN xN system configuration:

fΓ1 :=
1

γm · Γ (m)
γm−1e− γ

γ , fΓ2 :=
2m

γm · Γ (m)
γm−1e− 2·γ

γ . (4)

The resulting random variable is sum of two random variables each following
Gamma PDF with different scale parameter: Γ = Γ1 + Γ2. In arbitrary case the
sum of n random variables which follow gamma PDFs with different shape and
scale parameters is:

Y = X1 + X2 + ... + Xn, fi (xi) =
xαi

i

θai
i · Γ (αi)

e
− xi

θi . (5)

The random variable Y is distributed by following PDF [16]:

g (y) = C ·
∞∑

k=0

δk · yρ+k−1

Γ (ρ + k) · θρ+k
l

e
− y

θl , θl = min
i

(θi) , ρ =
n∑

i=1

αi,

C =
n∏

i=1

(
θl

θi

)αi

, δk+1 =
1

k + 1
·

k+1∑
i=1

i · γi · δk+1−i, k = 0, 1, 2, δ0 = 1,

γk =
1
k

n∑
i=1

αi

(
1 − θl

θi

)k

, k = 1, 2, ... (6)

We simplify the parameters given in (6) for the case of two random variables:

θl =
γ

b + 1
, ρ = 2 · m, C = (b + 1)−m

, δi =
(m)i

i!
·
(

b

b + 1

)i

, (7)

where (...)... represents pochhammer symbol. In case of N xN xN system (b = 1)
parameters in (7) are:

θl =
γ

2
, ρ = 2 · m, C = 2−m, δi =

(m)i

i!
·
(

1
2

)i

. (8)

If parameters from (8) are introduced in expression for g(y) in (6) we obtain
the PDF of the random variable Γ representing the instantaneous SNR in the
destination of amplify-and-forward MIMO relay system with direct link:

fΓ (γ) =
∞∑

k=0

(m)k

k!
· γ2m+k−12m

Γ (2m + k) · γ2m+k
· e− 2·γ

γ . (9)

If (9) is introduced in Pout = FΓ (γ)|γ=γth
we obtain the outage probability of

amplify-and-forward MIMO relay system with direct link to the destination:

Pout = 1 −
∞∑

k=0

(m)k

k! · 2m+k
·
Γ

(
2m + k, 2·γth

γ

)

Γ (2m + k)
. (10)
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4 Numerical Results

Fig. 2. Outage probability for NxNxN 222/334/434 OSTBC system with and without
direct link to the destination for γth = 5 dB

On Fig. 2 we present the comparison of the outage probability for amplify-
and-forward MIMO relay system with and without direct link to the destination
for γth = 5 dB. The curves on these figures are obtained by usage of the expres-
sions (1) and (10) which are based on the approximation of the PDF of the
cascade MIMO relay channel given with (3). From Fig. 2 we conclude that the
systems with direct link has much lower outage probability in comparison to the
systems without direct link, as it could be expected from the information theo-
retic analysis given in [10]. For example, for the 2 × 2 × 2 system for ρ = 10 dB
(where ρ is the average SNR per symbol per node) the outage probability of the
system without direct link is 4 ·10−2, and the outage probability of the same sys-
tem with direct link is 4 ·10−6 resulting in four order of magnitude improvement.
Moreover, from Fig. 2 it is obvious that the systems with direct link has greater
diversity gain compared to the cascade systems. The difference in diversity gain
is reduced by increase of the number of antennas.

5 Conclusion

In this paper we have analyzed the dual-hop relay system with multiple antennas
at the source, the relay and the destination that utilize OSTBC and amplify-
and-forward relaying schemes. We analyzed the outage probability of this system
in case when direct link to the destination is available. For such relay system we
have derived generalized closed form expressions for approximation of the outage
probability (10). We compared the results obtained with this approximation with
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results from the literature for amplify-and-forward MIMO relay systems without
direct link to the destination. The amplify-and-forward MIMO relay system with
direct link to the destination shows significant outage probability improvement
yielding to significant diversity gain.
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Abstract. We consider a point-to-point wireless communication link,
with a perpetual energy source, since a base station, sends energy to
energy harvesting nodes. These nodes employ a so called “harvest than
transmit” protocol, hence they use the harvested energy to send infor-
mation in the uplink. We present 3 ways of maximizing the achiev-
able throughput, one via optimizing the base station output power, the
second via optimizing the duration of the Energy Harvesting phase and
a novel transmission scheme that jointly optimizes both the Base Sta-
tion output power as well as the Energy Harvesting phase duration. This
third scheme, is the main contribution of this paper.

Keywords: Energy harvesting · Wireless power transfer · Resource
allocation

1 Introduction

Energy is a major constraint for wireless networks. Perpetual operation of Wire-
less Sensor Networks (WSNs) can be enabled be energy harvesting, because
of its capability to provide endless system operation [1,2]. Since the arrival of
energy packets may be insufficient, which puts in question the reliability of com-
munication, dedicated far-field radio frequency (RF) radiation may be used as
energy supply for EH transmitters, an approach known as wireless power trans-
fer (WPT) [5,6]. The WPT can be realized as a simultaneous wireless informa-
tion and power transfer (SWIPT) [7], or, alternatively, over a dedicated (either
time or frequency) channel for energy transfer. The latter option makes wireless
powered communications networks (WPCNs) possible. These WPCNs typically
share a common channel, based upon time-division multiple access (TDMA).

In [8], the authors determine the optimal TDMA scheme among the half-
duplex nodes (either BS or EHNs), depending on the channel fading states.
Separated frequency channels for energy broadcast and information transmis-
sions (IT) were studied in [9] and an optimal time-sharing scheme for WPCNs
was derived. Furthermore, [10] studies the WPCN with full-duplex nodes, where
the BS is equipped with two antennas. The authors in [12], consider WPCNs,
where the nodes choose between two power levels, a constant desired power, or a
lower power when its EH battery has stored insufficient energy. Finally, in [13],
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a three-node relaying system, was considered, where both source and relay har-
vest energy from the BS, by using WPT.

The above-referenced works propose optimal (either time or power) allocation
schemes (except for [12]). In this paper, we employ these approaches for our
system model and we propose a novel optimal scheme, that jointly allocates the
BS broadcasting power and the TDMA slots.

The rest of this paper is organized as follows. Section 2 presents the system
and channel model. Optimal power allocation is presented in Sect. 3 and optimal
EH phase duration is presented in Sect. 4. Section 5 presents the novel joint opti-
mization scheme and Sect. 6 presents numerical results. Finally, Sect. 7 concludes
the paper and proof of the optimal solution of the novel scheme is presented in
the Appendix.

2 System and Channel Model

We consider a point-to-point link consisting of a half-duplex BS and a half-duplex
EHN, which operate in fading environment. The BS broadcasts RF energy to
the EHN, whereas the EHN transmits information back to the BS. The EHN is
equipped with rechargeable EH batteries that harvest the RF energy broadcasted
from the BS. The IT from EHN to BS (IT phase), and the WPT from BS to
EHN (EH phase) are realized as successive signal transmissions using TDMA
over a common channel, where each TDMA frame/epoch is of duration T . Each
(TDMA) epoch consists of an EH phase and an IT phase. The channel between
the BS and the EHN is a quasi-static block fading channel, which is constant
during a single block but changes independently from one block to the next.
The duration of one fading block is assumed equal to T , and one block coincides
with a single epoch. In epoch i, the fading power gains of the BS-EHN channel
is denoted by x′

i. For convenience, these gains are normalized by the additive
white gaussian noise (AWGN) power, yielding xi = x′

i/N0 with an average value
of Ω = E[x′

i]/N0, where E[·] denotes expectation. The channels are assume to
be reciprocal, i.e., in epoch i, the gains of BS-EHN and EHN-BS channels are
the same.

3 Throughput Maximization with Optimal Output Power

Let us consider M → ∞ epochs. In epoch i, the BS transmits power, denoted
by pi. In the same epoch, the duration of the EH phase is, τ0 T . Note, that τ0 is
not included in the optimization.

During the EH phase of epoch i, the amount of harvested power by the
EHN is Ei = N0pi xi τ0 T . Moreover, during the IT phase, this EHN spends
its total amount of harvested energy, Ei, for transmitting a complex-valued
Gaussian codeword of duration (1 − τ0)T , comprised of n → ∞ symbols, with
an output transmit power P (i) = Ei

(1−τ0)T = N0pi xi τ0
1−τ0

, and an information rate,

R(i) = (1 − τ0) log (1 + P (i)xi) = (1 − τ0i) log
(
1 + aipiτ0

1−τ0

)
, where ai = N0 x2

i .
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During the M → ∞ epochs, the average throughout, we maximize overall
according to

max
pi,∀i

1
M

M∑
i=1

(1 − τ0) log
(

1 + aipi
τ0

1 − τ0

)

C1 :
1
M

M∑
i=1

piτ0 ≤ Pavg

C2 : pi ≥ 0,∀i (1)

Equation 1 is a convex optimization problem. It’s optimal power allocation
is as follows:

Theorem 1. The optimal BS transmit power is given by

p∗
i =

1 − τ0
τ0

(
1
λ

− 1
ai

)
(2)

The constant λ is found such that the constraint C1 in (1) holds with equality.

4 Throughput Maximization with Optimal
EH Phase Duration

Another way to maximize the achievable throughput is by optimizing the dura-
tion of the energy harvesting phase, i.e. τ0i. Here, p is not included in the opti-
mization, hence p has a pre-determined fixed value. We solve the following convex
optimization problem:

max
τ0i,∀i

1
M

M∑
i=1

(1 − τ0i) log
(

1 + ai p
τ0i

1 − τ0i

)

C1 :
1
M

M∑
i=1

pτ0i ≤ Pavg

C2 : 0 < τ0i < 1,∀i (3)

The following theorem presents the optimal solution of 3:

Theorem 2. The optimal τ0i is the solution of the following transcendental
equation:

− log
(

1 +
aipτ0i

1 − τ0i

)
+

aip

1 − τ0i + aipτ0i
= λp (4)

The constant λ is found such that the constraint C1 in (3) holds with equality.
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5 Throughput Maximization via Joint Optimization

We present a novel transmission scheme by jointly optimizing both the BS trans-
mission power, pi and the duration of the energy harvesting phase τ0i. To this
end we solve:

max
pi,τ0i,∀i

1
M

M∑
i=1

(1 − τ0i) log
(

1 + ai pi
τ0i

1 − τ0i

)

C1 :
1
M

M∑
i=1

piτ0i ≤ Pavg

C2 : 0 ≤ pi ≤ Pmax,∀i

C3 : τ0i > 0,∀i. (5)

The optimization problem in (5) is non-convex because of the products and
ratios of the optimization variables pi and τ0i. However, if we introduce the new
variable, ei = pi τ0i, (5) is transformed into a convex optimization problem, as:

max
ei,τ0i,∀i

1
M

M∑
i=1

(1 − τ0i) log
(

1 + ai
ei

1 − τ0i

)

C̄1 :
1
M

M∑
i=1

ei ≤ P̄

C̄2 : 0 ≤ ei ≤ Pmax τ0i,∀i

C3 : τ0i > 0,∀i. (6)

Concavity of (1 − τ0i) log
(
1 + ai

ei

1−τ0i

)
can be argued from the fact that

the function (1 − τ0i) log
(
1 + ai

ei

1−τ0i

)
is the perspective of the strictly con-

cave function log (1 + aiei). Since this operation preserves concavity, (1 − τ0i)
log

(
1 + ai

ei

1−τ0i

)
is also concave [14]. Linear constraints in (6) form a convex

feasible set, therefore, (6) is a convex optimization problem.

Theorem 3. The optimal BS transmit power is given by

p∗
i =

{
Pmax, ai > λ

0, otherwise.

The optimal duration of the EH phase, τ∗
0i, is the root of the following tran-

scendental equation,

λPmax + log
(

1 +
aiPmaxτ0i

1 − τ0i

)
=

aiPmax

1 − τ0i + aiPmaxτ0i
, (7)

The constant λ is found such that the constraint C1 in (1) holds with equality.
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Proof. Please refer to the Appendix.

Theorem 3 shows that an optimal policy requires binary power allocation and
time allocation as shown in (7).

6 Numerical Results

We illustrate our results for a point-to-point EH system in Rayleigh fading envi-
ronment. The AWGN power is set to N0 = 10−12 W, and the deterministic path
loss (PL) of the BS-EHN channel is PL = 60 dB. Thus, E[x′

1i] = 1/PL and
Ω1 = 1/(N0 PL) = 106.

Figure 1, compares (1) achieved throughput for optimal BS output power
(and fixed duration on 0.5 and 0.7), (2) achieved throughput with optimal dura-
tion (and output power equal to Pavg) and (3) achieved throughput with joint
optimization. It is clearly shown that the novel scheme outperforms the previ-
ously mentioned.

As shown on Fig. 1, the power allocation scheme when τ0i is relatively large
(0.7), gives worst performance. In this case 1−τ0i i.e. the duration of the informa-
tion transmission, is small, thus a smaller throughput is achieved. As the value
of τ0i decreases (to 0.5 in this scenario), the throughput becomes larger. The
time allocation scheme, only outperforms power allocation when the duration of
the IT phase is small. In any case, joint allocation always performs best.

7 Conclusions

We reviewed transmission schemes that optimize the BS output power and dura-
tion of the EH phase respectively. Also, a transmission scheme was proposed for
the jointly optimal power allocation of the BS, and TDMA time sharing, for wire-
less powered communication links. The proposed scheme clearly outperforms any
knows solution so far.

Joint optimization of time and power can be efficiently used in practical
scenarios when a single transmitter is concerned. In the future, we will develop
similar practical schemes for arbitrary number of transmitters.

A Proof of theorem 3

We obtained a convex optimization problem, whose Lagrangian is given by

L′(ei, τ0i, λ) =
1
M

M∑
i=1

(1 − τ0i) log
(

1 + ai
ei

1 − τ0i

)

−λ
1
M

M∑
i=1

(ei − P̄ ) + qiei − μi(ei − Pmaxτ0i). (8)
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Fig. 1. Maximum achievable throughput vs. relay average output power

where the Lagrange multiplier λ is associated with the constraint C̄1, whereas qi

and μi correspond to the left-hand side and the right-hand side of C̄2, respectively.
According to the Karush-Juhn-Tucker (KKT) conditions, complementary

slackness should be satisfied, ∀i: qiei = μi(ei − Pmaxτ0i) = 0, where qi ≥ 0
and μi ≥ 0. Related to the complementary slackness, we consider the following
3 cases:

Case 1: When αi = 0, from the definition of αi, θi is also 0. Naturally, no power
is allocated in epoch i, i.e. pi = 0 [11].

Case 2: When 0 < ei < Pmaxτi, the slackness conditions require μi = 0 and
qi = 0. In this case, according to the derivative with respect to ei, the optimal
ei is given by ei = (1 − τ0i)

(
1
λ − 1

ai

)
. However, if we introduce the previous

into the derivative with respect to τ0i, we obtain 1 − λ/ai = log(ai/λ), which
is satisfied iff ai = λ. However, ai = λ, ∀i, is unlikely event, and therefore, the
optimal ei does not belong to the interval 0 < ei < Pmaxτ0i.

Case 3: When ei = Pmaxτ0i, the slackness conditions require qi = 0 and μi > 0.
In this case, μi = ai

1+
aiPmaxτ0i

1−τ0i

− λ > 0, or equivalently 1−τ0i

τ0i

(
1
λ − 1

ai

)
> Pmax,

which yields the condition ai > λ. Introducing μi and ei = Pmaxτ0i into the
derivative with respect to τ0i, we finally obtain (7).
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Abstract. The paper is presenting an advanced QoS provisioning module with
vertical multi-homing framework for future 5G mobile terminals (5GMT) with
radio network aggregation capability and traffic load sharing in heterogeneous
mobile and wireless environments. The proposed 5GMT framework is leading
to high performance utility networks with high QoS provisioning for any given
multimedia service and multi-RAT capabilities. It is using vertical multi-homing
and virtual QoS routing algorithms within the mobile terminal, that is able to
handle simultaneously multiple radio network connections via multiple wireless
and mobile network interfaces. The performance of our proposed 5GMT is
evaluated using simulations with multimedia traffic in heterogeneous wireless
and mobile networks under different network conditions.

Keywords: 5G � Quality of service � User-centric � Vertical multi-homing

1 Introduction

The novel scientific research and development directions are undoubtedly leading to
profound changes in the design of 5G mobile equipments, networks and services. This
paper provides advanced mobile technology framework that could lead to high per-
formance utility networks with high QoS provisioning for any given multimedia ser-
vice. Looking beyond network implementations and improvements, the 5G networks
will require smarter devices capable to provide a broad range of multimedia services
(voice, data and video) to mobile users, with ubiquitous mobility, mobile broadband
connections, enormous processing power of the mobile equipment, machine-to-
machine communications, massive MIMO, better network utilization and load bal-
ancing, advanced QoS support, as well as bigger memory space and longer battery life
of mobile terminals, which will provide enough storage capability for control infor-
mation and enormous spectrum for advanced capabilities [1–8]. The 5G networks are
expected to be deployed beyond 2020, but currently we have operator-centric approach
implemented in 3G mobile networks and service-centric approach in 4G mobile net-
works [9]. In the future generation mobile networks, the 5G is moving towards the
user-centric (or device-centric) concept [1–7].
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2 Related Works

The main motivation for our QoS provisioning framework could be found in [5–8] and
[10, 11]. Device-centric multi-RAT architectures, native support of machine-to-machine
communications and smarter devices are part of the main trend for 5G [1]. Our
framework and design of a novel mobile terminal is a next step from our previous work
on adaptive QoS provisioning in heterogeneous wireless and mobile IP networks
[13–15]. Those papers were introducing a novel adaptive QoS provisioning module that
provides the best QoS and lower cost for a given multimedia service by using one or
more wireless technologies at a given time. The performance of our adaptive QoS
algorithm, in the above mentioned papers, was evaluated using simulation with
dual-RAT UMTS/WLAN mobile equipments. However, the drawback of such adaptive
QoS framework lies in its applicability to single RAT at a given time, even in the cases
when it is probably the best connection for a given service traffic. In that way, one step
forward is made by using simultaneously all available RATs at a same time by com-
bining different traffic flows from different RATs using vertical multi-homing. Another
paper [16] is dealing with a network selection algorithm based on Fuzzy Multiple
Attribute Decision Making. That algorithm considers the factors of Received Signal
Strength, monetary cost, bandwidth, velocity and user preference. It defines a network
selection function that measures the efficiency in the utilization of radio resources in
given networks. Again, there is a selection of only one network. The main base for
developing our novel QoS routing algorithm for our 5GMT can be found in [17] and for
the vertical multi-homing features in [10, 11]. The proposed general scheme is trying to
solve the access network selection problem in the heterogeneous wireless and mobile
network scenario and has been used to present and design a general multicriteria soft-
ware assistant that can consider the user, operator, and/or the QoS view points. Com-
bined fuzzy logic (FL) and genetic algorithms (GAs) have been used to give the
proposed scheme the required scalability, flexibility, and simplicity. On the other side,
[18] presents a joint radio resource management strategy based on reinforcement
learning mechanisms that control a fuzzy-neural algorithm to ensure certain QoS con-
straints. The fuzzy logic allows for a very simple handling of the joint radio resource
manager simply by activating a set of rules. In comparison with all related works, we
must to emphasize that our framework is implemented on IP level, is able to combine
different traffic flows from different multimedia services and in the same time is able to
use several RATs, achieving superior results and high QoS provisioning.

3 System Model and AQUA Algorithm

The proposed novel 5GMT is multi-RAT node, with several (n) interfaces, each for
different RAT (overall n RATs). According to [5, 6] physical and OWA (Open
Wireless Architecture) define the wireless technology: Medium Access Layer
(MAC) and Physical layer. One may emphasize that on OWA layer can be added any
present or future RAT with their defined MAC and Physical layers.

However, the main focus of the work in this paper is on IP layer and above, by
using different RATs below. With all-IP concept adopted in all IEEE networks, and the
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same concept is adopted in 3GPP 4G mobile networks and beyond (5G), the network
layer everywhere will be IP. However, separation of this layer into two sublayers will
be necessary. The Upper IP Network Layer (UIPNL) has one unified IPv6 address
within, and is nominated for routing as well as for creation of sockets to the upper open
transport layer (OTL) and to the application layer. Moreover, 5GMT will be suitable to
have Open Transport Protocol (OTP) that is possible to be downloaded and installed.
Such MTs shall have the possibility to download (e.g., modifications and adaptation of
TCP for the mobile and wireless networks, RTP, Stream Control Transmission Protocol
(SCTP) [19], Datagram Congestion Control Protocol (DCCP) [20], some future
transport protocol, etc.) version which is targeted to a specific wireless and mobile
technology installed at the base stations, with multi-homing support [10, 11]. More
detail description for the OSI layers in future 5GMT designs is given in [5, 7, 12]. The
core of our work is development of novel adaptive QoS Module with advanced QoS
user-centric aggregation algorithm and with vertical multi-homing features. We will
refer to it as Advanced QoS-based User-centric Aggregation (AQUA) algorithm, which
is defined independently from different wireless and mobile technologies, uses
Multi-RAT interfaces. It is implemented between UIPNL and LIPNL, which will be
able to provide intelligent QoS management and routing over variety of RATs at the
same time. The building components of AQUA for radio networks selection with
vertical multi-homing and routing in heterogeneous RAT environment are shown in
Fig. 1. The data measurements for different selection criteria, including user require-
ments, QoS requirements, operator requirements, as well as radio link conditions in
different RATs present in the user’s moving area are inputs for the n sets of parallel
criteria functions (CFs), one set per each RAT. One RAT CF is shaping and filtering
the outputs from the previous four components into four interior threshold functions:
the first is shaping the QoS parameters, the second is shaping the service price if the
service stream is going over that RAT, the third is shaping velocity support and the last
is shaping the signal strength detected in mobile terminal from RAT base station(s).
Any of those four threshold criteria functions is giving on its output only one value (as
a real number within the limits of [0, 1]). However, our solution is allowing person-
alization. The central component is AQUA module with capability to select one
optimization algorithm (OA), which as inputs uses: the outputs of the n sets of parallel
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criteria functions (CFs), four values from each RATs (4*n in total) and the output of the
threshold CF for battery support which shapes and filtrates the outputs from the user’s
mobile battery life-time. This central component of AQUA algorithm is in continuous
communication and interaction (connected permanently) with: the Generic Algorithm
(GA) module, QoS OAs database. The GA [17] (or other OA, like Linear Programming
(LP)) is doing the optimization of weighting coefficients (factors) of different input
criteria for each RAT for a given multimedia service. That is, each criterion may have
different weight that depends upon the assumption of its impact on the best RAT
selection process (i.e. the decision). In the QoS OAs database is stored information for
QoS parameters for all services, together with the measured data and OAs which can be
used for solving the optimization problem. Finally, the AQUA module is targeted for
the selection of wireless and mobile networks in heterogeneous environment, so the
decision as an outcome should select the best RATs (among all present RATs) and will
rank them in certain order. The ranking order accrues from the ranking value that has
each of the RAT ranking functions (RFs). If we calculate the inputs from the threshold
CFs as a real numbers within the limits of [0, 1], then the i-th RAT RF can be yield as
follows:

RFRAT i ¼ QoSti �WQoS þCti �WC þVti �WV þ SSti �WSS þBti �WB

WQoS þWC þWV þWSS þWB
ð1Þ

where 1� i� n and WQoS þWC þWV þWSS þWB ¼ 1 ð2Þ

where WQoS, WC, WV, WSS, WB are assigned weight factors for the criteria functions of:
QoS parameter, service price, velocity of the mobile terminal, signal strength and
mobile terminal battery support, respectively. Those values of weight factors are
assigned using a particular method of optimization, i.e. GAs, where their value is
obtained through the process of moving the GA OA to the pre-specified goal. On the
other hand, after passing the four interior threshold functions for i-th RAT CF (see
Fig. 1), the outputs (shaped values) from QoS parameters are QoSti, from service price
are Cti, from velocity support are Vti, and from detected signals strength are SSti. The
shaped output value of the threshold CF for battery support is Bti. So, the final step is
selection of the best RAT, by choosing the RAT (from all available RATs) which has
the highest value for his RF (1), for a given service:

max
service j

Optimal RFRAT ið Þf g ð3Þ

subject to WQoS � 1; WC � 1; WV � 1; WSS � 1; WB � 1 and ð2Þ where 1� j� 3:

ð4Þ

Above we have defined the optimization problem. Where service_j is the given
service (i.e. j = 1, video, j = 2, audio and j = 3 data), and Optimal (RFRAT_i) is the
optimal function value for the i-th RAT RF, calculated by OA. To summarize, we
choose that RAT_i technology with maximal value for it’s optimal RAT RF (Optimal
(RFRAT_i)).
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4 Simulation Results and Analysis

The simulation scenario consists of three RATs. Each RAT is represented with single
base station with different radius of network coverage. All base stations (from all
RATs) are positioned in the center of the simulation area, with coordinates (0, 0).
RAT1, RAT2 and RAT3 have cell radiuses of 5 km, 2.5 km and 250 m, adequately.
Network capacity for the given three RATs is set to: RAT1_C = 307200 kbit/s,
RAT2_C = 1048576 kbit/s, and RAT3 = 614400 kbit/s. The values are carefully
chosen in order to correspond with the certain standardized capacities of the following
RATs: LTE, Mobile WiMAX 2.0 (IEEE 802.16 m) and IEEE 802.11n, and with aim to
obtain generally more realistic conclusions from the proposed solution. At the begin-
ning of the simulation, the MTs are randomly scattered within the area of 5 × 5 km2.
For MTs physical mobility, we adopted 2-dimensional implementation of the
Gauss-Markov Mobility model [21] considering average speeds in the range of
30-180 km/h, and providing high level of randomness for user mobility. Moreover, this
simulation scenario provides total network coverage for all MTs (RAT1, RAT2 and
RAT3 coverage, or minimum RAT1 coverage). The multimedia service flow model in
the proposed form predicts the existence of three types of services that are defined by
its required bit rate (bandwidths) and its starting time and duration. The first service
type is video conference, defined by a low bit rate (128 kbit/s) and small propagation
time. The second service type, the video-streaming, is defined by medium bit rate
(256 kbit/s) and low propagation time. The third service type is data service with high
bit rate (512 kbit/s) and can handle higher delays, but requiring no packet delivery
error. During the simulation for a given number of ordinary active mobile users N, each
user is randomly assigned to one of the three types of services defined above. On the
other side, when the users have 5GMT with AQUA module within, for each user are
randomly assigned all three (or minimum two) types of multimedia services. There are
five cases for this scenario: in the first case all MTs are enhanced with AQUA module
with GA optimizations in our three-RAT MT with three interfaces and with AQUA
module. In the second case all MTs are enhanced with LP optimization of weighting
coefficients of different input criteria for each RAT for a given multimedia service (for
the optimization problem of each i-th RAT RF), instead of having GA module. We
refer to this kind of MT as MT with LP module (LP_MT). In the last three cases, we are
using MT without AQUA module and without multi-RAT interfaces, but only with one
RAT interface. So, in the third scenario we have MTs which are using only RAT1
technology (i.e. only LTE interface). In the forth and fifth scenarios there are MTs
which are using only RAT2 and RAT3, respectively. Furthermore, a comparative
simulation analysis regarding the achievable bit rates are shown in Fig. 2, which
provides results on the average throughput versus number of MTs for all five cases.
The average velocity of the MTs is set on 40 km/h and the total simulation time is 60 s.
As can be noticed, the throughput for our 5GMT (R_5GMT), with included AQUA
module, for any number of used MTs, is much higher than the average throughput
values in the case when we used only MTs that can access only RAT1 (R_RAT1_MT),
or in the case when we use only MTs that access RAT2 (R_RAT2_MT) or RAT3 (R_
RAT3_MT). Comparing the throughput for the 5GMT (R_5GMT) and the throughput
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in the case when LP is used as OA within the AQUA module of MT (R_LP_MT), the
5GMT with GA is achieving the highest throughput for any number of MT up to 1100,
then is almost equal for very high number of MTs (between 1100 and 1200) with the
average throughput values for the LP_MT case, and for higher number of MTs (more
then 1200) is getting lower and LP_MT shows superior results. This indicates that
5GMT with GA can be used for low to middle traffic congestion scenarios (up to 1250
TMs), and LP OA can be triggered within AQUA for very high traffic concentration
(high number of MTs, i.e. more then 1300).

So, if we have 5GMT with two options for choosing LP or GA OAs, more often we
will use 5GMT with GA, and less with LP. Undoubtedly, vertical multi-homing and
multi-RAT MTs are achieving superior results regarding the aggregated average
throughput per service and optimal RAT decisions. Consequently other MTs three
cases which are using only one service per user, and only one RAT, are limited with the
capacity and performances provided by that RAT. Furthermore, in Fig. 3 are presented
the average access probability ratio (Pm_acc) values for different average speed with
450 MTs and simulation time of 60 s. The multimedia access probability ratio is
calculated as ratio of the total number of all successfully multimedia service access
attempts from the users and the total number of all multimedia service access attempts
(as sum of not successful and successful access attempts). For the first case when we
use 5GMTs with AQUA modules with GA algorithm within, the average access
probability ratio values are following the MTs with AQUA modules with LP algorithm
within for any velocity values. The difference between those two cases is in 0.1 or less
in the average access probability ratios. As can be seen, the case with AQUA module
with LP algorithm within the MTs is better and shows higher average access proba-
bility ratio. In case of congested networks, we can used the LP OA if this QoS
parameter (Pm_acc) is crucial for the applications, if not we can still use GA OA,
because the difference is not so high, and in return (see Fig. 2) we get more available
throughput. Above all the MTs with AQUA module and vertical multi-homing features
are showing, undoubtedly, superior results compared with the other three cases when
there are MTs without those advantages, just with one RAT interface. If we see the
values of case five, with RAT3 MTs, because of the small area coverage and nomadic
mobility support, we get the worst average access probability values, and as the average
velocities of the MTs are rising – the Pm_acc values are getting smaller.
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5 Conclusion

In this paper we have proposed a our 5GMT design targeted to exploit future
multi-RAT by using advanced QoS provisioning and with vertical multi-homing fea-
tures, here-called AQUA module. The proposal is evaluated via simulation results for
the key QoS parameters in the analysis, which are throughput and multimedia service
access probability ratio. According to the simulation results and analysis, our proposed
5GMT with AQUA and vertical multi-homing performs fairly well under a variety of
network conditions.
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Abstract. The communication between hearing and speech impaired people,
and the rest of the world is generally done through sign language. However,
only less than 1 % of the world’s population can communicate using this
language and thus setting a barrier in everyday situations. This paper tackles the
previous problem by offering a solution based on the concept of smart gloves.
A smart glove is a glove equipped with sensing gear, computational power and
intelligence that can easily track every movement of a hand and as such, is able
to also recognize characteristic positions allowing sign language to text con-
version, as well as audio presentation of the letter shown. In addition, the
detailed realization process of this kind of glove follows a budget-friendly
concept in order to enable financial ease in rebuilding and further development.

Keywords: Smart glove � Sign language � Real time signal processing �
Robotics � Hand � Biomedical � Design � Hand-motion capture � Multifinger
sensing

1 Introduction

Taking into account that more than 70 million people worldwide use sign language as
their primary language, a device which will translate those hand gestures to text or
sound may not only be used for that particular everyday use, but also in the fields of
education, computer-human interaction and even entertainment. The main idea of this
paper is to present the idea of a device that can analyze all hand gestures, interpret them
to text and audio, and most importantly that is feasible and economical.

By definition, sign language is a system of communication using visual gestures
and signs, as used by deaf people. The sign language manual alphabet does not use the
previously mentioned gestures and impressions, on the contrary, it only needs one
hand. This leads to the conclusion that making a glove that can translate the manual
alphabet with a single handed glove is a more comfortable solution [1]. The idea of a
device containing solely sign language translation capabilities is something that can be
considered popular at present times [2], but the initial difference and main idea of this
paper is to present the idea of a device that can analyze all hand gestures, interpret them
to text and audio, and most importantly that is vastly more feasible and economical [3].
For this purpose the author after extensive research and development, created hardware
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and software that is optimized for the purpose of this system. One algorithm for
effective and high precision recognition of letter, visualization, processing of the
sensors’ signals to achieve stability and precision of expensive and complex industrial
bend sensors, and an additional algorithm for optimized stand alone functioning of the
system with no processing on a an extra computer needed.

2 Kinematic Model of the Human Hand

The use of all joints on the fingers can be stripped down to four basic movements:

– Flexion and extension;
– Adduction and abduction.

Since all of the movements that are being analyzed are the positions from a
completely flattened hand (complete extension) to a hand set as a fist (complete flex-
ion), it is only needed to observe the flexion and extension of each finger.

In order to gain more advanced knowledge of the positions of a particular finger a
kinematic model of a hand and finger is needed. However, a complete picture of the
position of each join of each finger is not needed for the primary purpose of this
project. To simplify the procedure, only one joint of each finger is being observed, and
that is the middle (proximal intrephalangeal) joint. For the basic movements used in the
manual alphabet, it is postulated that the adjacent joints at each point of time are flexed
at approximately half of the angle of the middle joint.

3 Hardware Implementation

What was previously described gives an insight on what the manual alphabet is, how it
is used and what is required for it to be used. In order to make use of the ability to
measure the movement of the fingers and hand we need a device which will be built by
hand. Aside from the choice of computational power, gyroscopic equipment, the most
important part of the glove are the flex sensors.

The leading component is the microcontroller, with which the signals are read,
gathered and processed. The choice was set on Arduino Mega 260 R3. For the purpose
of measuring the movement of the hand, as well as the tilting of it, a 3-axis gyroscope is
needed. In this project, a GY-521 gyroscope (with included accelerometer) is used.
It has an integrated chip MPU-6050 which gives 16-bit data for each of the axis for
both the gyroscope and the accelerometer. The vast majority of letters do not require
use of abduction or adduction, but still two of them do. The easiest solution for this was
to add normally open (N.O.) contacts, from coiled copper wire.

Choosing the right sensors for the joints of the fingers is the crucial part. Many
types can be used, such as: Flex sensors, stretch sensors and optical linear encoders [4],
but what proved to be the best choice were piezoresistive flex sensors. These have to be
handmade, and they use the effect of piezoresistivity that can be induced by black
conductive ESD bags or Velostat material. Piezoresistivity is the ability of certain
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materials to change their resistance, and with that conductivity, by applying pressure.
In this case, using black conductive ESD bags, when pressure is applied the resistance
decreases nearly proportionally. Velostat is a packaging material made of a polymeric
foil enriched with carbon black to make it electrically conductive. It is used for the
protection of items or devices that are susceptible to damage from electrostatic
discharge.

The core of the sensor is the most important part of it, as it is the region which
reacts to changes. In order to make it sensitive to external pressure when applied, a
sandwich with a couple of layers of piezoresistive material and curled copper wire, as
shown in Fig. 1(a) This way, instead of the wires directly touching and conducting
electricity with no resistance between them, a thick layer of material that changes
resistivity when pressed makes the contact area act as a resistor with variable resistance.
Thus when the joint is flexed, the resistance decreases and the current flow increases.
A plastic strip is added in order to give the sensor flexibility and to make sure that the
pressure applied by the flexing is dispersed equally along the sensing core. The former
is illustrated in Fig. 1(b).

Additionally, electrical circuits in the form of voltage dividers are used so that the
variable resistance of the sensors can be converted to change in voltage. The referent
voltage of this circuit is 5 V and the dividing resistor has the equal resistance as the
nominal resistance of the corresponding sensor. The resulting voltage of these dividers
can be derived from:

ADn�1 ¼ Rn

Rn � RSn � 5½V � ð1Þ

Where: ADn�1- output voltage to analog input n-1; Rn - nominal resistance of
sensor n; RSn- current (measured) resistance of sensor.

In Fig. 2 the end product of the prototype is shown, with all the components
mounted properly on top of the glove.

Fig. 1. Constructing the sensor is characterized by two main parts: (a) Core of the sensor;
(b) Shell of the sensor
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4 Software Implementation

The use of a Arduino microcontroller implies that the programming of it will be done in
the Arduino software, which is based on the programming language C. This project also
uses a USB connection to communicate with a PC. The microcontroller is used to gather
the information from all sensors, gyroscope and contacts, and real time signal processing
of the signals from the sensors. The rest of the algorithm including signal filtering and
processing, calibration, angle calculation and letter recognition runs on a PC using the
program Processing, which incorporates a programming language based on Java.

Naturally, the output signal from the flex sensors is unstable mainly because of its
construction. In order to ease the hardware components, real time signal processing is
done by the Arduino. The primary raw signal gathered by the microcontroller through
ADC contains oscillations and some imminent saturations, as illustrated in Fig. 3(a).
In order to stabilize the signals and cut-off the oscillations, two filters are used. The first
one is a mean value filter, which computes the current value output as the mean value of
the last n readings [5]. And the second filter is a modified low pass filter. Low pass filters
are commonly used for canceling out minor oscillations [6]. This filter is based on
differential behavior, or every differential (change) that is bigger than a particular value is
not modified, but everything that is smaller than that value goes through a cube filter. This
“cubed” filter allows the lowest values to be almost completely suppressed, but as that
value rises they are less or not at all suppressed. This filter follows the following equation:

yðdxÞ ¼ ðdxÞ3
n2 ; jdxj\n

yðdxÞ ¼ dx; jdxj[ n

(
ð2Þ

Where: y - output; dx - differential of the last and current reading (dx = x[i]-x[i-1]);
n - cut off value.

Fig. 2. Complete hardware design
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The finite output signal, shown in Fig. 3(c), is presented after filtering has lost the
oscillations and saturations. Because of the nature of the sensors, a calibration proce-
dure is of great essence. This will give the computer insight on the operating range of
the sensors and can maximize the precision by knowing the estimated highest and
lowest expected values. For this to happen a calibration procedure must be done by the
user. After this procedure, the stabilized signal that was previously mentioned can
be converted to values that are easier to work with depending on the later use of the
system. Through measurements and experiments it was concluded that the joint of
the thumb goes approximately from 0° to 90°, but the other fingers can go from 0° to
110°. Some of the letters have very similar readings, so they need to be grouped and
internally divided. For example, the letters “U” and “V” use adduction and abduction
which something that is not sensed by the flex sensors. For this purpose there is a
normally open contact between the index and middle finger in order to sense this
movement. If they touch it is “U”, if not it is “V”. Otherwise, they are completely the
same. There are some other letters which can be labeled as similar such as “L” and “G”,
but aside from all the same readings, they differ by the plain in which the hand sits.
This is sensed by the gyroscope and the letters are distinguished. The letters “J” and
“Z” have the positioning of the hand just like “I” and “D” respectively, but both include
movement with the hand which is picked up by the accelerometer.

In order to ease the coding and memory use, instead of fuzzy logic, the principle for
rule giving here was developed by defining the rules of recognition by hand. This
means the acceptable range for each parameter is already initially defined in the code.
Every rule includes dependency between the parameters which ensures flexibility.

Fig. 3. (a) Raw data directly read from a sensor; (b) Mean value filter applied to raw data;
(c) Low pass filter applied for finite processed signal
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This secondary zone is included so that all the natural movements by the hand (such as
twitches or minor swings) affect the outcome as little as possible. Using this type of
algorithm and applying to a generated window with realistic visual representation of all
sensor data. If the readings match a rule it results with a letter on the screen, but if not
the screen stays blank. This is used for research and development, as it is possible to
handle the ranges and rules for each letter, as well as to show the smoothness and
precision of the sensors.

The previous mode is computer dependent. The second algorithm is developed only
for the Arduino, to make the system stand alone. This algorithm entrusts the user to
inform the system to expect letters by doing a small hand gestures with the glove. To
use this as an advantage, minimum distance classifier is integrated [7]. With this the
system will calculate which letter is the closest to the readings from all 12 parameters.
Even with the use of minimum distance classifier, the letters are primarily grouped by
their similarities such as tilt of the hand, activity of contact sensors and presence of
characteristic movement. After this, the distance is measured from the middle of the
letter’s rules to the measured values and it is determined to which letter it is the closest.
If the read values already completely cover a letter, the minimum distance classifier is
not used. It is used as a “safety net”. In this mode, the system is also equipped with a
Bluetooth module and can communicate with a local Bluetooth enabled device. This
way the user can send data letter-by-letter, eventually completing a word. Recognizing
whole words is not supported as it would need both hands and their mutual digital
coordination. This algorithm can be enriched with some basic artificial intelligence
which will contribute with active real time redefining of rules of all letters for better and
more precise prediction and recognition of them (Fig. 4).

5 Performance and Accuracy

The performance of this system, as well as its accuracy, is dependent on the letters that
are being recognized. Letters such as “M”, “N” and “T” are very similar to each other
and can cause inconvenience. However, this is not something that happens too often,
statistically about 5 % of the time. Similar to the problems of those three letters are “C”,
“O” and “E”. In this case the problem is not only that they are very similar, it is also

Fig. 4. Flow chart of data acquisition and letter recognition
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that the positions of the joints are in the middle of the range, meaning the fingers are
not flexed or extended, and oscillations from muscle twitching is almost certainly
present. Even though this is mostly surpassed by the given rules or minimum distance
classifier, it still is happening at maybe 80%-85% of the time. The other letters in
general are carefully divided from each other and when added the minimum distance
classifier, the mistakes in decision making are reduced to a minimum.

6 Concluding Remarks

This paper proposes a design tried by users of sign language and has proven effective
for converting sign language to text accurately, but also it takes the most out of the
handmade sensors by real time signal processing and can with satisfactory precision
recreate the movement of fingers for analysis of anthropomorphic hand movements or
control of multimedia devices as well as personal computers. The low level approach of
coding allows the microcontroller to use as less as possible of its capacity, as well as
the construction which is modular and easy to improve. In further research and
development the rules can be defined by working with a group of regular users of sign
language and teach the system to recognize patterns on itself, through machine learning
algorithms such as neural networks.

Acknowledgement. I would like to thank my mentor Prof. Dr. Elizabeta Lazarevska, who has
helped and supported me throughout the lengthy period devoted to the realization of this project.
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