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Abstract. Selection hyper-heuristics are methods that manage the use
of different heuristics and recommend one of them that is suitable for
the current problem space under exploration. In this paper we describe
a hyper-heuristic model for constraint satisfaction that is inspired in the
idea of a lifelong learning process that allows the hyper-heuristic to con-
tinually improve the quality of its decisions by incorporating information
from every instance it solves. The learning takes place in a transparent
way because the learning process is executed in parallel in a different
thread than the one that deals with the user’s requests. We tested the
model on various constraint satisfaction problem instances and obtained
promising results, specially when tested on unseen instances from differ-
ent classes.
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1 Introduction

A constraint satisfaction problem (CSP) contains a set of variables V , each with
a domain Dv of possible values and a set of constraints C that restricts the
values that can be assigned to those variables. When using backtracking-based
algorithms to solve CSPs [1], the ordering in which the variables are considered
for instantiation affects the way the solution space is explored and also, the
cost of the search. If this ordering is poor, the risk of taking the search into
long unpromising branches increases and, as a consequence, the time required to
find one solution also increases. Then, bad choices in the ordering in which the
variables are instantiated represent a huge amount of unnecessary work. Various
heuristics have been proposed to tackle the variable ordering problem in CSPs
and they have proven to be efficient for specific classes of instances, but usually to
fail when tested on distinct classes. As a consequence, applying the same heuristic
to every instance rarely produces good results. This drawback in the performance
of such methods arises mainly from the vast range of parameters or algorithm
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choices involved, and the lack of guidance on how to properly tune them when
the problems change. Also, the understanding of how heuristics work on different
situations is not fully understood yet, making it difficult to decide, only based on
what we currently know about them, which one is the best option for a certain
instance. For these reasons it seems reasonable to rely on an automatic method
to produce the mapping between features and heuristics.

The idea of selecting from a set of algorithms the most suitable one to solve
one specific problem is usually referred to as the algorithm selection problem [18].
This problem has been addressed in the literature by using different strategies,
but two of the most used terms include algorithm portfolios and selection hyper-
heuristics. Algorithm portfolios attempt to allocate a period for running a chosen
algorithm from a set of algorithms in a time-sharing environment [8,12], while
selection hyper-heuristics [5,19] are high-level methodologies that select among
different heuristics given the properties of the instance at hand.

This paper is organized as follows. In Sect. 2 we present related works on
hyper-heuristics for CSPs. Section 3 describes the features used to characterize
the instances and the ordering heuristics considered for this investigation. The
main contribution of this investigation, the lifelong learning selection hyper-
heuristic model for CSP, is described in Sect. 4. Section 5 presents the exper-
iments conducted, their analysis and the discussion of the results. Finally, in
Sect. 6 we present our conclusion and future work.

2 Related Work

Regarding algorithm portfolios for CSPs, the work conducted by O’Mahony
et al. [15] collects a set of solvers and decides which solver is the most suitable
one according to the features of the instance to solve. Their approach aims at
solving the instances as well as the best possible solver from the set does. More
recent studies on the combination of heuristics for CSPs include the work done
by Petrovic and Epstein [17], who studied the idea of combining various heuris-
tics to produce mixtures that work well on particular classes of CSP instances.
Their approach bases their decisions on random sets of what they call advisers,
which are basically the criteria used by the variable and value ordering heuristics
to make their decisions. The advisers are weighted according to their previous
decisions: good decisions increase their weights, while bad ones decrease them.
This approach has proven to be able to adapt to a wide range of instances but it
requires to define the size of the sets of advisers. There is a trade-off that must
be considered: the larger the set of advisers, the larger the amount of computa-
tional resources required to evaluate the criteria of the different advisers but the
fewer the number of instances to train the system.

With regard to selection hyper-heuristics, Bittle and Fox [2] worked on a
symbolic cognitive architecture to produce variable ordering hyper-heuristics for
map colouring and job shop scheduling problems represented as CSPs. Their app-
roach produces small ‘chunks’ of code that serve as the components of rules for
variable ordering. As a result, hyper-heuristics composed by a large set of rules
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operate to solve the instances by selectively applying the most suitable heuristic
for the instance being solved. The last two years include some important devel-
opments regarding hyper-heuristics for CSPs. Autonomous search was applied
to replace bad performing strategies by more promising ones during the search,
producing competent variable ordering strategies for CSPs [23]. The authors
used a choice function that evaluates some indicators of the search progress and
dynamically ranks the ordering heuristics according to their quality to exclude
those that exhibit a low performance. Ortiz-Bayliss et al. [16] proposed a learn-
ing vector quantization framework to tackle the dynamic selection of heuristics
on different sets of CSP instances. Although their approach proved to be useful
for the instances where it was tested, the model requires the expertise of the
user for tuning the parameters in the framework in order to produce reliable
hyper-heuristics.

An area of opportunity regarding all the hyper-heuristic strategies proposed
in the past for CSP involves the learning approach. Most of the hyper-heuristic
methods previously proposed for CSP require a training phase and, only after
the training process is over, the hyper-heuristic can be used to solve as many
instances as wished. Once the hyper-heuristic is trained, no further learning is
done and then, the hyper-heuristics are unable to incorporate additional informa-
tion to improve their decisions. The main limitation derived from this situation
is that such hyper-heuristics usually fail to generalize well on instances from
unseen classes of instances.

Lifelong learning [20,21] was recently introduced as an alternative learning
approach that responds to the constant changes in the nature of the instances
being solved and the available solvers. As Silver suggests [21], systems that use
lifelong learning have the ability to learn, retain and use knowledge over a life
time. Lifelong learning is more than just extending the learning phase or execut-
ing it various times: it requires the use of a suitable knowledge representation
that allows the system to modify only small parts of what it knows to improve its
further performance. The concept of lifelong learning was recently introduced to
the field of hyper-heuristics, specifically for the Bin Packing problem with excep-
tional results [11,13,22]. The lifelong learning mechanism in those models was
implemented by using an artificial immune system [6].

3 Problem Characterization and Ordering Heuristics

In this section we describe the features used to characterize the instances and
the variable ordering heuristics considered for this investigation.

3.1 Problem State Characterization

Four commonly used features are considered to characterize the instances in this
investigation:

– Problem size (N). The problem size is defined as the number of bits required
to represent the whole solution space. N is calculated as

∑
v∈V log2(|Dv|),

where |Dv| is the domain size of variable v.
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– Constraintdensity (p1). The constraint density of an instance is defined as
the number of constraints in which the variables participate divided by the
maximum number of possible constraints in the instance.

– Constraint tightness (p2). A conflict is a pair of values 〈a, b〉 that is not
allowed by a particular constraint. Thus, the tightness of a constraint is the
number of forbidden pairs over the total number of pairs that may occur
between the two variables involved in the constraint. The tightness of a CSP
instance is calculated as the average tightness over all the constraints within
the instance.

– Clustering coefficient (C). The clustering coefficient estimates how close
the neighbours of a variable are to being a complete graph. Thus, the clustering
coefficient of a CSP instance is calculated as the average of the clustering
coefficient of all the variables within the instance.

All the previous features lie in the range [0, 1] (the values of N have been
normalized to lie in the same range as the rest of the features).

3.2 Ordering Heuristics

Although various heuristics for variable ordering are available in the literature,
we have selected a representative set of five of them for this investigation:

– Domain (DOM). DOM [10] prefers the variable with the fewest values in
its domain.

– Degree (DEG). The degree of a variable is calculated as the number of edges
incident to that variable. Thus, DEG selects the variable with the largest
degree [7].

– Domain Over Degree (DOM/DEG). DOM/DEG tries first the variable
with that minimizes the quotient of the domain size over the degree of the
variable [4].

– Kappa (K). The value of κ is suggested in the literature as a general measure
of how restricted a combinatorial problem is. If κ is small, the instances usually
have many solutions with respect to their size. When κ is large, instead,
the instances often have few solutions or do not have any at all [9]. κ is
defined as κ = −∑c∈C log2(1−pc)∑

v∈V log2(|Dv|) , where pc is the fraction of unfeasible tuples
on constraint c. K prefers the variable whose instantiation produces the less
constrained subproblem (the subproblem with the smallest value of κ).

– Weighted degree (WDEG). WDEG assigns a counter to each constraint, and
every time such constraint is unsatisfied, the corresponding counter is increased
by one [3]. WDEG prefers the variable with the largest weighted degree. This
is, the variable with the largest sum of weights over its constraints.

In all cases, ties are broken by using the lexical ordering of the variables. Once
a variable is selected, the value that participates in the fewest conflicts (forbidden
pairs of values between two variables) will be tried before the others [14]. In case
of ties, the minimum value will always be preferred.
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4 A Lifelong Learning Selection Hyper-heuristic
Model for CSPs

The motivation behind the lifelong learning selection hyper-heuristic (LLSHH)
model for CSP is the lack of continuous learning in current hyper-heuristic
models for CSP. The proposed hyper-heuristic model keeps learning with every
instance it solves, improving its decisions. The system uses the information from
previous instances solved with different heuristics to predict one suitable heuris-
tic to apply once a similar instance appears.

In order to describe the LLSHH model for CSP we will introduce two impor-
tant concepts: scenarios and predictors. A scenario attempts to answer the ques-
tion “How is the performance of heuristic h on instance p?”. Then, a scenario
is the time required by a specific heuristic to solve a CSP instance. Every time
an instance is solved, a new scenario is created and, during the training, the
scenario is analyzed –instance p is solved by using heuristic h and the time
consumed by the solving process is recorded. A predictor, on the other hand,
gathers information from different scenarios to allow the system to predict the
performance of a given heuristic on a new instance. A predictor contains a vector
of features that characterize a point in the problem space, and a collection of
scenarios associated to such a point. A scenario cannot belong to more than one
predictor.

Hyper-heuristic

Prediction Module

Predictor 0

Predictor 1

Predictor 2

.
.
.

Learning Module

Aux. SolverMain Solver

Solution

CSP p

(TI.1)

(TI.2, TI.4, TI.6)

(TI.3)

(TI.5)

(TII.1, TII.3)

(TII.2)

Fig. 1. The lifelong learning selection hyper-heuristic model for solving CSPs.

As shown in Fig. 1, the LLSHH model consists of three main components:
a solver, a prediction module and a learning module. The solver is exclusively
devoted to solving the instances presented to the system. It requests the predic-
tion module for one suitable heuristic given the properties of the current instance
under exploration. The prediction module has two tasks: it first recommends a
heuristic and then, it communicates with the learning module to improve further
decisions. The solver and the learning module run in parallel, each on its own
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thread. Because both the solver and the prediction module can read from and
write to the prediction module, the access to the prediction module is synchro-
nized to avoid problems due to concurrency. A detailed view of the model is
described in the following lines. Please note that two descriptions are provided
as the solver and learning module run in parallel in different threads.

The main thread of the model (TI) runs as follows:

(TI.1) The user requests the hyper-heuristic to solve instance p.
(TI.2) The main solver requests the prediction module one suitable heuristic to

apply for instance p.
(TI.3) The prediction module analyzes instance p by using the features described

in Sect. 3.1. The characterization of instance p locates it on a specific
point of the problem space. The prediction module analyzes all the avail-
able predictors and selects the one whose problem state is closest to the
characterization of p. The closeness of the problem state to the char-
acterization of instance p is calculated by using the Euclidean distance.
For a predictor to be considered, there is a minimum acceptance distance
dmin. This minimum distance is needed to allow the system to create new
predictors and avoid using predictors with little relation to the current
characterization of p.
(TI.3a) The predictor r with the closest problem state to the character-

ization of p (if the distance is smaller than dmin) is selected. By
using the information from the scenarios in predictor r, the sys-
tem selects the heuristic with the smallest median recorded time
among these scenarios. Let the selected heuristic be referred to
as h.

(TI.3b) If the prediction module cannot find a predictor with distance
smaller than dmin, the module creates a new predictor r with a
problem state equal to the characterization of p. One heuristic
h from the ones described in Sect. 3.2 is randomly chosen.

(TI.4) The prediction module returns the heuristic selected from the previous
step, h, and instance p is solved with that heuristic.

(TI.5) A solution is returned to the user.
(TI.6) A new scenario is created to register the performance of h on instance p.

The scenario is assigned to predictor r.

As we already mentioned, the learning process is executed in a different
thread. The learning process runs as follows:

(TII.1) The prediction module sends instance p, the selected predictor r and the
selected heuristic h to the learning module.

(TII.2) With a probability α, each available heuristic (except for h, which is
used and evaluated in thread T1 when the system solves the instance
for the user) may be selected for the generation of new scenarios. For all
the heuristics selected, a new scenario is created and analyzed.

(TII.3) The scenarios analyzed are sent to the prediction module to incorporate
them to their respective predictors.
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4.1 Benchmark Instances

In this investigation we have incorporated instances taken from a public reposi-
tory available at http://www.cril.univ-artois.fr/∼lecoutre/benchmarks.html. All
the instances in this work are binary CSPs coded in XCSP 2.1 format (http://
www.cril.univ-artois.fr/CPAI08/XCSP2 1.pdf). In the following lines we briefly
describe the classes of instances considered for this investigation:

– RAND. This class contains 50 random instances from the set frb30-15.tgz
listed in the public repository.

– QRND. This class contains 140 random instances containing a small struc-
ture. The instances correspond to the sets geom.tgz, composed-25-10-20.tgz
and composed-75-1-2.tgz in the public repository.

– PATT. The 52 instances in this class follow a regular pattern and involve
a random generation. The instances were taken from sets coloring.tgz,
QCP-10.tgz and QCP-15.tgz from the public repository.

– REAL. This class contains 18 instances taken from real world applications.
The instances correspond to the sets driver.tgz and rlfapScens.tgz in the
repository.

Although the proposed model is able to start from scratch (with no previous
information), we recommend to conduct a training phase to provide some initial
information about the heuristics and the instances that may be updated later
when the test instances are solved. In this investigation, around 50 % of the
instances of each class were used for training and the rest exclusively for testing.

5 Experiments

We conducted two main experiments in this investigation. In total, five hyper-
heuristics were produced and tested. The first experiment is related to the ability
of the hyper-heuristics to solve specific classes of instances. The second experi-
ment explores the idea of a more general use of the hyper-heuristic where only
one general method is capable of overcoming the use of a single heuristic for all
the classes.

In both experiments we used a maximum running time of 25 seconds per
instance, a minimum acceptance distance (dmin) equal to 0.1 and a probability
of scenario generation (α) equal to 0.75.

5.1 Producing Hyper-heuristics for Specific Classes of Instances

We used the training instances from each class to produce one hyper-heuristic for
the specific class used for training. In total, four hyper-heuristics were produced
in this experiment: RAND-HH, QRND-HH, PATT-HH and REAL-HH. For each
class, all the training instances were solved by using the corresponding hyper-
heuristic. Once the system provided a solution to all the training instances, we
used the hyper-heuristics produced to solve only the test instances from their

http://www.cril.univ-artois.fr/~lecoutre/benchmarks.html
http://www.cril.univ-artois.fr/CPAI08/XCSP2_1.pdf
http://www.cril.univ-artois.fr/CPAI08/XCSP2_1.pdf
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respective class. The idea of this experiment is to observe whether it is possible
to produce hyper-heuristics that perform better than the heuristics applied in
isolation for specific classes of instances.

Table 1 presents the success rate of the four hyper-heuristics on their respec-
tive classes of instances. The success rate in this investigation refers to the per-
centage of instances in each class where the hyper-heuristic required no more
time than one specific heuristic. For example, the results shown in Table 1 indi-
cate that for instances in class RAND, the hyper-heuristic RAND-HH is almost
always at least as good as DOM, DEG, DOM/DEG and WDEG, but only in
12 % of the test instances for that class it was able to perform at least as well
as K.

Table 1. Success rate of RAND-HH, QRND-HH, PATT-HH and REAL-HH on their
respective class of instances with respect to each heuristic.

DOM DEG DOM/DEG K WDEG

RAND 84.00 % 84.00 % 84.00 % 12.00 % 88.00 %

QRND 88.33 % 81.67 % 80.00 % 63.33 % 66.67 %

PATT 96.00 % 100.00 % 76.00 % 88.00 % 96.00 %

REAL 100.00 % 75.00 % 50.00 % 62.50 % 62.50 %

Table 2 complements the information of the performance of the four hyper-
heuristics, as it shows the average gain/loss of each hyper-heuristic on instances
from their respective classes of instances. For example, we know that the hyper-
heuristic RAND-HH is almost always at least as good as DOM, DEG, DOMDEG
and WDEG, but with the results from Table 2 we also know that when such
hyper-heuristic was used, the average time required to solve a test instance in
the class RAND decreased by 32.06 %, 23.57 % and 27.68 % with respect to DOM,
DEG and WDEG, respectively. The result for DOM/DEG is interesting, as it
shows that although the hyper-heuristic RAND-HH is in 84.00 % of the instances
at least as good as DOM/DEG, there is no real benefit from using this hyper-
heuristic (in average, 0.38 % time less per instance with respect to DOM/DEG).
When we compared hyper-heuristic RAND-HH against K, we observed that, in
average, it requires 56.09 % more time per instance than K.

The behaviour of hyper-heuristics QRND-HH, PATT-HH and REAL-HH
shows that these hyper-heuristics are good solving options for the classes of
instances they were trained for. In all cases, important savings in time were
obtained by using hyper-heuristics on their corresponding classes of instances.

5.2 Producing a Hyper-heuristic for Multiple Classes of Instances

In the previous experiment we produced and tested hyper-heuristics for each
specific class. Now, in this experiment we were interested in showing that there
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Table 2. Average time gain/loss per instance of RAND-HH, QRND-HH, PATT-HH
and REAL-HH on their respective class of instances when compared against each
heuristic.

DOM DEG DOM/DEG K WDEG

RAND −32.06 % −23.57 % −0.38 % +56.09 % −27.68 %

QRND −45.47 % −52.12 % −30.96 % −8.35 % −40.05 %

PATT −17.17 % −58.84 % −14.37 % −14.84 % −51.60 %

REAL −71.61 % −23.66 % −15.57 % −56.17 % −1.24 %

is a benefit from using hyper-heuristic as we can produce only one general method
and then, use it on instances from different classes with acceptable results. In
this section, we focused on producing one single hyper-heuristic (MC-HH) that
could perform well on the four classes of instances.

The training process for MC-HH was conducted in the same way we did for
training the four hyper-heuristics from the previous experiment but this time, we
constructed only one set of training instances that includes the training instances
from the four classes into a single training set.

Tables 3 and 4 show the results obtained for MC-HH when compared against
each heuristic.

Table 3. Success rate of MC-HH on each class of instances.

DOM DEG DOM/DEG K WDEG

RAND 80.00 % 84.00 % 48.00 % 8.00 % 88.00 %

QRND 88.33 % 80.00 % 86.66 % 56.66 % 68.33 %

PATT 68.00 % 88.00 % 60.00 % 76.00 % 84.00 %

REAL 75.00 % 75.00 % 75.00 % 87.50 % 62.50 %

Table 4. Average time gain/loss per instance of MC-HH on each class of instances
when compared against each heuristic.

DOM DEG DOM/DEG K WDEG

RAND −40.94 % −34.42 % +0.70 % +65.96 % −39.37 %

QRND −45.61 % −52.23 % −31.14 % −8.40 % −40.22 %

PATT −11.33 % −56.57 % −7.26 % −7.09 % −48.72 %

REAL −78.54 % −45.96 % −41.24 % −70.24 % −29.59 %

In general, MC-HH is not as good as the hyper-heuristics trained for each
particular class of instances with regard to the success rate. But, its ability to
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reduce the average time for solving the instances improved for some classes,
specially for the instances from REAL. An important consideration is that K
was the best performing heuristic for classes RAND, QRND and PATT, but for
REAL the best heuristic was WDEG. MC-HH is capable of performing as well
as K and WDEG in each of these classes (except for RAND), showing that one
hyper-heuristic can combine the strengths of single heuristics to perform well on
different classes of instances.

5.3 Discussion

There is an important observation that needs to be discussed about the run-
ning time of the proposed hyper-heuristic model. First, assuming that a hyper-
heuristic always selects the same heuristic h, it will always require more time
than h applied directly to solve the problems. The additional time is the result
of revising the predictors to find one that is close to the characterization of the
current instance. The benefit of using a hyper-heuristic in this model occurs
when the hyper-heuristic changes the heuristic to apply based on the features of
each instance being solved. When that happens, its performance can be superior
to the one of a single heuristic applied to solve the same instances.

Finally, we observed that classes QRND, PATT and REAL are suitable to
be solved by the model proposed. But, RAND is difficult to solve by the hyper-
heuristic because of its lack of structure. It seems that the learning strategy
in the hyper-heuristic is unable to properly characterize the instances by using
the features described in Sect. 3.1. For this reason, we think that more features
should be considered in the future.

6 Conclusion

In this paper we have described a lifelong learning hyper-heuristic model for
solving CSPs. The hyper-heuristic learns from a set of scenarios that represent
the historical performance of heuristics on previously solved instances. Then, the
system creates predictors that group those scenarios and, when the system deals
with a new instance, it predicts one suitable heuristic for such instance based
on what the system knows about the heuristics and previously solved instances.
Every instance the hyper-heuristic solves can produce, with probability α, a
new scenario to increase the system’s knowledge about the heuristics and the
instances. Those scenarios are analyzed in a different thread, making the learning
process transparent for the user. With this model, the system is continually
learning from new instances it solves.

Although we observed promising results with this hyper-heuristic model, it is
clear for us that some elements might be improved. For example, the minimum
acceptance distance was introduced as a way to allow the hyper-heuristic to
discard some predictors, the ones which are“not similar enough” to the current
instance being solved. Despite this idea is something we found important to
include (it allows the creation of new predictors), we think that should work in a
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different way. Having one dmin for the distance worked well for this investigation
but ignores the fact that some features may have a larger effect on the time
required to solve an instance. For example, two instances with the same values
of p1, p2 and C but different N may require completely different running times,
as the number of variables increases the size of the search space. For this reason,
we think that dmin should represent a vector, where each feature has its own
minimum acceptance distance. Also, this value should be automatically updated
according to the scenarios analyzed for each predictor. At this moment we only
have preliminary ideas on how to achieve this, but we still need to figure out
how to implement it in an efficient way.

Another important aspect to consider is that the order in which the instances
are solved by the hyper-heuristic may affect the way the predictors are created.
This may not seem like an issue for the experiments conducted in this investiga-
tion but opens the door for a future and important development of the model:
predictor segmentation and integration. With segmentation, a predictor that has
evidence that two instances with similar features require considerably different
solving times may be split into two different predictors. On the other hand, inte-
gration deals with the idea of creating one new predictor by merging two or more
existing ones.

Finally, we would like to include more features and heuristics to our model
and compare the proposed model against other existing hyper-heuristic models
for CSP to better estimate its quality.
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