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Preface

The Mexican International Conference on Artificial Intelligence (MICAI) is a yearly
international conference series organized by the Mexican Society of Artificial Intelli-
gence (SMIA) since 2000. MICAI is a major international artificial intelligence forum
and the main event in the academic life of the country’s growing artificial intelligence
community.

MICAI conferences publish high-quality papers in all areas of artificial intelligence
and its applications. The proceedings of the previous MICAI events have been pub-
lished by Springer in its Lecture Notes in Artificial Intelligence series, vol. 1793, 2313,
2972, 3789, 4293, 4827, 5317, 5845, 6437, 6438, 7094, 7095, 7629, 7630, 8265, 8266,
8856, and 8857. Since its foundation in 2000, the conference has been growing in
popularity and improving in quality.

The proceedings of MICAI 2015 are published in two volumes. The first volume,
Advances in Artificial Intelligence and Soft Computing, contains 46 papers structured
into eight sections:

– Invited Paper
– Natural Language Processing
– Logic and Multi-agent Systems
– Bioinspired Algorithms
– Neural Networks
– Evolutionary Algorithms
– Fuzzy Logic
– Machine Learning and Data Mining

The second volume, Advances in Artificial Intelligence and Its Applications, con-
tains 46 papers structured into eight sections:

– Invited Papers
– Natural Language Processing Applications
– Educational Applications
– Biomedical Applications
– Image Processing and Computer Vision
– Search and Optimization
– Forecasting
– Intelligent Applications

This two-volume set will be of interest for researchers in all areas of artificial
intelligence, students specializing in related topics, and the general public interested in
recent developments in artificial intelligence.

The conference received for evaluation 297 submissions by 667 authors from 34
countries: Argentina, Australia, Brazil, Canada, Chile, China, Colombia, Cuba, Czech
Republic, Ecuador, France, Germany, India, Iran, Israel, Italy, Japan, Kazakhstan,



Mexico, Pakistan, Peru, Poland, Portugal, Romania, Russia, Saudi Arabia, Slovakia,
Spain, Switzerland, Taiwan, Tunisia, Turkey, UK, and USA; the distribution of papers
by topics is shown in Table 1. Of those submissions, 89 papers were selected for
publication in these two volumes after a peer-reviewing process carried out by the
international Program Committee. The acceptance rate was 29.9 %.

In addition to regular papers, the volumes contain three invited papers by the
keynote speakers Alexander Gelbukh (Mexico), Gennady Osipov (Russia), and Zita
Vale (Portugal).

Table 1. Distribution of papers by topics

Track Submitted Accepted Rate

Applications 73 29 40 %
Pattern Recognition 58 15 26 %
Machine Learning 54 18 33 %
Data Mining 46 21 46 %
Natural Language Processing 41 15 37 %
Computer Vision and Image Processing 38 9 24 %
Genetic Algorithms 35 13 37 %
Expert Systems and Knowledge-Based Systems 30 6 20 %
Knowledge Representation and Management 30 12 40 %
Neural Networks 27 10 37 %
Hybrid Intelligent Systems 21 10 48 %
Planning and Scheduling 20 4 20 %
Fuzzy Logic 18 7 39 %
Robotics 18 5 28 %
Bioinformatics and Medical Applications 17 5 29 %
Multi-agent Systems and Distributed AI 14 2 14 %
Ontologies 13 5 38 %
Sentiment Analysis and Opinion Mining 12 2 17 %
Constraint Programming 10 6 60 %
Knowledge Acquisition 9 3 33 %
Intelligent Tutoring Systems 8 5 62 %
Uncertainty and Probabilistic Reasoning 8 4 50 %
Logic Programming 7 5 71 %
Intelligent Interfaces: Multimedia, Virtual Reality 5 2 40 %
Intelligent Organizations 4 – –

Automated Theorem Proving 3 2 67 %
Spatial and Temporal Reasoning 3 2 67 %
Case-Based Reasoning 2 1 50 %
Model-Based Reasoning 2 2 100 %
Non-monotonic Reasoning 1 – –

Philosophical and Methodological Issues of AI 1 – –

Qualitative Reasoning 1 1 100 %
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The international Program Committee consisted of 172 experts from 27 countries:
Australia, Azerbaijan, Belgium, Brazil, Canada, Colombia, Czech Republic, Denmark,
Finland, France, Germany, Greece, India, Israel, Italy, Japan, Mexico, New Zealand,
Poland, Russia, Singapore, Spain, Sweden, Switzerland, Turkey, UK, and USA.

MICAI 2014 was honored by the presence of renowned experts who gave excellent
keynote lectures:

– Alexander Gelbukh, Instituto Politécnico Nacional, Mexico
– Gennady Osipov, Higher School of Economics, Russia
– Paolo Rosso, Universitat Politècnica de València, Spain
– Ruslan Salakhutdinov, University of Toronto, Canada
– Juan M. Torres Moreno, Université d’Avignon et des Pays de Vaucluse, France
– Zita Vale, Politécnico do Porto, Portugal

The technical program of the conference also featured tutorials presented by Roman
Barták (Czech Republic), Ildar Batyrshin (Mexico), Alexander Gelbukh (Mexico), Isai
Rojas González (Mexico), Luis Enrique Sucar (Mexico), Zita Vale (Portugal), and Ivan
Zelinka (Czech Republic), among others. Four workshops were held jointly with the
conference: the 8th Workshop on Hybrid Intelligent Systems, HIS 2015; the 8th
Workshop on Intelligent Learning Environments, WILE 2015; the Second International
Workshop on Recognizing Textual Entailment and Question Answering, RTE-QA
2015; and the First International Workshop on Intelligent Decision Support Systems
(DSS) for Industry Application.

The authors of the following papers received the Best Paper Award based on the
paper’s overall quality, significance, and originality of the reported results:

First place: “Detecting Social Spammers in Colombia 2014 Presidential Election,” by Jhon
Adrián Cerón-Guzmán and Elizabeth León (Colombia)

Prize from Springer: € 400; prize from SMIA: € 400
Second
place:

“Dynamic Systems Identification and Control by Means of Complex-Valued
Recurrent Neural Networks,” by Ieroham Baruch, Victor Arellano Quintana,
and Edmundo Pérez Reynaud (Mexico)

Prize from Springer: € 300; prize from SMIA: € 300
Third
place:

“Inferring Sentiment-Based Priors in Topic Models,” by Elena Tutubalina and
Sergey Nikolenko (Russia)

Prize from Springer: € 200; prize from SMIA: € 200

The authors of the following paper selected among all papers of which the first
author was a full-time student, excluding the papers listed above, received the Best
Student Paper Award:

First
place:

“Place Recognition-Based Visual Localization Using LBP Feature and SVM,” by
Yongliang Qiao, Cindy Cappelle, and Yassine Ruichek (France)

Prize from Springer: € 100; prize from SMIA: € 100

Preface VII



The awards included significant monetary prizes sponsored by Springer and by the
Mexican Society of Artificial Intelligent (SMIA).

We want to thank everyone involved in the organization of this conference. In the
first place, the authors of the papers published in this book: it is their research work that
gives value to the book and to the work of the organizers. We thank the track chairs for
their hard work, the Program Committee members, and the additional reviewers for
their great effort spent on reviewing the submissions.

We would like to thank the Polytechnic University of Morelos (Upemor) for hosting
the workshops and tutorials of MICAI 2015; in particular, we thank Dr. Mireya Gally
Jordá, the rector of the university, and Dr. Yadira Toledo, the academic secretary, for
their support and generosity. We also thank the Tecnológico de Monterrey Campus
Cuernavaca for the hospitality and for opening its doors to the participants of MICAI
2015; we would especially like to thank Dr. Mónica Larre, the director of professional
studies, for her support. We thank the INAH Delegación Morelos, Secretary of Culture
of Morelos, and Secretary of Tourism of Morelos, particularly Mr. Manuel Zepeda
Mata, Ministry of Promotion of the Arts, and Mr. Sergio Perea Garza, Director for
Tourism, for their support in carrying out the cultural activities of MICAI 2015. We
also want to thank the staff of the Electrical Research Institute (IIE) and the National
Center for Research and Technology Development (CENIDET) for their support in the
organization of this conference.

We gratefully acknowledge the sponsorship received from Springer for monetary
prizes handed to the authors of the best papers of the conference. This generous
sponsorship demonstrates Springer’s strong commitment to the development of science
and their sincere interest in the highest quality of the conferences published with them.

We are deeply grateful to the conference staff and to all members of the local
committee headed by Gustavo Arroyo Figueroa, Yasmín Hernández, and Noé Ale-
jandro Castro Sánchez. We acknowledge support received from the project CONACYT
240844. The entire submission, reviewing, and selection process, as well as preparation
of the proceedings, was supported for free by the EasyChair system (www.easychair.
org). Finally, yet importantly, we are very grateful to Springer staff for their patience
and help in the preparation of this volume.

October 2015 Grigori Sidorov
Sofía N. Galicia-Haro

Obdulia Pichardo Lagunas
Oscar Herrera Alcántara

Gustavo Arroyo Figueroa
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Abstract. In this paper a sign-based or semiotic formalism is considered. The
concept of sign arose in the framework of semiotics. Neurophysiological and
psychological researches indicate sign-based structures, which are the basic
elements of the world model of a human subject. These elements are formed
during his/her activity and communication. In this formalism it was possible to
formulate and solve the problem of goal-setting, i.e. generating the goal of
behavior.

Keywords: Sign � Image � Significance � Meaning � Relationship on the set of
signs � The synthesis of behavior

1 Introduction

In the area of artificial intelligence there are problems which are difficult to solve in a
symbol-based paradigm. Planning of goal-oriented behavior is one of these problems.
Under certain conditions, it belongs to the class of nondeterministic polynomial time
complete problems. The problem definition includes, in particular, setting the goal of
behavior. At the same time, in cognitive research, goal-oriented behavior also means
generating the goal of behavior. However, in artificial intelligence research, the latter
problem is not even set. Presumably, this is due to limitations related to symbol-based
formalism.

Here we consider a fragment of the formalism that may be called a sign-based or a
semiotic one. It is based on the concept of sign that originated in the semiotics [1, 2]
and that is used, in an informal way, in cognitive psychology [3]. The results of a
number of researches in the field of neurophysiology [4, 5] also indicate the possibility
of existence of sign structures in a world model of the subject of activity. Moreover, in
the paper [6] the transition from the neurophysiological level on the psychological one,
i.e. appearing of consciousness is connected with formation of signs. In [7] neuro-
physiological mechanisms of some cognitive functions and their relations with for-
mation of a world language model are considered. Paper [8] is devoted to the appearing
of mechanisms of communication on the basis of semiotics approach. In [9] D. Roy
offers a sign model of the world as a basis for an operational component of the robot
manipulator.

In the present paper the concept of sign is defined accurately. Moreover, the family
of relationships and operations on the set of signs are considered. Within the formalism

© Springer International Publishing Switzerland 2015
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it was possible to describe a number of world models and cognitive functions. One of
them – the function of goal-setting (generation of a behavior goal) is described in the
report as an example.

2 Sign

Let us define a set S that will be referred to as the set of signs. Each element s 2 S has
the form: s = <n, p, m, a> where n 2 N, p � P, m �M, a � A. Here N is a set of words
of finite length in an alphabet that we will refer to as the set of names; P is a set of
closed atomic formulas for first order predicates calculus that we will refer to as a set of
properties. M and A are sets of actions each of which, as it is accepted in artificial
intelligence research, is represented using a rule. M is referred to as a set of signifi-
cances and to A as a set of meanings. The overlap of the sets M and A is, generally
speaking, non-empty.

Note 1. The terms ‘significance’ and ‘meaning’ or, more accurately, ‘personal
meaning’ are taken from psychology. In that sphere they denote the assignment of the
item (or phenomenon) to reality and the way of using (applying) the item that is
preferred by the actor, respectively [10, 11].

Note 2. It follows from the note 1 that each sign corresponds to an item (phe-
nomenon) in reality. Each item, from the actor’s perspective, possesses a name, image,
general cultural significance (assignment), and personal meaning (hereafter, the
meaning) with regards to the actor.

Let us remember that the rule [12] means an ordered triad of sets: r = <C, A,
D> where C is a condition of the rule r, A is a set of the facts added by the rule r, and D
is the set of the facts removed by the rule r. Generally, each of those sets is a set of the
atomic formulas for first order predicates calculus.

Let us introduce next linking operators:
Wm

p : 2P ! 2M is the operator of linking images p to significances m: Wm
p ðpðiÞÞ ¼

mðiÞ so that mðiÞ ¼ frjP rð Þ�P pðiÞ
� �g where P rð Þ is a set of different predicate symbols

of the condition C or the rule r, P pðiÞ
� �

is a set of predicate symbols of image
pðiÞ; pðiÞ 2 2P; mðiÞ 2 2M, 2P and 2M are power sets P and M, respectively.

Second operator: Wa
m : 2M ! 2A links significances to meanings:

Wa
m ðmðiÞÞ ¼ aðiÞ so that aðiÞ ¼ fr�jP rð Þ\P r�ð Þg 6¼ ø where P r�ð Þ is a set of

predicate symbols of the r�; mðiÞ 2 2M; aðiÞ 2 2A; 2A being power set A.
Third operator Wp

a : 2
A ! 2P links meaning to images so that Wp

a ðaðiÞÞ ¼ pðiþ 1Þ

where pðiþ 1Þ ¼ S
j Pðr�j Þ; aðiÞ 2 2A; pðiþ 1Þ 2 2P, and J is the number of the rule in the

set a(i).
Generally, pðiþ 1Þ 6¼ pðiÞ. One can show that for some initial approximation this

iterative process converges to some p. We have then 8 r and 8 r* jjP rð Þ\P r�ð Þj j � 2.
The sufficient condition of convergence is P rð Þ�P r�ð Þ.

If we introduce an operator Wp
m ¼ Wp

aW
a
m, one can see that the pair of operators Wm

p

and Wp
m form Galois correspondence. The following proposition holds:

4 G.S. Osipov



Proposition. The sign is a fixed point of the Galois closure of the operators Wm
p and

Wp
m.

3 Relations Over a Set of Signs

3.1 Relations Over a Set of Signs Generated by Their Images

Let S ¼ s1; s2; . . .; skf g be a set of signs, p ¼ p1; p2; . . .; pg
� �

and q ¼ #1; #2; . . .; #hð Þ
are images of signs sp and sq, respectively.

The ordered sets sp ¼ \i1; i2; . . .; ig [ and sq ¼ \j1; j2; . . .; jh [ will be referred
to as types of the images of signs sp and sq, respectively.

Definition 1. If, for signs sp and sq, τp = τq and 8i πi = ϑi, (i 2 1, 2, …, g), then
R1 :¼ R1[ sp; sq

� �� �
.

One can readily see that relation R1 is the relation of equivalence over the set of
images of signs form S. The relations R2, R3, and R4 are the relations of inclusion,
similarity, and opposition, respectively.

Definition 2. If, for signs sp and sq, τp � τq and 8i 2 τp, we have πi = ϑi, then
R2 :¼ R2[ sp; sq

� �� �
is the relation of inclusion.

Definition 3. If, for signs sp and sq, τp\τq ≠ ∅ and 8i 2 (τp\τq), we have πi = ϑi, then
R3 :¼ R3[ sp; sq

� �� �
is the relation of similarity.

Definition 4. If, for sign sp and some sign sq, τp\τq ≠ ∅ and 8i 2 (τp\τq), we have
πi ≠ ϑi, then R4 :¼ R4[ sp; sq

� �� �
is the relation of opposition.

It is clear that each of the relations defined above is a subset S2.
The definitions specified above are essentially the procedures for generating new

elements of relations over a set of signs. Applied whenever the set of signs is extended
by adding a new sign (or the usage of the set of signs begins), the described procedures
either create a new relation or enhance some of the relations over symbols with a new
element. This means that interaction of images of different signs results in creating an
heterogeneous semantic network [13]. It contains four types of relations: equivalence of
images, inclusion of images, similarity of images, and opposition of images.

3.2 Relations Over the Set of Signs Generated by Their Significances

Over a set of signs one can define a number of relations generated by their images. Here
one of the relations, which in author’s opinion is the most important one, is described.

In accordance with the abovementioned, the significance is a set of actions which
the actor can perform with the item that is described by using any sign. However, each
action corresponds to a set of some roles that are substituted by participants of the
action in, approximately, the way described by Fillmore [14]. (This corresponds to the
situation in the human language where action is usually represented by using a verb, or
a deverbative, or a participle, or gerund that may be characterized using a set of
semantic valences).

Signs-Based vs. Symbolic Models 5



Therefore, we will associate the significance of each sign with some ordered set that
will be referred to as the set of its roles. It is clear that each role may be substituted with
a sign. This approach is the basis for creating relations over the set of signs that are
generated by the significances of the signs. It would be reasonable to refer to that
relation as a script-based one. So, if I ¼ i1; i2; . . .; iq

� �
is a set of all possible roles, the

significance of each sign is a subset of that set. (For simplicity it is assumed that each
significance includes one action.). Let now sp be a sign with the significance m sp

� � ¼
\i1; i2; . . .; ik [ where i1; i2; . . .; ik 2 I, and sq is a sign.

Definition 5. If, for signs sp and sq, we have sq/ij, (the sign sq substitutes role ij), ij2m(sp),
then R5 :¼ R5[ sp; sq

� �� �
. As it was stated above, it is reasonable to refer this relation as

the scenario-based one. It is clear that the relation R5 enables one to generate complex
constructions, i.e. scenarios that are essentially the networks of signs related by the
significances and names of those signs.

3.3 Relations Over a Set of Signs Generated by Their Meanings

Over the sets of signs (personal meanings), there is a natural way for generating
relations of subsumed and opposition on the basis of their meanings (personal
meanings).

It should be reminded that each meaning is associated with a set of actions. As
before, here for simplicity we assume that each meaning is associated with one action
described by the rule r = <C, A, D>.

Let, as before, S = {s1, s2, …, sk} be a set of signs and a1 and a2 be the meanings of
signs s1 and s2, respectively.

We define the following relations over the set of personal meanings:

1. Y a1; a2ð Þ or ða1Ya2Þ (read ‘meaning a1 is subsumed by meaning a2’), if
A r1ð Þ�A r2ð Þ or D r1ð Þ�D r2ð Þ where A(r1), A(r2), and D(r1), D(r2) are sets of the
facts added or removed by the rules r1 and r2, respectively; then R6: = R6[{(s1, s2)}

2. ⊥(a1, a2) or a1 ⊥ a2 (read ‘meaning a1 is opposed to meaning a2’), if
8P x1; x2; . . .; xnð Þ 2 A r1ð Þ9P x1; x2; . . .; xnð Þ 2 D r2ð Þ; then R7: = R7[{(s1, s2)}.

4 Operations Over a Set of Signs

Let us consider as an example the operation of generalization.
The operation of generalization Θ is defined over the set of pairs of signs that

belong to the relation R3; applying the operation Θ yields a new image that includes all
common features of the initial images. Namely, if π is a set of images, p1; p2 2 p; p1 ¼
x1; x2; . . .; xg
� �

and p2 ¼ y1; y2; . . .; yhð Þ, thenH : p� p ! p so that for each p1, p2 2 π
such that p1; p2ð Þ 2 R3H p1; p2ð Þ ¼ p3, where p3 ¼ z1; z2; . . .; zlð Þ so that for 8i9j,
k such that zi ¼ xj ¼ yk.

6 G.S. Osipov



The image generated as a result of generalization may be used as a basis for
creating a new sign. A description of the corresponding procedure is contained in
item 1. One can show that R3 is a lower semi-lattice with respect to operation Θ.

Operation of closure over significances of Π(s1, ij, s2). If s1 is a sign with a
significance m(s1) and ij 2 m(s1) is a role of that significance, the operation creates a
new sign s�1 where role ij is substituted with the sign s2 (s2/ij). In this case, the meanings
and significances of the initial signs are combined.

Operation of agglutination r s1; s2ð Þ ¼ s3. If s1, s2 are signs and a1 and a2 are their
meanings, the operation of agglutination creates a new sign s3 with meaning a3 where
A(r3) = A(r1) [ A(r2) or D(r3) = D(r1) [ D(r2). It is clear that in both cases C(r3) = C
(r1) \ (r2) where C(r3) are the set of conditions of the rules r3, r1, and r2 and A and D are
the sets of the facts that are added and removed by the rules r1 and r2, respectively.

5 Applications to Cognitive Psychology and Synthesis
of Behavior

5.1 Actor’s Model of the World

It was shown above that, over the set of signs, three main types of the structure are
formed so that they are generated by the families of relations on images, significances,
and meanings. In accordance with [13], it is reasonable to refer to each of them as an
heterogeneous semantic network.

Therefore, we have a semantic network HP over a set of images, semantic network
HA over a set of personal meanings, and semantic network HM over a set of the
significances of the signs.

We will refer to the triad of objects H = <HP, HA, HM> as a semiotic network.
As it follows from the above, the transitions between the networks HP, HA, HM are

implemented using the procedures Wa
m, W

p
a, and Wm

p described earlier.
The level of the names of signs may inherit any of the semiotic networks described

above. Owing to such inheritance, one can speak about creation of a semantic network
on the level of signs (and not on the level of their components alone).

Note that in psychology, there is a concept of the Model of the World of the actor.
Three types of the Model of the Worlds may be distinguished: the rational one, the
common life, and the mythological one [15].

We have seen that, over the network HP, one can define the operations of gener-
alization (and classification) over features. This set of operations characterizes the
rational Model of the World. Based on these considerations and a number of psy-
chological experiments (the description of which is beyond the topic of this report), one
may assume that this network is over the set of images (and its inheritance of the level
of the names of signs) that underlies the rational Model of the World. The importance
of the term ‘underlies’ is to be stressed. All types of the World Models use networks
over images, meanings, and scripts. However, there is some ‘controlling’ network that
is used for defining a goal, searching for adequate actions, calling up scripts, and
changing personal meanings. For example, in the rational Model of the World, in the
network over images, first, a goal is set. Then, on the network over significances,

Signs-Based vs. Symbolic Models 7



appropriate roles are looked for in a script as a condition for performing actions to
attain the goal. Next, the meanings of the objects are taken into account. They may
perform motivations or obstacles or means for attaining the goals. Degenerated World
Models in which two networks instead of three are used, are known as well.

The characteristic feature of the common-life Model of the World consists in
following some stereotypes or scenarios of behavior. Thus, inheritance to the level of
the names of signs in the network results in forming a common-life Model of the
World. It should be noted here that the network of significances is only a leading one:
for example, the bureaucrats’Model of the World is based on two networks, scripts and
personal meanings. Therefore, if a new object matter of need appears (for example,
allocation of resources for science and culture), a script is found in which the meaning
of the goal transforms from an ambivalent one into the meaning of obstacle. Since this
process does not involve images, the corresponding Model of the World may be
considered as a degenerate one. Generally, in the common-life Model of the World, the
selected script (on the network of significances) is extended using the images of those
objects (also including partners). In the best possible way (in accordance with the
assessment on the network of meanings), they may perform the roles prescribed by the
script. For example, the head of a project selects performers for a new team to ensure
‘good’ execution of the new type of work or a groom and bride choose guests to the
wedding ceremony in accordance with their understanding of what is a ‘good’
wedding.

In the mythological Model of the World, each role has an invariable meaning and
an image associated to it, i.e. in this case the network over meanings is the leading one.
In other words, inheritance of the network HA to the level of names of signs results in
forming a mythological Model of the World.

It should be added here that it is the actors’ Models of the World are the envi-
ronments in which different cognitive functions are implemented such as introspection,
reflection, and goal setting. We describe below one of the most important functions, the
goal setting function as an example.

5.2 The Problem of Goal Setting

We apply the formalism developed above to the problem of goal setting – defining a
new goal for behavior.

Goal setting is a complicated process that also involves, in addition to finding a
goal, determination of the conditions and specific way for attaining that goal. As it was
told above, the character of the goal setting process is determined by the type of the
actors’ Model of the World. In case of a common-life Model of the World, the leading
component is significance, i.e. the actor bases on the structure of subject matter and
roles and uses already existing signs to select a suitable situation that will be the
goal-setting one.

To denote operations of transitions over the networks of significances, images, and
personal meanings, we introduce an operator Tr. We denote the left composition of the
operator Wy

x where x, y 2{m, a, p} with the operator of transition over the network as

8 G.S. Osipov



Wy
x : Wy

x ¼ Wy
x � TrðxÞ where Tr(x) = x′, x 2 A, x 2 P or x 2 M and x′ 2 A, x′ 2 P or

x′2M. The right composition of operator Wy
x where x2{m, a, p}, y2{m, a, p} with the

operator of transition over network y is denoted as �W
y
x :

�W
y
x ¼ TrðyÞ �Wy

x where Tr
(y) = y′, y 2 A, y 2 P or y 2 M and y′ 2 A, y′ 2 P or y′ 2 M. For example, the left
composition of operator Wm

p with the operator of transition over the network of images
may be presented as Wm

p ¼ Wm
p � TrðpÞ.

The process of goal setting is performed as part of an activity when the motive of
the activity is recognized; i.e. the sign of the object matter of need is included in the
actor’s Model of the World. Then the significance (m) of this sign (in the common-life
Model of the World) is the motive of the activity. The motive is satisfied if there exists
a sign such that the application of the right composition of operator Wp

a with the
transition operator (TrðpÞ �Wp

a) to the personal meaning of that sign yields the image of
the sign of the object matter of need.

The sign will be referred to as the goal sign when the application to it of the right
composition of operator Wp

a with the transition operator yields the image of the sign of
the object matter of need. Thus, the goal setting process consists of building a sequence
that ends with the sign from which motive may be attained, i.e. the need is satisfied.

In accordance with the aforementioned, the significance of the sign will be repre-
sented as a set of pairs ‘action – role of the item in that action’ and image (p) of that
sign as a set of features, i.e. pairs ‘attribute – attribute significance’. Personal meaning
(a) will be represented as a rule that corresponds to the action of the actor with the item;
the condition and effects of the action of the rule are specified as a set of properties.

Next, denote s* a sign if the significance m* is motive.
In the algorithm described below, we use both synthetic and semantic considera-

tions without emphasizing this circumstance.
Step 1: transition m* → a1 (operator W

a
m is applied). Significance m1 is searched for

over a subset of significances (in the script with generating sign s*) such that its sign s1
possesses personal meaning a1 such that the action in the set of added parameters padd
that it interprets contains the set of attributes p* of sign s*:

Wa
m : m� ! a1 where a1 is such that p��padd a1ð Þ:

If the sign s1 does not coincide with the sign s*, the identified goal sign with its
personal meaning is a goal and the algorithm ends its operation otherwise we go to
step 2.

Step 2: transition a1 ! �p2 (operator �W
p
a is applied). The set of attributes p2 of sign

s2 is searched for on the subset of images which has the maximum power. It is a subset
of the set of attributes of condition pcond of the rule that interprets the personal meaning
a1 of the sign s1 found at step 1. The combination of the attributes of the image p2 of
the sign s2 with any attribute (one or more) from the set pcond\p2 will be referred to as
the extended image �p2:

Step 3: transition �p2 ! m3 (operator �W
m
p is applied). Significance m3 is selected

among the significances of the sign s3 the image of which coincides with the set of
attributes �p2np2 such that:

Signs-Based vs. Symbolic Models 9



(1) The script Mest(s3) generated by the sign s3 coincides with a script generated by
the sign s2 found at step 2 up to signs s2 and s3 (without taking them into account);

(2) The personal meaning a3 that corresponds to the significance m3 is interpreted by
the action such that the set of the attributes of its effect contains the set of the
attributes of the image p3 of the sign s3 itself.

�W
m
p : �p2 ! m3 where m3 is a significance in the set Mscen of the scenario Mest(s3)

and 9Mest(s2) such that Mest(s2) = Mest(s3) without consideration for signs s2 and s3.
Step 4: transition m2 → a2 (operator Wa

m is applied). The personal meaning a2 is
found that corresponds to the significance m2 of the sign s2. The algorithm operation
ends.

Running the algorithm yields a sign not identical to the sign of the object matter of
need the personal meaning of which is interpreted by the action that results in satisfying
the need. Thus, sign s2 with personal meaning a2 becomes the goal.

6 Conclusion

In this paper, the basis of a new formalism that correlates with the available neuro-
physiological and psychological data on the structure and function of the actor’s Model
of the World, is considered. The proposed formalism enables describing a number of
cognitive functions, such as introspection, reflection, goal setting, and some others, and
enhancing the extent of understanding cognitive processes. A description of a cognitive
function, the goal setting function, is provided. Further development of the formalism
is related to handling multi-agent and robotic systems, in which Models of the World
may be generated in automatic (or semiautomatic) way as a result of communication,
interaction of visual and audio systems. On this basis it becomes possible to distribute
tasks and coordinate goals in cognitive robots coalitions. Implementation of such
functions will enable one to boost the extent of autonomy of such systems and their
coalitions.
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Abstract. The detection of synonyms is a challenge that has attracted
many contributions for the possible applications in many areas, including
Semantic Web and Information Retrieval. An open challenge is to iden-
tify synonyms of a term that are appropriate for a specific domain, not
just all the synonyms. Moreover, the execution time is critical when han-
dling big data. Therefore, it is needed an algorithm which can perform
accurately and fast in detecting domain-appropriate synonyms on-the-
fly. This contribution presents SynFinder which uses WordNet and the
web of data. Given a term and a domain in input, WordNet is used for
the retrieval of all the synonyms of the term. Then, synonyms which
do not appear in web pages related to the domain are eliminated. Our
experimentation shows a very good accuracy and computation perfor-
mance of SynFinder, reporting a mean precision of 0.94 and an average
execution time lower than 1 s.

Keywords: Synonyms · Semantic Web · Synonyms extraction ·
Domain-based synonyms detection

1 Introduction

The extraction of synonyms is a current and popular topic in literature for
the many possible applications in different areas of Semantic Web (SW), from
query expansion to ontology matching [17,20]. In SW, the identification of lexical
relationship of terms is a critical task because different words can have the same
or similar meaning.

A first approach for the retrieval of synonyms is the usage of traditional
dictionaries such as WordNet [10] and Wiktionary1 among others. WordNet is a
well-established English lexical database that provides meaning and synonyms
of a term in different contexts. The structure of WordNet is mainly based on
the synonym relationship among words. These synonyms are grouped into sets

1 http://www.wiktionary.org accessed on 27-06-2015.

c© Springer International Publishing Switzerland 2015
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DOI: 10.1007/978-3-319-27060-9 2
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called Synsets formed by words that (i) have the same meaning, and (ii) are
interchangeable in different contexts. Presently, WordNet contains more than
110,000 Synsets.

Wiktionary is a free-content multilingual dictionary that, similarly to
Wikipedia, allows users to modify translations, definitions, synonyms and other
information available in it. It currently offers 4,039,912 entries with English def-
initions from over 1550 languages2. However, as reported in the next section,
most of the dictionary-based works for the retrieval of synonyms use WordNet.

Another possible source of synonyms is the web. On one side we have Google
Translate that may represent a valid tool for synonyms retrieval using data
from the web. Unfortunately, at the time of this study, the APIs of Google
Translate3 offers a service for translation purposes only, with no possibility to
retrieve synonyms of terms using such service. On the other side, a part of
the research community utilizes web pages for the extraction of synonyms via
patterns [20,21]. This approach promises the identification of synonyms as they
are actually used on the web, but it cannot be used for real-time synonyms
extraction, due to the time that is required to parse the web. Another important
consideration is that those contributions do not focus on domain-based detection
of synonyms.

Therefore, an interesting challenge is the development of a technique that
uses both dictionaries and the web for a proper retrieval of synonyms of a term
in a short time. In fact, dictionaries can offer the reliability of a correct set
of synonyms, and the web can be used to refine the synonyms according to a
domain, current trend of usage and other criteria. In particular, the identifi-
cation of synonyms of a term appropriate for a specific domain is helpful for
the construction of domain ontologies, query expansion process, and any other
application of Information Retrieval (IR) and SW techniques where it is worth
to have a reduced set of synonyms according to a domain.

In this paper it is proposed a new approach for synonyms detection that is
(i) focused on a domain, (ii) performed in a short time to be suitable for real-
time applications, and (iii) based on reliable sources of lexical relationships. To
achieve those criteria, in this study it is addressed an hybrid solution based on IR
methods that uses both a dictionary and the web of data. From a dictionary, for
example WordNet, a set of synonyms of a term in different contexts is retrieved,
with the assurance of correctness of the retrieved set. Then, such set is reduced
to only those synonyms that appear in web pages related to the specific domain.
This approach aims to produce quickly a set of synonyms that are appropriate
for the domain of interest, instead of all the possible synonyms reported by the
dictionary. In this way, the proposed approach may be used by any IR or SW
system that is domain based, without a significant impact on the performance
of the system in terms of execution time.

2 https://en.wiktionary.org/wiki/Wiktionary:Main Page accessed on 27-06-2015.
3 https://cloud.google.com/translate/v2/using rest accessed on 29-06-2015.

https://en.wiktionary.org/wiki/Wiktionary:Main_Page
https://cloud.google.com/translate/v2/using_rest
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2 Background and Related Works

The problem of detection of synonyms, especially domain-based extraction of
synonyms, finds multiple applications in IR and SW as discussed along this
section. In order to have a more clear picture of such applications, Table 1 reports
an overview of some significant studies where techniques for the extraction of
synonyms have been proposed or applied. It is particularly reported the purpose
for which synonyms have been useful and what source of lexical relationships
is used. Most of the analysed contributions detect synonyms from ready-to-use
dictionaries and the most popular is WordNet (refer to Table 1). Other studies
try to define patterns for conducting the extraction of new synonyms from the
web. These solutions are expected to produce more recent sets of synonyms than
current dictionaries like WordNet. However, that process requires time and it is
not applicable for real-time synonyms detection applications, which is the focus
of this paper.

Table 1. An overview of some contributions which use techniques for synonyms
detection.

Paper (Year) Purpose Lexical relationship source

[6] (2008) Ontology matching WordNet

[19] (2010) Relationships among concepts WordNet

[5] (2011) Ontology matching Wiktionary

[12] (2011) Domain ontologies creation WordNet

[13] (2012) Extraction of key concepts from ontologies WordNet

[9] (2013) Creation of a reverse dictionary WordNet

[15] (2013) Query expansion WordNet and Linked Data

[1] (2013) Sentiment analysis WordNet

[11] (2013) Textual entailment recognition WordNet

[2] (2014) Most frequent sense of a word WordNet

[21] (2014) Synonyms extraction Corpus-driven

[3] (2014) Query generation and expansion Query logs

[16] (2015) Sentence similarity WordNet

[7] (2015) Query expansion WordNet

[20] (2015) Query generation and expansion Query logs

[4] (2015) Synonyms extraction Web

The English language, as other languages, has many terms that have the
same or similar meaning. For this reason, the refining of the set of synonyms
for a domain is a critical task for the improvement of the retrieval phase of IR
systems and ontology management in SW.

For example, a user query has to be well expanded in order to effectively
retrieve all the items that meet the query. Many techniques have been proposed
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for query expansion based on users’ characteristics, web navigation history and
background knowledge among others [3,7,8,18,20], some of them using synonyms
of terms [3,7,20]. In fact, once the domain of interest of the user has been
deducted, the issue is to identify key terms for the query expansion process,
including synonyms. Also the construction process of domain ontologies can
benefit of a real-time domain-based synonyms detection [12].

As Table 1 shows, the most current popular techniques for synonyms detec-
tion are based on: query logs, web and dictionaries. The query logs of users are
mostly used when it is conducted a query expansion or generation. For such
task, the query logs allow to have a set of alternative words that have been
used by users in the past to formulate queries about a topic. Instead, the web
is mainly involved for studies that aim to improve current dictionaries with the
most recent usage of terms and their synonyms. Finally, the most widespread
source of lexical relationships of words are the dictionaries, especially WordNet.
They are mostly used because they offer reliable relationships in a very short
time. WordNet also provides APIs which make an integration in IR and SW sys-
tems easy. More interesting, such dictionary has been involved in several studies
about ontologies, from domain ontologies creation to extraction of key concepts
from ontologies [6,12,13].

Fig. 1. The structure of SynFinder.

However, to the best of our knowledge, no studies about domain-based detec-
tion of synonyms have been proposed. Therefore, in this study it is suggested
a novel approach for domain-appropriate synonyms detection which promises a
highly reliable synonyms identification in a short time. As current studies use
WordNet and other dictionaries to get synonyms quickly but correctly, those
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criteria have been the guidelines for the design and development of the system
proposed in this contribution, called SynFinder. It combines the reliability of
WordNet with the web for the computation of synonyms relevance in a domain.
The main goal is to perform such task with high accuracy but low execution
or computation time. In this way, the research community can benefit of such
system for getting domain-appropriate synonyms in a time that is only a bit
longer than just using a present dictionary.

3 Structure of the System

This section reports the main characteristics of SynFinder and discusses a specific
configuration of its settings for an effective domain-based deduction of relevant
synonyms.

Figure 1 shows the structure of SynFinder, where it is possible to identify the
most important parts of the system: Input Data, Dictionary, Web Dataset, Term-
Relevance computation algorithm and Output Data. These parts of SynFinder
are described in the following paragraphs.

Input data. The data in input to SynFinder are two strings: the term (T), and
the domain of interest (D).

Dictionary. SynFinder uses a dictionary to get all the synonyms of T in different
contexts. For this phase, SynFinder can use any dictionary that offers APIs, like
WordNet does.

Web Dataset. SynFinder queries the web through current search engines. In this
regard, search engines are used as access points to the huge amount of data in
the Internet. In addition, search engines provide a structure and an order to the
information retrieved from the web, allowing to select only the top-N results that
are closer to a query instead of millions of web pages, without losing valuable
information. Having less data to analyze, the speed of the synonym detection
process can be significantly improved. To query the search engine, T and D are
concatenated and given in input to the search engine for retrieving a set of web
pages about the term T in domain D. Again, any search engine can be used to
perform this task, and it is even possible to combine the results from different
search engines in order to consider different sources of information, as shown
in Fig. 2.

Term-Relevance computation algorithm. The computation of domain-appropriate
synonyms is mainly performed by the Term-Relevance computation algorithm,
designed and implemented during this study. Currently, this algorithm consid-
ers only title and snippet of the documents in input, because title and snippet
report short descriptive information about the content of web pages that is close
to the query. It is expected that title and snippet contain the term T and/or its
appropriate synonyms in domain D. Most of the current popular search engines



20 M. Lombardi and A. Marani

structure the results presenting, among other information, the title of the page,
and the snippet composed using parts of the page where some of the keywords in
the query, and/or their synonyms, appear. A first analysis of the problem could
lead to compute the relevance of a synonym in a set of web pages using the well-
known TF-IDF score. Such score is very popular in IR and it is useful to evaluate
the relevance of a term in a set of text-based documents [14]. However, for the
purpose of this study it is useful to calculate, for each candidate synonym of T,
how many documents contain the synonym in the title or the snippet compared to
the number of total retrieved documents; in essence, the document frequency of a
synonym. Hence, the score used in this algorithm consists only of the Document
Frequency df , calculated for each synonym s as follow:

df(s) =
| PostingsList[s] |

| Docs | (1)

where Docs is the set of documents, and PostingsList is a dictionary of terms
that records the list of documents where the term appears. Such postings list is
built prior to the computation of the document frequency of terms considering
only the title and snippet of the web pages in Docs. An important characteristic
of the document frequency is that df(s) ∈ [0, 1]. Using Formula 1 and the doc-
uments retrieved from the web, the algorithm computes the domain-relevance
of all the synonyms of T coming from the dictionary (WordNet in the case of
SynFinder).

Output Data. After the computation of the relevance of each candidate synonym,
only the synonyms with relevance higher than 0 are grouped to form the output of
SynFinder. As result, the output of SynFinder is a dictionary of domain-relevant
synonyms of term T reporting the document frequency of each synonym.

3.1 Parameters of SynFinder

The architecture of SynFinder is formed by different modules, as presented in
Fig. 1 and discussed at the beginning of this section. Those modules can work
at different settings, so it is possible to choose some parameters for running
SynFinder. The most relevant parameters of the proposed system are:

– Dictionary: it is a reliable database of lexical relationship of terms. In
this study WordNet has been chosen among others due to the established
popularity and the offered APIs for a fast retrieval of set of synonyms.

– Web Dataset: it is the access point to the web and it has the critical task
to retrieve web pages that are related to the term and domain given in input
to SynFinder. For this aim, after few tests of SynFinder with different Web
datasets, we have observed that YAHOO! and Google perform nearly the
same, but YAHOO! is surprisingly faster. Hence, YAHOO! has been selected
for the implementation of SynFinder using the BOSS Search APIs4.

4 https://developer.yahoo.com/boss/search/.

https://developer.yahoo.com/boss/search/
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Fig. 2. The Comparative GUI of SynFinder.

– Number of results: A search engine may retrieve millions of web pages for
a query, thus, for a low execution time of SynFinder, only the top 20 web
pages are considered. Before to establish such number, the system has been
tested with few terms considering the top 10, 20 and 30 web pages of the
query results. The top 10 pages are not enough, instead with 20 and 30 top
pages SynFinder produces the same set of synonyms, only the document-
frequency values are different. Therefore, the configuration with top 20 has
been preferred mostly for keeping low the execution time.

– Features of the results: Most of current search engines structure the
results offering, among other features, title and snippet. These two features
are sufficiently good for expressing the content of a web page that is related
to a query. So, title and snippet have been selected as the features to be
considered by the Term-Relevance computation algorithm of SynFinder.

– Score: it is used by the Term-Relevance computation algorithm to calculate
the relevance of the synonyms for the input domain. An appropriate score
proposed in this study for this task is the document frequency presented
earlier in Formula 1.

The configuration of SynFinder presented here is the one used for the experi-
mentation, so more details are reported in Sect. 4.

Every parameter is very important for the execution of SynFinder, but the
Web Dataset is the most important. Indeed, it determines the quality and sig-
nificance of the set of web pages that are in input to the Term-Relevance com-
putation algorithm. For this reason, SynFinder is presently provided with a com-
parative GUI, showed in Fig. 2, for the comparison of the results that SynFinder
produces with different Web Datasets (the other parameters are in common).

In particular, the developed GUI offers the possibility to specify the term,
domain and web sources. The resulting synonyms are presented in the text areas
below the name of the selected search engines. In each text area is also reported
(i) the document frequency of the synonyms (in the range [0,1]) according to
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the web pages retrieved by the respective Web dataset, and (ii) the execution
time in seconds.

4 Experimentation

The performance evaluation of the proposed system has been conducted with
an experiment to test the accuracy and computation time of SynFinder. The
experiment has been run on an iMac machine with 2.66 Ghz Intel Core 2duo
processor, 4 gigabyte of RAM and OS X Yosemite V.10.10.3.

For this experimentation, WordNet V3.1 has been adopted as dictionary of
the system. WordNet has also been used by the authors for the identification of
possible different domains of a word, looking at the contexts of meaning proposed
by such dictionary for a term. Before running the experiment, we have used the
comparative GUI presented in Sect. 3.1 for the execution of SynFinder with few
terms just for selecting the search engine for this experiment. As result, YAHOO!
and Google produced nearly the same results but YAHOO! resulted faster, thus
YAHOO! has been selected as search engine for the exploration of the web.
In addition, the best results were achieved considering the first 20 web pages
retrieved by the search engines. Hence, for this experimentation the following
system’s parameters have been used:

– Search engine: YAHOO!
– Number of web pages analysed: 20
– Score for term relevance: Document Frequency
– Dictionary: WordNet V3.1

4.1 Methodology

The objective of this experimentation is to report the accuracy and computa-
tion performance of SynFinder. Both performance evaluations of the system have
been conducted with a test set of domain-related synonyms of terms manually
defined by the authors themselves. Each element of the test set is a triple made
by term, domain and the set of synonyms as retrieved from the dictionary. In
addition, each synonym has a flag that says if it is appropriate or not for the
domain as decided by the authors. The appropriateness of a synonym has been
decided considering the sense of the set of synonyms as retrieved from WordNet.
For example, the term ‘array’ has synonyms ‘raiment’ and ‘regalia’ for the sense
‘especially fine or decorative clothing’. Moreover, from a sense it is possible to
deduct the domain, in that case ‘clothing’. Hence, the synonyms ‘raiment’ and
‘regalia’ are appropriate for the term ‘array’ in domain ‘clothing’. With such
approach, 32 triples have been produced and used as test set for this experimen-
tation, a small sample is reported in Table 2. For the evaluation of the accuracy
performance of the system, it has been adopted the cosine similarity, precision
and recall which are common accuracy measures of IR systems [14]. For each
entry of the test set, such measures have been calculated for comparing the set of
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Table 2. A sample of the test set reporting the term, domain and a list of synonyms
as retrieved by WordNet with their domain-relevance flag (0 non-relevant, 1 relevant).

Term Domain Set of synonyms

server computer science server:1;waiter:0;host:1

server hospitality server:1;waiter:1;host:0

array social science array:1;raiment:0;regalia:0;range:0;lay out:0;set out:0;align:1

array clothing array:1;raiment:1;regalia:1;range:0;lay out:0;set out:0;align:0

tumor medicine tumor:1;tumour:1;neoplasm:1

term architecture term:1;condition:0;full term:0;terminus:1;terminal figure:1

term law term:1;condition:1;full term:0;terminus:0;terminal figure:0

relevant synonyms produced by SynFinder against the correct ones as stated in
the test set. In this experimentation all the synonyms with document frequency
greater than 0 have been assigned the value 1. The reason is that if a synonym
occurs even once in a very small piece of information of the web (only title and
snippet of 20 web pages), then the synonym is likely appropriate for the domain.
The cosine similarity has been used to compute the similarity between the vector
of relevant synonyms of the test set and the relevance values produced by the
system. In practice, the similarity is calculated between two vectors with only
zeros and ones. The formula of the cosine similarity between vector A and B is
the following:

CosineSimilarity(A,B) =
A · B

‖A‖‖B‖ =
∑n

i=1 Ai ∗ Bi
√∑n

i=1(Ai)2 ∗ √∑n
i=1(Bi)2

(2)

Precision and recall are here useful for further insights of the quality of the
results produced by SynFinder. Precision shows the actual relevance of the set
of synonyms suggested by the system, recall depicts the capability of the system
in retrieving all the relevant synonyms, defined as follow:

Precision =
#true positives

#true positives + #false positives
(3)

Recall =
#true positives

#true positives + #false negatives
(4)

Where true positives are the synonyms correctly labelled as relevant, false pos-
itives are those synonyms wrongly labelled as relevant by the system and false
negatives are relevant synonyms considered non-relevant by SynFinder.

Moreover, for the evaluation of the computation performance, the execution
time of each call to the system has been recorded. During the execution of each
triple it has been registered the time when the system received the input (Ts)
and the time when the output was given back (Te). The difference between the Te

and Ts is the completion time for the detection of domain-appropriate synonyms.
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4.2 Results

In this subsection we report the accuracy and computation performance of Syn-
Finder recorded during the experimentation. Table 3 shows the minimum, maxi-
mum and average values of precision, recall and cosine similarity measures regis-
tered during the experimentation. Overall, the system performed well having an
average precision of 0.94 and average recall of 0.64. Such high precision means
that most of the synonyms retrieved by SynFinder are actually relevant for the
domain, and, as expected, a high precision causes a low recall. However, a value of
0.64 for recall says that more than 60 % of relevant synonyms are detected by the
system, which is not a low recall at all. In addition, the experimentation was run
considering only title and snippet of the first 20 results presented by YAHOO!.
So, more results can be considered and the web page can be fully analysed in
order to increase the recall, but it may lead to a lower precision as well as an
increase of execution time. For the application of the synonyms detection prob-
lem in IR and SW areas, we believe that the precision is more important than the
recall, otherwise the proposed system does not make any significant difference
than using only WordNet. We also highlight that some terms are not so popular
on the web, thus a low recall may just reflect a disuse of some synonyms in
current English. For example, for the term word in the domain social science we
registered a precision of 1 but a recall of 0.25 because SynFinder has retrieved
only the term itself, leaving out three other relevant synonyms. One of these
is give-and-take retrieved by WordNet V3.1 as a synonym of word when people
exchange different views on a topic. However, that exact syntactic structure may
result not common on the web language. Also discussion is a valid synonym left
out by SynFinder, but it might be present in the body of a web page returned
by the search engine, thus a full analysis of web pages instead of only title and
snippet may detect it. Anyway, a recall value lower than 0.5 occurs only for 7
out of 32 records. Therefore, a mean value of recall equal to 0.64 is not a big
issue and it is better to keep it as it is than lowering the precision of the system.

Table 3. Minimum, maximum and average value recorded for precision, recall and
cosine similarity.

Minimum Maximum Average

Precision 0.6 1.0 0.94

Recall 0.25 1.0 0.64

Cosine Similarity 0.5 1.0 0.75

About precision, the lowest recorded value of precision is 0.6 for the term
instrument in law and the term tone in art ; only for those two cases we recorded
that value of precision.

With more details about the accuracy performance of SynFinder, Figs. 3
and 4 show the accuracy performance of the system recorded for each element
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Table 4. Percentage of cases where precision, recall and cosine similarity have been
recorded equal or greater than the respective average values.

Precision Recall Cosine Similarity

Test cases with measure 84% 38% 38 %

equal or greater than average

Fig. 3. Accuracy performance of SynFinder in terms of precision and recall.

of the test set. In addition, Table 4 reports another interesting finding about
the percentage of entries of the test set for which it has been recorded a value
of precision, recall and cosine similarity equal or greater than the respective
mean values. Very interesting, for more than 80 % of terms SynFinder detected
domain-relevant synonyms with a precision of at least 0.94. From a perspective of
computation performance, SynFinder performs well according to the statistics of
execution time recorded in this experimentation and reported in Table 5. A very
encouraging result is that the longest recorded execution time is less than 2 s,
with a very positive average execution time of 0.71 s, very close to the minimum
time recorded (0.57 s).

Table 5. Recorded minimum, maximum and average execution time in seconds.

Minimum Maximum Average

Execution time (seconds) 0.57 1.96 0.71

Therefore, at the end of this experimentation we have a very positive analysis
of SynFinder performance, showing that it performs very well in terms of both
accuracy and execution time, promising a novel valid approach for domain-based
detection of synonyms.
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Fig. 4. The cosine similarity between the relevant synonyms as established by Syn-
Finder and the actual relevant ones, together with the average value recorded among
the 32 cases of the test set.

5 Conclusions and Future Work

At the end of this study, it has been described the SynFinder system and proved
its significant effectiveness as a tool for the detection of domain-appropriate syn-
onyms. The combination of a very reliable and popular dictionary, like Word-
Net is, with the web has been successful for the proposal of a new and valid
approach for the discovery of synonyms of terms suitable for a domain. The
experimentation conducted in this study confirms it, with very positive results
about both the accuracy and computation performance of SynFinder. Other
possible configurations of the system can be evaluated to see whether or not
SynFinder significantly benefits of the analysis of entire web pages instead of
title and snippet only as proposed in this study. However, the configuration here
proposed and analysed performs very well, with a mean precision measure of 0.94
and average execution time lower than 1 s. Therefore, the proposed SynFinder
is ready to be integrated or used for systems in SW and IR that would benefit
of such a tool.

In this regard, SynFinder should be available online via REST APIs in order
to be automatically used by the research community. So, the next step is the
deployment of SynFinder as web service for domain-based synonyms retrieval
guaranteeing high accuracy of the results and low response time, as reported by
the experimentation. Currently, to the best of our knowledge, no other online
system offers a domain-based synonyms detection through APIs, neither Google
Translate that has APIs for translation purposes only.

In conclusion, SynFinder represents a novel contribution in the field of SW
for improving and speeding up the detection of domain-relevant synonyms using
WordNet and the web of data.
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9. Méndez, O., Calvo, H., Moreno-Armendáriz, M.A.: A reverse dictionary based on
semantic analysis using wordnet. In: Castro, F., Gelbukh, A., González, M. (eds.)
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Abstract. Ro-PAAS is a resource which contains the Romanian verbs and their
specific argument and adjunct structures. This resource is linked to our depen-
dency Treebank; we have extracted these structures to the trees and each
structure has a list of examples. In this paper, we intend to describe the resource
and the modalities in which it can be used in other projects. First, we intend to
extract rules for building a hybrid, rule and statistic based parser to quickly
increase the dimensions of our Treebank. In the second step, the syntactic
structures are in relation with the meaning of the predicates; the structures can be
used in programs which need a sense disambiguation. In the third step, we
intend to start a comparative study on syntactic structures in the old Romanian
language pointing out its differences from the contemporary Romanian, and
building some tools rule based for processing old Romanian Language.

Keywords: Pattern of relations � Hybrid parser � Predicate argument � Predi-
cate adjunct � Syntactic structures � Universal dependencies

1 Introduction

This paper describes a new resource for Romanian, created following the example of
other languages. Both the linguists and the computer scientists conclude that predicate
structure is an important element of the generation and the organization of natural
language sentences.

This set of frames for each (category of) verb is manually written in .xml format and
content mandatory, facultative and forbidden dependencies followed by examples
extracted from UAIC-RoTb, sentences with morphosyntactic annotation in form of
trees. Ro-PAAS is linked to another resource which we will increase, the UAIC
Romanian Treebank (UAIC-RoTb). We are extracting predicate structures from it and
from the Electronic Thesaurus Dictionary of Romanian [3] and we intend to create
models of arguments and adjuncts of the most important verbs. The purpose is to create
such structures for the majority of Romanian verbs, to establish a categorization of
Romanian verbs and an electronic dictionary of Romanian predicate structures. Finally,
all the predicates of UAIC-RoTb were linked with one of the structures in Ro-PAAS;
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programs and frameworks will be created in order to establish these links in an
automatic way, and we will supervise these operations.

The idea of this project is born from the need to develop the UAIC-RoTb [14, 18].
This important resource for Romanian had only 3 600 sentences a year ago. Now, we
supervise the last hundreds for attending 10 000 sentences, but it is still insufficient for
the training of a statistical parser. Our parser, based on a variant of the Malt parser
created for Romanian by Hall et al. [6], only reaches an accuracy about 70 % for the
head precision and slightly lower for the label precision, because our corpus has an
average of 20 words per sentence and complicated syntactic structures; we aim to
convey the natural language complexity and the specific of Romanian.

We decided to include both mandatory and optional dependencies in our patterns,
because there are verbs with mandatory local, temporal, quantitative modifiers and the
difference between “mandatory” and “facultative” cannot be made. The dependencies
belonging to the first category are called arguments, while the dependencies belonging
to the second category are called adjuncts; for this reason, we named our resource first
PAS, and then PAAS, after introducing the adjuncts into the predicate structure of
dependencies.

In our NLP group, there were created resources such as Romanian Frame-Net [24]
and Romanian Verb-Net [2], by importing and translating English resources. Such
enterprise has the advantage of a parallel corpus, easy to align. It is easy to establish
correspondences between Romanian and English structures. But translating important
structures of English, we obtain peripheral unused structures in Romanian; we cannot
restore the complexity of Romanian structures and the specific of our language, which
was the purpose of our research, might slip through our fingers. We opted not to
translate the PDEV (Pattern Dictionary of English Verbs) model [17], but to introduce
structures of Romanian [16] in this format.

2 Extending the Sense of the Term “Predicate”

2.1 Categories of Words Which Can Be Logical Predicates

The natural language is a means of communication between humans. The content of
communication can be analyzed as a string of logic judgments. Each judgment is
composed of a theme and a predicate. The theme is the grammatical subject, the
information known, and the predicate is the information added, the new information
communicated. We can assign to this judgment a truth value, 1 for true or 0 for false,
and then we can compose the more complicated structures by adding a lot of
judgments.

So, the predicate is the element through which we communicate, the center around
which the new information is organized and which guides the selection of certain
linguistic elements to complete its information. The syntactic parser which we intend to
optimize has a tendency to select wrongly these centers of communication, the root and
the other judgments coordinated with the root, the syntactic tree top, and, consequently,
the structure of the tree is disorganized and cannot be recovered.
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The conclusion is that we must integrate in this program a dictionary of the syn-
tactic particularities [25] of Romanian predicates and we must study these particular-
ities in the quotations in as many examples of Romanian as possible. Therefore, the
head of the sub-trees is not ever a main verb: it can be an infinitive, gerundive,
participle verb or even an adjective, adverb, interjection or a function word (for the
dependency systems of annotations which accept these words as heads). We intend to
consider all these words as predicates and to study the types of mandatory or facultative
dependencies which they accept.

In the example in Fig. 1, there are no relations between the direct object “caprele”
(the goats) and the local “dreapta” (to the right), so we need a new verbal center and we
translate the structure of arguments to the verb “pune” at the conjunction “iară” by
means of coordination:

In Fig. 2, the local optional determiner “here” is in relation with a single direct
object in each of his two occurrences, so we must translate by coordination the
information of the verb “put” through a comma, in the second case. The comma is the
substitute for the repetition of the verb.

Fig. 1. Example of a conjunction as head for a sub tree. (He will put the sheep to his right and
the goats to the left.)

Fig. 2. Example of an interjection as head for a sub tree. (Look, here you put the laundry, the
clothes here.)
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In Fig. 3, the adverb “probably” is an abbreviation of the predicate “to be probable”
with the copula “to be” and the predicative “probable”, and this pattern has a subjective
clause as mandatory dependency.

In the last example (Fig. 4), a complicated syntactic structure is subordinated to the
participle “cleft”, annotated as adjective by some POS-taggers. The participle has
passive meaning and it requires a mandatory agent complement, although in some
sentences it may be elliptical.

Fig. 3. Example of an adverb as head for a sub tree. (Probably she had some mechanical job.)

Fig. 4. Example of a verbal participle as head for a sub tree. (Cleft by some supernatural hands,
on such long lines.)
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We intend to carefully inventory and describe these categories of patterns in our
Ro-PAAS. The examples above are extracted from the UAIC-RoDepTb.

2.2 The Dependency Status of Function Words

There are still many countries that build dependency grammar based corpora, because
this convention of annotation is economical and flexible; but syntactic phenomena are
viewed differently by the authors of different corpora. Therefore all follow the four
axioms of dependency grammars, each dependency system of conventions is adjusted
to the language of the corpus, or it can illustrate different views on the relevance
ranking of linguistic information, annotated or not.

For example, the status of function words can vary significantly from one depen-
dency system of annotation to another. Tesnière [23] took many function words to be
the head of the content word. The Word Grammar [8] positions most of the function
words as heads over the related content words. Since the Dependency Grammar does
not accept the existence of transformations between a deep structure and a surface one,
we cannot situate the function words at the surface structure. Some computational
models like the Stanford Dependencies emphasize the word content and, therefore,
subordinate function words to content words, and the UD (Universal Dependencies)
system of annotation adopts this model.

We intend to affiliate our Treebank to the UD group, which aims to unify the
different dependency systems of the twenty countries affiliated for being compatible.
The compatibility of systems is profitable for making comparisons between data from
different languages and for popularizing our research results.

Before deciding its affiliation to UD1, UAIC-RoTb was built considering the
relational words as heads for the linguistic elements which they insert in the text. In this
way, the trees have a greater number of levels of subordination, which is a disad-
vantage for the economy of the description. Another disadvantage is losing the
annotation of the syntactic function that relative pronouns, adjectives and adverbs have
in the subordinate sentence that they introduce because they are considered their head.

However, the method has some advantages that cannot be neglected. The relational
words are less numerous in all languages. If we intend to build a hybrid, statistical and
rule-based parser, it is very simple to formulate a limited number of rules for the
interpretation of a limited number of words, especially the subordinate conjunctions
and the other relational words with a subordinate role.

For each syntactic parser, an important issue is the root node detection, and the
correct parsing of the sentences which are coordinated with it, representing the higher
levels of the dependency tree. We can prescribe rules relating to each of the words that
have a subordinate role, which cannot insert fully meaningful sentences, and, conse-
quently, cannot be coordinated with the top of the tree.

In order to join the consensus of the 20 UD participant countries, which do not
accept to consider the relational words as head, we trained our parser with an obsolete

1 http://universaldependencies.github.io/docs/.
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form of our corpus in which relational words were annotated as subordinate at the head
of the sentence they insert for a first set of 1 200 sentences, automatically annotated and
previously supervised by experts, we may notice a decrease in the root node and
independent clauses detection accuracy.

The score of root detection was 36.8 %. Of course, this result is due to an insuf-
ficient training on a small corpus, and this score will increase, but the root detection is
really more difficult if the relational words are not considered important. In fact, they
govern/guide the relationship. Examples:

El nu tie ce face, ce drege.“He does not know what he builds, what he restores.” 

ð1Þ
In the sentence (1), the parser annotated “ce” (what) as a subordinate element of

“face” (does), “drege” (restore); the predicates “știe” (know), “face”, “drege” become
in this way at the same level of importance, and, consequently, “drege” is automatically
annotated as the root; and “știe” becomes subordinated to “face”, in the reverse order to
the real one.

“ ð2Þ

In the sentence (2)2, the parser annotated “care” (who) as subordinated of “erau”
(were) and “erau” is annotated as root. Therefore, we intend to formulate rules to
prohibit the location in the root position of a predicate with a subordinate conjunction.

3 Related Works

Large-scale lexical semantic resources, such as Word-Net, have been developed and
put to use for approximate semantic modeling in many applications. The Ro-WN was
obtained by mapping Princeton Word-Net synsets on Romanian [1] and then, the
English VerbNet, created following the Beth Levin’s classification of verbs [12] was
imported into Romanian and linked by the Ro-WN [2].

The PropBank project develops lexical semantic resources that focus on the
modeling of predicate-argument structure. The importance of the task is confirmed by
the emergence of international competitions concerned with the recognition of semantic
roles (for the English language), based on PropBank predicate-argument structures
(Shared Tasks of CONLL 2005–2009).

Since 2010, a greater number of countries have developed resources describing the
PAS (Predicate Argument Structures) for their language. There are papers which
describe corpora of PAS for Italian [10], German [20], and Japanese [4, 26]. Other
papers present various types of automatic parsing tools based on PAS, using decision

2 In folk language uses, there is no concord between subject and predicate, sometimes, in existential
sentences; here, we have rendered this in English by ‘There was’, instead of ‘There were’.

34 C.-A. Perez et al.



lists [4], or discriminative classifiers for deterministic dependency parsing [6]. Many
papers describe another task: the automatic procedure for obtaining the PAS from
corpora. The PAS are extracted using graphical models [13], or semantic space models
[15]. Other papers show the connection between the syntactic annotation and the
semantic one, based on syntax [10]. Of course there is a strong relationship between
automatically parsing syntactic arguments and parsing semantic roles [19, 22].

We were particularly interested in the article describing the Italian resource [11],
called T-PAS (Typed Predicate Argument Structures), obtained, just as in our case, by
a large corpus of quotations using a lexicographic procedure called CPA (Corpus
Pattern Analysis) [7, 10] and human annotators experts. They have developed tech-
niques for evaluating the annotators’ agreement. The arguments of their corpus also
contain a specification for the expected semantic type. Example:

½Human�� guida ½½Vehicle��: Human driveVehicleð Þ ð3Þ

A very important model for our approach is the PDEV (The Pattern Dictionary of
English Verbs).3 This dictionary has 1 276 completely analyzed verbs, 433 verbs in
progress and 3 687 not yet started verbs; the dictionary intends to treat 5 602 English
verbs. The format of this dictionary contains a variable number of patterns formed by a
semantic structure of core determiners (with the statistic of its frequency); it has no
syntactic information, an implicature (or presupposition extract by the meaning and an
example):

We can easily complete the syntactic information so we can use this pattern from
the model for our resource. One must notice that in Fig. 5 there is a code of colors: the
black Aldine is the color of labels, the black Italic is for the examples, the orange means
semantic categories of nouns, the green means verbs and the violet is the color for some
grammatical categories.

Fig. 5. The patterns of the verb “need” in the PDEV dictionary (Color figure online).

3 http://pdev.org.uk/#browse?q=need;f=A;v=.
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We quit citing the large number of papers which describe applications of this type
of resources: for the automatic translations, for information extracting, resuming,
question answering, etc.

4 Description of Ro-PAAS

4.1 The Verb “a putea” (Can)

We commenced to build the format or our Ro-PAAS by studying the verb “can”. It is at
the top of the list with the most frequent verbs in Romanian [9]. We think that, if we
establish the format of our resource beginning with the most complicated verb, we will
not omit a category that will prove necessary for the other verbs. This verb is not part of
the 40 verbs whose syntactic structure hasbeen described [16]. We began by the
extraction and the annotation of 114 quotations from eDTLR without omitting any
sense glossed in this dictionary. We introduced them in our Treebank. There are in it a
lot of sentences which contain this verb, but we created a table in xlsx format con-
taining only the quotations extracted from eDTLR. These structures have maximum 3
arguments and 3 adjuncts.

A specific syntactic feature noticeable for the general appearance of a text in
Romanian is the modality of binding the second verb. In English and in French the
second verb is main infinitive directly related or related with a preposition: Example:

Il cesse de parler: =He ceases to speak: =El ı̂nceteaz�a s�a vorbeasc�a: ð4Þ

The structure with the second infinitive verb is related to the main one with a
preposition “Noi încetăm de a vorbi” is possible in Romanian but less frequent and
obsolete. The Romanian second verb is subjunctive and has a person and number
inflexion:

Nous cessons de parler =We cease to speak =Noi ı̂ncet�am s�a vorbim: ð5Þ

So in Romanian we have two clauses in terms of classical grammar because the
second verb has a person and number concord with the subject. This controversial issue
for other types of grammars disappear if the dependency grammar treats all verbs
identically. A gerund, an infinitive, a participle can have the dependencies of an
indicative, so they form gerundival, infinitival, participial clauses.

The problem of the second verb in Romanian gets more complicated if we place in
parallel the structures containing modal verbs:

Wemust eat = Il faut manger =Trebuie s�a mânc�am: =Trebuie plec� incorrectð Þ ð6Þ

In the languages which have modal verbs, they are directly related to the second
main verb infinitive. In Romanian there is a single verb, “a putea” (can) which accepts
this syntactic behavior, as well as the usual one in Romanian, the second verb being
main subjunctive:
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Putem scrie = Putem s�a scriem =Wecanwrite: ð7Þ

There are a number of syntactic phenomena conducive to the conclusion that in
Romanian “a putea” is the only verb that becomes in a process of transition to the status
of modal verb. We can even formulate the hypothesis that in Romanian “a putea” is a
verb halfway between ordinary syntactic behavior and a modal verb. We try to
demonstrate this hypothesis. The structures in which “can” is followed by a main
infinitive are synonymous and commutable with those where it is followed by a main
subjunctive.

Poate scrie = Poate s�a scrie = He can write: ð8Þ

We performed a preliminary statistical study using only the 110 examples con-
taining this already studied verb. In this small corpus of quotations we have three
categories of structures. In 33 % of these sentences, the verb “a putea” has a syntactic
behavior similar to that of all the verbs in Romanian; it is determined by a second
subjunctive verb. In 25 % of occurrences, the verb is not followed by a second verb; it
is placed at the end of the sentence. In this case, the structure is elliptical, but we can
reconstruct the missing verb following the meaning of the sentence. More frequently, it
is expressed by the head of the verb “a putea”. Example:

Scap�a cine poate = escape =whoever can: this means: escape =whoever can escape:

ð9Þ

In these cases, the expected verb after “a putea” as the second verb can be both a
main infinitive without a conjunction or a main subjunctive. Example:

The text:Ar vrea s�a fug�a dac�a ar putea = Heð Þwould like to run if he could can be

continued either with dac�a ar putea s�a fug�að Þ; or with dac�a ar putea fugið Þ: Heð Þ
would run if he could runð Þ

ð10Þ

In these situations, “a putea” cannot be classified as a modal auxiliary or as an
ordinary verb. In 43 % of the sentences analyzed the verb is already a modal auxiliary
followed by a directly related main infinitive verb. Its syntactic structure has many
specific features. There are a lot of dependencies of the modal “a putea” that are
advanced in the text, i.e. these dependencies are located next to the verb “a putea” and
appear to be subordinated to it, but in fact they are the dependencies of the subordinate
verb. That is sometimes visible in their agreement.

“

ð11Þ

The issue of the subject advanced in the head of the nominal subject clause has
already been studied (Pană Dindelegan 2013 [5]). But in our sentences there are direct
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(10) or indirect objects (11) advanced, too. The negation and the reflexive pronoun are
amalgamated, they appear once affecting both the modal “a putea” and the directly
related second verb. Examples (Fig. 6):

Cartea se poate citi The book = can be read ð12Þ

scrisoareað Þ pe care a putut-o adresa the letterð Þ that could = it = address ð13Þ

Elð Þ nu-mi putea da o camer�a Heð Þ not=me=can=give a room ð14Þ

There are in (10) a reflexive with passive meaning, expressing the voice of sec-
ondary verb “citi” (read) and a nsubjpass “cartea” (the book); it is also dependent on the
secondary verb. In these cases, “a putea” should be annotated as an auxiliary for
circumventing the problem of the head of common and advanced dependencies. The
trees containing advanced structures have a complicated architecture difficult to auto-
matically parse.

As a result of these findings, we decided to change the annotation convention in our
Treebank, in the case of the verb “can”, considering it as auxiliary when the next verb
is directly linked. The trees in the examples above will look as follows (Fig. 7):

So, we modified the table containing the structures of the 110 sentences, drawing
two tables, one for the structures with “can” as Modal Auxiliary and another with “can”
subordinated/by a clause or without subordination.

Fig. 6. Structures containing the verb “can” with advanced dobj and with advanced iobj.
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4.2 The Content of .xml Tags

We are obliged to take into consideration, in our format (see the Appendix), the
phenomenon of advanced dependencies and the ellipsis of mandatory dependencies.
Natural language permits contextual ellipses for all the mandatory dependencies.

The pattern begins with a number of meanings which must be correlated by the
numeric code of meaning(s) in eDTLR; any meaning in eDTLR can consequently be
expressed by several patterns. The label “form” contains the lemma of the analyzed
verb. The label “semantic_pattern” contains a short definition of meaning in this pattern
and the label “head” can take the value “irrelevant” for some patterns; but it is nec-
essary for those whose occurrence is conditioned by their regent, generally the auxiliary
verbs.

The tag “pattern” includes two other tags, “dependencies” and “example”; we
include between them a commentary called implicature. The tag “dependencies”
includes other four tags. It begins with “restrictions”, containing the categories which
cannot be found among the dependencies of this pattern. These interdictions strongly
influence the structure of the whole pattern. The values of each label may be more,
numbered and separated by slash.

The second sub tag of “dependencies” is “advanced_arguments”; it contains the
dependencies of the verb subordinated to the verb “can”, if they are advanced and are
apparently the mandatory dependencies of “can”. Beginning with this tag, each syn-
tactic dependency tag is followed by its semantic interpretation. If there are many
advanced arguments, they are numbered: “type_1”, “type_2”, “type_3” … and each
type is followed by its semantic interpretation, also into the tag “advanced _argu-
ments”. For the syntactic dependencies we employ the syntactic label of the UD
project, which will be ours beginning this autumn; for the semantic interpretation we
employ part of the “SEMANTIC TYPES” (the most abstract ones) of PDEV. By
adding new verbs, we also form an increasing list of semantic labels employed into
Ro-PAAS.

The third tag in the “dependencies” one is “advanced_adjuncts”; it includes
advanced facultative dependencies of the subordinate verb, if they are advanced, and
are apparently the facultative dependencies of “can”. There are some cases in our little
corpus of analyzed examples. This tag can also have more types and each of them is
followed by a semantic interpretation, i.e. the semantic categories expected to be
selected by this kind of syntactic positions. If there aren’t any advanced arguments or

Fig. 7. The structures of Fig. 5 with “can” annotated as auxiliary.
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adjuncts, we complete the tag with “none” and respectively, its semantic interpretation
will be “none” too.

The fourth tag into the “dependencies” tag is “arguments” and contains the
mandatory dependencies of “can”. The mandatory dependencies of “can” start with
type_0 because there are cases in which “can” is part of a multi word expression and
this “mwe” (multi word expression) dependency is of primary importance for the
selection of others. The argument type_1 is the subject, but its place may be taken by
the reflexive pronoun with impersonal value. The argument type_2 is the second verb.
The argument type_3 is the direct object or the indirect object and we will employ the
type_4 if the two objects are present. An argument is not present in this section if it
appears in the tag “restrictions”. Otherwise, it takes the value “remnant” which, in the
UD system, means “ellipse”. Each type is followed by the semantic value which may
be taken, i.e. it is expected to be selected.

For example, in Appendix 1, in the pattern id “4”, we have two types for the
“advanced_arguments”, the type_1 = “nsubj” followed by semantic = “Abstract_En-
tity”, and the type_2 = “csubj”, followed by semantic = “Action”. In the pattern id “6”,
in the tag “arguments” there are 2 types: the type_1 = “nsubj” to which there corre-
spond two possible values: semantic = “Human/Animate” and the type_2 = “remnant”
semantic = “Action”, the value “1:Human/Animate” corresponds to “1. nsubj”, and the
value “2:Action” corresponds to “2.remnant”.

The last tag subordinate to the “dependencies” one is “adjuncts”, and it contains the
facultative dependencies of “can”, including the relational words and the formants for
the negative, the mode and the time of the verb, the voice, and so on, (because in
dependency grammar conventions we must subordinate also these elements, and they
are not mandatory). Such dependencies can appear in the first tag subordinated to
“dependencies”, i.e. “restrictions”, and then it cannot be found in the tag “adjuncts”.
This section can also have more types. We begin the list with the circumstantial
dependencies and we finish with the words-tool. Each “adjunct” type is followed by its
semantic interpretation, i.e. the semantic values of circumstantial dependencies and the
value “Formants” of word-tools.

The “# implicature” is also inspired by PDEV. This pragmatic term, called pre-
supposition in other studies, means things accepted by the participants of the com-
munication and whose non-acceptance makes the communication impossible. We
include here the gloss of the lexicographic definition in the most abbreviated and
logical formula possible. It is not double information as the semantic_pattern, because
the first is destined to be read by the computer and the # implicature is a comment
destined for the human user.

Finally, the pattern includes an example, a sentence from the Treebank, annotated
in the form of a tree and preceded by the name of the sub-corpus in the Treebank (the
name of the xml document) and the id of the sentence in this xml document. The
dependency tree for the example in the Appendix looks as follows (Fig. 8):
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5 A Tool for Searching Patterns in the UAIC-RoTb: GGS
(Graphical Grammar Studio)

Graphical Grammar Studio is a tool oriented towards syntactical analysis, developed in
Java [21]. We can first remark that unlike Constituent Grammars, which include
grammatical categories as nodes in the trees and whose relationships are based on the
inclusion of the words in syntactic groups, dependency grammars are more flexible and
they are similar to the automaton with finite states. The automaton with finite state is
defined by four elements: A = (S, T, S0, F). There is a set of transitions (T) among the
states (S). There are a finite number of states and a finite number of transition rules
between them. There needs to be an initial state (S0) and a final state (F). A dependency
grammar can be defined also by four elements: G = (T, L, R, S0), namely, T = a finite
set of terminal symbols, i.e. words; L = a finite set of relationship types, i.e. gram-
matical categories, R = a root node, S0 = a final state (a punctuation element).

A GGS grammar is basically a finite state machine which is organized into GGS
graphs of nodes/states. The GGS matching process takes as input such a grammar and a
sequence of tokens and tries to find a path in the grammar from its starting node to its
ending node. The nodes of the path must consume input tokens for the path to be
considered. For a token to be consumed by a node, it must meet the conditions
specified by the node. One can easily search the input text for sequences of tokens
which have particular?? certain attributes.

Each GGS graph is identified by a name and contains an entry and an exit node.
Each GGS grammar contains the “Main” graph. The entry and exit nodes of the Main
graph are the starting and the final nodes used in the matching process, respectively.
A GGS graph node can be one of four types: 1. Empty Node; 2 Token Matching Node;
3 Jump Node; 4 Comment node.

When the matching process reaches the final node, a variable number of input
tokens are consumed. These represent the matched sequence. This sequence starts with
the first token from the given input. In practice, we need to find multiple matches, some
of which start in the middle of a sequence of tokens (a sentence for instance). GGS
achieves this by applying the GGS matching process described multiple times, each

Fig. 8. The tree for the example in the Appendix (the peasant problem cannot be solved without
sacrifices.)
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time incrementing the starting offset by 1 (or by the length of the last match if it is the
case). There are many features contained in the GGS, for example annotating matches,
changing priorities between paths. Advanced features include look ahead and look
behind assertions, running JavaScript code and using variables.

A graph in the GGS system is identical with an automaton with finite states, it has a
beginning state and a final one; it can be used as a tool to search for linear sequences,
preferably from left to right. The tree structure is not a linear sequence: it has a
beginning state, but can have a lot of final states. Those must be conceived as imbricate
structures, as parentheses in the principal judgment, and the final state is the final period
related to the root, the head of the principal judgment (Fig. 9).

The tool must find the words which have the POS-tag starting with V, memorize
their lemma and their id (containing the id of the sentence in the Treebank followed by
the id of the word in this sentence); then it must find all the deprel (dependencies) with
the identical head at this id. The postag = “V.*” appears 11 319 times in our Treebank.
At present, the UAIC-RoDepTb has 7 800 sentences and we continue to validate other
automatically annotated ones. We must draw a table with this data, in xlxs, having this
head (Table 1):

Subsequently, we apply an alphabetical sort at the first column of this table,
grouping in this way all the examples containing the same verb and we obtain the list of
dependencies for each verb in the examples annotated in the Treebank. We can also do
a statistic of the percent of verbal structures which the GGS had extracted from the
Treebank, by rapport to the total number of verbs.

Fig. 9. The GGS graph for the pattern of the example in the Appendix (the peasant problem
cannot be solved without sacrifices.)

Table 1. The head of the list with the verbs in our Treebank and their dependencies

Lemma Postag Form Id Head24051 Head24051 Head24051 Head24051 Head24051

Putea V.* Poate 24051 Deprel Deprel Deprel Deprel Deprel
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6 Conclusion and Future Works

6.1 Increasing the Size and the Quality of Romanian Resources

Our language has been classified in many reports as having an insufficient degree of
computerization. To reduce the lagging, Romanian computer scientists built some
resources by translating big English corpora and by importing their accurate annota-
tions [2, 24]. We can learn, in this manner, how to build corpora, but these resources
are not representative for our language. Linguists must help the computer scientist to
build corpora more representative for our language and correctly annotated, in order to
put Romanian in the circle of languages accessible for others.

The automated annotation is the solution, because we don’t have big human and
financial resources for the manual one. As we do not have large corpora to train the
learning machines, we need to create rule based or hybrid tools, i.e. rule and statistical
based tools. The linguists aim to formulate these rules in a manner more accessible for
the computers. They can translate the important linguistic approach into the computer’s
language.

So, we have to build modern resources. The resource type structures of arguments
and adjuncts for verbs have been recently developed for many languages. This resource
(Ro-PAAS) will be used to build a hybrid parser functioning in the top-down direction
of annotation and to introduce in the parser rules for the selections at the top of the tree.
We intend to transform the Treebank in accordance with the Universal Dependencies
conventions of annotation, also keeping the actual Treebank in the form of a semantic
annotated one. The semantic annotation which we intend to develop is the superior
level after the syntactic one and prepares the information for the discourse level. The
treebank must illustrate all the styles of the Romanian language. It is organized in more
.xml documents, each of them having about 1 000 sentences illustrating a particular
style, journalistic, legal, fiction, social media, etc.

6.2 The Old Romanian Language

Foreign computer scientists talk about Romanian language as of a new language,
because they have known it for some time and have no data about its old aspect. There
are a lot of Romanian linguists, too, who have no access to the old language. Twenty
years ago specialists in structural and transformational grammar considered, that their
theories should not be applied to the old language. But in current linguistic theory, too,
there is a tendency to apply modern explanatory methods to old languages. These
modern theory of grammar specialists, who do not have very much knowledge about
the old language, require automatic language processing for old Romanian to extract
information by advanced searches.

These instruments can be created only by computer scientists in collaboration with
linguists who have sufficient knowledge of the old language. As far as we are con-
cerned, we are ready to begin this laborious activity:

“Biruit-au gândul să mă apuc de această trudă” /The thought overcame me to take up this hard
work. (Miron Costin, old Moldavian historian, 1686–1691)
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We will provide at the basis of a model for old Romanian the corpus of the eDTLR
bibliography, which contains a lot of old texts in new critical editions with indices of
words. This old language vocabulary f must contain all the inflected forms of words,
which we can find in the corpus by means of a concordancer program. But we need to
construct on this basic tools the actual ones for contemporary Romanian; we are aware
that their accurate function is very important. The order of priority for us is to increase
first the adequacy percentage of automatic morphological and syntactic annotation of
texts in contemporary language, then to begin their training with ancient language
sentences.

Appendix: The 4-th Pattern of Verb “a putea” in RoPAAS
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Abstract. The paper describes an experiment consisting in the attempt
to quantify word-order properties of three Indo-European languages
(Czech, English and Farsi). The investigation is driven by the endeavor
to find an objective way how to compare natural languages from the
point of view of the degree of their word-order freedom. Unlike similar
studies which concentrate either on purely linguistic or purely statistical
approach, our experiment tries to combine both – the observations are
verified against large samples of sentences from available treebanks, and,
at the same time, we exploit the ability of our tools to analyze selected
important phenomena (as, e.g., the differences of the word order of a
main and a subordinate clause) more deeply.

The quantitative results of our research are collected from the syntac-
tically annotated treebanks available for all three languages. Thanks to
the HamleDT project, it is possible to search all treebanks in a uniform
way by means of a universal query tool PML-TQ. This is also a secondary
goal of this paper – to demonstrate the research potential provided by
language resources which are to a certain extent unified.

1 Introduction

The traditional linguistics, see esp. [13], devoted considerable effort to studying
various language characteristics which enabled them to classify natural languages
according to their properties from various points of view. The results of these
investigations have led to a generally accepted system of language types (as, e.g.,
the classification into four basic language types, namely isolated, agglutinative,
inflectional and polysynthetic languages [12,14]).

The language phenomena enabling linguists to classify languages are numer-
ous. Probably the most comprehensible list of features can be found in the World
Atlas of Language Structures (WALS) [2], which contains 151 chapters, each
describing one language phenomenon and its distribution in the languages of the
world. This clearly shows that the classification of languages cannot be based
upon a single phenomenon (for example the number of cases or genders or the
obligatory presence of a subject in a sentence etc.), they must be characterized
by a mixture of typical features.

c© Springer International Publishing Switzerland 2015
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In this paper we present an investigation of one particular phenomenon,
word order of natural languages which we believe is very important for theoret-
ical research as well as for practical applications. The freedom of word order to
a great extent determines how difficult it is to parse a particular natural lan-
guage (a language with more fixed word order is typically easier to parse than
a language containing, e.g., non-projective constructions). Its importance is also
indicated by the fact that it constitutes one of the 11 major areas of WALS.

When concentrating on word order, we study the prevalent order of the verb
and its main complements. Indo-European languages are thus characterized as
SVO (SVO reflecting the order Subject-Verb-Object) languages. English and
other languages with a fixed word order typically follow this order of words in
declarative sentences; although Czech, Russian and other Slavic languages have
a high degree of word order freedom, they still stick to the same order of word
in a typical (unmarked) sentence. As for the VSO-type languages, their rep-
resentatives can be found among semitic (Arabic, classical Hebrew) or Celtic
languages, while (some) Amazonian languages belong to the OSV type. These
characteristics, which are traditionally mentioned in classical textbooks of gen-
eral linguistics [15], have been specified on the basis of excerptions and careful
examination by many linguists.

Although all these investigation have been based upon a systematic obser-
vation of linguistic material, modern computational linguistics has brought into
play much larger resources providing huge volumes of language material (which
can be studied by means of automatic tools), and thus it may bring a deeper
linguistic insight into the language typology. Thanks to a wide range of linguistic
data resources for tens of languages available nowadays, we can easily confirm
(or enhance by quantitative clues) the conclusions of traditional linguists. This
paper represents a step in this direction.

2 Setup of the Experiment

The analysis of syntactic properties of natural languages constitutes one of our
long term goals. The phenomenon of word order has been in a center of our inves-
tigations for a long time. Our previous research concentrated both on studying
individual properties of languages with higher degree of word-order freedom – as,
e.g., non-projective constructions (long-distance dependencies) [4] – as well as on
the endeavor to find some general measures enabling more precise characteriza-
tion of individual natural languages with regard to the degree of their word-order
freedom [5]. Unlike similar experiments, as e.g. [3], we try to concentrate on a
deeper analysis and characterization of identified patterns.

The experiment presented in this paper continues in the same direction. It
is driven by the endeavor to find an objective way how to compare natural
languages from the point of view of the degree of their word-order freedom.
While the previous experiments concentrated on more formal approach, this one
builds upon a thorough analysis of available data resources.
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When investigating syntactic properties of natural languages, it is very often
the case that the discussion focuses on individual phenomena, their properties
and their influence on the order of words. In this paper we concentrate upon
the analysis of quantitative properties of the word order phenomenon. In order
to capture the quantitative characteristic of a particular natural language, we
exploit a representative sample of its syntactically annotated data and calculate
the distribution of individual types of word order for the three main syntactic
components – subject, predicate and object. The statistics is calculated sepa-
rately for main and subordinated clauses.

2.1 HamleDT and Available Treebanks

The tools and resources we are exploiting in this paper can be found in a
repository for linguistic data and resources LINDAT/CLARIN.1 This repository
enables experiments with syntactically annotated corpora, so called treebanks,
for several tens of languages. Wherever it is possible due to license agreements,
the corpora are transformed into a common format, which enables a user –
after a very short period of getting acquainted with each particular treebank –
a comfortable search and analysis of the data from a particular language. The
HamleDT project2 (HArmonized Multi-LanguagE Dependency Treebank) [16]
has already managed to transform 42 treebanks from all over the world into a
common format.

The HamleDT family of treebanks is based on the dependency framework
and technology developed for the Prague Dependency Treebank (PDT),3 i.e.,
large syntactically annotated corpus for the Czech language [1]. Here we focus
on the so-called analytical layer, i.e., the layer describing surface sentence struc-
ture (relevant for studying word order properties). The English corpus included
in HamleDT is the well known Penn Treebank4 [7], which was automatically
transformed from the original phrase-structure trees into the dependency anno-
tation. The third corpus used in our experiments is the Persian Dependency
Treebank (PerDT),5 the collection of sentences with syntactic and morphologi-
cal annotations useful for natural language processing of the Farsi language.

Figure 1 shows a sample dependency tree for an English sentence in the Ham-
leDT format and Table 1 summarizes the basic characteristics of all corpora used
in our experiment.

2.2 PML-TQ Tree Query

For searching the data, we exploit the PML-TQ search tool,6 which has been
primarily designed for processing the PDT data. PML-TQ is a query language
1 https://lindat.mff.cuni.cz/.
2 http://ufal.mff.cuni.cz/hamledt.
3 http://ufal.mff.cuni.cz/pdt3.0.
4 https://www.cis.upenn.edu/∼treebank.
5 http://dadegan.ir/en/perdt.
6 https://lindat.mff.cuni.cz/services/pmltq/#!/treebanks.

https://lindat.mff.cuni.cz/
http://ufal.mff.cuni.cz/hamledt
http://ufal.mff.cuni.cz/pdt3.0
https://www.cis.upenn.edu/~{}treebank
http://dadegan.ir/en/perdt
https://lindat.mff.cuni.cz/services/pmltq/#!/treebanks
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Fig. 1. Sample English dependency tree in the HamleDT format

Table 1. An overview of three treebanks under scrutiny

Corpus # Predicates Type Language Genre

PDT 79,283 manual Czech news

Penn Treebank 51,048 manual English economy

PerDT 12.280 automatic Farsi news

and search engine designed for querying annotated linguistic data [9]; it allows
users to formulate complex queries on richly annotated linguistic data.

Having the treebanks in the common data format, the PML-TQ framework
makes it possible to analyse the data in a uniform way – the following sample
query in Fig. 2 gives us subtrees with an intransitive predicative verb (in a main
clause), i.e. a Pred node with a Sb node and no Obj nodes among its dependent
nodes, where Sb follows the Pred; the filter on the last line (>> for $n0.lemma
give $1, count()) outputs a table listing verb lemmas with this marked word
order position and number of their occurrences in the corpus.

3 Analysis of Data

Let us now look at the syntactic typology of natural languages under investiga-
tion. We are taking into account especially the mutual position of subject, pred-
icate and direct object. After a thorough investigation of the ways how indirect
objects are annotated in all three corpora, we have decided to limit ourselves
(at least in this stage of our research) to basic structures and to extract and
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a-node

$n0 := [ afun = "Pred",

child a-node

$n1 := [ afun = "Sb",

$n1.ord > $n0.ord],

0x child a-node

[ afun = "Obj"]];

>> for $n0.lemma

give $1, count()

Fig. 2. Sample PML-TQ query and its visualization

analyze only sentences without too complicated or mutually interlocked phe-
nomena. Namely we focus on sentences with the following properties:

– sentences may contain coordinated predicates (but subjects or objects com-
mon to coordinated verbs are not taken into account, due to a specific anno-
tation of coordinated structures in the HamleDT scheme);

– we analyze only non-prepositional subjects and objects.

We are analyzing separately two types of clauses in our experiment: (i) main
clauses expressing the main proposition, and (ii) subordinated clauses, i.e. clauses
expressing predications embedded into the main proposition. While the former
type can be easily identified in the data (main predicative verbs are labeled
with the Pred function in the HamleDT treebanks), the latter type is more
tricky: a dependency framework does not explicitly determine clauses [6] thus
we approximate subordinated clauses as subtrees rooted in a finite verb (i.e.,
not infinitive or nominalized form of a verb) with other than Pred function.
This approach allows us to gain deeper insight into the word order properties of
the studied languages, as is documented in the following sections.

3.1 Czech

The highest quality syntactically annotated Czech data can be found in the
Prague Dependency Treebank [1];7 in fact, it is the only corpus we work with
that has been manually annotated and thoroughly tested for the annotation
consistency. The texts of PDT belong mostly to the journalism genre, it consists
of newspaper texts and (in a limited scale) of texts from popularizing scientific
journal.

The following Table 2 summarizes the number of sentences with intransitive
verbs as well as those with an omitted subject in main clauses in PDT, with
respect to the word order positions of Sb, verbal Pred and Obj – we can see that

7 https://lindat.mff.cuni.cz/services/pmltq/pdt30/.

https://lindat.mff.cuni.cz/services/pmltq/pdt30/
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the marked word order (verb preceding its subject or object preceding the verb)
is quite common in Czech.

Table 3 displays the distribution of individual combinations of a subject, pred-
icate and a single object. It is not surprising that the unmarked – intuitively
“most natural” – word order type, SVO, accounts for only slightly more than
half of cases. The relatively high degree of word order freedom is thus supported
also quantitatively.

Table 2. Czech sentences with intransitive
verbs and sentences with an omitted sub-
ject in a main clause

Word order Number %

SV 16,032 56.40
VS 12,395 43.60

Total 28,427 100.00

VO 8,616 75.56
OV 2,787 24.44

Total 11,403 100.00

Table 3. Czech sentences with a tran-
sitive verb in a main clause

Word order Number %

SVO 10,237 51.72

SOV 1,476 7.46

VSO 1,792 9.05

VOS 1,945 9.83

OVS 3,840 19.40

OSV 505 2.55

Total 19,795 100.00

Let us now turn our attention to an investigation whether the word order
of subordinated clauses substantially differs from the results collected for main
clauses.

As we can see, the distribution is only slightly different. The first interesting
result concerns the clauses having a transitive verb on a second position, Table 5.
These clauses tend to follow the unmarked word order more often than main
clauses; however, the number of clauses with a subject in front (SVO) is higher
by an almost equal difference as the number of clauses with the object in front
(OVS) is lower. Similar correlation can be found for subordinated clauses either
with an omitted subject or without object, Table 4.

The second observation concerns the subordinated clauses starting with a
verb – their number is lower compared to the main clauses with the same prop-
erty, regardless whether the verb is followed by a subject or an object. This
drop is compensated by the increase of the cases when the verb is positioned
further towards the end of the clause. Actually, the predicate positioned at the
end of a main clause beginning with object is quite rare in Czech (only 2.55 %
cases) and thus the increase to 7.82 % in Table 5 actually means that this special
case of word order is 3 times more frequent in subordinated clauses. This is an
interesting result which is not mentioned in Czech grammars.

3.2 English

The statistics concerning the distribution of word-order types for English have
been calculated on the Wall Street Journal section of the Penn Treebank [7]
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Table 4. Czech subordinated clauses with
intransitive verbs and subordinated clauses
with an omitted subject

Word order Number %

SV 8,625 64.66
VS 4,715 35.34

Total 13,340 100.00

VO 6,080 72.05
OV 2,358 27.95

Total 8,438 100.00

Table 5. Czech subordinated clauses
with a transitive verb

Word order Number %

SVO 6,266 58.82

SOV 1,179 11.07

VSO 548 5.14

VOS 553 5.19

OVS 1,273 11.95

OSV 833 7.82

Total 381 100.00

whose syntactic structure has been transformed into dependency trees in the
HamleDT project.8 As was mentioned above, the transformation on the surface
syntactic layer was fully automatic.

The statistics of different types of word order have been collected in the same
manner as in the previous subsection. We have also applied identical filters as for
Czech sentences from PDT. Table 6 contains data for sentences with intransitive
verbs and sentences with an omitted subject: the total number inadequately
increases to 826 subject-less main clauses due to two reasons: first, coordinated
subjects are not properly identified because of the specific annotation scheme for
coordination in HamleDT; second, for analytical verb forms subject is rendered
as dependent on auxiliary verbs, not as a complementation of lexical verb.

Table 6. English sentences with intransi-
tive verbs and sentences with an omitted
subject in a main clause

Word order Number %

SV 7,633 96.18
VS 303 3.82

Total 7,936 100.00

VO 815 98.67
OV 11 1.33

Total 826 100.00

Table 7. English sentences with a
transitive verb in a main clause

Word order Number %

SVO 7,749 84.13

SOV 1 0.01

VSO 27 0.29

VOS 3 0.03

OVS 627 6.81

OSV 804 8.73

Total 9,211 100.00

As we can see, the strict word order of English sentences manifests itself in
a vast majority of sentences having the prototypical word order of the subject
being followed by a predicate. The examples of the opposite word order include
sentences containing direct speech with the following pattern “It’s just a matter
of time before the tide turns,” says one Midwestern lobbyist .

8 https://lindat.mff.cuni.cz/services/pmltq/hamledt en/.
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Out of the 303 sentences with the reversed word order, as many as 94 con-
tained the predicate to say, 88 to be, 38 to do, 12 will, 11 to come and 10 to have.
Out of all other verbs involved in these constructions, only 7 were represented
more than once. A deeper analysis reveals that there are four typical phenom-
ena that cause the marked word order in these cases (in accordance with English
grammar books):

– quotative inversion (see above);
– stylistic inversion, as e.g. Not only can they block Wellington from

raising money in Japan, ... but they might be able to ... , too.;
– locative inversion, as e.g. Here are price trends on the world ’s major
stock markets, ...;

– question, as e.g. And why should holders expect to realize that presumed
“worth”?.

The results for sentences containing transitive verbs, Table 7, also confirm
the fact that the SVO order is the prevailing order in standard sentences. The
remaining types of word order represent only 15.87 % sentences in the corpus.
Some of those cases, especially those with a very low number of occurrences,
namely SOV nad VOS, actually represent annotation errors (esp. auxiliary verbs
which have been quite often incorrectly annotated as Objects). The queries also
revealed an interesting fact concerning the OVS and OSV types of sentences.
Again, a vast majority of verbs appearing in these main clauses can be classified
as verbs of communication (verba dicendi) – with 566 and 658 appearances of
the verb to say within OVS and OSV patterns, respectively.

Let us now look at the results collected for English subordinated clauses
(Tables 8 and 9). As we can see, for the clauses not containing either a subject9

or an object, the distribution even more strictly follows the prevailing pattern of
main clauses. In these cases, the marked word order VS is again characteristic
for (i) verbs of communication, as in As a result, says Mr. Geiger, lawyers
think twice before appealing a judge ’s ruling ..., and also for (ii) verbs of moving,
as e.g. At 2:43 p.m. EDT, came the sickening news: ....

The same is actually true also for transitive verbs, where the number of
marked subordinated clauses starting with an object substantially decreases
in favor of the prototypical word order (SVO). However, in these cases, verbs
appearing in marked word order patterns are diverse and cannot be easily char-
acterised with respect to their semantic classes.

3.3 Farsi

We have extracted 12,280 Farsi sentences with the same requirements as for
Czech and English.10 The sentences contain a verbal predicate, no coordination
9 The number of subject-less subordinated clauses is inadequately high due to the

same reasons as for main clauses: annotation scheme for coordination and analytical
verb forms.

10 https://lindat.mff.cuni.cz/services/pmltq/hamledt fa/.
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Table 8. English subordinated clauses with
intransitive verbs and subordinated clauses
with an omitted subject

Word order Number %

SV 5,785 98.07
VS 114 1.93

Total 5,899 100.00

VO 3,544 99.49
OV 18 0.51

Total 3,562 100.00

Table 9. English subordinated clauses
with a transitive verb

Word order Number %

SVO 5,118 96.38

SOV 1 0.02

VSO 1 0.02

VOS 0 0.00

OVS 4 0.08

OSV 186 3.50

Total 5,310 100.00

of dependent words and only non-prepositional objects and subjects. Table 10
contains data for main clauses with intransitive verbs, showing a total dominance
of the SV word order; more interesting are the results for main clauses not
containing a subject: the position of the object seems to be relatively equally
distributed with a slight preference to an object located to the right of the
predicate. Quite surprising ale also the results presented in Table 11, namely the
low number of sentences containing both a subject and an object. They account
only for about 10 % of the entire corpus.

Table 10. Farsi sentences with intransitive
verbs and sentences with an omitted sub-
ject in a main clause

Word order Number %

SV 5,975 99.70
VS 18 0.30

Total 5,993 100.00

VO 947 56.81
OV 720 43.19

Total 1,667 100.00

Table 11. Farsi sentences with a sen-
tences with a transitive verb in a main
clause

Word order Number %

SVO 447 35.70

SOV 795 63.50

VSO 1 0.08

VOS 0 0.00

OVS 2 0.16

OSV 7 0.56

Total 1,252 100.00

The whole picture looks slightly different if we look at the word order in
subordinated clauses. Our query searching for embedded predication with verbal
predicate has found 21,649 clauses. A vast majority of them (19,868 clauses)
did contain neither subject nor object. Those containing only a subject and a
predicate actually confirmed the results for main clauses, i.e., a dominance of the
SV word order, Table 12 (top). In case of clauses without a subject, the slight
majority has turned into the other direction with almost two thirds of clauses
having the OV word order, Table 12 (bottom). Also the subordinated clauses
having both object and subject (though rather rare) show similar distribution
as in the main clauses, Table 13.
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Table 12. Farsi subordinated clauses with
intransitive verbs and subordinated clauses
with an omitted subject

Word order Number %

SV 2,252 99.73
VS 6 0.10

Total 2,258 100.00

VO 443 37.77
OV 730 62.23

Total 1,173 100.00

Table 13. Farsi subordinated clauses
with a transitive verb

Word order Number %

SVO 101 26.51

SOV 262 68.77

VSO 0 0.00

VOS 0 0.00

OVS 1 0.26

OSV 17 4.46

Total 381 100.00

3.4 Comparison of Results

Let us summarize the statistics presented in the previous section for the main
and subordinated clauses separately. The results are displayed in the charts in
Fig. 3 for all three languages.

Fig. 3. Comparison of results – main clauses (left) and subordinated clauses (right)

3.5 Application of Results

The analysis of properties of the three languages described in this paper is def-
initely not a purely theoretical endeavor, it also has numerous practical conse-
quences. One example of such consequence may be the creation of a test suite for
a particular language. Unlike ordinary evaluation sets, which are in most cases
randomly chosen data set aside from the training set, the test suites aim at more
sophisticated selection of sentences or phenomena which should mirror their dis-
tribution in a given language. The guidelines for creating natural language test
suites were mentioned for example in [8]. The method of corpus data analysis
sketched in this paper may provide an important numerical input for particular
language phenomena.

Another area where our method may be practically useful is the area of cross-
lingual (or delexicalized) parsing where a parser trained on (one or more) syntac-
tically annotated treebank(s) using non-lexical features is applied on a “similar”
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language with minimal available resources [17]. The notion of language similar-
ity is crucial here: while it is often understood in terms of language relatedness
(closely related languages are usually more or less similar) recent experiments
show that even languages which are not related may bring useful information,
see e.g. [11]. It is quite clear that in order to develop a similarity measure which
would allow to determine the degree and the type of similarity, it is impossi-
ble to take into account all 151 phenomena of the WALS. One way is to focus
on purely statistically-based approaches, like in [10]. Our experiment represents
another, more linguistically-based approach to searching for a representative set
of characteristics of natural languages.

4 Conclusions

The experiment described in this paper confirmed our initial hypothesis that a
quantitative analysis of important linguistic phenomena based upon large scale
syntactically annotated resources may bring interesting theoretical and practical
conclusions. The ability to exploit a common annotation format of treebanks
for queries analyzing individual linguistic phenomena across multiple languages
brings observations which cannot be based upon a simple introspective analysis.
Some examples of such observations are presented in this paper – the differences
between the word order of subordinated clauses in Czech and Farsi compared
to the word order of main clauses cannot be discovered solely on the basis of
manual analysis of data: a slight shift in the frequency of constructions which
are otherwise absolutely syntactically correct can be discovered only on the basis
of quantitative data measured on a representative sample of a language.

The investigations described in this paper also represent a first step towards
practical applications. In the future, we might be able to discover linguistic
phenomena which are decisive for measuring the similarity of natural languages.

The future research will concentrate on two main directions. One is pretty
obvious – to apply the queries used in this paper to a larger number of languages.
The second one should investigate the possibility to create more detailed queries
in PML-TQ enabling even deeper analysis of individual language phenomena.
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and distributed by the LINDAT/CLARIN project of the Ministry of Education of the
Czech Republic (project LM2010013).
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Abstract. This paper deals with the task of sentential paraphrase identification.
We work with Russian but our approach can be applied to any other language
with rich morphology and free word order. As part of our ParaPhraser.ru project,
we construct a paraphrase corpus and then experiment with supervised methods
of paraphrase identification. In this paper we focus on the low-level string,
lexical and semantic features which unlike complex deep ones do not cause
information noise and can serve as a solid basis for the development of an
effective paraphrase identification system. Results of the experiments show that
the features introduced in this paper improve the paraphrase identification model
based solely on the standard low-level features or the optimized matrix metric
used for corpus construction.

Keywords: Paraphrase identification � Low-level feature � Lexical feature �
Semantic feature � Matrix similarity metric

1 Introduction

This paper deals with the task of sentential paraphrase identification which is chal-
lenging but helpful in many natural language processing (NLP) applications like pla-
giarism detection, question answering, authorship detection, information retrieval, text
summarization, etc. Examples illustrating the use of paraphrase identification in such
applications can be found in [6, 7, 15, 17, 25].

We work with Russian but our approach can be applied to any other language with
rich morphology and free word order1. As part of our ParaPhraser.ru project, we
construct a paraphrase corpus, and, having obtained labeled data, we experiment with
supervised methods of paraphrase identification. Our corpus is collected from news
headlines using an unsupervised metric and includes 3 types of paraphrases: precise
paraphrases, loose paraphrases and non-paraphrases. It is annotated via crowdsourcing.
This corpus is not a general-purpose one – we intend it to serve as a paraphrase
resource for information extraction and text summarization tasks. The description of
the corpus and its construction are given in the paper in press [21].

1 In fact, our approach is not restricted to languages with these characteristics (e.g., it can be applied
for English as well) but the features we propose in this paper take serious advantage of them, and
therefore we recommend using our method for morphologically rich languages with free word order.
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In this paper we experiment with one of the paraphrase identification approaches,
namely, the one which uses string, lexical and semantic similarity features, leaving
other methods (e.g., vector representations of words) for future work. We focus on
simple “single” features (represented by numbers, not vectors), because they have good
linguistics interpretation and do not cause information noise. They serve as a solid basis
for the development of a paraphrase identification method and can be used in NLP
applications. We call such features low-level. Although it might be terminologically
incorrect, it is important for us to distinguish these “single” features from vector-based
ones, and that is why we call them low-level.

Our aim is to propose an effective paraphrase identification method based on
low-level features, and our strategy is as follows. We choose the unsupervised semantic
similarity metric used for constructing the corpus as our first baseline and a set of
typically used low-level features (calculating the overlap between the sentences) as our
second baseline. We introduce another set of features most of which are based on the
differences between the sentences, and extend the baselines with these features. It is
shown that the model benefits from adding the newly introduced lexical, semantic and
part-of-speech-based features.

Today, in sentential paraphrase identification, more and more approaches tend to
employ either deep syntactic or vector-based features, while less attention is paid to the
low-level ones. We believe that low-level features should not be neglected to such an
extent because, despite their obvious simplicity, they can serve as a source of intuition
for the key to the paraphrase identification problem. In this paper we focus on the
low-level features based on the differences between the sentences (unlike other
low-level approaches, based on the overlap between the sentences) which, we believe,
lead us to the solution for the paraphrase classification problem.

2 Related Work

The approaches developed in sentential paraphrase identification usually either fall into
one of the following groups or use a combination of the respective methods:

1. Low-level features: string overlap, lexical and simple semantic similarity metrics
(according to the terminology specified in this paper).

2. Features based on the deep syntactic/semantic structure of the sentences.
3. Distributional models based on vector representations of words and phrases.

In Table 1 we present a brief overview of the low-level features typically used in
paraphrase identification. The way these features are calculated usually varies in dif-
ferent papers (most common versions are presented in Table 1 for each feature).

Apart from the string and lexical features (Table 1), there is also a wide range of
semantic similarity metrics based on WordNet [20], and most of them exploit hyper-
nymy relations. The description of such metrics can be found, for example, in [13].

The second method is used by Das and Smith [9], Rus et al. [23], Socher et al. [28],
etc. and often implies the use of dependency pairs as features (i.e., dependency rela-
tions overlap calculated as precision and recall, edit distances between syntactic parse
trees, etc.). Sidorov et al. [27] propose to calculate the similarity between texts as the
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similarity between their respective syntactic n-grams using tree edit distance. However,
as such methods use the output of a syntactic parser, they propagate errors made by the
parser. The third approach is based on the hypothesis that semantically close words
occur in similar contexts. It is represented by count-based models (e.g., the ones based
on Latent Semantic Analysis (LSA)) and predictive models like the ones implemented
in Word2vec [18, 19]. According to a recent research [2], predictive models outperform
count-based ones on a wide range of semantics tasks (semantic relatedness, synonym
detection, concept categorization, etc.). The third method, based on vector represen-
tations of words, may also cause information noise, while the first method, employing
so-called low-level features, does not have this drawback.

The best state-of-the-art result in paraphrase identification known to us
(F1 = 85.96 %) is achieved by Ji and Eisenstein [14]. They use a combination of all the
approaches described above and evaluate their method against Microsoft Research
Paraphrase Corpus (MRPC) [11]. In paraphrase identification community it has become
a standard practice to evaluate models against MRPC. It consists of 5801 English
sentence pairs labeled as paraphrases and non-paraphrases. This corpus is collected from
news clusters and is intended to be a general-purpose one. Introduced more than a
decade ago, it has received a lot of criticism since then. Nevertheless it is used as a
golden standard by the overwhelming majority of researchers in paraphrase community.
Our approach is different: we do not solve an abstract paraphrase identification task – on
the contrary, we build a corpus for specific NLP applications and aim to introduce a
method which could be used in information extraction and text summarization.

We start with low-level string-based, lexical and semantic features to form a solid
basis for our paraphrase identification model and further plan to expand the model by
more complex features. Our string-based and lexical features include the ones typically
used in paraphrase identification as well as the newly introduced ones. As for semantic

Table 1. String and lexical features commonly used in paraphrase identification

Feature Description References

Sentence length
difference (SLD)

The length difference in words or characters [14,29]

Edit distance (word- or
character-based)

The number of operations to transform one
sentence into another

[5, 22, 30]

Word/n-gram/character
n-gram overlap

The number of overlapping
words/n-grams/character n-grams between the
sentences

[1, 5, 12,
14, 16,
29]

BLEU precision Weighted average of n-gram matches between the
sentences

[1, 14, 22,
29, 30]

Longest Common
Subsequence (LCS)

Length of the longest common sequence of
words/characters shared by the sentences

[1, 8, 16,
22, 30]

Skip-grams The number of overlapping non-contiguous
n-grams (of a given length and with a given skip
window)

[8, 16, 22]

Cardinal numbers The number of matching cardinal numbers [8, 16]
Proper names The number of matching proper names [8, 16]
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features, mostly based on WordNet, there are no analogous resources (of sufficient size)
for Russian known to us except for Yet Another RussNet (YARN) [4]. The latter,
although lacking hypernymy relations, includes several thousands of synsets, and is a
useful synonymy resource for our task. We should also bear in mind morphological
issues: they might be of no importance for English, but for Russian the situation is the
opposite. There exist a large number of form-based word families, consisting of the
words with the same root and various affixes. The words within a family are usually
semantically similar. That is why we employ the Russian word formation dictionary by
Tihonov [31] while classifying paraphrase sentences.

Thus, starting with a number of simple but accurate low-level features, we are
further going to expand them to develop an efficient paraphrase identification method
which could be useful in different NLP tasks.

3 Data

Our paraphrase corpus consists of Russian sentence pairs collected from news head-
lines. Several Russian media sources are parsed every day in real time, their headlines
are compared using an unsupervised metric and candidate pairs are included in the
corpus. They are further evaluated via crowdsourcing and labeled as precise, loose or
non-paraphrases. The corpus is constantly increasing in size. At the moment there are
5503 sentence pairs (1315 precise, 2346 loose and 1842 non-paraphrases).

4 Paraphrase Identification

4.1 Baselines

Our aim is to propose an effective paraphrase identification method based on low-level
features. Our strategy is to start with the metric used to construct the corpus
(baseline-1) and to expand it with new lexical and semantic features based on the
differences between the two sentences. Our baseline-2 consists of the “standard”
low-level features. We compare our two baselines and their combination with the full
feature set (baseline-1 + baseline-2 + new features). All our features are simple and not
noisy; we call them low-level because each of them is represented by a single number.

Our baseline-2 features are the ones typically used in paraphrase identification.
They are calculated as described in Table 2, with some amendments. First of all, we
divide the values of Cardinal numbers and Proper names2 by the total number of words
in the two sentences. In the SLD feature sentence length is calculated in words. We
have 3 variants of BLEU feature, with 1- to 2-grams, 1- to 3-grams and 1- to 4-grams,
and 2 variants of skip-grams (with and without preserving word order; skip win-
dow = 5). We calculate LCS on the word level and Levenshtein distance on the word
and character levels. When calculating word overlap we only take into account notional
words. We have two variants of this feature: with the number of notional overlapping

2 We follow a simplified approach and consider any notional title cased word a Proper name.
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words divided by (1) the total number of words and (2) the total number of notional
words in the sentences. We calculate lemma overlap analogously. And finally, as
n-gram overlap is already taken into account as part of the BLEU feature, we only
calculate character n-gram overlap. It is incorporated into the Character BLEU feature,
with 3- to 5-grams.

The unsupervised metric for corpus construction extends the one proposed by
Fernando and Stevenson in 2008 [13]:

simð~a;~bÞ ¼ ~aW~b

~aj j ~b
���
���
; ð1Þ

where W is a similarity matrix and~a and~b – word vectors of the two sentences. Each
element wij of the matrix W represents semantic similarity between the words ai and
bj. Diagonal elements are obviously equal to 1. Other elements are > 0 for similar and
equal to 0 for different words. To capture semantic similarity, Fernando and Stevenson
use a metric based on the “is-a” hierarchy from WordNet [13].

In fact, there exists a generalization of the metric (1) proposed by Sidorov et al. in
2014 [26]. They introduce several versions of soft cosine similarity, and the first
version of this similarity measure (“soft_similarity1”) is calculated exactly as described
in (1). Their soft_similarity1 metric generalizes (1) in the sense that the elements of W
can be calculated using any similarity measure (e.g., Sidorov et al. use Levenshtein
distance while Fernando and Stevenson employ Word Net relations).

In our research semantic similarity metric is mainly based on the synonymy rela-
tion, but also captures string similarity. Unlike [13] and [26], in our approach the
elements of W are calculated according to the list of rules. They are described in our
paper about the construction of the paraphrase corpus [21]. A detailed description of
the improved version of these rules is given in the next section of this paper.

In the baseline version of the similarity metric (baseline-1) we use a Russian
synonymy dictionary (about 6 thousand articles). Each article in the dictionary can be
treated as a synset, and for each pair of words we calculate the number of times they
occur together in the same synset (intuition tells us that the similarity of words cor-
relates with the portion of synsets they occur together in). To compute similarity
between the synonyms, we use normalized pointwise Mutual Information (npmi) [3],
Dice coefficient [10] and Jaccard index.

Normalized pointwise Mutual Information is calculated as follows:

npmiðx; yÞ ¼ pmiðx; yÞ
� log2½pðx; yÞ�

; pmiðx; yÞ ¼ log2ð
pðx; yÞ
pðxÞpðyÞÞ; ð2Þ

where pðxÞ denotes relative frequency of x, etc. In our case pðxÞ and pðyÞ refer to the
relative frequencies of words in the dictionary (in terms of synsets) and pðx; yÞ to the
portion of synsets where the words occur together. Npmi takes values from −1 to 1, but
as we need them to be positive, we scale them by subtracting the minimal value and
dividing the result by the maximal value. Following the same denotation (with the only
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difference that frequencies are absolute), we calculate Dice coefficient and Jaccard
index:

Dice ¼ 2pðx; yÞ
pðxÞþ pðyÞ ð3Þ

Jaccardðx; yÞ ¼ pðx; yÞ
pðxÞþ pðyÞ � pðx; yÞ ð4Þ

4.2 Extended Features

Advanced Matrix Similarity Metric. In this section we describe the improvements
over our two baselines (which are the main results of this part of our research on
paraphrase identification, following the work started in [21]).

First of all, we improve the matrix similarity metric (baseline-1) which was used for
paraphrase corpus construction. The details of the procedure of its computation (for two
words) are described in [21]. We take into account not only synonymy relations, but
also substrings, prefixes and title cases. This metric can be further improved by several
actions. First of all, we employ YARN [4] – an open WordNet-like thesaurus for
Russian, which is about 8 times larger than the synonymy dictionary we initially used.
Secondly, we use the Russian word formation dictionary by Tihonov [31] which
contains about 3 thousand word families. Each word family includes several words
with the same base form, or root, and different affixes.

Synonyms similarity score is calculated using Npmi, Dice and Jaccard coefficients.
During our preliminary experiments with this extended metric Dice outperformed
Npmi and Jaccard, and therefore was included in the final version of the metric. Finally,
we tune the coefficients, and the overall metric calculation procedure is as follows:

– if the two words are identical and title cased, they are assigned 1.1 score (this is a
slight bias towards the overlapping of named entities in the sentences);

– if they are just identical, they are assigned 1;
– if the words are synonyms, they are assigned their Dice score multiplied by 0.8;
– if the words belong to the same word formation family, they are assigned 0.8;
– if one of the words is a substring of the other and they are both at least 6 characters

long, they are assigned the score equal to the length of the smaller word divided by
the length of the larger word, and the score is multiplied by 0.7;

– if the two words have common prefix of at least 3 characters and both words are at
least 6 characters long, they are assigned the score equal to the prefix length divided
by the length of the lesser word and multiplied by 0.6;

– otherwise, the two words are considered absolutely different and are assigned 0.
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We evaluate baseline and modified metrics against our corpus in the 3-classes
paraphrase classification task. We split the corpus into training, development and test
sets (40 % /30 % /30 %), train Linear Support Vector Machine with default parameters3

on the training set and evaluate the metrics against the development set.
According to the results presented in Table 2, the extended matrix similarity metric

outperforms the initial one. It confirms the idea that the information about word for-
mation families can improve our semantic metric (in the initial metric common prefix
and substring scores serve as a rough replacement for the word family overlap).

String-based, Lexical and Semantic Features. Our task is to introduce a basis for the
effective paraphrase identification method using low-level string, lexical and semantic
features. We suppose that one of the main factors indicating the similarity of the
sentences on the low level is the characteristics of the words the sentences differ in. If
we examine the sentences and remove the overlapping words, is anything left in the
sentences, and what is left?

All the extended low-level features used in our experiments (except for the
word2vec-based ones) are obtained the following way: we lemmatize the two sentences
and construct the intersection and the symmetric difference of the two sets of lemmas.
The lemmas in the symmetric difference (we also call it periphery) are of interest to us
as this is what the two sentences differ in.

Although we do not consider distributional features at this stage of the research, we
still decided to employ word2vec-based model but as a semantic metric rather than a
vector of features. We use it in 3 different ways: (1) first of all, we calculate cosine
difference between sentence vectors (word2vec feature); (2) we also try a scheme when
cosine similarity is calculated between the sentences with the intersecting words pruned
(word2vec_diff feature); (3) and finally, we use word2vec’s similarity between two
words as a coefficient in the matrix similarity metric (word2vec_matrix feature). In the
1st and 2nd approaches only notional words and particles are considered: it is well
known that a negative particle can change the meaning of the whole sentence.

To illustrate our features, we provide an example:

1 B Кpacнoяpcкe oбpyшившaяcя cтeнa пpидaвилa aвтoмoбиль: двoe пoгибшиx.
/In Krasnoyarsk a collapsed wall crushed an automobile: two dead. /

2 Пpи oбpyшeнии oпopнoй cтeны в Кpacнoяpcкe пoгибли двa чeлoвeкa.
/Two people died during the collapse of an abutment wall in Krasnoyarsk. /

Table 2. Comparison of baseline and extended matrix similarity metrics

Initial similarity metric Extended similarity metric

Average weighted F1, % 51.79 58.41

3 In this section we only show that the modified metric improves over our baseline: we do not solve the
task of selecting the optimal classifier, and we simply choose SVM because it is well-known and
widely used in NLP. Further in Sect. 5 we present the results obtained in the experiments with other
classifiers.
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Let us calculate each feature for the two given sentences (see Table 3).

Table 3. Example of features calculation

Feature Value Description

POS-based
adj_periph 2 the numbera of adjectives at the periphery
advb_periph 0 the number of adverbs at the periphery
noun_periph 3 the number of nouns at the periphery
verb_periph 1 the number of verbs at the periphery
Synonymy-, substring-, word family-based & lexical
notion_periph 0.57 the number of the notional words at the periphery
substr 0.56 the sum of substring scores of the words from the two

peripheries
substr_periph 0.35 the number of words at the periphery after the words with

common prefixes are removed
notion_substr_periph 0.35 the number of notional words at the periphery after the

words with common prefixes are removed
family 20 the number of pairs of words from the same families at the

periphery
family_periph 0.53 the number of the words at the periphery after words from

the same families are removed
notion_family_periph 0.53 the number of notional words at the periphery after words

from the same families are removed
syn_periph 0.41 the number of the words at the periphery after synonyms

are removed
notion_syn_periph 0.41 the number of notional words at the periphery after

synonyms are removed
syn_periph_nest 0.18 the number of the words at the periphery after distant

synonyms are removed
rest_periph 0 the number of the words at the periphery after synonyms,

words with common substrings and overlapping word
families are removed

notion_rest_periph 0 the number of notional words at the periphery after
synonyms, words with common substrings and
overlapping word families are removed

Asymmetry metric
asym 0 if one of the sentences can be obtained by adding some

words to the other sentences, it equals the number of such
words (otherwise, 0).

Matrix similarity metric
dice 0,57 improved matrix similarity metric initially introduced by

Fernando and Stevenson
Word2vec-based
word2vec 0,65 cosine similarity between two sentences represented by

average vectors of their word vectors

(Continued)
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Thus, we introduce 5 types of features, 3 of which are based on the differences
between the sentences on the surface lexical, POS- and semantic levels. The other 2
groups of features consist of the simple representation of metrics based on predictive
distributional models and an improved version of a semantic matrix similarity metric
which performed quite well at constructing our paraphrase corpus.

5 Evaluation

In this section we describe the results of the experiments with our baselines and
extended feature sets consisting of typical and the newly introduced low-level features.

To calculate feature values which involve lemmatization and POS-tagging, we use
TreeTagger [24]. Word2vec model is trained on the news corpora from 4 different
sources. The total news corpus consists of about 4.3 million sentences, 65.8 million
tokens and contains news articles from 2012 and 2013 (which are not included in our
paraphrase corpus). The context window size is 7 words (i.e., (−7, +7)), frequency
threshold equals 4, and the dimensionality of feature vectors is set to 300.

All our experiments, including classifiers training, feature selection and parameters
tuning, are conducted using scikit-learn.4

One of the recent directions for the improvement of standard classifiers involves
ensembles of classifiers and we decided to adopt such an approach. We initially
experimented with AdaBoost, Random Forests and Gradient Tree Boosting (GTB).
The latter performed best, and we adopted it for our experiments.5

When constructing a feature set, we omit sentence pairs consisting of the same
words in different order as they usually fall into the precise paraphrases class. We scale
features, then split our dataset (5503 sentence pairs) into 2 parts: training set (70 %) and
test set (30 %). To tune the GTB parameters, we perform grid search using scikit-learn.
It is done via 5-fold cross-validation on the training set, and the classifier is tested
against weighted F1. Then we evaluate two baseline models (based on the matrix

Table 3. (Continued)

Feature Value Description

word2vec_diff 0,43 cosine similarity between two sentences represented by
average vectors of their peripheral word vectors

word2vec_matrix 1,35 matrix similarity vectors with cosine similarity between
word vectors instead of synonymy, substring and other
scores

aAll the features in this table which are calculated as the number of particular words are further
divided by the total amount of words in the sentences.

4 http://scikit-learn.org.
5 In this paper we do not attempt to select the optimal classifier – we leave the elaborate choice of it for
future work.
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similarity metric vs. on the commonly used shallow features), their combination, and
the full feature set (matrix similarity metric + “standard” shallow features + the features
we introduced in this paper) and compare the results (see Table 4).

It can be seen that the full feature set outperforms both baselines and their com-
bination. It confirms that the paraphrase identification model can benefit from taking
into account information about POS tags, word families (such metrics are generally
useful for morphologically rich language) and distant synonyms.

As for the two baselines, their scores are similar, with baseline-2 (14 shallow
metrics) being slightly better than baseline-1 (one optimized semantic similarity met-
ric), and their combination does not improve over each particular baseline. It can also
be noted that baseline-2 yields the best recall on loose paraphrases. Indeed, such
features are intended to capture string and lexical overlap between the sentences but are
probably not accurate enough and thus are better at detecting roughly similar sentences.

Our paraphrase identification task is a 3-classes classification problem, and it is
therefore difficult to compare the introduced approach with other methods which are

Table 4. Results with baseline-1, baseline-2 and extended featuresb

Class Precision, % Recall, % Average F1, %

Baseline-1 (1 feature)
−1 88.48 55.36 68.11
0 52.28 74.78 61.54
1 52.89 42.86 47.35
average 64.92 60.22 60.31
Baseline-2 (14 features)
−1 86.56 58.88 70.08
0 53.64 81.90 64.83
1 59.23 33.99 43.19
average 66.38 62.16 61.31
Baseline-1 + Baseline-2 (15 features)
−1 83.70 59.58 69.61
0 53.69 78.78 63.86
1 60.78 38.18 46.90
average 65.79 62.16 61.67
Baseline-1 + Baseline-2 + New Features (40
features)

−1 83.15 65.91 73.53
0 55.71 78.19 65.06
1 63.49 39.41 48.63
average 67.09 64.40 63.94
b Precise, loose and non-paraphrases are denoted by 1,
0 and −1 respectively.
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usually aimed at solving a binary classification problem. Most approaches also work
with English (and the models are evaluated against MRPC) which, compared to
Russian, has poor morphology and rather strict word order. However, we still decided
to make a rough comparison by uniting precise and loose paraphrases into one class
and thus reducing our task to the binary classification problem. We again evaluated our
extended model and obtained the following results (see Table 5).

With precise and loose paraphrases united into one class, our corpus has become
severely unbalanced (3661 paraphrases and 1842 non-paraphrases) but still the results
are comparable (if there could be any comparison at all) with the state-of-the-art results
obtained on MRPC.

6 Conclusion and Future Work

In this paper we present an approach to paraphrase identification. Aiming at intro-
ducing an effective paraphrase identification method, we start with low-level features
which, we believe, form a solid foundation for such a task. Our terminology is a bit
different from the common one: our low-level features are the simple features repre-
sented by a single number. They include not only shallow string and lexical metrics,
but also semantic similarity metrics based on various language resources. Such simple
features do not cause information noise, like more complex ones.

Thus, our method is based on string, part-of-speech, lexical and semantic features
most of which, to the best of our knowledge, were not previously used in the para-
phrase identification task. The results of the experiments show that the “standard”
model (the one with commonly used low-level features) benefits from adding these new
features.

The proposed metrics are applied to the paraphrase classification task with 3 classes
of paraphrases in Russian, but they can also be used for any morphologically rich
language with free word order. In the nearest future we plan (1) to conduct a thorough
misclassification analysis to improve our current method and (2) to develop a more
fine-grained approach to paraphrase identification by introducing feature vectors based
on vector space models and syntactic relations, e.g., via syntactic n-grams.

Acknowledgments. The authors acknowledge Saint-Petersburg State University for the
research grant 30.38.305.2014.

Table 5. Binary classification task: results

Class Precision, % Recall, % Average F1, %

0 84.07 63.09 72.09
1 82.82 93.70 87.92
average 83.25 83.14 82.46
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Abstract. In this paper, we present experiments with unsupervised
dependency parser without using any part-of-speech tags learned from
manually annotated data. We use only unsupervised word-classes and
therefore propose fully unsupervised approach of sentence structure
induction from a raw text. We show that the results are not much worse
than the results with supervised part-of-speech tags.

Keywords: Grammar induction · Unsupervised parsing ·Word classes ·
Gibbs sampling

1 Introduction

In recent years, unsupervised methods for building structure of natural language
sentences (sometimes called grammar induction), became very popular. Their
advantage is that there is no need of manually annotated corpora (treebanks),
which is very time consuming, and there are still many languages which has no,
or very little such resources.

The unsupervised methods of course does not reach the same results as the
supervised methods. However, it is not fair to compare the results comparing the
output structures with the manually annotated treebanks, because the outputs
of the unsupervised parsers can be linguistically plausible as well, even though
the structure is completely different. Better comparison should be done in an
extrinsic way in practical application, for example in machine translation.

Many of the ongoing unsupervised natural language parsers uses supervised
part-of-speech annotation. Part-of-speech is a category of word assigned to each
word in the corpus, e.g. noun, verb, adjective, adverb, preposition, conjunction,
etc. This means that the sentences, on which the parser operates, must be pre-
processed by manual annotation of part-of-speech tags, or by a supervised tagger,
which is trained on another corpus, where the part-of-speech tags are annotated
manually. An example of a sentence with manually assigned part-of-speech tags
and dependency structure is shown in Fig. 1.
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Fig. 1. Example of English dependency structure with manually annotated (gold) part-
of-speech tags of the sentence “When the dollar is in a free-fall, even central banks can’t
stop it.”

In this work, we do not use any part-of-speech annotation. We use only
unsupervised word-classes, which are learned on big, raw (not annotated) lan-
guage corpus. We show that the unsupervised parser using word classes performs
only a bit worse than the one with supervised part-of-speech tags. However, its
advantage is the complete independence on any annotated data for particular
language.

2 Related Work

We can divide the area of unsupervised parsing research into several groups
according to the extent of the degree of supervision.

In the first group, there are so-called delexicalised parsers. Such parsers are
in fact supervised, but trained on another language for which a well annotated
treebank exists (for example English Penn Treebank [9]). The condition is to
use the same part-of-speech (POS) tagset both in the source and in the target
language. The parser is then trained on the part-of-speech tags only, since the
word forms are of course completely different [13]. The problem of different part-
of-speech tagsets is often solved by mapping the original part-of-speech tags to
a common (universal) part-of-speech tags. Nowadays the Google Universal part-
of-speech tagset [14] become very popular and the part-of-speech mapping exists
for many languages. Usage of the delexicalised parsers is therefore very easy.

In the second group, the parsers are also trained on another resource rich
language, but they use a projection of dependency structures from the source
language to the target language, instead of the common tagset. The procedure
is following:

1. Parse the source language (e.g. English) of the parallel treebank using a super-
vised parser trained on a manually annotated treebank.
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2. Project the tree structures of the source language into the target language
using the word-alignment links between the words.

3. Train the supervised parser on the target-language projected trees.

See for example [4] for more details.
The third group contains the real unsupervised approaches, in which the

grammar is induced from monolingual corpus without annotated structure. Many
of these approaches however use the supervised part-of-speech tags. The state-
of-the-art dependency parsers are described in [10,20]. Some of the parsers can
be called “minimally supervised”, because of using some external knowledge of
how the individual part-of-speech tags behaves in the structure, for example,
they say that the tags beginning by letter “V” represent verbs and therefore
have higher probability to be in the root of the trees and govern other words
(e.g. [15]). Another work only distinguish nouns by a condition that the most
frequent tag in a given part-of-speech tagset is a tag for nouns [11].

The fully unsupervised parsing methods that uses only the raw input texts
is for example the work [16]. The most interesting work so far is [17], where
the word classes are used, however, only experiments on English are proposed
there. In this work, we experiment with word classes as well, but we use different
parser and test it over 25 languages, so that we could prove that the method is
language universal.

3 Unsupervised Dependency Parser

In our experiments, we use the unsupervised parser described in [10]. This parser
is based on Dependency Model with Valence, introduced by Klein and Man-
ning [7] and then improved by Headden et al. [6] and Spitkovsky et al. [18,19].
The Dependency Model with Valence is a generative model using the following
two types of probabilities:

– Pchoose(wd|wg, dir) is the probability of the dependent word wd given the
governing word wg and the direction dir, which represents the left or right
attachment. This generates the words (or the labels of nodes) in the depen-
dency tree.

– Pstop(·|wg, dir, adj), is the probability that a word wg has another child in the
direction dir. This generates the edges in the tree. “STOP” means that no
more dependency edge from wg is going to be generated in direction dir.

The parser uses Gibbs sampling method [5] for the inference of the depen-
dency structures. The authors of the parser also show that it is also beneficial
to estimate the Pstop probabilities for individual part-of-speech tags (or word
classes) using so called reducibility principle [12]. These probabilities are esti-
mated using a big raw not-annotated corpus. For more details, see the work [10]1

1 The software of the unsupervised parser described in [10] can be downloaded at
http://ufal.mff.cuni.cz/udp.

http://ufal.mff.cuni.cz/udp
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Table 1. Properties of language resources used in our experiments. We used the testing
parts of the treebanks only, both for inference and for testing.

Language Treebank (testing part) Wikipedia corpus

Sentences Tokens Sentences Tokens

bg 398 5,934 926,063 17,879,640

bn 150 812 235,033 3,441,539

ca 1,724 53,015 926,175 26,067,761

cs 286 4,724 1,030,283 19,224,276

da 322 5,852 745,402 15,192,361

de 2,000 32,033 2,751,042 54,184,340

el 197 4,804 891,320 19,966,198

en 1,334 33,368 3,197,902 81,816,887

es 1,655 50,368 1,800,273 51,636,619

et 131 956 705,789 11,000,150

eu 1,121 14,284 767,766 13,347,995

fa 329 6,694 731,625 15,874,092

fi 430 5,425 1,146,736 17,055,452

hi 543 12,616 844,271 17,627,209

hu 390 7,344 1,389,060 24,937,181

it 249 5,096 1,285,478 37,672,036

la 316 4,789 176,421 3,223,187

nl 386 5,585 1,276,722 25,868,666

pt 288 5,867 1,155,717 30,589,567

ro 266 2,640 906,591 21,908,266

ru 402 3,458 1,613,637 32,628,923

sl 402 6,390 668,451 13,103,212

sv 389 5,656 935,304 18,300,709

te 150 597 507,778 7,492,388

tr 300 4,513 1,005,336 15,524,518

4 Data

For testing the dependency parser, we use data from HamleDT collection of
treebanks [21]. This collection consists of 29 dependency treebanks, all of them
are separated into training part and testing part. We took the testing part to do
the inference and evaluation of the dependency trees.2

To estimate the pstop probabilities, we use the large collections of Wikipedia
articles provided by [8] containing between 10 and 80 million words for each
language.

2 We can do the inference and evaluation on the same data, since the correct annota-
tion (labels and dependencies) is not used in the inference (unsupervised training).
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The Wikipedia articles must be first preprocessed – tokenized and encoded
in the same way as the particular treebank. For many languages, this is not a
problem, since they use Latin alphabet and the segmentation into tokens can be
simply done by segmentation on whitespaces and separation of the punctuation
marks. However, a couple of problems have arisen:

– In the Arabic treebank, the tokenization is a part of morphological analysis,
which cannot be used here, sincewe do not allow any supervisedmethods trained
on any annotated data. The Arabic treebank is therefore not included into our
experiments. Similar problem has arisen for Chinese. We did not find any auto-
matic tokenizer which would tokenize the Wikipedia articles in the same way as
it is in the treebank. So we excluded Chinese from the experiments as well.

– Tamil treebank has the texts transliterated into Latin, while the Wikipedia
articles are not.

– The ancient Greek has very poor resources on Wikipedia and the treebank
has also very unintelligible structure, so we excluded it as well.

Because of the aforementioned problems, we perform our experiments on 25
languages only. Their sizes are listed in Table 1.

5 Word Clustering

Instead of using part-of-speech tags for categorizing the words, we use the unsu-
pervised word-clustering tool developed by Alex Clark [3].3 The clustering is
based on distributional and morphological information. It treats words not only
as atoms, it goes deeper to the level of letters and takes into account also the
similarity of prefixes or suffixes of words. Such morphological information can
mainly improve the performance on rare words.

We do the inference of word clusters using both the corpora we have. For
each language, the testing part of the treebank is joined with the articles from
Wikipedia and such input is passed to the Clark’s part-of-speech induction clus-
tering tool. We run it several times for different number of clusters.

6 Experiments and Results

Each experiment comprises the following steps:

1. We tokenize the Wikipedia data in the same way as it is done in the treebank.
2. We concatenate the Wikipedia and the testing data and run the Clark’s POS

induction tool to make clusters. We perform the experiments for 25, 50, 100,
and 200 clusters. From now, each word is categorized to one cluster.

3. We run the script get stop priors.pl (see [10] for detailed description) on the
Wikipedia data with assigned word clusters, and extract the stop-probability
estimates for individual clusters and direction. The stop-probability says, how
likely a word belonging to a particular cluster has a left or a right dependent.

3 The Clark’s tool for unsupervised POS induction can be downloaded at http://www.
cs.rhul.ac.uk/home/alexc/pos2.tar.gz.

http://www.cs.rhul.ac.uk/home/alexc/pos2.tar.gz
http://www.cs.rhul.ac.uk/home/alexc/pos2.tar.gz
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4. We run the unsupervised parser [10] on the testing data and the inferred
word-classes. We use the stop-probability estimates for the dependency tree
inference.

5. We compare the resulting dependency structures with the original manually
annotated treebank. We measure the accuracy: how many tokens have the
correct parent (the parent is the same as in the original treebank).

In Table 2, there are the results for all the 25 languages (treebanks) and
four different number of clusters used for unsupervised part-of-speech induction.

Table 2. Parsing accuracy against the manually annotated data for different number of
word classes. The best results for each the languages are in bold. The average accuracy
over all the languages is computed in the last row.

Punct. classes Without punctuation With punctuation

25 50 100 200 25 50 100 200

bg 48.2 47.9 42.8 34.6 31.4 36.5 26.8 26.3

bn 25.6 30.2 23.4 29.3 18.5 18.6 22.5 42.1

ca 49.8 49.2 48.4 46.9 43.3 45.1 44.0 45.5

cs 33.6 38.0 34.8 32.3 32.1 35.7 29.8 33.3

da 49.0 40.8 40.7 41.6 33.4 29.8 25.9 28.2

de 43.6 41.2 47.6 38.6 33.9 33.8 34.5 27.7

el 36.8 39.7 45.1 36.3 29.3 29.7 33.3 28.9

en 41.6 47.9 50.5 47.8 33.1 34.6 38.0 37.9

es 55.6 60.1 58.2 56.8 46.9 49.4 45.9 47.2

et 45.1 52.9 55.9 52.5 18.6 37.9 21.7 25.0

eu 26.7 28.7 29.8 26.0 13.1 26.5 18.4 12.4

fa 23.6 28.3 21.9 21.0 20.0 19.6 19.6 19.6

fi 36.4 39.6 38.0 31.9 32.8 34.9 25.5 23.6

hi 14.6 13.1 12.8 25.7 8.1 7.3 10.5 23.7

hu 46.2 24.1 23.4 26.1 33.6 33.8 19.0 16.7

it 40.4 41.4 34.6 30.8 30.9 27.2 23.2 23.1

la 22.1 24.1 20.7 17.8 20.1 22.4 18.3 16.9

nl 31.0 34.4 27.3 32.1 47.5 28.8 27.7 19.9

pt 40.2 31.4 30.0 23.5 26.6 20.8 19.0 16.4

ro 47.0 51.0 43.8 39.5 48.9 47.6 48.8 39.7

ru 49.4 50.8 48.2 47.4 49.3 49.9 49.5 48.3

sl 24.5 18.3 21.2 28.2 14.6 19.7 19.0 23.4

sv 54.8 54.9 49.2 46.4 49.5 38.3 37.1 32.8

te 29.2 29.8 32.0 37.1 33.5 26.8 26.1 45.3

tr 27.0 55.0 54.5 51.5 32.7 26.3 24.4 21.4

avg 37.7 38.8 37.4 36.1 31.3 31.2 28.3 29.0
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The columns “with punctuation” use the treebanks in their original form. The
results in the columns “without punctuation” are on the same texts, but with
removed punctuation marks (full stops, commas, hyphens, colons, semicolons,
quotations, etc.). The evaluation was also done on the treebank with removed
punctuation marks. If a punctuation node was not a leaf in the dependency struc-
ture, all its dependents were attached to its parent, so that they did not remain
unattached.

Table 3. Comparison of the best results (without punctuation) with parsing baselines
and unsupervised parsing with gold part-of-speech tags.

Left chain Right chain Unsup. POS Unsup. POS Gold POS

baseline baseline 50 classes best classes

bg 18.8 32.5 47.9 48.2 54.9

bn 52.0 5.3 30.2 30.2 23.6

ca 23.8 25.9 49.2 49.8 67.0

cs 26.9 25.2 38.0 38.0 52.4

da 11.6 41.9 40.8 49.0 41.6

de 22.4 18.0 41.2 47.6 52.4

el 33.6 16.9 39.7 45.1 26.3

en 23.7 25.4 47.9 50.5 55.4

es 23.6 25.7 60.1 60.1 61.1

et 28.8 15.5 52.9 55.9 28.7

eu 24.6 35.7 28.7 29.8 35.5

fa 17.5 37.6 28.3 28.3 49.0

fi 34.3 13.9 39.6 39.6 33.3

hi 21.5 27.8 13.1 25.7 39.4

hu 35.9 6.2 24.1 46.2 34.0

it 24.0 42.8 41.4 41.4 39.4

la 18.6 18.4 24.1 24.1 24.6

nl 24.7 31.2 34.4 34.4 47.5

pt 22.9 27.0 31.4 40.2 69.6

ro 18.0 46.4 51.0 51.0 45.1

ru 23.3 35.5 50.8 50.8 40.0

sl 26.8 19.5 18.3 28.2 35.7

sv 24.8 24.3 54.9 54.9 54.5

te 65.5 2.5 29.8 37.1 10.8

tr 65.5 1.6 55.0 55.8 56.9

avg 27.8 24.4 38.9 42.5 43.8
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We can see, that grammar induction of sentences including punctuation has
worse results. It is often caused by the full stop, which is almost in all the
sentences and can be easily treated as the root of the sentence, which is not
correct with respect to the manual annotations. It is hard to say which number of
clusters is ideal for unsupervised grammar induction. There are many languages,
for which the number of clusters does not affect the accuracy much. For example
Catalan and Russian have both the parsing accuracy on the level about 49 %
for all sizes of classes. On the other hand, Turkish have only 27 % accuracy on
25 classes, but more then 51 % accuracy for 50, 100, and 200 classes. Hungarian
and Portuguese achieved, however, the best results just on the 25 classes and
the results on 50, 100, and 200 are much worse.

Table 3 shows the left-chain and the right-chain baselines and compare them
with the unsupervised parsing results. In the left-chain, each word is attached
to the following word and the last word is attached to the technical root. In the
right-chain, each word is attached to the previous one.

Our best results from Table 2 (inference without punctuation and 50 word
classes) are compared to the baselines. We also compare it to the unsupervised
parsing with gold part-of-speech tags [10]. The fifth column (in italic) shows the
best result over the number of classes for particular language. This is a possibly
achievable score, if we were able to automatically infer the best number of classes
for each language.

On average, the unsupervised parsing with unsupervised part-of-speech tags
has a bit lower accuracy than with gold part-of-speech tags. However, there

Fig. 2. Example Spanish sentence “Tony volcó sobre la ruta una categoŕıa que sólo
Indurain posee en el ciclismo actual y que esta temporada juega con el misterio”, parsed
and tagged using 50 word-classes. Punctuation marks were removed.
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are languages, on which the unsupervised tags perform much better: Greek,
Estonian, Finnish, Italian, Romanian, Russian. Very good results and similar to
the results with gold part-of-speech tags were achieved on e.g. Spanish (60.1 %),
Swedish (54.9 %), and Turkish (55.0 %).

For curiosity, we have computed the correlation coefficient between the pars-
ing results with unsupervised POS tags and the results with gold POS tags. The
highest correlation (0.45) was for the best setting, i.e. for 50 classes and with-
out punctuation. The lowest correlation (0.04) was for 200 classes and including
punctuation.

There are languages, on which the accuracy of the parser is very low, for
example Hindi (13.1 %), Slovenian (18.3 %), Latin (24.1 %), or Telugu (29.8 %).
One reason could be lower amount of Wikipedia texts, from which the important
stop-probability estimates are computed [10].

Some of the languages have higher baseline score than any of the parser
results. It is hard to beat it for the strongly left-branching languages as Bengali,
Telugu, or Turkish (Table 3).

7 Conclusions

We described an experiment with fully unsupervised dependency parsing using
unsupervised word classes instead of supervised (or gold) part-of-speech tags.
We tested it on 25 different languages (treebanks) and four different number
of classes (25, 50, 100, and 200). When compared to the manually annotated
dependency structures, the results of fully unsupervised parser are slightly worse
then when we use gold part-of-speech tags, however, there are some languages,
for which the unsupervisedly inferred word classes perform better that the gold,
manually designed part-of-speech tags.

8 Future Work

In future, we would like to try also different part-of-speech induction tools, for
example the Brown’s clusters [2] or the clusters inferred by the Pitman-Yor
process [1]. It would be also beneficial to automatically detect the best number of
classes. Such mechanism would bring the results to the ones in the fifth column
of Table 3. We would also like to bring the unsupervised dependency parsing
to the practical applications, for example to the machine translation systems.
Measuring the performance extrinsically is more fair than comparing it to the
manual annotations.
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Multilingual Unsupervised Dependency Parsing 81

References

1. Blunsom, P., Cohn, T.: A hierarchical Pitman-Yor process hmm for unsupervised
part of speech induction. In: Proceedings of the 49th Annual Meeting of the Asso-
ciation for Computational Linguistics: Human Language Technologies, HLT 2011,
vol. 1, pp. 865–874. Association for Computational Linguistics, Stroudsburg (2011).
http://dl.acm.org/citation.cfm?id=2002472.2002582

2. Brown, P.F., deSouza, P.V., Mercer, R.L., Pietra, V.J.D., Lai, J.C.: Class-based
n-gram models of natural language. Comput. Linguist. 18(4), 467–479 (1992).
http://dl.acm.org/citation.cfm?id=176313.176316

3. Clark, A.: Combining distributional and morphological information for part of
speech induction. In: Proceedings of 10th EACL, pp. 59–66 (2003)

4. Ganchev, K., Gillenwater, J., Taskar, B.: Dependency grammar induction via bitext
projection constraints. In: Proceedings of the Joint Conference of the 47th Annual
Meeting of the ACL and the 4th International Joint Conference on Natural Lan-
guage Processing of the AFNLP, ACL 2009, vol. 1, pp. 369–377. Association for
Computational Linguistics, Stroudsburg (2009). http://dl.acm.org/citation.cfm?
id=1687878.1687931

5. Gilks, W.R., Richardson, S., Spiegelhalter, D.J.: Markov Chain Monte Carlo in
Practice. Interdisciplinary Statistics. Chapman & Hall, London (1996)

6. Headden III, W.P., Johnson, M., McClosky, D.: Improving unsupervised depen-
dency parsing with richer contexts and smoothing. In: Proceedings of Human Lan-
guage Technologies: The 2009 Annual Conference of the North American Chapter
of the Association for Computational Linguistics, NAACL 2009, pp. 101–109. Asso-
ciation for Computational Linguistics, Stroudsburg (2009)

7. Klein, D., Manning, C.D.: Corpus-based induction of syntactic structure: models
of dependency and constituency. In: Proceedings of the 42nd Annual Meeting on
Association for Computational Linguistics, ACL 2004. Association for Computa-
tional Linguistics, Stroudsburg (2004)
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13. McDonald, R., Petrov, S., Hall, K.: Multi-source transfer of delexicalized depen-
dency parsers. In: Proceedings of the Conference on Empirical Methods in Natural
Language Processing, EMNLP 2011, pp. 62–72. Association for Computational
Linguistics, Stroudsburg, July 2011. http://dl.acm.org/citation.cfm?id=2145432.
2145440

14. Petrov, S., Das, D., McDonald, R.: A universal part-of-speech tagset. In: Chair,
N.C.C., Choukri, K., Declerck, T., Doan, M.U., Maegaard, B., Mariani, J., Moreno,
A., Odijk, J., Piperidis, S. (eds.) Proceedings of the Eight International Confer-
ence on Language Resources and Evaluation (LREC 2012). European Language
Resources Association (ELRA), Istanbul, Turkey, May 2012

15. Rasooli, M.S., Faili, H.: Fast unsupervised dependency parsing with arc-standard
transitions. In: Proceedings of the Joint Workshop on Unsupervised and Semi-
Supervised Learning in NLP, ROBUS-UNSUP 2012, pp. 1–9. Association for Com-
putational Linguistics, Stroudsburg (2012)

16. Seginer, Y.: Fast unsupervised incremental parsing. In: Proceedings of the 45th
Annual Meeting of the Association of Computational Linguistics, pp. 384–391.
Association for Computational Linguistics, Prague, Czech Republic (2007)

17. Spitkovsky, V.I., Alshawi, H., Chang, A.X., Jurafsky, D.: Unsupervised dependency
parsing without gold part-of-speech tags. In: Proceedings of the 2011 Conference
on Empirical Methods in Natural Language Processing (EMNLP 2011) (2011)

18. Spitkovsky, V.I., Alshawi, H., Jurafsky, D.: Punctuation: making a point in unsu-
pervised dependency parsing. In: Proceedings of the Fifteenth Conference on Com-
putational Natural Language Learning (CoNLL-2011) (2011)

19. Spitkovsky, V.I., Alshawi, H., Jurafsky, D.: Three dependency-and-boundary mod-
els for grammar induction. In: Proceedings of the 2012 Conference on Empirical
Methods in Natural Language Processing and Computational Natural Language
Learning (EMNLP-CoNLL 2012) (2012)

20. Spitkovsky, V.I., Alshawi, H., Jurafsky, D.: Breaking out of local optima with count
transforms and model recombination: a study in grammar induction. In: Proceed-
ings of the 2013 Conference on Empirical Methods in Natural Language Processing,
pp. 1983–1995. Association for Computational Linguistics, Seattle, October 2013
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Abstract. In the information retrieval (IR) research community, it is
commonly accepted that independence assumptions in probabilistic IR
models are inaccurate. The need for modeling term dependencies has
been stressed in the literature. However, little or nothing has been said
on the statistical nature of these dependencies. We investigate statistical
measures of term-to-query and document term-to-term pairs dependence,
using several test collections. We show that document entropy is highly
correlated to dependence, but that high ratios of linearly uncorrelated
pairs, do not necessarily mean independent pairs. A robust IR model
should then consider both dependence and independence phenomena.

Keywords: Information retrieval · Probability Relevance Framework ·
Statistical independence tests · Term correlations

1 Introduction

Information Retrieval (IR) is the research field responsible of the study and
development of models that handle information collections (image, text, speech)
in order to retrieve only the relevant documents for a user need [14].

In our work, we focus on probabilistic IR models, based on the probability
of relevance given a document and a query. Illustrative examples are Binary
Independence Retrieval (BIR) [13], Poisson [7] and BM25 [5,11] models. All of
them share the assumptions of the Probability Relevance Framework (PRF) [11],
which consists in assuming essentially term conditional independence.

It has been widely accepted that these independence assumptions are inaccu-
rate. Indeed, the probability of using one term inside a paragraph may be affected
by the appearance of other terms in the same context. A term dependency is any
relationship between two or more terms. Examples of term dependencies include
noun phrases, verb phrases, ordered and unordered windows, spans of text, or
any sequence of n-grams [4].

Theoretical and experimental work on term dependency modeling has a
long history [10,15]. Term dependencies have been modeled under different
approaches, usually finding a compromise between suitable weighting (e.g.
[6,9,16]) or better dependency modeling (e.g. [1,8,15]). In order to improve

c© Springer International Publishing Switzerland 2015
G. Sidorov and S.N. Galicia-Haro (Eds.): MICAI 2015, Part I, LNAI 9413, pp. 83–94, 2015.
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effectiveness in ranked document retrieval, several term dependency retrieval
models have been proposed in the literature, most of them over query terms
[1,2,18].

While several works propose, as an open research problem, dependence mod-
eling, no previous work demonstrates, in a statistical way, that dependence is a
main issue for relevant document retrieval [12]. This is the main motivation of
our work.

In this paper, we statistically investigate term-to-query and term-to-term
independence in relevant and non-relevant documents. The questions we address
are: To what extent is term-to-query dependence significant in relevant and non-
relevant documents? What is the nature of this correlation and how is it related
to relevance? How are term-to-term contextual co-occurrences correlated?
A word on this last question is worth to mention. Context has proved to be useful
in ranked retrieval [4]. By context we mean a sentence. Two words co-occurring
within a sentence would not have the same semantic implication as if they co-
occurred in a wider context (e.g. the start and the end of the document). This
considerations could have serious implications on document relevance. Thus, we
believe our work constitutes a further step towards a better understanding of
dependency modeling issues in IR.

The structure of the paper is in order. Section 2 is devoted to define the prob-
lem and statistical independence tests techniques we need to use to accomplish
our objectives. Section 3 describes the document collections used and the design
of our independence tests. It also shows the main results obtained. Finally, Sect. 4
provides some conclusions and directions for future work.

2 Dependence Analysis

Current probabilistic models share the assumptions of independence of terms
within a same document (Bag-Of-Words - BOW - assumption)1 and conditional
independence between the document and the query terms. Our main interest is to
investigate these hypotheses as well as the nature of the dependence phenomena.

2.1 Problem Statement

Let: D = {d1, d2, ..., dm} be the documents set and Q = {q1, q2, ..., qn} be the
queries set. Let consider Xdi

, i = 1,m and Xqj , j = 1, n discrete random variables
that represent each of the documents and queries respectively. The set of values
that could take these variables are the vocabulary terms or words appearing in
the document or the query they represent:

Xdi
= {tdi

1 , tdi
2 , ..., tdi

p } (1)

1 This independence assumption is not a marginal one, since the probability of a term,
given the knowledge of relevance and the query, is not obtained from the summation
over the marginal terms of the joint distribution (see [11] for details). It is unclear
however, whether the assumption refers to a pairwise- or a mutually- independence
hypothesis.
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Xqj = {t
qj
1 , t

qj
2 , ..., tqjq } (2)

where p and q represent the length of the document di and query qj , respectively
and tdi

k , k = 1, p and t
qj
k , k = 1, q are the terms of the documents and the queries

respectively.
Our aim is to answer the following questions:

1. What degree of dependency exists between pairs (Xdi
,Xqj ) in relevant and

non-relevant documents? This would partially support the PRF hypothesis
on conditional dependence of terms given the query.

2. What is the nature of (Xdi
,Xqj ) pairs correlations? We search for additional

insight on those dependencies. Also, we look for possible correlations between
the test collection features and relevance.

3. How are the terms of each document in a collection contextually correlated?
We investigate on the statistical nature of term-to-term dependencies.

In answering questions 1 and 2, we will perform a test of independence
together with a measurement of correlation. The first test assesses whether paired
observations on two variables, expressed in a contingency table, are indepen-
dent from each other. The second test resorts to measures of data association.
For document term-to-term dependency (question 3) we propose a mutually-
independence test as will be explained in Sect. 3.

Below we proceed firstly to explain some of the existing independence tests
and select the most appropriate for the problem at hand. Then we explain the
interest of using measures of association or correlation for our purposes.

2.2 Independence Tests

Two events are independent when no event influences the other. That is, knowing
that one event has already occurred does not influence the probability that
the other event will occur. There are different statistical independence tests for
demonstrating that two or more random variables do not have correlations [17].
Statistical independence tests could be classified into parametric tests and non-
parametric ones [17].

As we do not adjust the distribution of our data, we use a non-parametric
statistical independence test and measures of association in order to demonstrate
that, in fact, dependence exists between a query and a document.

Non-parametric Independence Tests. Non-parametric tests focus on order
or ranking. There are several tests, we will show a few of them below and describe
them shortly.

The Binomial Effect Size Display (BESD) is a method for summarizing the
results of a study inside the pattern of a 2 × 2 contingency table. The cells in a
BESD table will vary as a function of the value of the correlation coefficient, but
they represent data as percent of the sample size. The method also assumes that
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subjects of study are broken down into two groups (which represent the two levels
of the independent variable). Each row of the 2 × 2 contingency table represent
each of the groups. The columns of the contingency table will represent the two
levels of the dependent variable on which a subject can be categorized [17].

The Kolmogorov-Smirnov test compares the distributions of two unmatched
groups. This test works by comparing the cumulative frequency distributions of
the two groups. It is based on the principle that if there is a significant differ-
ence at any point along the two cumulative frequency distributions, it can be
concluded there is a high likelihood that the samples are derived from different
populations [17].

The Mann-Whitney U test is used with ordinal (rank-order) data. If the result
of the Mann-Whitney U test is significant, it indicates there is a significant dif-
ference between the two sample medians, and as a result of the latter, it can be
concluded there is a high likelihood that the samples represent populations with
different median values. For Mann-Whitney U test, one of the following is true
regardless of the rank-order data that are evaluated: (a) The data are in a rank-
order format; or (b) The data have been transformed into a rank-order format from
an interval ratio format [17].

The Chi-square test of independence is employed when a single sample is cat-
egorized on two dimensions (or variables). It is assumed that the sample is ran-
domly selected from the population it represents. One of the variables comprises
r categories (where r ≥ 2) which are represented by the r rows of the contingency
table, while the second variable comprises c categories (where c ≥ 2) which are
represented by the c columns of the contingency table. The chi-square test of inde-
pendence evaluates the general hypothesis that the two variables are independent
from each other. Another way of stating that two variables are independent of one
another is to say that there is a zero correlation between them. A zero correlation
indicates there is no way to predict in which category an observation will fall in
one of the variables, if it is known which category the observation fell in the second
variable [17].

We select Chi-square test because: (a) The experiment involves a single sam-
ple which is categorized on two dimensions, with each dimension comprising two
mutually exclusive categories; and (b) The data comprises frequencies for each of
the r × c cells in the contingency table.

2.3 Measures of Association or Correlation

Measures of association or correlation are descriptive statistical procedures which
describe the relationship between two or more variables. We aim at testing which
kind of dependence exists, most of the correlations measures try to find a linear
dependence between two random variables.

Several measures of association exist: Pearson Product Moment, Spearman
Correlation Coefficient, Kendall’s Tau, Kendall’s Coefficient of Concordance and
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Goodman and Kruskal’s Gamma. All but Pearson and Spearman assume normal
distributions. Hence in order to develop our experiments we use the Pearson Prod-
uct Moment and the Spearman Correlation Coefficient.

The Pearson Product Moment is calculated as follows [3]:

ρX,Y =
cov(X,Y )

σXσY
(3)

where X and Y are the two random variables for which the association measure is
desired, cov(X,Y ) is the covariance between X and Y and σX , σY stand for the
standard deviation of each variable X and Y respectively. In our case, X,Y are
Xqj ,Xdi

respectively.
The Spearman Correlation Coefficient is calculated as [19]:

ρ = 1 − 6
∑

D2

N(N2 − 1)
(4)

Where D is the difference between the corresponding statistical x−y. N is the num-
ber of couples. The Spearman coefficient interpretation is the same as the Pearson
correlation coefficient. Ranges from −1 to +1, indicate negative or positive asso-
ciations respectively, zero, means no correlation but not independence.

Results are presented in the following section.

3 Experimental Design and Results

3.1 Test Collection Description

A test collection contains a set of documents, a set of information needs or
queries, and relevance judgments. There are several test collections in order to
evaluate information retrieval models. Small test collections are held by Glasgow
repository2.

We proceeded to make a characterization of the test collections used as Table 1
shows. The main features obtained were: number of documents, number of queries,
subject, number of indexed terms, number of unique terms, entropy (η) based on
vocabulary variability and average document length.

From Table 1 we observe that, even though the collections are of a specific
domain, they have a high entropy in the vocabulary; which means that the words
employed are very different form one document to another, letting us to conjec-
ture that independence would predominate. Moreover, taking into account the
ratio between the indexed and unique terms we can divide the test collections into
two groups: LISA, NPL, TIME, Medline and ADI which have more than a half of
unique terms and Cranfield, CACM and CISI which do not. Therefore, we hypoth-
esize that either dependence must be more significant in the second group or the
entropy is correlated somehow.

Below we proceed to design the independence test to demonstrate dependence
between a document and a query and between terms inside a document.
2 http://ir.dcs.gla.ac.uk/resources/test collections/.

http://ir.dcs.gla.ac.uk/resources/test_collections/
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Table 1. Test collection characterization: Docs. refers to number of documents in the
collection, Qrs. refers to number of queries in the collection, η(C) refers to entropy value
for the collection and A.D.L refers to average document length of the collection.

Collection Docs. Qrs Subject Indexed Unique η(C) A.D.L

Terms Terms

LISA 6 004 35 Library Science 44 448 31 225 0.680 46.95

NPL 11 429 64 Elec. Engineering 35 078 23 922 0.670 22.09

TIME 423 83 General articles 35 839 24 508 0.799 293.67

Medline 1 033 30 Biomedicine 13 254 7 167 0.729 83.97

ADI 82 35 Information Science 1 272 897 0.815 38.90

Cranfield 1 400 225 Aeronautics 7 671 3 368 0.637 75.38

CACM 3204 64 Computer Science 10 506 5 168 0.673 33.17

CISI 1 460 112 Information Retrieval 9 958 4 662 0.674 66.95

3.2 Independence Test Design

Query-to-term Dependence Test. In order to show dependence between the
documents and the query, we use the two random variables already defined in
Sect. 2.1: Xdi

and Xqj .
For each combination of document and query, we count the occurrences of

terms in the pair (Xqj ,Xdi
) then we construct a 2× 2 contingency table by count-

ing the terms appearing, and not, in the document and in the query submitted to
processing (see Table 2).

Table 2. Contingency Table for document-to-query independence test

Xdi ¬Xdi

Xqj |Xqj ∩ Xdi | |Xqj ∩ ¬Xdi |
¬Xqj |¬Xqj ∩ Xdi | |¬Xqj ∩ ¬Xdi |

We observe that we cannot assume that all cells will be greater than zero,
because there are documents that do not contain terms of the query. Taking this
into account we designed a Chi Square test with α = 0.05, i.e. our results are pro-
duced with 95 % of confidence, based on the following hypotheses:

H0: Xqj and Xdi
are independent.

H1: Xqj and Xdi
are not independent.

Support for the alternative hypothesis suggests that the variables are related,
even though the relationship is not necessarily causal, in the sense that one variable
“causes” the other. Hence, if H1 is validated, we also tried Pearson and Spearman
Coefficients to find correlations between query and documents. All the results are
shown and discussed in Sect. 3.3.
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Term-to-termDependence Test. In order to test the dependence between the
terms in documents we turn to the mutually independent events concept: each
event occurs independently of any intersection between the others. One event is
the occurrence of a term, then we postulate a question: Does one event, in any
way, affect the outcome of the other events? In other words, we are interested in
knowing whether any two terms appear together or co-occur in more than one
sentence. If the response is affirmative, we may conclude that events are depen-
dent, otherwise, they are independent. This is formalized as follows: ∀di, i = 1,m :
∃tk, tj ∈ di, k �= j : P (tk, tj) �= 0

Our methodology design is explained next:

1. First we divide the document in sentences and find terms that appear in more
than one sentence.

2. For each of the terms in those sentences we retrieve the rest of the terms
that appear in more than one sentence. That is, we save the other terms
co-occurring in more than one sentence.

3. If this set is empty, we may conclude that term occurrences are independent,
otherwise, there exist terms that appear in conjunction in more than one sen-
tence so they are dependent.

4. If an effect of dependence appears, it is enough to conclude that the occurrences
of terms in the document are not mutually independent, based on the above
concept.

For example, consider the following text passage taken from document 017 of
TIMES collection:

Last week, as they studied the NassauAccord between president Kennedy and prime
minister Macmillan, europeans saw emerging the first outlines of the nuclear
nato that the U.S. wants and will support... back from Nassau, the prime min-
ister beamed that Britain now had a weapon that “will last a generation. The
terms are very good.”...

The term Nassau co-occur always with prime minister, also prime co-occur with
minister, in every case. Then, we can conclude that the terms occurrences in this
document are not mutually independent.

3.3 Experimental Results Analysis

Query-to-term Dependence Results. For each test collection we create all
combination pairs of queries and documents to populate the contingency Table 2.
For each combination, we count how many dependence relationships are observed
in relevant and non-relevant judgments. This is shown in Table 3. Tables 4 and 5
show the correlation results obtained from cases when some possible correlation
exists due to appearance of terms in both query and documents.

We have special interest in the behavior of relevant documents for each query.
Tables 3, 4 and 5 allow us to draw some interesting observations:
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Table 3. Chi Square Test. The Table shows the % of document-query pairs in each cat-
egory with a 95% of confidence.

Collection Total of pairs Independent Dependent

Rel Not Rel Rel Not Rel Rel Not Rel

LISA 356 209 784 41.29 47.44 58.71 52.56

NPL 1 467 729 989 89.37 92.93 10.63 7.07

TIME 321 34 788 9.97 58.60 90.03 41.4

Medline 696 30 294 19.83 77.64 80.17 22.36

ADI 170 2 700 17.65 44.11 82.35 55.89

Cranfield 1 604 313 396 12.59 55.82 87.41 44.18

CACM 719 204 337 21.14 75.78 78.86 24.22

CISI 3 114 160 406 16.44 39.08 83.56 60.92

Table 4. Pearson Test. The Table shows the % of document-query pairs in each category
with a 95% confidence of being correlated.

Collection Pairs with Possible Correlations Uncorrelated Correlated

Rel Not Rel Rel Not Rel Rel Not Rel

LISA 203 108 507 69.95 70.25 30.05 29.75

NPL 132 41 149 87.12 88.7 12.88 11.3

TIME 289 14 376 36.68 81.05 63.32 18.95

Medline 556 6 767 62.41 88.8 37.59 11.2

ADI 140 1 511 65.0 68.7 35.0 31.3

Cranfield 1 604 313 396 40.4 7.48 59.6 92.52

CACM 513 34 923 65.89 82.46 34.11 17.54

CISI 2 603 98 547 63.81 77.7 36.19 22.3

1. Except for the NPL collection, the Chi Square test reveals that the proportion
of relevant documents showing dependence is greater than those showing inde-
pendence. The exception of NPL is striking and might suggest that a term asso-
ciation or synonymy phenomenon is having a strong impact on relevance for this
collection.

2. The Pearson and Spearman tests indicate that the linear dependencies do not
correspond to the dependence suggested by Chi Squared for relevant document-
query pairs. Therefore non-linear correlations could be present and should be
taken into account. This seems to be confirmed by both correlation tests.

In order to investigate possible correlations between the test collection charac-
teristics and our Chi Square results, we plot the relevance against entropy in Fig. 1.
We did the same for the unique terms ratio in Fig. 2. Lines indicate the correlation
inside each group of data (dependent and independent relevant pairs). Most of the
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Table 5. Spearman Test. The Table shows the % of document-query pairs in each cat-
egory with a 95% confidence of being correlated.

Collection Pairs with Possible Correlations Uncorrelated Correlated

Rel Not Rel Rel No Rel Rel No Rel

LISA 203 108 507 64.53 66.68 35.47 33.32

NPL 132 41 149 86.36 86.6 13.64 13.4

TIME 289 14 376 32.53 68.71 67.47 31.29

Medline 556 6 767 59.89 86.09 40.11 13.91

ADI 140 1 511 67.86 73.2 32.14 26.8

Cranfield 1 604 313 396 21.95 1.8 78.05 98.2

CACM 513 34 923 63.55 82.07 36.45 17.93

CISI 2 603 98 547 65.5 77.72 34.5 22.28

pairs are dependent in all cases, except for the NPL collection. Some observations
are derived from these graphs:

1. The more the collection distributes the vocabulary in the documents, the less
independence and therefore the greater dependence emerges on relevant docu-
ments for different queries.

2. The more the collection has unique terms, the greater independence and there-
fore less dependence appears on relevant documents for different queries; which
is consistent with the above observation.

These observations allow us suggesting that the term variability as reflected by
entropy is highly correlated to the dependency phenomenon. This is also corrob-
orated by the unique terms analysis and by the term-to-term analysis as we show
now.

Term-to-term Dependence Results. Table 6 reflects that in most cases there
are terms that co-occur inside the same document each time, and this evidence
supports that the event joint independent hypothesis for probability computations

Table 6. Mutually exclusive events test

Collection Independent Dependent

LISA 1 819 4 185

NPL 11 429 0

TIME 39 384

Medline 110 923

ADI 17 65

Cranfield 226 1 174

CACM 1 941 1 263

CISI 259 1 201
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should be reconsidered. NPL and CACM are the only collections that show more
independent cases than dependent ones. We believe that this is due to the average
size of the documents, and that the smaller this size the less likely is to find co-
occurrences. More research should be done in this direction.

4 Conclusions

We investigated dependence between query and documents and between terms
inside documents for 8 small collections. Our dependency and correlation tests
have proved to be concluding in that there is indeed a dependence issue that should
be addressed appropriately.

To the best of our knowledge there is no other study in the literature using
statistical tools for proving dependence in IR. We arrived at some interesting con-
clusions:

1. Relevant documents are correlated with the entropy and the number of unique
terms. Collections used had high entropy in the vocabulary; which means that
the words employed are very different form one document to another.
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2. Term variability as reflected in entropy is highly correlated to the dependency
phenomenon. The more the collection distributes the vocabulary in the doc-
uments, the greater dependence emerges on relevant documents for different
queries. The correlation tests provide information on linear relationships and
as such they show higher ratios of linearly uncorrelated pairs. However, this
does not necessarily mean independent pairs. A robust IR model should con-
sider both dependence and independence phenomena. More research is needed
on this issue.

3. In several collections there are terms that co-occur inside the same document
each time, and this evidence supports the widely accepted claim that the event
joint independent hypothesis for probability computations should be reconsid-
ered. Accounting for dependency between terms that co-occur in a given con-
text would allow us to identify semantic associations of terms that can be useful
for query expansion. We believe this is an interesting research vein to be con-
sidered.

Much more remains to be investigated in relation to dependence modeling for
IR tasks. Our results are modest but reveal that in order to improve IR systems
performance, dependence issues should be addressed beyond proximity heuristics
or pair co-occurrence models. Other mathematical tools should be used to produce
more effective information retrieval models using statistical techniques accounting
for distinct dependence phenomena.
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de Ciencia y Tecnologia (CONACYT) through the scholarship grant No. 296232.
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Abstract. Psychologists have long theorized about the effects of birth
order on intellectual development and verbal abilities. Several studies
within the field of psychology have tried to prove such theories, how-
ever no concrete evidence has been found yet. Therefore, in this paper
we present an empirical analysis on the pertinence of traditional Author
Profiling techniques. Thus, we re-formulate the problem of identifying
developed language abilities by firstborns as a classification problem.
Particularly we measure the importance of lexical and syntactic features
extracted from a set of 129 speech transcriptions, which were gathered
from videos of approximately three minutes length each. Obtained results
indicate that both bag of words n-grams and bag of part-of-speech n-
grams are able to provide useful information for accurately characterize
the language properties employed by firstborns and later-borns. Conse-
quently, our performed experiments helped to validate the presence of
distinct language abilities among firstborns and later-borns.

Keywords: Lexical features · Syntactic information · Text classifica-
tion · Author profiling · Natural language processing

1 Introduction

The study of how birth order influence on several aspects of our lives has been an
attractive long-established research topic in the field of psychology. According to
some recent publications [1,2], more than 2 K studies have been performed during
the last four decades, aiming at finding why firstborns are normally compared
favorably to later-borns. Generally, it is said that birth order plays a key role
in the development of a wide variety of acquired abilities, such as cognition and
language advantages as well as with the presence of some personality traits.

c© Springer International Publishing Switzerland 2015
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As part of his personality theory, Adler [3] suggested that the situation into
which a person is born, such the family size, sex of siblings and birth order,
plays an important role in our personality development. He was able to iden-
tify common characteristics among firstborns, such as their inclination to be
more conservative, always follow the rules and submit to authority as well as
more motivated to greater achievements than later-borns. However, more recent
studies [1,2,4] state that such acquired abilities might be result of several other
aspects in addition to the birth order, such as the social context in which a child
was raised.

Regarding the birth order, in [1] it is mentioned that firstborns appear to have
an early advantage in the development of vocabulary and syntax, but later-borns
may have an advantage in the development of conversational skills. In addition,
it has been found that later-borns tend to produce a higher number of personal
pronouns than firstborns [5]. Nonetheless, most of the collected evidence of a
general firstborn advantage in early vocabulary development comes from studies
performed in children between 8 and 30 months old [1,5,6]. Consequently, there
is no clear evidence with respect to longer term vocabulary differences associated
with birth order, i.e., there is no similar studies among teenagers neither among
grown-ups.

Traditionally, in order to correlate the acquisition of some (language) abili-
ties among firstborns and later-borns, psychologists apply a set of well-defined
questionnaires to the subjects that are being analysed [2,3,7]. By means of mea-
suring certain factors such as attitudes and opinions, tastes and interests, studies
or work information, personality, etc., it is possible for psychologists draw con-
clusions regarding the behaviour, abilities or even the personality of firstborns.
Although there are some works [5,7–9] that measure some language related fac-
tors (e.g., vocabulary length, use of pronouns and some morphological cues, as
well as some syntactic aspects), these works rely on the answers provided by the
subjects in a predefined questionnaire, which is afterwards manually reviewed
by psychologists.

In order to overcome some of the main drawbacks of the current work in the
field of psychology, and with the aim of providing concrete evidence regarding
the differences (until nowadays just barely proved) of language abilities among
firstborns and later-borns, in this paper we present an empirical analysis on
the pertinence of classical Author Profiling (AP) techniques for automatically
identify firstborns. As known, AP main goal is to obtain as much information as
possible from authors by means of analyzing their written text [10]. For instance,
in [10,11] authors have shown that it is possible, to some extent, automatically
detect age and gender from authors by just analyzing text documents written
by them. More recent works have also proposed AP methods for detecting per-
sonality [12] and leadership orientation [13,14]. Therefore, in order to apply AP
techniques, we re-formulate the problem of identifying language developed abili-
ties by firstborns as a classification problem, i.e., once we compute a set of lexical
features (word n-grams) and syntactic features (POS n-grams), we train a classi-
fication model to distinguish firstborns from later-borns. Performed experiments
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among 129 subjects, between 11 and 16 years old, demonstrate that our proposed
methodology is able to accurately characterize the language properties employed
by firstborns and later-borns.

In this paper we investigate which of these features are more discriminative
in the posed task. Consequently, the research questions we aim to answer are:
(i) Is the firstborns vs. later-borns detection a special case of AP?, (ii) Are there
any differences in the use of lexical and syntactic elements between firstborns
and later-borns?

The rest of this document is organized as follows. Section 2 presents some
related work concerning to the author profiling task. Section 3 describes some
important aspects of the employed data for performing our experiments, as well
as some statistics regarding this corpus. Then, Sect. 4 describes our followed
methodology, experimental setup and obtained results. Next, Sect. 5 provides a
brief discussion over our principal findings. Finally, Sect. 6 depicts our conclu-
sions and some future work directions.

2 Related Work

As we have mentioned before, we face the problem of distinguish language char-
acteristics developed by firstborns and later-borns as an Author Profiling task.
In this context, our AP task is approached as a single-labeled classification prob-
lem, where the different profiles (firstborns vs. later-borns) stand for the target
classes. It is important to mention that the posed problem is not addressed as a
traditional thematic classification task neither as an Authorship Attribution task
since we are not interested in the content of the documents nor in the specific
writing style of each author. On the contrary, the AP methodology will allow us
to model more general sociolinguistic features that apply to groups of authors,
revealing how both type of authors use different linguistic features.

Most of the recent work on AP focuses in two particular problems that
have gained interest during the last years, i.e., identifying age an gender from
writers [10,11]. However, there are more sophisticated problems that have been
addressed using similar AP approaches, such as detecting personality traits [12]
and leadership identification within social media [14]. At the end, the underly-
ing idea behind AP techniques represent the likelihood of revealing as much as
possible information from a given author’s text (e.g., age, gender, cultural back-
ground, native language, etc.). In general, the AP problem has been approached
from different areas, including psychology where the work described in [15]
might be considered amongst the most representative. Nevertheless, we will only
explain some of the most representative approaches from the Natural Language
Processing perspective.

Traditionally, the AP pipeline can be summarized in three steps: (i) extract-
ing a specific set of features from the text, (ii) building an appropriate rep-
resentation (e.g., BoW-like) and, (iii) building a classification model for the
target profiles (classes). It is worth mentioning that second and third steps are
usually addressed by means of standard representations (e.g., BoW) and well
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defined classifiers (e.g., Support Vector Machines, Näıve Bayes, etc.) respec-
tively. Nonetheless, the research community has centered its efforts in the first
step, i.e., determining which are the most pertinent set of features that can
be extracted from the documents. Accordingly, most of the employed textual
features used in AP fall into two general categories: lexical (e.g., content and
functional words), and syntactical (e.g., POS tags). One of the first published
works in demonstrating the pertinence of such features is [10], where a combi-
nation of function words and POS based features achieved approximately 80 %
of accuracy for gender prediction in formally written texts from the National
British Corpus.

In spite of the good results shown by [10], its proposed method it is not suit-
able for more dynamic environments, such as AP in social media (e.g., blogs,
chats, etc.). As shown by [11,14] social media represent a totally different mat-
ter, and traditional AP settings are no longer acceptable. In order to overcome
such limitations, in [11] authors propose a representation for documents that
capture discriminative and subprofile-specific information of terms. Under this
representation, documents are represented in a low-dimensional (and discrimi-
native) space which is non-sparse, allowing to obtain good results in the task of
gender and age detection.

Although we are not proposing a new AP approach, our work differs from
many of the previous research in that we want to determine if AP is possi-
ble within texts that represent literal transcriptions from spontaneous speech
phenomena. Additionally, to the best of our knowledge, the evaluation of the
firstborns advantage in the development of language abilities through AP tech-
niques has never been addressed. Therefore, the main contributions of this work
are: (i) an analysis on the pertinence of using lexical and syntactic features
for the identification of firstborns, and (ii) the relevance of employing Natural
Language Processing techniques within the field of Psychology, particularly for
characterizing sociolinguistic features that apply to firstborns.

3 Data Set

The data set used in this research was gathered as part of a master’s the-
sis on Biological Sciences at the Tlaxcala Biology Center of Conduct in the
Autonomous University of Tlaxcala [16]. It is important to mention that all
participants in the study were teenagers between 11 and 16 years old. Addition-
ally, all participant subjects do not have any twins, half siblings. Their families
are formed by more than one member, and none of the subjects reflected any
psychiatric or neurological disorder. As part of the followed methodology for
gathering the data, we needed an explicit authorization from the legal tutor of
the teenagers in order to be part of this experiment, and upon approval by the
ethics committee of the Ministry of Health and the Commission for Bioethics at
the UNAM (National Autonomous University of Mexico).

As additional information from the analysed subjects, it is worth mentioning
that they all belong to a small town in the state of Tlaxcala, Mexico; which
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is considered by the Secretary of Social Development of Mexico to be below
the national average indicators of poverty and social vulnerability. Particularly,
54.7 % of the total population are moderate poverty and 6.2 % extreme poverty.
This is an important indicator, since in the literature there are very few studies
(if none) that have evaluated populations with these characteristics.

Even though determining birth order from a teenager might seem like an easy
task for a psychologist, in practice it is not. Some factors such as being the child
of a second marriage, or being a child that was born after five or more years from
its last sibling, might alter the purpose of this type of studies. Therefore, after
carefully interviewing all candidate subjects, we preserve the data from only 129
participants, from which 48 were labeled as firstborns and 81 as later-borns. In
order to acquire the data we were interested in, i.e., spontaneous speech, all
participants were interviewed without previous warning. During the interview,
subjects were asked to talk about themselves by a period of three minutes length.
All interviews were recorded and manually transcribed. As mentioned before, we
used the manual transcriptions as the only input for our performed experiments.
It is worth mentioning that all the subjects are native Spanish speakers. Table 1
shows some statistics about the employed data set, such as number of words and
vocabulary’s size.

Table 1. Statistics describing the employed data set. For each profile it is shown the
number of words and vocabulary elements. Between parenthesis appears the standard
deviation, whilst between brackets there is the minimum and maximum number of
words and vocabulary terms respectively.

Profiles Subjects Words (SD) [min, max] Vocabulary (SD) [min, max]

Firstborns 48 274.2 (± 123.9 ) [56, 521] 120.5 (± 42.4 ) [42, 205]

Later-borns 81 235.0 (± 114.0 ) [52, 474] 109.4 (± 42.8 ) [30, 205]

4 Followed Methodology

As we have mentioned before, our main goal is finding out if there is a distinct
use of language in teenagers, such that allows to categorize firstborns and later-
borns. This hypothesis has been around in the psychological field for several
years, therefore, our designed experiments are oriented to provide some evi-
dence regarding such theory, i.e., that developed language abilities by firstborns
are different from those developed by later-borns. The hypothesis behind these
experiments is that by means of employing AP techniques, using lexical and
syntactic representations, we can generate good classification models for identi-
fying firstborns subjects and later-borns, and therefore implicitly determine the
pertinence of these attributes.

In the following subsections we first describe the general experimental setup
and then, we describe in detail each of our performed experiments. In the first
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experiment we attempt to answer if lexical information by itself can accurately
separate subjects into our two classes (firstborns vs. later-borns). In a second set
of experiments we aim at determining if the use of some grammatical categories
reveals patterns that differentiate firstborns language’s use from later-borns lan-
guage’s use.

4.1 Experimental Setup

For all performed experiments we employed a BoW-like form of representation
using boolean weighting scheme. We choose this representation because is appro-
priate when using few and short documents. In our case we have 129 transcrip-
tions, each one with 250 words in average (see Table 1). To serve our purpose of
analyzing the role of lexical and syntactic information, we use words and POS
tags respectively, as atomic units for the BoW-like representation. For construct-
ing the classification model we employed the Weka [17] implementation of the
well-konwn Näıve Bayes algorithm and as a validation strategy a 10-fold-cross-
validation technique.

The pre-processing done to each transcripts was simple and consisted on
converting all the text into its lowercase form. We preserve all the stopwords
given that these tokens convey important structural information that can be
captured through both lexical and syntactic features.

A special treatment was given to all numbers or references to numbers in the
transcriptions. Particularly, for our first experiment (analysis of lexical infor-
mation) we replace all number references with a single tag in order to limit
the vocabulary’s growth. For our second experiment (employing syntactic infor-
mation) we intentionally kept the references to numbers since the grammatical
category can be different if they refer to an ordinal or cardinal number.

4.2 Lexical Features

This first experiment aims at considering only lexical information and determin-
ing if it is useful for identifying firstborns. To accomplish this goal, we employed
words as atomic units. As we mentioned before, we used classical author profiling
techniques to infer if this set of attributes can be useful in identifying firstborns.
Accordingly, we experimented with the traditional bag of words representation,
and using words n-grams with n = 2, ..., 5. As previous research works has shown,
using word n-grams up to n = 5 allows the inclusion of contextual information,
which might result useful for some AP tasks.

Figure 1 shows the obtained performance by this experiment when using dif-
ferent sizes of word n-grams. Notice that when n = 1 represents the traditional
bag of words configuration, i.e., using single words as features. We report our
experimental results in terms of precision, recall and F -score metrics for the
positive class only (i.e., firstborns profile).

As can be observed in Fig. 1, adding a wider context to the documents’ repre-
sentation, i.e., using a big value for n, affects the performance of the classification
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Fig. 1. Obtained performance of the classification model when word n-grams (n = 1
to n = 5) are employed as representation strategy.

Table 2. Results for the firstborns class obtained when IG is applied in order to select
the most discriminative lexical features. First row depicts the performance of the best
configuration, i.e., word 2-grams. Second row shows obtained results when IG is applied
to the best configuration, i.e., word 2-grams+IG.

Features Vocabulary Performance metrics

Precision Recall F-measure

word 2-grams 14,086 0.52 0.48 0.50

word 2-grams+IG 367 1.00 0.88 0.93

process. On the contrary, when small values of n are employed (n = 2) a bet-
ter performance is obtained. These results are mainly due to the length of the
transcripts, thus it is very unlikely to find large n-grams within the texts.

It is worth remembering that our main goals were not directed to obtain
a higher classification performance. Instead, by performing this experiment we
wanted to validate the existence of some lexical features that allow to distinguish
how firstborns are able to develop their language abilities in a different manner
than later-borns. Accordingly, from the best configuration (i.e., word 2−grams)
we compute a new representation considering only the most discriminative fea-
tures. In order to construct this new representation we employed a widely used
attribute selection strategy, namely Information Gain (IG).

Table 2 shows the obtained performance when this reduced form of represen-
tation is employed. Even though the most discriminative features were deter-
mined through applying IG to the complete data set, obtained results indicate
that; on the one hand, there are several lexical elements that represent noisy
features during the classification process; on the other hand, results support
the intuition on the existence of certain lexical units (word 2-grams) that help
distinguishing how firstborns and later-borns develop their language skills. In
other words, there are some combination of words that are specially linked to
our different groups of authors.
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In a later section (see Sect. 5) we present the list of the top ten more useful
word n-grams.

4.3 Syntactic Features

As known, the lexicon contained within a document is usually attached to a
particular thematic. Therefore, if we go up one level in the organization of the
language production, we encounter the syntactic rules, which convey knowledge
such as word’s grammatical categories. Accordingly, grammatical categories gen-
eralize the use of the language and can enclose different lexical forms under a
same category, for instance, the uses of family, friend, dad, mom, can be all be
labelled as a noun.

The main goal of the experiments described in this section was to investigate
if using grammatical categories for representing documents it would be possible
to discriminate between firstborns and later-borns. Specifically, we used Part-Of-
Speech (POS) tags to label each word on the transcripts with its grammatical
category. Particularly, we employed the TreeTagger [18] tool with a set of 75
tags for the Spanish language1.

Similarly to the experiments described in previous section, we build a
BoW-like representation using n-grams as main features. For the experiments
described here, we employed POS n-grams of different sizes (from n = 1 to
n = 10). Intuitively, larger values of n provide information about the structure
(syntax) employed by authors.

Figure 2 shows the obtained performance by the classification model when
POS tags are used for representing documents. Contrary to the experiments from
previous section, we can notice that for this experiments the context information
(i.e., syntactical information) is important, thus the best result was achieved
when n = 5.

Fig. 2. Obtained performance of the classification model when POS n-grams (n = 1
to n = 10) are employed as representation strategy.

1 The full set of POS tags and its descriptions can be found at http://www.cis.
uni-muenchen.de/∼schmid/tools/TreeTagger/data/spanish-tagset.txt.

http://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/data/spanish-tagset.txt
http://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/data/spanish-tagset.txt
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Table 3. Results for the firstborn class obtained when IG is applied in order to select
the most discriminative POS features. First row depicts the performance of the best
configuration, i.e., POS 5-grams. Second row shows obtained results when IG is applied
to the best configuration, i.e., POS 5-grams+IG.

Features Vocabulary Performance metrics

Precision Recall F-measure

POS 5-gram 25,551 0.56 0.67 0.61

POS 5-gram+IG 464 1.00 0.79 0.88

In the same way we did with the lexical features, we applied the IG strat-
egy to preserve the most discriminative POS n-grams features. Similarly to the
experiments shown in Table 2, Table 3 shows the obtained performance of our
classification model after reducing the dimensionality of the POS 5-grams rep-
resentation. As we have mentioned before, although we were not interested in
achieving a higher classification performance, the obtained results help us vali-
dating the existence of a particular subset of POS n-grams features that are use-
ful describing how firstborns and later-borns compose their sentences, i.e., they
have particular syntactic rules when producing spontaneous speech. In Sect. 5
we will discuss about the list of n-grams present on the top ten attributes with
more discriminative information.

5 Analysis and Discussion

In order to contribute with the understanding of the features that are useful in
distinguishing firstborns from later-borns, this section presents an initial analy-
sis on the top ten lexical and syntactic patterns. Table 4 shows the top ten

Table 4. Top ten word 2-grams with more information gain.

Top ten word 2-grams

Literal n-gram Closest translation

y-la (and the)

papá-y (dad and)

la-música (the music)

va-en (goes in)

porque-por (because)

un-tiempo (some time)

este-me (this me)

que-ya (already)

no-le (do not)

o-lo (or it)
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words 2-grams and Table 5 the top most discriminative POS 5-grams. Both tables
include some examples with their respective closest translation.

Table 4 shows that the more discriminant words 2-grams are those that func-
tion as connectors of utterances. For instance, y-la (and the) is a connector that is
used as link between clauses. A particular interesting word appearing in the list is
este that is frequently used as filler. Moreover, the use of porque por might indicate
hesitation in the speech, since both words in this case can mean because).

Regarding the syntactic attributes (see Table 5), our analysis revels the fre-
quent use of personal pronouns. In addition, it is notorious the absence of nouns
(NC) in the 5-grams, especially when the average length of a sentence in Span-
ish is around 5 words. Another interesting aspect to note is that some 5-grams
do not have any verbs (e.g., PREP-PPO-NC-CC-PPX, PREP-ART-NC-PREP-

Table 5. Top ten POS 5-grams with more information gain. The POS tag labels in
this example are ADV (Adverbs), ART (Articles), CC (Coordinating conjunction),
CSUBX (Subordinating conjunction underspecified for subord-type), NC (Common
nouns), NEG (Negation), PPO (Possessive pronouns), PREP (Preprosition), PPX (Cli-
tics and personal pronouns), VEinf (Verb estar. Finite), VLfin (Lexical verb. Finite)
and VLinf (Lexical verb. Infinitive) (See footnote 1).

Top ten POS 5-grams

Literal n-gram Example (closest translation)

PPX-VLfin-VLinf-ART-NC me gusta jugar el futbol

(I like to play the footbal)

CSUBX-NEG-PPX-VLfin-ADV porque no me gustaba mucho

(because I did not liked much)

PREP-PPO-NC-CC-PPX con mis amigos y yo

(with my friends and I)

ART-NC-CC-PPX-VLfin una persona y me desquito

(one person and I take it out)

PPX-VLfin-ADV-VEinf-PREP me gusta mucho estar en

(I like a lot to being in)

PPO-NC-CC-PPX-VLfin su trabajo o me pongo

(its work or I start)

PREP-ART-NC-PREP-ART en las calles con los

(in the streets with the)

VLfin-PREP-VLinf-PREP-ART voy a hacer en el

(I’m going to do in the)

VLfin-ADV-VLinf-PREP-PPO gusta mucho cantar con mis

(like a lot singing with my)

NC-VLinf-PREP-ART-NC este platicar con la gente

(to talk with the people)
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ART). We noticed that POS n-grams reveal some of the followed rules during the
language production of teenagers. Although found patterns, both lexical and syn-
tactic, represent interesting results, a deeper analysis on these patterns is needed
in order to obtain a more complete interpretation of these language phenomena.

6 Conclusions

In this paper we have addressed one of the long-established problems within the
psychology field, i.e., determining if there are long term vocabulary and language
production differences associated with birth order among teenagers. Accordingly,
we faced this problem as an Author Profiling task, where we modeled general
sociolinguistic features that apply to our particular group of authors, namely
firstborns and later-borns.

Our performed experiments demonstrate that there is a strong relation
between a subset of lexical and syntactic features and the order of birth. These
findings represent an important contribution for both, psychological and com-
putational research fields. On the one hand, we provided empirical evidence on
the differences of language use among firstborns and later-borns, and on the
other hand, this work represents the first attempt in employing NLP techniques,
particularly traditional author profiling techniques, to this concrete problem.

Although good results were achieved, our future work is directed to perform a
deeper analysis on found lexical and syntactical features. A detailed analysis on
the meaning of these language production rules will imply an additional research
work. In addition, we intend to study if using a higher level of abstraction in
the analysis of the language, i.e., a semantical representation, it would help to
broaden the differences in the use of the language between these two populations.
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Ortega, A.: Effects of birth order and number of siblings on personality and stress
response. Dev. Psychobiol. 57, S:10 (2015)

17. Garner, S.R.: Weka: The waikato environment for knowledge analysis. In: Proc-
ceding of the New Zealand Computer Science Research Students Conference, pp.
57–64 (1995)

18. Schmid, H.: Probabilistic part-of-speech tagging using decision trees. In: Proceed-
ings of the International Conference on New Methods in Language Processing,
Manchester, UK (1994)

https://hal.archives-ouvertes.fr/hal-01164453


Recognition of Paralinguistic Information
in Spoken Dialogue Systems for Elderly People
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Abstract. Different strategies are currently studied and applied with
the objective to facilitate the acceptability and effective use of Ambi-
ent Assisted Living (AAL) applications. One of these strategies is the
development of speech-based interfaces to facilitate the communication
between the system and the user. In addition to the improvement of
communication, the voice of the elder can be also used to automatically
classify some paralinguistic phenomena associated with specific mental
states and assess the quality of the interaction between the system and
the target user. This paper presents our initial work in the construction
of these classifiers using an existent spoken dialogue corpus. We present
the performance obtained in our models using spoken dialogues from
young and older users. We also discuss the further work to effectively
integrate these models into AAL applications.

Keywords: Interactive systems · Speech analysis · Paralinguistic phe-
nomena · Acoustic voice patterns

1 Introduction

The life expectancy has been increased during the past decades in an important
number of countries around the world. Although this fact can be considered
highly positive, one of the consequences associated to this phenomenon combined
with a fertility decline in many countries is the increment of the population aged
over 60. According to the United Nations in 1950, just 8 % of the world popula-
tion was aged 60 years or over; by 2013 that proportion had risen to 12 % and it
is expected to reach 21 % (more than 2 billion) in 2050 [1]. This increment brings
new challenges in how to improve the quality of life of elderly people, alleviate
pressure on formal care services and facilitate the tasks of their informal (family
members, close relatives) caregivers. One strategy to address these challenges is
the development and use of technologies to assist elder with living in their own
home and execute their daily activities in their usual environment. Applications
of ambient assisted living (AAL) focused on elderly users have been developed
for different purposes including the monitoring of behavioral patterns and man-
agement of daily activities at home [2]; the promotion of social interaction [3];
c© Springer International Publishing Switzerland 2015
G. Sidorov and S.N. Galicia-Haro (Eds.): MICAI 2015, Part I, LNAI 9413, pp. 107–117, 2015.
DOI: 10.1007/978-3-319-27060-9 9
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support mobility [4] or the prevention and management of chronic conditions
related with age [5] among some others. Most of these solutions need a con-
tinuous and long-term interaction with the users to effectively collect relevant
data and to provide useful feedback. The nature of human-computer interac-
tion in this context is a high priority factor to better achieve user acceptance
of the technology. Therefore is crucial the design of user interactive interfaces
taking into account the sensory, motor, and cognitive changes that are part of
the ageing process to achieve the fullest potential of AAL applications. The use
of speech and languages technologies is a straightforward interaction modality
that could tackle the prevalence of chronic conditions and fine-motor problems
in these users.

There is some evidence that elderly consider speech-based interaction less
complicated when compared to more traditional forms of interaction, such as
using a mouse or a keyboard. The potential of speech to provide a unified way of
interacting with different services and different devices was also highly acknowl-
edge by a set of older adults [6]. The development of speech-based interactive
systems addressed to the elderly needs to be specifically tuned and configured
according to the particular characteristics of their voice to achieve an acceptable
performance. In this paper, we present our initial findings on the paralinguis-
tic analysis of speech-based interaction aimed to identify relevant differences in
acoustic variation between young and older adults. We argue that the recog-
nition of these differences will contribute to better understand what acoustic
characteristics in elder’s voice need to be taken into account during the design
of a more effective and adaptive speech-based AAL interactive systems. The rest
of the paper is organized as follows: in Sect. 2 we put in context our research
by presenting some of the related work. Section 3 describes the speech corpora
used for experimentation analysis while Sect. 4 details the data analysis process.
Then, Sects. 5 and 6 present relevant findings related to the automatic recogni-
tion of paralinguistic phenomena and some differences between young and older
users respectively. Finally, Sect. 7 discusses some conclusions and further work.

2 Related Work

There have been some research efforts focused on the speech-based interaction
of older speakers with computer systems. Some of them have studied mainly
the differences between the linguistic aspects of the interaction of young and
older adults. For example, the work presented in [7] was intended to answer
research questions regarding the differences in the way younger and older users
talk to a spoken dialogue system and the effect of system’s help prompts. They
collected a spoken dialogue corpus obtained from a Wizard-of-Oz (WoZ) sce-
nario. The interactions were transcribed and also annotated with task success
and task failure tags. Using a questionnaire, they were able to measure the qual-
ity of the spoken interactions with the system. One of the findings in this study
was that younger users judged the interaction more positive than older users
which also use a different speaking style, closer to human-human communication.
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A similar study was carried out by Georgila et al. [8] where they also created
a corpus of interactions of older and young users with a WoZ dialogue system.
In this case, the corpus was designed and annotated in order to examine the
impact of cognitive ageing on users’ interactions with this kind of systems. They
also find significant differences in the way young and older users interact with
the system: older users have a richer vocabulary and use a larger variety of
vocal acts. Another work on the topic of older users’ interaction with computer
systems, is the one by Miller et al. [9]. They wanted to determine which mem-
ory and cognitive abilities of older people predict successful interactions with
an interactive voice response (IVR) system. They compared the performance
of users on cognitive tests and the performance of users on IVR based tasks.
An important finding was that adults aged 65 and older experience significant
difficulties in interacting with IVR systems. The oldest adults experienced more
difficulties and made more mistakes than younger participants. An interesting
result was that both working and auditory memory independently predicted the
performance of the users. These works present evidence on the differences and
particularities between older and young users when interacting with computer
systems. The results indicate that young and older people adapt in a different
way how they interact with the systems. Furthermore, older users have more
difficulties due to changes in cognitive abilities. All the presented works have
addressed these differences based mainly on a linguistic analysis of the interac-
tions and on some success measurements of the tasks performed by the users. In
the present work, we study the differences in the interaction between young and
older users with a spoken dialogue system but based on a paralinguistic analysis
of the interactions. Our study does not analyze the words the participants use
to interact with the system but the way they speak and the acoustic variations
on their voices. We design our experiments based on two research questions:

What paralinguistic events are useful for measuring the success of interactions
between computer systems and older users? Can a trained model automatically
recognize these paralinguistic events?

Are there significant acoustic differences between these paralinguistic events
when expressed by young people than when expressed by older users? How much
necessary is to train the models to get a good performance with older users?

3 Data Used for Experimentation

In order to answer the above research questions, we used the JASMIN Speech
Corpus collected by Cucchiarini [10]. This corpus was designed to cover a wide
range of phonetic, phonological, and discourse phenomena. It contains record-
ings of children, non-natives and elderly people interacting in Dutch with a spo-
ken dialogue system. The interactions took place in a WoZ scenario to induce
the interactions. The corpus was automatically processed to obtain part-of-
speech tagging and phonemic transcription. The collected corpus was manu-
ally processed to generate orthographic transcription and annotations of speech-
based phenomena. The following 12 phenomena were transcribed: hesitations,
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filled pause, syllable lengthening, self-talk, loud speech, repetition of the sys-
tem prompt, repetition of the user utterance, accent shift, paraphrasing, restart,
hyper-articulation, understanding check. An interesting analysis made on this
phenomena annotations was to consider which speaker moods could cause the
different phenomena. The authors found three relevant states of mind: (A) Con-
fusion, when speakers start talking to themselves; (B) Uncertainty, when speak-
ers use longer pauses, filled pauses and repetitions in order to gain more time
and (C) Frustration, when speakers yell or hyper-articulate. These states of mind
were induced by asking unexpected or ambiguous questions, providing insuffi-
cient information on what is coming, asking questions with higher cognitive load,
and refusing to understand the speaker. The annotations of these phenomena
included in the JASMIN corpus are well suited for the purposes of our research.
We hypothesize that speech-based phenomena could be used to measure the suc-
cess of the interactions of elderly people with computer systems, in particular,
AAL systems. The presence of these phenomena and their associated states of
mind could be used as indicators that e.g. the elder is not having a fluid inter-
action with the system which can cause unsuccessful completion of the task or
session and in the long-term, a poor system’s acceptability and effectiveness.

4 Data Analysis

4.1 Segmentation of Interaction Recordings

The first step was to extract the audio segments that encompass the paralin-
guistic phenomena from the interactions recordings. This was automatically done
using the PRAAT software (http://www.praat.org/) and the annotations pro-
vided in the JASMIN corpus. Figure 1 shows an example of the annotation of a
self-talk segment. The labels shown in tier 3 at the bottom of the figure indicates
the start (SLF) and the final (/SLF) of the phenomenon. The text (’k heb niet
vers*a) that is shown in tier 2 is the transcription of the users utterances. Tier
1 is the transcription of the system utterances generated by a Text to Speech
engine. In the upper panels of the figure, the speech signal is plotted in time
and frequency domains. By using these annotations, the samples of phenomena
were trimmed out from the complete interaction recordings. For the experiments
reported in this work, we used 299 interaction recordings of Dutch speakers, 193
interaction recordings of Flanders speakers and 141 reading recordings of Dutch
speakers. As shown in Table 1 we had a total of 7,405 speech segments, where
each segment is a single sample of a speech phenomenon.

4.2 Phenomena Selection

We use two criteria to select the speech-based phenomena samples. Fist we clas-
sify the phenomena in two types, linguistic and paralinguistic. Linguistic phe-
nomena are related with an interpretation of what the user has said. For exam-
ple, Rephrasing and Understanding Check are linguistic phenomena, because it

http://www.praat.org/
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Table 1. Number of segments obtained from interaction recordings

Recorded sessions Segments

Interaction NL 299 5,285

Interaction FL 193 1,845

Reading NL 141 275

Total 633 7,405

Fig. 1. Example of annotation of the paralinguistic phenomenon Self-Talk (SLF) in
the JASMIN Corpus.

Table 2. Average duration of the speech-based phenomena

Speech-based phenomena Type Samples Avg. duration

Rephrasing Linguistic 254 2.25

Repetition of prompt Linguistic 415 1.85

Repeat Linguistic 777 1.73

Incomprehension Linguistic 221 1.47

Understanding check Linguistic 349 1.34

Very clear articulation Para-linguistic 105 1.26

Restart Para-linguistic 1,758 1.26

Self-talk Para-linguistic 792 1.19

Stress shift Para-linguistic 7 1.00

Shouting Para-linguistic 137 0.66

Syllable lengthening Para-linguistic 272 0.37

Filler Para-linguistic 870 0.20
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is needed a semantic interpretation of the words used to identify the phenom-
enon. On the other hand, Shouting and Hyper-articulation are paralinguistic
phenomena because it is not important what the user said but only the way
it was said. Paralinguistic elements in speech help to contextualize and suggest
particular interpretations of verbal communication between people. Paralinguis-
tic information complements the linguistic utterances in verbal communication
beyond the content of the message itself. The paralinguistic analysis gives us
valuable information about the characteristics and condition of the speaker, for
example, clues about the emotional or mental state, user profile, personality
traits, or symptoms of depression among some others can be obtained. In the
second place, we paid attention in the average duration of the samples of each
phenomenon. Our premise is that similar paralinguistic phenomena should have
similar durations in order to be compared [11]. As we can see in Table 2 linguistic
phenomena are longer than the paralinguistic ones. Furthermore, it is important
to take into account the duration of the studied phenomena for future research
about real-time automatic segmentation. We have 5 linguistic and 7 paralinguis-
tic phenomena. We selected 6 out of the 7 paralinguistic phenomena discarding
Stress shift due to the low number of samples.

4.3 Speech Characterization

We extracted a set of 6,552 acoustic features, mainly prosodic and spectral, using
the software OpenSmile [12]. The feature set includes first order functions of low-
level descriptors (LLD), such as FFT-Spectrum, Mel-Spectrum, MFCC, Pitch
(Fundamental Frequency F0 by ACF), Energy, Spectral, LSP, their deltas and
double deltas. Given that speech segments have different lengths, we applied 39
statistical functions to all indices of each sampling window. Some of the applied
functions are extremes, regression, moments, percentiles, crossings, peaks, and
means. In this way, no matter how many windows are contained in the sample,
because the feature vector is composed by statistical functions calculated over
all windows, maintaining a fixed number of attributes for each sample. Table 3
shows the number of attributes of each LLD.

5 Automatic Phenomena Recognition

Table 4 shows the results of automatic recognition of paralinguistic phenomena.
We used a supervised scheme to create classification models trained on the JAS-
MIN corpus data. We applied the machine-learning algorithm Support Vector
Machines, as implemented in WEKA [13], for building a classifier. The model
was evaluated by 10 fold cross validation (10-FCV) where 3,934 samples and
255 acoustic attributes were used. As we can see the phenomena with more sam-
ples have higher recognition performance. Restart and Filler, the phenomena
with more samples 1,758 and 870 also had the highest F-Measure: 84.9 and 77.6
respectively. On the opposite side, Very clear articulation and Shouting which
only have 105 and 137 samples also had de lowest F-Measure: 42.0 and 58.4
respectively.
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Table 3. Set of acoustic features

LLD Attribute

Prosodic

LOG energy 117

Zero crossing rate 117

Probability of voicing 117

F0 234

Spectral

MFCC 1,521

Mel Spectrum 3,042

Spectral energy in Bands 469

Spectral roll Off point 468

Spectral flux 117

Spectral centroid 117

Spectral max and min 233

Table 4. Recognition performance of unbalanced classes

Phenomenon Samples Precision Recall F-Measure

Very clear articulation 105 52.1 35.2 42.0

Restart 1,758 82.0 88.1 84.9

Self-Talk 792 71.7 67.0 69.3

Shouting 137 64.6 53.3 58.4

Syllabe lengthening 272 80.4 71.0 75.4

Filler 870 77.2 78.0 77.6

In Table 5 we show the results after balancing the number of samples of
each class by applying a resampling algorithm. This method generates synthetic
samples for minority classes and randomly chooses samples from majority classes.
We obtain 60 % of the sample set. Synthetic samples were created for Very clear
articulation and Shouting classes. For the rest of the classes, a subset of the
original samples was selected. As expected, F-Measure increased for the classes
with synthetic samples and, decreased for the trimmed classes. Interestingly
the Self-Talk and Filler phenomenon shown better results though fewer samples
were used. This experiment was done using a number of 1,252 samples and 216
acoustic attributes.

6 Differences Between Young and Older Speakers

One of the questions that our experiments aimed to address was to identify
relevant differences in the paralinguistic phenomena between young and older



114 H. Pérez-Espinosa and J. Mart́ınez-Miranda

Table 5. Recognition performance after balancing classes

Phenomenon Samples Precision Recall F-Measure

Very clear articulation 185 79.3 84.9 82.0

Restart 228 78.1 79.8 79.0

Self-Talk 209 78.7 78.0 78.4

Shouting 203 86.8 87.7 87.3

Syllabe lengthening 205 87.1 85.4 86.2

Filler 222 82.7 77.5 80.0

adults. We perform two different experiments using the age of the speakers as
the baseline. In the first experiment, we divided the dataset into two subsets:
the first one containing the speeches of the individuals aged 75 and older and
the second one containing the speeches of adults aged 74 and younger. In the
second experiment, we used the speeches of adults aged 65 and older for the first
subset and individuals aged 64 and younger for the second subset. The decision
to perform two experiments using different ages as the baseline in older adults
was based on the evidence that there are acoustic properties that significantly
changes as individual ages [14]. The execution of both experiments allows us to
compare the performance of the models trained with older and younger voices
and to measure the impact of these changes in the automatic recognition of the
paralinguistic phenomena.

Table 6 shows the results of both experiments. An interesting finding has
been that although the classification performance decreased when the classifiers
are trained with the data of young adults and then tested using data from older
adults, the obtained performance of the classifiers is still acceptable (above 74 %
of precision in both cases). We can argue that although is desirable to get enough
set of data with samples of the targeted users for the training of classifiers
i.e. elderly people of different ages, it is also possible achieve an acceptable
performance training the models with samples of younger adults.

This is important when building speech interfaces in AAL scenarios where
there is no available pre-collected data of the target population. For the assess-
ment of successful interactions based on paralinguistic phenomena, initial pro-
totypes can be deployed using speech corpus from public databases and then
refine them with collected samples of the target users. Experimentation results
show that the datasets containing the voice samples of older users had a better
recognition performance. The older than 74 and older than 65 datasets obtained
an F-Measure of 81.1 and 80.7 respectively when they were evaluated by 10-
FCV. Meanwhile, the younger than 74 and younger than 65 datasets obtained
an F-Measure of 76.4 and 77.2 respectively.
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Table 6. Recognition performance comparing young and elder speakers

Data set Validation Precision Recall F-Measure

Older than 74 10-FCV 81.2 81.6 81.1

Younger than 74 10-FCV 76.3 76.9 76.4

Younger than 74 60% Split 77.2 77.4 77.0

Younger than 74 Older than 74 76.1 76.0 75.6

Older than 65 10-FCV 80.8 81.3 80.7

Younger than 65 10-FCV 77.0 77.6 77.2

Younger than 65 60% Split 77.1 77.0 76.9

Younger than 65 Older than 65 74.4 73.9 73.6

7 Conclusions

The automatic recognition of paralinguistic phenomena in speech-based user
interfaces can be used as an indicator to assess how much successful (and in
consequence the level of acceptability) is the interaction between the system
and the user. This is particularly important in AAL applications due to the
special characteristics of the target users. We described the work performed
for the automatic recognition of paralinguistic phenomena using the JASMIN
corpus, which include samples of young and older adults. From the obtained
results, we can conclude that paralinguistic phenomena are recognizable using
automatic methods with an acceptable accuracy rate. The recognition models
can be used in interactive systems to infer the states of mind of the users based on
the occurrence of these phenomena. Restart, Filler and Syllable Lengthening are
the phenomena with the best recognition performance. These three phenomena
are good indicators of a hesitation state of mind as they are expressions used
when the speaker has doubts about what to do next and when looking for ways
of taking time.

Very clear articulation and Shouting are not frequent phenomena during the
interaction, but they have good recognition performance when recognition mod-
els are trained with balanced classes. These phenomena are good indicators for a
frustration state of mind. The phenomenon Self-Talk is a frequent phenomenon
related to confusion state of mind but, it has been difficult to recognize, even
when classes are balanced. In our experiments, we have found good paralinguistic
indicators for two (hesitation and frustration) of the three states of mind induced
in the JASMIN corpus. During the experiments, when using sets of data divided
by the age of the speakers, we verified that there are not significant acoustic
differences between the paralinguistic phenomena when expressed by young and
older users. The same acoustic features showed good discrimination properties
when used with young and older speakers. Furthermore, the models trained on
young speakers showed acceptable recognition performance when tested with
older speakers.
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Thus, we can conclude that the studied paralinguistic phenomena studied can
be automatically recognized when expressed by elderly people, even when the
recognition models are trained with samples of younger speakers. Nevertheless,
the best recognition performance is obtained when using age-specific recognition
models. In order to integrate the developed models for paralinguistic phenomena
recognition into interactive systems, it is necessary the development of an auto-
matic speech segmentation method. In the JASMIN corpus, a person performed
this segmentation at hand, but it is necessary to implement an automatic mech-
anism that allows the effective integration of the developed models into AAL
applications. The objective of such method will be to capture in separated audio
samples the time lapse when the phenomena occur during the conversation.

Another topic to be further explored is the development of a method to
evaluate the quality of the interaction between the user and the system based on
the occurrence, frequency and appearance order of the paralinguistic phenomena
and their associated mental state(s). This evaluation needs to be continuously
updated along the interaction and would be used as a complementary input for
the background application to determine the next actions to perform during the
session with the user. Finally, transfer learning and semi-supervised machine
learning techniques will be also explored to evaluate if the current performance
of the trained models can be improved.
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Abstract. Nowadays, ontologies are widely used in different research areas.
Ontology mapping or ontology matching aims at finding correspondences among
different ontologies The Ontology Alignment Evaluation Initiative (OAEI) is an
international coordinated initiative that organizes evaluation of the increasing
number of ontology matching systems. This campaign consisted of 6 tracks
gathering 8 test cases and different evaluation modalities. The present paper
describes a work, which defines measurements (factors) to increase the quality of
matching results obtained in any ontology matching approach or system. These
filteringmeasures have been applied to theOAEI benchmark dataset and produced
promising results.

Keywords: Ontology matching � Quality � OAEI data set � Semantic web

1 Introduction

The current Web is a great success and has significant influences on people’s life. The
Web almost changed every aspect of today’s life. However, it has encountered a new
challenge and opportunity: the vast amount of data and documents created in various
communities within different contexts. These documents are interpretable by humans,
but machine-based interpretation is limited. This volume of data is increasing rapidly
every minute; therefore, more and more work is needed to process information gained
from the data.

The Semantic Web is supposed to make data located anywhere on the Web, dis-
regarding the language or structure, accessible and understandable to both people and
machines. The Semantic Web initiative aims to exploit formal knowledge stored in
ontologies at the world scale. Ontology is the core component of the Semantic Web.
Ontologies are shared models of a domain that encode a view, which is common to a
set of different parties [1]. Web ontologies are usually designed with RDF Schema [2],
OWL [3] or other Semantic Web based languages.

Ontology matching is proposed as a possible solution for the knowledge exchange
and sharing, by providing a formal mechanism for defining the semantics of data and
plays a key role on expanding and utilizing of the SemanticWeb based applications [4–6].
In recent years, there have been developed a lot of ontologies in a variety of domains and
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by various people or organizations. Ontologies created in a same domain may even be in
different languages, different structures or be different in the level of details.

2 Related Work

The Ontology Alignment Evaluation Initiative (OAEI) dataset has been originally
elaborated for the use by ontology matching systems. Ontology mapping or ontology
matching aims at finding correspondences among different ontologies. The proposed
factors in the current work can be used by ontology matching (OM) algorithms and
systems to test and find out their weak and strong aspects. The need for ontology
matching is not limited to one particular application. In fact, ontology matching is
needed in any application, which uses ontologies. There has been introduced many OM
algorithms and methods, which use this data set to evaluate themselves. The UFOme [7]
is an ontology mapping framework, which has a library of modules to match two
different ontologies. It has four different modules called Lucene ontology matcher
(based on the Lucene search engine), string matcher [8], WordNet matcher [9], and
structural matcher [7]. The UFOme also uses a prediction module to predict which
module(s) it should use to match two given ontologies. The work [10] uses a gradually
exploring method to match very big ontologies. It starts from two matched nodes and
advances to their neighbours until all concepts are explored, or no new aligned pair is
found. The iMatch [11] is a probabilistic scheme, which uses Markov networks to match
ontologies. It learns from matched data and also supports semi-automatic matching.

The biomedical sciences are one of the domains, where ontologies are being devel-
oped and used to facilitate information exchange and knowledge sharing. TheOAEI 2013
data set [12], as well as its previous versions, has a biomedical track, which is called
LargeBio test case. This test aims to find alignments between large and semantically rich
biomedical ontologies such as FMA, SNOMED-CT, and NCI. The UMLS Metathe-
saurus has been used as the basis for reference alignments. The 13 systems including
AML, HerTUDA, HotMatch and others have participated in this track. The OAEI 2013
also has an anatomy test case. The anatomy real world test case serves for matching the
Adult Mouse Anatomy (2744 classes) and a small fragment of the NCI Thesaurus (3304
classes) describing the human anatomy. The Biomedical Ontologies Alignment Tech-
nique (BOAT) [13] uses two features to align biomedical ontologies. First feature con-
siders the informativeness of each word in the concept labels, which has significant
impact on biomedical ontologies. Another feature selects only concept pairs to compare
and find high likelihoods of equivalence, based on the similarity of their annotations.

3 Finding False-Positive Correspondences

One of the major challenges in the current ontology matching algorithms or systems is
the quality of the found alignment correspondences. This quality depends on the
precision and recall factors, which show how many of the found matches are correct
and how many of the existing matches were found, respectively. In this work, we focus
on the first case. The presented filtering factors in this work can increase the precision
value by filtering out the wrong correspondences found by an ontology matching
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algorithm. We applied these factors to the results of some of the state of the art
algorithms and got promising results. These factors (criteria) are applied as follows:

• Crisscross relation means that if two nodes are matched, then parents of the first
node cannot be matched to the children of the second node and, vice versa.

• Node-to-sibling relation means that if two nodes are matched, then first node cannot
be matched to the siblings of the second and, vice versa.

• Node-to-parent relation means that if two nodes are matched, then first node cannot
be matched to parents of the second and, vice versa.

• Node-to-child relation means that if two nodes are matched, then first node cannot
be matched to children of the second and, vice versa.

• Disjoint relation means that if two nodes are matched then first node cannot be
matched to the disjoint nodes of the second node and, vice versa.

• Sibling-to-Parent relation means that if two nodes are matched, then siblings of first
node cannot be matched to parents of the second node and, vice versa.

• Sibling-to-Child relation means that if two nodes are matched, then siblings of first
node cannot be matched to the children of the second one and, vice versa.

To make the above mentioned factors (bulleted list) clearer, the example in Fig. 1 is
presented.

The left ontology is the source ontology and the right ontology is the target one,
where solid arrow shows IS-A (parent) relation, and dashed arrow shows disjoint
relation. Consider that there is a correspondence between node “C” and node “X”. Based
on criss-cross factor, the node “A” cannot be matched to the node “Z”. Node-to-sibling
factor indicates that the node “C” cannot be matched to the nodes “W” and “Y” (which
are siblings of the node “X”). Factor node-to-parent indicates that the node “C” cannot
be matched to the node “V”. Based on node-to-child measure, the node “C” should not
be matched to the node “Z”. Disjoint factor indicates that the node “C” cannot be
matched to the node “W”. Based on sibling-to-parent relation, the node “B” cannot be
matched to node “V”. Finally, based on sibling-to-child measure, the node “B” cannot

 

A 

B C 

V 

W X Y 

Z 

Fig. 1. Source (on left) and target (on right) Ontologies
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be matched to the node “Z”. The above mentioned factors have been applied to the final
results of the algorithms and systems included in the Ontology Alignment Evaluation
Initiative (OAEI) [14] campaign. Since disjoint relations in the benchmark test case of
OAEI is rare, the factor cannot be applied.

4 Experimental Results

The Ontology Alignment Evaluation Initiative (OAEI) is an internationally coordinated
initiative that organizes the evaluation of the increasing number of ontology matching
systems [14]. The evaluation organizers provide different kind of ontology matching
data sets (tracks). One of these tracks is the benchmark track. This systematic
benchmark test set is built around one reference ontology and many variations of it. It
consists of 3 categories: simple tests (1xx), systematic tests (2xx) and real life tests
(3xx). The first two categories contain respectively 4 and 102 ontologies, which are
variations of the reference ontology (ontology #101). The category 3xx consists of 4
real ontologies. The matching systems participating in the benchmark track should
compare these 110 ontologies with the reference ontology. The ontologies are
described in OWL-DL and serialized in the RDF/XML format. The expected align-
ments are provided in a standard format expressed in RDF/XML and described in [15].

Table 1 shows the systems that have participated at the benchmark test case and the
harmonic mean of precision and recall of their result. Table 2 shows the number of
false-positive correspondences, which are dropped correctly by each factor from the
final results of these thirteen algorithms participated in the benchmark track of OAEI
2009. The abbreviations used in the first row correspond to crisscross, node-to-sibling,
node-to-parent, node-to-child, sibling-to-parent, sibling-to-child, and disjoint relations
respectively. The results in Table 2 show that 80 % (284 out of 353) of the dropped
matches are dropped correctly.

Where the “+” sign shows the number of false-positive matches (wrong matches
which are considered as true) which are dropped correctly by the each factor. The “−” sign
shows the number of true-positive matches (correct matches that were considered also as

Table 1. (split in two) Systems that participated at the benchmark test of OAEI [14]

Algorithm Edna aflood AgrMaker aroma 
Precision 0.43 0.98 0.99 0.94 
Recall 0.59 0.80 0.62 0.69 
Algorithm kosimap Lily MapPSO RiMOM 
Precision 0.91 0.97 0.64 0.93 
Recall 0.59 0.88 0.59 0.82 

Algorithm ASMOV DSSim GeRoMe 
Precision 0.95 0.97 0.91 
Recall 0.87 0.66 0.73 
Algorithm SOBOM TaxoMap  
Precision 0.98 0.86  
Recall 0.44 0.26  
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correct) which were dropped incorrectly. Table 3 illustrates the application of all the
factors (except disjoint) on results of the basic algorithm Edna ofOAEI, and it shows their
effects.

The row with label “+” holds the number of false-positive matches (wrong matches
which are considered as true) of the Edna algorithm, which are dropped correctly by the
each factor. The row “−” shows the number of true-positive matches (correct matches
which were considered also as correct) of the Edna algorithm which are dropped
incorrectly by the factors. The appendix shows more details about the number of
correctly and incorrectly removed matches using the introduced factors.

Based on the number of correctly removed correspondences (false-positive) and
incorrectly removed correspondences from the results of Edna in Table 3, the following
Eqs. 2 and 3 are to prove that the precision of Edna algorithm is raised by each filter.
To mention that the precision value is calculated using the following formula.

precision ¼ number of correctly found alignmnets
number of found alignmnets

ð1Þ

f ¼ cf þ if ð2Þ

where: f is the number offound alignments, cf is the number of correctly found alignments
and if is the number of incorrectly found alignments.With respect to the Eq. (1), when the
number of found alignments decreases the precision value increases. Based on the Eq. (2)
number of found alignments decreases when number of incorrectly found alignments
decreases. The new precision value is calculated using the following formula:

New precision ¼ old precision �
cf2
f2
cf1
f1

ð3Þ

cf2 ¼ cf1 � ir

Table 2. Number of false-positive matches found by each factor from the results obtained by
participants on the benchmark test case of OAEI

Factor CC N2S N2P N2C S2P S2C DIS TOTAL

+ 21 70 15 45 63 70 N/A 284
− 0 18 19 12 10 10 N/A 69

Table 3. Number of false-positive matches found by applying the factors on the Edna algorithm
from OAEI

Factor CC N2S N2P N2C S2P S2C DIS TOTAL

+ 13 18 7 6 28 39 N/A 129
− 0 2 0 2 3 0 N/A 7

122 I. Akbari et al.



f2 ¼ f1 � ðcr þ irÞ ð4Þ

where: cf2 is the new correctly found alignments, f2 is new found alignments, cf1 is the
old correctly found alignments, f1 is the old found alignments, ir is incorrectly removed
true positive alignments, and cr is correctly removed false positive alignments. Based
on Eqs. (3) and (4) the precision value of Edna and other algorithm in Table 1
increases, because the numbers of correctly removed false-positive alignments are more
than incorrectly removed true-positive alignments for all the factors that have been
introduced. The appendix shows details about the changes on precision and recall
values (old and new precision and recalls) of the test cases from OAEI dataset. The
appendix also shows details of the number of correctly and incorrectly removed
matches using the introduced factors of the test cases that these matches have been
removed from. Each table at appendix belongs to one factor.

Disjoint factor has no effect on the algorithms because there is no disjoint relation
in the data sets. For space reserving purpose, the details of applying the introduced
factors on other algorithms than enda algorithm have not brought in the appendix.

5 Conclusion

Nowadays, ontologies are widely used in different research areas. Ontologies are the
backbone of the Semantic Web. Ontology matching is the process of finding corre-
spondences between two or more given ontologies. These correspondences can be
between all aspects of ontologies e.g. between named classes and/or properties. A lot of
work has been done to match different ontologies, and lots of systems and algorithms
have been introduced. However, the matching results of these algorithms may not be
quite correct or have low quality (low precision or recall). The proposed work here tries
to find incorrect correspondences that have been resulted from ontology matching
algorithms, which participated in the Ontology Alignment Evaluation Initiative (OAEI)
campaign. The proposed filtering factors find false-positive correspondences and shows
a promising result. The introduced factors in the current work can be used by any
ontology matching algorithm to raise the quality of their matching results by finding the
incorrectly matched entities of ontologies.

Appendix

The appendix shows details of the changes on precision and recall values (old and new
precision and recalls) of the test cases from OAEI dataset. The appendix also shows
details about the number of correctly and incorrectly removed matches using the
introduced factors from test cases that these matches have been removed from. Each
following table belongs to one factor (Tables 4, 5, 6, 7, 8 and 9).
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Table 7. Effect of Node-to-Children (N2C) factor on Edna algorithm

Test
case

Old
prec.

Old
rec.

New
prec.

New
rec.

Correctly
removed

Incorrectly
removed

205 0.336 0.35 0.333 0.34 1 1
206 0.514 0.536 0.52 0.536 1 0
207 0.514 0.536 0.525 0.536 2 0
209 0.346 0.36 0.343 0.35 1 1
301 0.475 0.786 0.474 0.77 1 0
302 0.306 0.645 0.3 0.625 0 0
304 0.722 0.96 0.72 0.947 0 0

Table 6. Effect of Node-to-Parents (N2P) factor on Edna algorithm

Test
case

Old
prec.

Old
rec.

New
prec.

New
rec.

Correctly
removed

Incorrectly
removed

205 0.336 0.35 0.34 0.35 1 0
207 0.514 0.536 0.515 0.525 1 0
209 0.346 0.36 0.35 0.36 1 0
210 0.514 0.536 0.51 0.525 0 0
301 0.475 0.786 0.484 0.786 2 0
302 0.306 0.645 0.31 0.645 1 0
304 0.722 0.96 0.73 0.96 1 0

Table 5. Effect of Node-to-Sibling (N2S) factor on Edna algorithm

Test
case

Old
prec.

Old
rec.

New
prec.

New
rec.

Correctly
removed

Incorrectly
removed

201 0.039 0.041 0.041 0.041 4 0
202 0.019 0.02 0.02 0.02 4 0
205 0.336 0.35 0.329 0.329 2 1
206 0.514 0.536 0.525 0.536 2 0
209 0.346 0.36 0.34 340 2 1
301 0.475 0.786 0.484 0.77 3 0
302 0.306 0.645 0.303 0.625 1 0

Table 4. Effect of Criss-Cross (CC) factor on Edna algorithm

Test
case

Old
prec.

Old
rec.

New
prec.

New
rec.

Correctly
removed

Incorrectly
removed

201 0.039 0.041 0.04 0.041 2 0
205 0.336 0.35 0.34 0.34 3 0
209 0.346 0.36 0.35 0.35 3 0
210 0.514 0.54 0.515 0.53 1 0
302 0.306 0.65 0.319 0.65 4 0
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Abstract. A comparative study of speech recognition performance among
systems trained with manually labeled corpora and systems trained with semi-
automatically labeled corpora is introduced. An automatic labeling system was
designed to generate phoneme labels files for all words within the corpus used to
train a system of automatic speech recognition. Speech recognition experiments
were performed using the same corpus, first training with manually, and later
with automatically generated labels. Results show that the recognition perfor-
mance is better when the training of selected diccionary, is made with automatic
label files than when it is made with manual label files. Not only is the automatic
labeling of speech corpora faster than manual labeling, but also it is free from
the subjectivity inherent in the manual segmentation performed by specialists.
The performance achieved in this work is greater than 96 %.

Keywords: Label detection � ASR applications � Automatic speech segmen-
tation and labeling

1 Introduction

Automatic speech recognition systems require in their front-end to be trained using a
dictionary with the words and phonemes that the system will use. For example, a system
for the English language requires to be trained with English phonetics, and a dictionary
of the words used in the application. The same can be said for all other languages.

Representative patterns of the phonetic content are required for the training of the
system; among the most used being the Mel Frequency Cepstral Coefficients (MFCC).
It is also important to chose a technique or model to recognize, and one of the most
popular is Hidden Markov Models (HMM). The phoneme borders were detected by
using forced alignment.

Forced alignment is a well known technique in which speech is aligned, and the
borders among phonemes are found based on the phonetic transcription of the utterance
and previously trained models that required some amount of hand-made labels to be
trained. The evaluation of an automatic labeling and segmentation of a speech corpus is
mainly reported by the agreement with respect to the hand-made labeling and seg-
mentation of the very same corpus, i.e., the percentage of correctly placed boundaries
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within a tolerance interval, which is normally 20 ms (Hosom 2000, Toledano 2003).
Some applications use HTK modules to obtain automatic phonemes labeles (Poonam
Bansal et al. 2014). However, speech recognition has not been widely used to asess the
segmentation of a speech corpus quality.

Automatic segmentation can be evaluated directly, comparing it to a referencemanual
segmentation; or indirectly a recognizer and using the generated recognition percentage.

Various approaches have been proposed to address the problem and in this study
were classified into: DTW, connectionist techniques, stochastic evolutionary, diffuse,
fractals, wavelets. Most analyzed systems rely on a combination of techniques. But
there is a phonetic segmentation that is “correct”. The continuous nature of speech
prevents the accurate determination of the boundaries between phonemes. Phoneti-
cians, even experts cannot agree on the boundaries of their segments for an arbitrarily
small tolerance. The researchers of this issue have chosen to evaluate the quality of a
segmentation comparing how similar is the automatic or manual segmentation gener-
ated by an expert.

A subjective way of assessing the segmentation quality is to use the corpus seg-
mented speech synthesis where the synthesized speech is judged by a human; best quality
segmentation generates speech sounds more naturally than lower quality segmentation.

Speech segmentation has two uses in particular: the first is a critical step in the
system continuous speech recognition; the second is the segmentation of a speech
corpus. If working for the first case then it is important that segmentation occurs
rapidly, but in the second case it is sufficient that the segmentation is faster than manual
segmentation, which takes several minutes for each word. Solving the problem of
segmentation and labeling is important for the following reasons: In most approaches to
speech recognition the signals must be segmented before they can have an appreciation,
because this labeling system training recognizer enables the set of words to be used
(dictionary). It is assumed that the characteristics of the signal in a given segment are
constant (Ziolko et al. 2006), although there are no acoustically uniform phonemes.
The segmentation of words and phonemes is one of the key steps in the systems of
automatic speech recognition (Fantinato et al. 2008).

In (Fantinato et al. 2008) they implement a system that speaks segmentation based
on described fractal, such as the Grieder work and Kinsner, Fantinato et al. They used
the fractal dimension, but this time calculated from the discrete wavelet transform
(DWT Discrete Wavelet Transform). Symlet wavelets were used, from (Galka and
Ziolko 2008) experimentally giving better results. A preprocessing algorithm that
forces the dimension is obtained numerically between 1 and 2 because it is not possible
to always find a very similar voice to a fractal. The algorithm uses 512 sample windows
with 50 % overlap. Finally, the path described by the dimension is analyzed. If there are
edges in areas of high energy, then it is interpreted as a transition between phonemes;
edges in areas of low energy are interpreted as transitions between words.

In (Ziolko et al. 2006) the derivative of the energy is used in the DWT sub-bands
for attempts borders. Meyer wavelet decomposition is used with six levels. Each
sub-band the energy is calculated, then the derivative thereof is obtained by using a
filter. The algorithm proposes the border points where the energy and its derivative are
similar. The algorithm was tested on a corpus of 43 words. The total error was 4.3
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(dimensionless). In a word error sample the number of segments was 0.125, and the
error in the positions was 2.29.

In (Galka and Ziolko 2008) they also used the DWT. The wavelet used is symlet12.
Six-level decomposition is performed for each level and the number of samples is
adjusted so that all sub-bands have the same number of samples. Energy is then
obtained in each band which is softened by a filter. The sub-bands are sorted from
highest to lowest according to their energy content, and this is done for each sample of
the sub-bands, called map of importance. Significant changes in the ordering of the
sub-bands are called events. Events that are large enough in magnitude are proposed as
boundaries between phonemes. Assessments directly and indirectly were made. The
best live result was an average error of 8 ms compared to manual borders. The best
result in terms of phonemic awareness was 50 %.

In this work, the labeling and segmentation of speech corpus is automatically
performed. Such segmentation is asessed by using the agreement with respect to the
hand-made labeling and segmentation of those corpora. Are considers that it is not
sufficient to compare the automatic segmentation with the manual as there is no
guarantee that manual segmentation is correct, so indirect assessments were performed
using a speech recognizer; thus, if recognition is high then segmentation can be con-
sidered to be of a good quality. Finally, speech recognition is performed training with
the same corpus; first with hand-made label files, and later with the automatic ones. The
results show that the recognition with systems trained with automatic label files have a
higher performance than those trained with hand-made label files. The performance
achieved in this work is greater than 96 %.

2 Application Block Diagram

Work steps for application diagram (Fig. 1):

1. Corpus of words to automatic labeling

The audio files and its phonetics level-trascription are made in the input. This
information is the existent initial words or new words from the same speaker.

2. MFCCs segments extraction

Mel Frecuency Cepstral Coefficients are extracted for each 20 ms traslaped
segments.

3. Code Book from the corpus

Code Book of the corpus of words is obtained.

4. Sequence Symbols Generation of words

Using the Code Book and MFFCs segments extraction the sequence symbols of
each word is generated.

5. HMM phonemes of the corpus

All the phonemes in language of the application work.
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6. Use existing HMM or create the new HMM words by phonemes concatenation

It is decided to create new HMM words by phonemes concatenation or use one of
the HMM words existent in the application.

7. Re-estimation words HMM

Re-estimation is made from each HMM word using sequence symbols generation
for the corresponding word.

8. Automatic Phoneme Border Detection

Using the Viterbi approach of the frame rate symbols sequence the correspondence
of symbols secuence for the HMM of word, and the probability of instants ocurrence
border phonemes is detected.

3 Automatic Phoneme Border Detection

The methodology followed in this work involves these steps:

• Determine the set of phonemes to be used.
• Build and train a HMM for each phoneme.

1. Corpus of 
words to automatic 
labeling

2. MFCC segments 
extraction  

4. Sequence Symbols 
Generation of words

3. Code Book from 
the corpus

7. Re-estimation 
words HMM

6. Use existing HMM or
create the new HMM words by

phonemes concatenation

8. Automatic Phoneme 
Border Detection. Final Auto-

matic Labeling (FAL)

5. HMM phonemes of 
the corpus

Fig. 1. Diagram applications
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• Build and train the HMM model for each word to label.
• Apply the forced alignment algorithm to each speech file to get its automatic label file.

The phonetic alphabet used is Worldbet since it contains symbols equivalent to
those from IPA, necessary to transcribe the Spanish language (Hieronymus 1993).

This work focuses on the Spanish spoken in Mexico, where 22 phonemes are used
(Pineda et al. 2010). It also took into account 5 allophones, which were the most
distinguishable ones. For example, it distinguished between/d/and/ð/because their
acoustic features are very different. However, it did not distinguish among the different
allophones for/n/since their acoustic features are very similar.

The classes of phonemes and allophones used in this work are (expressed in
Worldbet): a, e, i, o, u, l, r(, r, j, m, n, w, n * , tS, dZ, p, t, k, b, d, g, V, D, G, f, s, x, sil,
pau. The closures before a plosive phoneme were labeled as pau. Since there is
essentially no acoustic difference between a voiceless closure and a pause (Lander
1997), it labeled voiceless closures as pau.

The characteristic parameters used are the Mel Frequency Cepstral Coefficients
(MFCC). Book Code is generated and the HMMD were trained for each phoneme
models with label files manually generated, the HMMD models were subsequently
generated for each word of the corpus of words by phonetic concatenation. As can be
seen in Fig. 2, each phoneme was modeled with a Bakis type HMM consisting of three
observation states (2, 3 and 4) and two dummy or linking states (1 and 5).

Once a HMM is trained for every phoneme in the corpus, it is necessary to build
composite HMM word models which will be used for automatic labeling of each
corpus. Such composite models are obtained by concatenating the corresponding
necessary phoneme models, taking into account the phonetic transcriptions provided
(Becchetti and Ricotti 1999). It is therefore, necessary to have the set of words that
compound the dictionary of the application.

The process representation of forced alignment and results is show in Fig. 3.
A result of manual versus automatic labeling for the word ‘cero10.wav’ is observed

in Fig. 4.
The results of the automatic labeling vs the manual shown in Fig. 4, offer a

particularity, the addition-correction of the phoneme ‘sil’ at the beginning of the word

1 2 3 4 5

Fig. 2. A HMM states phonemes.
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Fig. 3. Forced alignment using Viterbi algorithm

Fig. 4. Automatic and manual labeling of word cero10.wav
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‘cero10.wav’. This correction possibility of the automatic labeling of the application is
an improvement that we have not found in the revised date references.

4 Experiments and Results

Two corpora were used. The first corpus contains spoken digits from 0 to 9; 20 times
each digit with 4 speakers (which accounts for 800 files) with a sampling frequency of
11,025 Hz at 16 bits. This corpus is phonetically incomplete. The second corpus
contains 150 different types of words, each one repeated 4 times by one speaker (which
accounts for 600 files); the sampling frequency is 16,000 Hz at 16 bits. This corpus
contains the 22 phonemes spoken in Mexico, plus 5 allophones (Pineda et al. 2010).

In order to assess the recognition performance yielded by systems trained with
automatic label files and manual label files, the HTK 3.1 system was used. Both the
automatic and manual label files and their corresponding speech files were used by HTK.

The first experiment used the digit corpus with four speakers. As can be seen in
Table 1, the corpus itself was divided in two parts: the low and the high. The low part
contains the first 10 repetitions of each word, and the high part contains the 10 last
repetitions of each word. The automatic labeling system was trained using the low part
of the corpus. Once the automatic labeling system was trained, it was used to label the
whole corpus. Later, the automatic speech recognition system was also trained using the
low part of the corpus; first with manual label files and later with automatic label files. In
order to assess the recognition performance, the high part of the corpus was used.

Table 1 shows the recognition performance results comparing systems trained with
manual and automatic training label files.

From Table 1 it can be seen that the recognition performance is better when the
automatic speech recognition system is trained using automatic label files than when it
is trained using manual label files.

In the second experiment all the speakers were mixed, and their files were used at
the same time. The automatic labeling system used 25 % of the repetitions of each word
to be trained. After that, all the files in the corpus were used to train and evaluate the
recognition system. Table 2 shows the results of recognition performance.

The third experiment used the phonetically complete corpus with 150 different
types of words, four repetitions of each word. The automatic labeling system was
trained with 100 % of the corpus words. The speech recognition system was trained

Table 1. Performance speaker recognition

Speaker 1 Low part High part Speaker 2 Low part High part

Manual label files 100 % 100 % Manual label files 100 % 92.95 %
Automatic label files 100 % 100 % Automatic label files 100 % 100 %
Speaker 3 Low part High part Speaker 4 Low part High part
Manual label files 100 % 97.96 % Manual label files 100 % 97.92 %
Automatic label files 100 % 98.98 % Automatic label files 100 % 100 %
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and tested with all the words in the corpus. As in the last experiment, the difference in
recognition performance between the system trained with automatic label files, and the
system trained with manual label files is similar, with just a difference of 0.2 %. Table 3
shows the results.

The results shown in Tables 1, 2, and 3 indicate that training automatic speech
recognition systems with automatic label files yields superior results compared to those
systems trained with manual label files. As automatic labeling implies savings of time,
this is a big advantage.

Automatic labeling has a possible use in the fast development of applications in
speech recognition.

Manual labeling is the major source of uncertainty and time consumption in the
process of building an automatic speech recognition system since it is the most sub-
jective part of the process.

Once HMMs are trained for the phonemes in a corpus and a dictionary for the
words is available, it is necessary to train the automatic labeling system with the
phonetic transcription of the words that will be used.

An immediate more interesting result is that it can automatically obtain new HMMs
of words and their labels when this tool is used with a drastic time savings (Block 6 in
the diagram applications).

5 Conclusion

Training automatic speech recognition systems using automatically labeled and seg-
mented speech corpora yields better results than training using manually labeled and
segmented corpora. Not only is automatic labeling free from the subjectivity that is
always inherent in manual segmentation, but also the necessary time to get the label
files is considerably reduced.

Automatic labeling requires minimum interaction from the user. The system requires
a list of the words to be recognized and their phonetic transcriptions. The system creates
a composite HMM for each word. No specialist is required to phonetically label the
words. Given the results of this study it is proposed to create and use an automatic
segmentation and labeling system that requires a minimum intervention by the user.

Table 2. Comparison of recognition performance for systems trained with automatic label files
and manual label files for the four speakers mixed.

Concept Manual label files Automatic label files

Recognition performance 95.24 % 96.74 %

Table 3. Comparison of recognition performance for systems trained with automatic label files
an manual label files for the corpus with 150 different types of words.

Concept Manual Automatic

Recognition performance 98.61 % 98.50 %
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Abstract. A description logic program (dl-program) consists of a
description logic knowledge base (a terminological box and an assertion
box) and a set of rules for a logic program. For such description logic
programs, instead of providing the fixed-point semantics for dl-programs
by the immediate consequence operator, we propose an algorithm based
on the paraconsistent relational model that mimics the immediate con-
sequence operator of dl-programs. We also introduce a dl-paraconsistent
relation (dl-relation), which is essential for sending information between
description logic and logic programs represented in terms of equations
containing paraconsistent relations. The first step in our algorithm is to
convert rules, which may contain dl-atoms that enable the flow of infor-
mation between description logic and logic programs, into paraconsistent
relation equations that contain paraconsistent relational algebraic opera-
tors. The second step is to determine iteratively the fixed-point semantics
for dl-programs using these equations. We will also prove the correctness
of both steps of the algorithm.

Keywords: Description logic · Logic programs · Fixed-point semantics ·
Paraconsistent relational model

1 Introduction

The web ontology language (OWL) [19,30], which is a W3C recommendation, is
primarily based on description logic formalism [1], and is a backbone for future
information systems. Although description logic is used for modeling the domain
of interest, the rule-based systems [42] have many commercial applications [25].
Moreover, both types of formalism (description logic and rule) are based on first-
order logic (FOL). This led to the development of the W3C Recommendation
rule interchange format (RIF) [7,8].

Many formalisms have been proposed to integrate description logic and rules:
SWRL [21–23], DL-Safe rules [31,40,41], DLP [18,48], AL-log [10,11], CARIN
[27,28], DL+log [43–47], Horn-SHIQ [24,26,31], Hybrid MKNF [36–39], dl-
programs [12–16], disjunctive dl-programs [29], quantified equilibrium logic for
hybrid knowledge bases [29], and description graphs [32–35]. We observed that
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no type of formalism employs the paraconsistent relational model [3] to provide
the semantics for the integration of rules and description logic.

In this paper, we chose dl-programs, which is a loose coupling method (rules
may contain queries to description logic) that provides the semantics for the
integration of description logic and rules. The integration is achieved through
the use of dl-atoms, which is a special type of atom that occurs only in the body
of the rules. Concretely, the dl-atom enables a bi-directional flow of information
between description logic and the logic program. The main reason for choosing
dl-programs in this paper is that the satisfaction of dl-programs is an extension
of the usual notion of satisfaction of logic programs by Herbrand Interpretation.

Bagai and Sunderraman [3] proposed a data model to represent incomplete
and inconsistent information in databases. The paraconsistent logic studied by
da Costa [9] and Belnap [6] forms the basis for this data model. Instead of elimi-
nating incomplete and inconsistent information, this model attempts to operate
in its presence. The mathematical structures underlying the model, called para-
consistent relations, are a generalization of ordinary relations. Paraconsistent
relations represent both positive and negative tuples.

Moreover, using the paraconsistent relation model, Bajai and Sunderraman
[3] proposed some elegant methods for determining weak well-founded model [4]
and well-founded model [5] for general deductive databases. But, there are not
any methods based on the paraconsistent relational model proposed to determine
models for dl-programs. In this paper, we propose an algorithm to determine the
fixed-point semantics of the function free positive dl-program. Our idea essen-
tially involves creating a paraconsistent relation for each predicate symbol in
the rules and then forming a system of algebraic equations using paraconsis-
tent algebraic operators for all dl-rules (ordinary rules containing dl-atoms) in
dl-programs. Then, solve the equations to find the fixed-point semantics of the
positive dl-programs.

This algebraic approach of finding the fixed-point semantics of a positive dl-
program has two main advantages: it operates on a set of tuples in contrast to
non-algebraic approaches, which operate on a tuple at a time basis; the algebraic
expression in the equations can be optimized using various laws of equality, which
is very similar to the ordinary relation case where selection and projection are
pushed deeper into expressions whenever necessary.

The rest of the paper is organized as follows: in Sect. 2, we briefly intro-
duce the paraconsistent relation model and its algebraic operators; in Sect. 3,
we briefly explain dl-programs; in Sect. 4, we introduce the dl-relation, which
is equivalent to dl-atoms that are used in dl-programs; in Sect. 5, we explain
the algorithm that determines the fixed-point semantics of positive dl-programs
along with its correctness; in Sect. 6, we state the conclusion and future work for
this paper.

2 Paraconsistent Relation Model and Its Operators

Paraconsistent relations move forward a step to complete the database. Unlike
normal relations where we only retain information believed to be true of a
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particular predicate, we also retain what is believed to be false of a particu-
lar predicate in the paraconsistent relational model. Let a relation scheme Σ be
a finite set of attribute names, where for any attribute name A ∈ Σ, dom(A) is
a non-empty domain of values for A. A tuple on Σ is any map t : Σ → ⋃

A∈Σ

dom(A), such that t(A)∈ dom(A) for each A ∈ Σ. Let τ(Σ) denote the set of
all tuples on Σ. An ordinary relation on scheme Σ is thus any subset of τ(Σ). A
paraconsistent relation on a scheme Σ is a pair <R+, R−> where R+ and R−

are ordinary relations on Σ. Thus, R+ represents the set of tuples believed to
be true of R, and R− represents the set of tuples believed to be false.

Algebraic Operators. Two types of algebraic operators are defined here: (i)
Set Theoretic Operators, and (ii) Relational Theoretic Operators.

Set Theoretic Operators. Let R and S be two paraconsistent relations on
scheme Σ.

Union. The union of R and S, denoted R ∪̇ S, is a paraconsistent relation on
scheme Σ, given that

(R ∪̇ S)+ = R+ ∪ S+, (R ∪̇ S)− = R− ∩ S−.

Complement. The complement of R, denoted −̇R, is a paraconsistent relation
on scheme Σ, given that

−̇R+ = R−, −̇R− = R+

Intersection. The intersection of R and S, denoted R ∩̇S, is a paraconsistent
relation on scheme Σ, given that

(R ∩̇ S)+ = R+ ∩ S+, (R ∩̇S)− = R− ∪ S−

Difference. The difference of R and S, denoted R −̇S, is a paraconsistent rela-
tion on scheme Σ, given that

(R −̇ S)+ = R+ ∩ S−, (R −̇ S)− = R− ∪ S+

Example 1. Let {a, b, c} be a common domain for all attribute names, and
let R and S be the following paraconsistent relations on schemes {X} and {X}
respectively:

R+ = {〈a〉, 〈b〉}, R− = {〈c〉}
S+ = {〈c〉, 〈b〉}, S− = {〈a〉}

R ∪̇S is
(R ∪̇S)+ = {〈a〉, 〈b〉, 〈c〉}

(R ∪̇S)− = {}
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R ∩̇S is
(R ∩̇S)+ = {〈b〉}

(R ∩̇S)− = {〈a〉, 〈c〉}
−̇R is

−̇R+ = {〈c〉}
−̇R− = {〈a〉, 〈b〉}

R−̇S is
(R−̇S)+ = {〈a〉}

(R−̇S)− = {〈b〉, 〈c〉}
Relation Theoretic Operators. Let Σ and Δ be relation schemes such that
Σ ⊆ Δ, and R and S be paraconsistent relations on schemes Σ and Δ.

Join. The join of R and S, denoted R�̇�S, is a paraconsistent relation on scheme
Σ ∪ Δ given that

(R�̇�S)+ = R+ �� S+, (R�̇�S)− = (R−)Σ∪Δ ∪ (S−)Σ∪Δ

Projection. The projection of R onto Δ, denoted π̇Δ(R), is a paraconsistent
relation on Δ given that

π̇Δ(R)+ = πΔ(R+)Σ∪Δ

π̇Δ(R)− = {t ∈ τ(Δ) | tΣ∪Δ ⊆ (R−)Σ∪Δ}
where πΔ is the usual projection over Δ of ordinary relations.

Selection. Let F be any logic formula involving attribute names in Σ, constant
symbols, and any of these symbols {==, ¬, ∧, ∨}. Then, the selection of R by
F , denoted σ̇F (R), is a paraconsistent relation on scheme Σ, given that

σ̇F (R)+ = σF (R)+, σ̇F (R)− = R− ∪ σ¬F (τ(Σ))

where σF is a usual selection of tuples satisfying F from ordinary relations.
The following example is taken from Bagai and Sunderraman’s paraconsistent

relational data model [3].

Example 2. Strictly speaking, relation schemes are sets of attribute names.
However, in this example we treat them as ordered sequence of attribute names
so that tuples can be viewed as the usual lists of values. Let {a, b, c} be a common
domain for all attribute names, and let R and S be the following paraconsistent
relations on schemes 〈X,Y 〉 and 〈Y,Z〉 respectively:

R+ = {(b, b), (b, c)}, R− = {(a, a), (a, b), (a, c)}
S+ = {(a, c), (c, a)}, S− = {(c, b)}.
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Then, R�̇�S is the paraconsistent relation on scheme 〈X,Y,Z〉:
(R�̇�S)+ = {(b, c, a)}
(R�̇�S)− = {(a, a, a), (a, a, b), (a, a, c), (a, b, a), (a, b, b), (a, b, c), (a, c, a),
(a, c, b), (a, c, c), (b, c, b), (c, c, b)}
Now, π̇〈X,Z〉(R�̇�S) becomes the paraconsistent relation on scheme 〈X,Z〉:
π̇〈X,Z〉(R�̇�S)+ = {(b, a)}
π̇〈X,Z〉(R�̇�S)− = {(a, a), (a, b), (a, c)}
Finally, σ̇¬X=Z(π̇〈X,Z〉(R�̇�S)) becomes the paraconsistent relation on

scheme 〈X,Z〉:
σ̇¬X=Z(π̇〈X,Z〉(R�̇�S))+ = {(b, a)}
σ̇¬X=Z(π̇〈X,Z〉(R�̇�S))− = {(a, a), (a, b), (a, c)(b, b), (c, c)}
In the rest of the paper, relations mean paraconsistent relations.

3 Descripiton Logic Programs

Logic program P, which consists of a set of rules, and description logic L combine
to form a description logic program. The rules in logic programs also contain
queries to L. In the following, we briefly describe logic programs, description
logic, and description logic programs. However, to get an in-depth understand-
ing, we request the readers to read Fitting and Melvin’s survey on fixed-point
semantics of logic programming [17], SHOIN (D) [20], and Eiter et al.’s dl-
programs [12–16].

3.1 Definite Logic Programs (P)

In this subsection, we define the syntax and the fixed-point semantics of logic
programs [17].

Syntax. Similar to Eiter et al.’s well-founded semantics of dl-programs [12,16],
we consider function free first-order vocabulary Φ = (P, C), which consists of
non-empty finite sets of constants C and predicate symbols P. In addition to
that, let X be a set of variables. A term is either a variable from X or a constant
from C. An atom is of the form p(t1, . . . , tn) where p ∈ P and t1, . . . , tn are terms.
In this paper, we consider only POSITIVE logic programs. Therefore, the rules
are of the following form:

l0 ← l1, . . . , lz

where z ≥ 1.
In the above rule, the atom l0 is the head of the rule and the conjunction of

atoms l1, . . . , lz is called the body of the rule. The rule is called a positive rule
because it does not have default negated (not) atoms. A definite logic program
(or logic program) P is a finite set of rules.

In this paper, we do not consider literals in rules. Such restriction is similar
to Eiter et al.’s well-founded semantics of dl-programs [12,16].
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Fixed-Point Semantics. A term, atom, or rule is called ground if it contains
no variables. The Herbrand Universe of the underlying language is the set of
all ground terms. The Herbrand Base of the language is the set of all ground
atoms; a Herbrand Interpretation of the language is any subset of the Herbrand
Base. Let I be a Herbrand Interpretation for the logic program P . Let P ∗ be
the ground instances of rules in P . Since P does not have function symbols, P ∗

is always finite. Then, TP (I) (immediate consequence operator) is a Herbrand
Interpretation, given by

TP (I) = {l0 | for some rule l0 ← l1, . . . , lz in P ∗, {l1, . . . , lz} ⊆ I}

It is well known that TP always possesses a least fixed-point with respect to
the partial order of set inclusion. The least fixed-point can be shown to be the
minimal model for P . This model is also known to be TP ↑ ω, where the ordinal
power of TP is given by:

Definition 1. For any ordinal α,

TP ↑ α =

⎧
⎪⎨

⎪⎩

∅ if α = 0,

TP (TP ↑ (α − 1)) if α is a successor ordinal,
⋃

β<α(TP ↑ β) if α is a limit ordinal.

The following observation for any logic program is relevant:

Proposition 1. For any logic program P , the upward closure ordinal of TP is
finite, i.e. there is a number n ≥ 0 such that TP ↑ n = TP ↑ ω.

3.2 Description Logic (L)

In this subsection, we discuss SHOIN (D), which is the logical underpinning of
OWL DL [20].

Syntax. Let E and V be a set of elementary datatypes and data values. A
datatype theory D = (ΔD, ·D) consists of a datatype (or concrete) domain
ΔD and a mapping ·D that assigns to every elementary datatype a subset of
ΔD and to every elementary data value an element of ΔD. The mapping ·D is
extended to all datatypes by {v1, . . . }D = {vD

1 , . . . }. Let Ψ = (A ∪ RA ∪ RD,
I ∪ V ) be the vocabulary of the description logic, where A, RA, RD, and I are
pairwise disjoint sets of atomic concepts, abstract roles, datatype (or concrete)
roles and individuals. Table 1 describes the syntax and semantics of SHOIN (D).
In Table 1, R−

A is the set of inverses R− of all R ∈ RA. A role is an element of
RA ∪RD ∪R−

A. Complex concepts are defined inductively from the second part
of Table 1. A description knowledge base is a finite set of axioms, where each
axiom is one of the axiom from the third part of Table 1.

Semantics. We define the semantics of SHOIN (D) in terms of first-order
interpretation.
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Table 1. Syntax and Semantics of SHOIN (D)

Name Syntax Semantics

atomic concept C ∈ A CI ⊆ ΔI

individual a ∈ I aI ∈ ΔI

abstract role R ∈ RA ∪ R−
A RI ∈ ΔI × ΔI

datatype D DD ⊆ ΔD

concrete or datatype role U ∈ RD UI ∈ ΔI × ΔD

data values v ∈ V vI = vD

oneOf {o1, . . . , on}, oi ∈ I {oI1 , . . . , oI
n}

top � �I = ΔI

bottom ⊥ ⊥I = ∅
negation ¬C ΔI \ CI

conjunction C � E where E ∈ A CI ∩ EI

disjunction C 
 E where E ∈ A CI ∪ EI

exists restriction ∃R.C {x | (∃y)[(x, y) ∈ RI ∧ y ∈ CI ]}
value restriction ∀R.C {x | (∀y)[(x, y) ∈ RI → y ∈ CI ]}
atleast restriction � nR {x | #{y | (x, y) ∈ RI} � n}
atmost restriction � nR {x | #{y | (x, y) ∈ RI} � n}
datatype exists restriction ∃U.D {x | (∃y)[(x, y) ∈ UI ∧ y ∈ DD]}
datatype value restriction ∀U.D {x | (∀y)[(x, y) ∈ UI → y ∈ DD]}
datatype atleast restriction � nU {x | #{y | (x, y) ∈ UI} � n}
datatype atmost restriction � nU {x | #{y | (x, y) ∈ UI} � n}
Axiom Syntax Semantics

concept inclusion C � E CI ⊆ EI

role inclusion R � S RI ⊆ SI

where R, S ∈ RA or

R, S ∈ RD

transitivity trans(R) RI = (RI)+

concept membership C(a) aI ∈ CI

role membership R(a, b) where b ∈ I (aI , bI) ∈ RI ((aI , vD) ∈ UI)

(U(a, v) where v is a

data value)

equality a = b(= (a, b)) aI = bI

inequality a �= b(�= (a, b)) aI �= bI

An interpretation I = (ΔI , ·I), with respect to a datatype theory D =
(ΔD·D), consists of a nonempty domain ΔI disjoint from ΔD, and ·I is a
valuation function defined inductively as shown in the first and second parts of
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Table 1. The satisfaction of a DL axiom F in the interpretation I = (ΔI , ·I) with
respect to a datatype theory D= (ΔD, ·D), denoted I |= F , is given by the third
part of Table 1. The interpretation satisfies an axiom F , or the interpretation is
a model of F iff I |= F . I is a model of knowledge base L (I |= L) iff I |= F
for all F ∈ L. L is satisfiable (unsatisfiable) iff L has a model (no model). An
axiom F (¬F ) is a logical consequence of L, denoted L |= F (L |= ¬F ), iff every
model of L satisfies (does not satisfy) F .

3.3 Description Logic Programs (KB)

In this subsection, we review Eiter et al.’s dl-program [12–16].

Syntax. The vocabularies of the logic program and description logic in any
description logic program are defined in the previous two subsections. An impor-
tant assumption is that A ∪ RA ∪ RD is disjoint from P where P is a set of
predicate symbols, while IP ⊆ C ⊆ I ∪ V, where IP is the set of all constant
symbols appearing in P. As we said earlier, description logic programs contain
dl-atoms, which helps to query the description logic knowledge base. A dl-query
Q(t) is either

1. an inclusion axiom F or its negation ¬F (t is empty); or
2. a concept C(t) or its negation ¬C(t) (t is t); or
3. a role R(t1, t2) or its negation ¬R(t1, t2) where t1and t2 are terms (t is

(t1, t2)); or
4. an equality axiom (= (t1, t2)) or inequality axiom (�= (t1, t2)) where t1and t2

are terms (t is (t1, t2)).

A dl-atom has the form,

DL[S1op1p1, . . . , Smopmpm;Q](t),m � 1

where each Si is either a concept or role, opi = {∪+,∪-}, and p1, . . . , pm are called
input predicate symbols. If Si is a concept, then pi is a unary predicate symbol;
if Si is a role, then pi is a binary predicate symbol. Q(t) is called a dl-query.
opi = ∪+ (opi = ∪-) increases Si (¬Si) by the extension of pi. A rule is called
a dl-rule if one of the atoms in the rule {l1, . . . , lz} is a dl-atom. A dl-program
KB = (L,P ) consists of a description logic knowledge base L and a finite set of
dl-rules P. Since we considered only positive logic program P, KB is referred to
positive KB. In this paper, we call positive dl-programs (KB) as dl-programs.

Fixed-Point Semantics. Let I be a Herbrand Interpretation for the dl-program
KB(KB = (L,P )). Let P ∗ be the ground instances of rules in P . Since P
does not have function symbols, P ∗ is always finite. Then, TKB(I) (immediate
consequence operator) is a Herbrand Interpretation that is given by:

TKB(I) = {l0 | l0 ← l1, . . . , lz in P ∗, for all li where 1 ≤ i ≤ z, I |=L li}
An important observation is that li is either a ground atom or ground dl-

atom. I is a model of li under L, denoted I |=L li:
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– if li is a ground atom, then I |=L li iff li ∈ I
– if li is a ground dl-atom DL[λ;Q](c), where λ = S1op1p1, . . . , Smopmpm,

then I |=L li iff L(I;λ) |= Q(c) where L(I;λ) = L ∪ ⋃m
i=1 Ai(I) and, for

1 � i � m,

Ai(I) =

{
{Si(e) | pi(e) ∈ I}, if opi = ∪+;
{Si(e) | pi(e) ∈ I}, if opi = ∪-.

We say I is a model of a dl-program KB = (L,P ), denoted I |= KB, iff
I |=L r for all r ∈ P ∗. We say the KB is satisfiable (unsatisfiable) iff it has
some (no) models.

It is easy to show that TKB always possesses a least fixed-point. The least
fixed-point is a minimal model for KB (KB = (L,P )). This model can also
shown to be TKB ↑ ω, where the ordinal power of TKB is given by:

Definition 2. For any ordinal α,

TKB ↑ α =

⎧
⎪⎨

⎪⎩

∅ if α = 0,

TKB(TKB ↑ (α − 1)) if α is a successor ordinal,
⋃

β<α(TKB ↑ β) if α is a limit ordinal.

Similar to logic programs, the following proposition is true for any dl-
program KB.

Proposition 2. For any dl-program KB, the upward closure ordinal of TKB is
finite, i.e. there is a number n ≥ 0 such that TKB ↑ n = TKB ↑ ω.

Proof. The proof is immediate from the fact that the Herbrand Base is finite.

The following example is taken from [12,16], and it is modified to the positive
dl-program.

Example 3. Consider KB = (L,P ), where L = {S � C} and P is as follows:
r(a) ← DL[S ∪+ q;C](a); q(a) ← p(a); p(a) ←

Solution. For I = ∅, TKB(I)={p(a)}. For the second iteration, I={p(a)}.
Then, TKB(I) = {p(a), q(a)}. For the third iteration, TKB(I) = {p(a),
q(a), r(a)}. In third iteration, the concept S was extended with a. Now L con-
tains S(a), by modus ponens, we say C(a). Hence, the dl-query (C(a)) is true.
Therefore, r(a) is true.

In the following section, we introduce the dl-relation, which play a key role
in the model construction for dl-programs. The main contribution of the paper
starts from the following section.

4 Dl-relations

As we already stated in the Introduction section, we will construct a relation
for every atom in the rules during model construction. In dl-programs, the body
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of the rules can have dl-atoms. It is necessary to have equivalent relations for
such dl-atoms. It is achieved by redefining dl-atoms in terms of paraconsistent
relations. To recall, dl-atoms are of the form DL[S1op1p1, . . . , Smopmpm;Q](t),
m � 1. Specifically, p1, . . . , pm are input predicate symbols and Q(t) is a dl-
query. An important observation is that Q(t) performs query entailment and not
query answering for a given description logic knowledge base. This is because
dl-atoms are grounded to determine models [12,16]. As a first step towards
modifying dl-atoms for our purpose, we will transform constants in t of dl-
queries to variables. By doing so, the dl-query performs query answering in the
given description logic knowledge base. Next, we create paraconsistent relations
for every input predicate symbols. We know that opi = {∪+,∪-}. In order to denote
that ∪+ (∪-) adds tuples from relations to concepts or roles, we write ∪+ (∪-) as
∪̇+ (∪̇-). The update operator ∪̇+ takes every tuple from π̇+

{Σ}(pi), where pi is a
relation, and inserts it in Si. Similarly, ∪̇- takes every tuple from π̇+

{Σ}(pi), where
pi is a relation, and inserts it in ¬Si. Hence the dl-relation is,

DL[S1 ˙op1π̇
+
{Σ}(p1), . . . , Sm ˙opmπ̇+

{Σ}(pm);Q](V),m � 1 (1)

p1, . . . , pm are relations and ˙opi = {∪̇+, ∪̇-}. V is the scheme of the dl-relation
shown in (1). Q(V) is called dl-query answering, and Q(V) is a concept assertion
or negated concept assertion, a role assertion or negated role assertion, or an
equality or inequality axiom. Since Q(V) is a query answering, it returns a set
of individuals which is then added as tuples in the positive part of a dl-relation.

During model computation, instead of representing the dl-relation as shown
in (1), we created a new relation for it. For the dl-relation shown in (1), the new
relation is RDL[S1 ˙op1π̇+

{Σ}(p1),...,Sm ˙opmπ̇+
{Σ}(pm);Q](V). In a dl-relation, we never

insert any result of query answering into a dl-relation as tuples unless the result
is in accordance to the domain values of the dl-relation’s scheme. In other words,
IP ⊆ C ≡ dom(a) ⊆ I∪V, where IP is the set of all constant symbols appearing
in P and all a ∈ V.

In the next section, we will explain two steps for the algorithm to determine
the fixed-point semantics of dl-programs. In addition to that, we prove that the
algorithm is correct and provide an example for it.

5 Fixed-Point Semantics for Dl-programs

By using the algebra of the relational model, we present a bottom-up method
for constructing models of dl-programs that mimics the immediate consequence
operator (TKB). The algorithm presented in this paper is based on the construc-
tion of well-founded semantics [5] and weak well-founded semantics [4] using the
relational model for general deductive database. The model construction involves
two steps. The first step is to convert P into a set of relation definitions for the
predicate symbols occurring in P . These definitions are of the form

p = Dp
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where p is a predicate symbol of P , and Dp is an algebraic expression involving
predicate symbols of P and relation operators. The second step is to evaluate
iteratively the expressions in these definitions to construct incrementally the
relations associated with the predicate symbols. The first step is called SERI-
ALIZE and the second step is called MODEL CONSTRUCTION.

The schemes of the relations are set internally. Hence, the following definition.
Let Γn = 〈v1, v2 . . . 〉 be an infinite sequence of some distinct attribute names.
For any n ≥ 1, let Γn be the scheme {v1 . . . vn}. The following operator renames
the scheme of the relation from one to another.
Definition 3. Let Σ = {A1 . . . An} be any scheme. Then,
1. for any relation R on scheme Γn, R(A1 . . . An) is the relation

δv1...vn→A1...An
(R)

on scheme Σ, and
2. for any relation R on scheme Σ, R(v1 . . . vn) is the relation

δA1...An→v1...vn
(R)

on scheme Γn.

Before we get into details of the algorithm, we should replace every dl-atom
DL[λ;Q](t) by a fresh predicate pDL[λ;Q](t) so that it would be easy to create
the corresponding dl-relation.

Example 4. Using the same KB from Example 3.

Solution. r(a) ← gDL[S∪+q;C](a); q(a) ← p(a); p(a) ←
Here, gDL[S∪+q;C] is a new predicate symbol.
In the remaining part of this section we describe our method to convert the

given dl-rules in KB (KB = (L,P )) into a set of definitions for the predicate
symbol in P .

Algorithm. SERIALIZE
Input. A dl-rule (definite rule) l0 ← l1, . . . , lz. Let l0 be an atom of the
form p0(A01 . . . A0k0), and each li, 1 ≤ i ≤ z, be an atom either of the form
pi(Ai1 . . . Aiki

) or pDL[λ;Q](t)1. Let Vi be the set of all variables occurring in li.
Output. An algebraic expression involving paraconsistent relations.
Method. The expression is constructed by the following steps :
1. For each argument Aij of literal li, construct argument Bij and condition

Cij as follows:
(a) If Aij is a constant a, then Bij is any brand new variable and Cij is

Bij = a.
(b) If Aij is a variable, such that for each k, 1≤ k < j, Aik �= Aij , then Bij

is Aij and Cij is true.
(c) If Aij is a variable, such that for some k, 1≤ k < j, Aik =Aij , then Bij

is a brand new variable and Cij is Aij = Bij .
2. Let l̂i be the atom pi(Bi1 . . . Biki

), and Fi be the conjunction Ci1∧· · ·∧Ciki
.

Then Qi is the expression π̇Vi
σ̇Fi

(l̂i).
1 λ = S1op1p1, . . . , Smopmpm.
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As a syntatic optimisation, if all conjuncts of Fi are true (i.e. all arguments
of li are distinct variables), then both σ̇Fi

and π̇Vi
are reduced to identity

operations, and are hence dropped from the expression.
If l̂i is the atom pDL[λ;Q](t), then Qi is the expression π̇Vi

σ̇Fi
(l̂i) where every

input predicate symbol pi in λ is π̇Vpi
(pi)+ in which Vpi

refers to a set of
variables in pi.

3. Let E be the natural join (�̇�) of the Qi’s thus obtained, 1 ≤ i ≤ z . The
output expression is (σ̇F0(π̇V ′(E))) [B01 . . . Bnkn

]. V ′ is a set of variables
occurring in l0.
As in step 2, if all conjuncts in F0 are true, then σ̇F0 is dropped from the
output expression. However, π̇V ′ is never dropped, as the rule may contain
variables not in V ′.

From the algebraic expression of the algorithm, we construct a system of
equations.

For any dl-program KB = (L,P ), EQN(P ) is a set of all equations of the
form p = Dp, where p is a predicate symbol, and Dp is the union (∪̇) of all
expressions obtained by the algorithm SERIALIZE for the rules (dl-rules) in
P with symbol p in their head. The algebraic expression Dp is also called a
definition of p.

It is easy to observe that a predicate symbol may have many definitions. We
now show that the above method for converting a dl-program KB into definitions
for its predicate symbols terminates, and that the definitions produced mimics
the immediate consequence operator (TKB).

Proposition 3 (Termination). The procedure of constructing EQN(P) termi-
nates for any dl-program KB(KB = (L,P )).

Proof. The proof is immediate from the fact that P has only a finite number of
rules (dl-rules) that each rule contains a finite number of atoms (dl-atoms) and
each atom (dl-atom)2 has a finite number of arguments.

The transformation between a relation and an interpretation is necessary for
the correctness of the proof.

Definition 4. Let I be any interpretation and r(X1 . . . Xn) be any atom (dl-
atom), where the Xi’s are distinct variables. Then I � r is the following relation

r+ = 〈t ∈ τ(Σ) | r(t(X1) . . . t(Xn)) ∈ I〉
r− = ∅
on scheme Σ = {X1, . . . , Xn}. Moreover, for any relation R on scheme Σ,

r�R� is the following interpretation
〈r(t(X1) . . . t(Xn)) | t ∈ R+〉
In the following, we show the correctness of SERIALIZE.

2 dl-atoms cannot have more than two arguments.
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Proposition 4 (Correctness). Let a1, . . . , an be atoms (dl-atoms) occurring in
the definition of some equation p=Dp in EQN(P ), for any dl program KB =
(L,P ). Let k0 be the arity of p and let each ai be of the form pi(Bi1, . . . , Biki

)
or pDL[λ;Q](t)3. For all i, 1 ≤ i ≤ n, let Ri be any relation on scheme Γki

, such
that if for any i, j, pi = pj, then Ri = Rj. Then, the relation R on scheme Γk0

obtained by evaluating Dp by interpreting each pi as the relation Ri is

TKB(〈
n⋃

i=1

pi�Ri�〉) � p,

Proof. The proof essentially involves the definitions of the relation operators
defined earlier. Here we give an easy to understand sketch. Let

I = (〈
n⋃

i=1

pi�Ri�〉).

We divide the proof in the following two parts:

1. (→) Suppose for any t ∈ R+. Then, by the definition of ∪̇, t is in the positive
part of the expression

( ˙σF0 π̇V1(E))[B01 . . . B0k0 ]

output by step 3 of the algorithm SERIALIZE, for some rule (dl-rule) in P
with symbol p in its head. Let Σ be the scheme of the relation E. Then, for
some tuple t′ ∈ (δv1...vk0→B01...B0k0

(t))V ′∪Σ is in E+. Thus, for each Qi in
E, there is a tuple ti ∈ Q+

i such that for each variable X ∈ Vi, t′(X) = ti(X).
If Qi is a dl-relation, then the tuple (ti) is in the positive part of Q. By step
2 of the algorithm,
(a) if the corresponding atom li in the rule is positive, then ti ∈ Q+

i

(b) if the corresponding atom li is a dl-atom in the rule, then ti ∈ Q+
i . Here

Qi is a dl-relation.
Therefore, due to the ground instance of this rule (dl-rule) for the “substi-
tution” t′, we have that t ∈ TKB(I).

2. (←) Suppose t ∈ (TKB(I) � p)+. Then, for some ground instance,

p(t(B01) . . . t(B0k0)) ← l1 . . . lz

of a clause in P , we have that the atom of each li is in the correct part of I.
For that clause of P , let

(σ̇F0 π̇V ′(E))[B01 . . . B0k0 ]

be the expression output by step 3 of the algorithm SERIALIZE, and let
Σ be the scheme of E. So, for each Qi in E, there is a tuple ti ∈ Q+

i such
that for all X ∈ Vi, ti(X) = t′(X) for some t′ ∈ (δv1...vk0→B01...B0k0

(t))V ∪Σ .
Hence, t ∈ R+.

3 λ = S1op1p1, . . . , Smopmpm.
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Example 5. Consider KB = (L,P ), where L = {S � C � D,D(b)} and P is
as follows:

r(X) ← DL[S ∪+ q;D](X);
r(X) ← DL[S ∪+ q;C](X), w(X);
q(X) ← p(X);
p(a) ←
w(a) ←

Solution. We construct an equation for every rule (dl-rule) in the KB. Since we
have dl-rules in the KB, we need to replace dl-atoms with a new predicate.

r(X) ← fDL[S∪+q;D](X);
r(X) ← gDL[S∪+q;C](X), w(X);
q(X) ← p(X);
Now, fDL[S∪+q;D] and gDL[S∪+q;C] are two new predicate symbols. Then, we

convert KB into a system of equations.

1. r = π̇{X}(fDL[S∪̇+ π̇{X}(q)+;D](X))[X]
2. r = (π̇{X}(gDL[S∪̇+ π̇{X}(q)+;C](X)�̇�w(X)))[X]
3. q = π̇{X}(p(X))[X]

The LHS expression of the first and second equation are the same. Therefore,

1. r = π̇{X}(fDL[S∪̇+ π̇{X}(q)+;D](X))[X]∪̇
(π̇{X}(gDL[S∪̇+ π̇{X}(q)+;C](X)�̇�w(X)))[X]

2. q = π̇{X}(p(X))[X]

The second step is to construct the model by incrementally constructing
the relation values in P . For any P in dl-program KB = (L,P ), PE are the
facts (rules in P without bodies), and PI are the rules (rules in P with bodies).
P ∗

E refers to a set of all ground instances of rules in PE . Without the loss of
generality, we assume that no predicate symbol occurs both in PE and in PI .

ALGORITHM. MODEL CONSTRUCTION
Input. A dl-program (KB = (L,P ))
Output. Relation values for the predicate symbols in P .
Method: The following steps compute the values:

1. (Initialization)
(a) Compute EQN(PI) using the algorithm SERIALIZE for each clause

in PI .
(b) For each predicate symbol p in PE , set

p+= {〈a1 . . . ak〉 | p(a1 . . . , ak) ∈ P ∗
E}, and

p−= ∅
(c) For each predicate symbol p in PI , set p+ = ∅ and p− = ∅.

2. For each equation of the form p = Dp in EQN(PI), compute the expres-
sion Dp and set p to the following relation. If the expression contains a
dl-relation, then perform query answering in the given description logic
knowledge base (L).
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3. If step 2 involved a change in the value of some p, goto 2.
4. Output the final values of all predicate symbol in PE and PI .

Now, we prove the termination of the second step of the algorithm.

Proposition 5 (Termination). Algorithm MODEL CONSTRUCTION ter-
minates for all dl-programs.

Proof. By Proposition 3, step 1 always terminates. By Propositions 2 and 4, the
loop in step 2–3 always terminates.

Next, we prove that the algorithm MODEL CONSTRUCTION is correct.

Theorem 1 (Correctness). A tuple 〈a1, . . . ak〉 is in p+ computed by the algo-
rithm MODEL CONSTRUCTION iff p(a1, . . . , ak) ∈ TKB ↑ ω.

Proof. Following from the fact that TKB ↑ 1 is set up by the initialization step,
and by Proposition 4, step 2 mimics the TKB operator, whose power always
converges by Proposition 2.

The following example consolidates our work presented in this paper. Here
we represent relations in the form of tables in which the positive and negative
parts are separated by a double line.

Example 6. Using the same KB from Example 5.

Solution. By step 1(a), EQN(PI) returns two equations:

1. r = π̇{X}(fDL[S∪̇+ π̇{X}(q)+;D](X))[X]∪̇
(π̇{X}(gDL[S∪̇+ π̇{X}(q)+;C](X)�̇�w(X)))[X]

2. q = π̇{X}(p(X))[X]

The domain value of every relation’s attribute is {a}. By step 1(b),

w =
{X}
〈a〉 and p =

{X}
〈a〉

Step 1 mimics the TKB ↑ 1.
In step 2, we have two equations. After applying the second equation,

w =
{X}
〈a〉 , p =

{X}
〈a〉 and q =

{X}
〈a〉

Now, it is important to observe that the first equation has two dl-relations.
So, it is necessary to perform query answering on the description logic knowledge
base (L).

fDL[S∪̇+ π̇{X}(q)+;D]=
{X}
〈a〉

In the above relation, the tuples in q are inserted into concept S, and
query answering (D(X)) is performed. The description logic knowledge base (L)
already contains an assertion D(b) but the domain values of dl-relation scheme
does not contain b. Hence, the above relation has only one tuple. Next,
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gDL[S∪̇+ π̇{X}(q)+;C]=
{X}
〈a〉

After computing the second equation, we have the following:

r =
{X}
〈a〉

Finally, we have the following:

r =
{X}
〈a〉 , w =

{X}
〈a〉 , p =

{X}
〈a〉 and q =

{X}
〈a〉

Further iterations of step 2 do not change the values of relations. Step 2
mimics the TKB operator.

In other words, TKB ↑ ω= {r(a), w(a), p(a), q(a)}.

6 Conclusion

In this paper, we took Eiter et al.’s dl-program [12–16] and represented it in
terms of the paraconsistent relational model. We also introduced the dl-relation
to represent the dl-atom, which gets its tuples from description logic knowledge
base. We then determined the fixed-point semantics of positive dl-programs using
paraconsistent algebraic operators and proved the correctness of it.

It is important to note that we can use the paraconsistent relations that were
obtained at the end of the algorithm for querying using paraconsistent tuple
relational calculus [2]. Thus, expressive queries can be given to paraconsistent
relations. Even though we correctly find the fixed-point semantics of dl-programs,
the given algorithm in this paper is not complete. We notice that we have not
proven the complexities of the algorithm. An interesting direction for future work
would be to determine the complexities of the algorithm and then to compare
the complexities of the algorithm with the complexities of the Eiter et al.’s
dl-programs [16]. There are two more possible directions of future works for
this paper. The first work would be extending the algorithm to accommodate
default negation (not) and to determine the well-found semantics of dl-programs
in the paraconsistent relation model. Moreover, we are currently working in
this direction. The second work would be representing different formalisms (as
mentioned in the Introduction section) for integration of description logic and
rules in the paraconsistent relation model to find its model.

References

1. Baader, F., Calvanese, D., McGuinness, D.L., Nardi, D., Patel-Schneider, P.F.
(eds.): The Description Logic Handbook: Theory, Implementation, and Applica-
tions. Cambridge University Press, New York (2010)

2. Bagai, R.: Tuple relational calculus for paraconsistent databases. In: Monard, M.C.,
Sichman, J.S. (eds.) AI 2000. LNCS, vol. 1952, pp. 409–416. Springer, Heidelberg
(2000)

3. Bagai, R., Sunderraman, R.: A paraconsistent relational data model. Int. J. Com-
put. Math. 55(1–2), 39–55 (1995)



Description Logic Programs: A Paraconsistent Relational Model Approach 155

4. Bagai, R., Sunderraman, R.: Bottom-up computation of the fitting model for gen-
eral deductive databases. J. Intell. Inf. Syst. 6(1), 59–75 (1996)

5. Bagai, R., Sunderraman, R.: Computing the well-founded model of deductive data-
bases. Int. J. Uncertainty Fuzziness Knowl. Based Syst. 4(02), 157–175 (1996)

6. Belnap Jr., N.D.: A useful four-valued logic. In: Dunn, J.M., Epstein, G. (eds.)
Modern Uses of Multiple-Valued Logic, pp. 5–37. Springer, Amsterdam (1977)

7. Boley, H., Hallmark, G., Kifer, M., Paschke, A., Polleres, A., Reynolds, D.: RIF
core dialect. W3C Recommendation 22 (2010)

8. Boley, H., Kifer, M.: RIF basic logic dialect. In: W3C Working Draft, July 2009
9. Da Costa, N.C., et al.: On the theory of inconsistent formal systems. Notre Dame

J. Formal Logic 15(4), 497–510 (1974)
10. Donini, F.M., Lenzerini, M., Nardi, D., Schaerf, A.: A hybrid system with datalog

and concept languages. In: Ardizzone, E., Gaglio, S., Sorbello, F. (eds.) Trends in
Artificial Intelligence. LNCS, vol. 549, pp. 88–97. Springer, Heidelberg (1991)

11. Donini, F.M., Lenzerini, M., Nardi, D., Schaerf, A.: Al-log: integrating datalog and
description logics. J. Intell. Inf. Syst. 10(3), 227–252 (1998)

12. Eiter, T., Ianni, G., Lukasiewicz, T., Schindlauer, R.: Well-founded semantics
for description logic programs in the semantic web. ACM Trans. Comput. Logic
(TOCL) 12(2), 11 (2011)

13. Eiter, T., Ianni, G., Lukasiewicz, T., Schindlauer, R., Tompits, H.: Combining
answer set programming with description logics for the semantic web. Artif. Intell.
172(12), 1495–1539 (2008)

14. Eiter, T., Ianni, G., Polleres, A., Schindlauer, R., Tompits, H.: Reasoning with
rules and ontologies. In: Barahona, P., Bry, F., Franconi, E., Henze, N., Sattler,
U. (eds.) Reasoning Web 2006. LNCS, vol. 4126, pp. 93–127. Springer, Heidelberg
(2006)

15. Eiter, T., Lukasiewicz, T., Schindlauer, R., Tompits, H.: Combining answer set pro-
gramming with description logics for the semantic web. In: Principles of Knowledge
Representation and Reasoning: Proceedings of the Ninth International Conference
(KR 2004), Whistler, Canada, 2–5 June 2004, pp. 141–151 (2004). http://www.
aaai.org/Library/KR/2004/kr04-017.php

16. Eiter, T., Lukasiewicz, T., Schindlauer, R., Tompits, H.: Well-founded semantics
for description logic programs in the semantic web. In: Antoniou, G., Boley, H.
(eds.) RuleML 2004. LNCS, vol. 3323, pp. 81–97. Springer, Heidelberg (2004)

17. Fitting, M.: Fixpoint semantics for logic programming a survey. Theoret. Comput.
Sci. 278(1), 25–51 (2002)

18. Grosof, B.N., Horrocks, I., Volz, R., Decker, S.: Description logic programs: combin-
ing logic programs with description logic. In: Proceedings of the 12th International
Conference on World Wide Web, pp. 48–57. ACM (2003)
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Abstract. Covering arrays are used in testing deterministic systems
where failures occur as a result of interactions among subsystems. The
goal is to reveal if any interaction induces a failure in the system. Appli-
cation areas include software and hardware testing. A binary covering
array CA(N;t,k,2) is an N × k array over the alphabet {0, 1} with the
property that each set of t columns contains all the 2t possible t-tuples
of 0’s and 1’s at least once. In this paper we propose a direct method
to construct binary covering arrays using an specific interpretation of
binomial coefficients: a binomial coefficient with parameters k and r will
be interpreted as the set of all the k-tuples from {0, 1} having r ones and
k−r zeroes. For given values of k and t, the direct method uses an explicit
formula in terms of both k and t to provide a covering array CA(N;t,k,2)

expressed as the juxtaposition of a set of binomial coefficients; this cov-
ering array will be of the minimum size that can be obtained by any
juxtaposition of binomial coefficients. In order to derive the formula, a
Branch & Bound (B&B) algorithm was first developed; the B&B algo-
rithm provided solutions for small values of k and t that allowed the
identification of the general pattern of the solutions. Like others previ-
ously reported methods, our direct method finds optimal covering arrays
for k = t+ 1 and k = t+ 2; however, the major achievement is that nine
upper bounds were significantly improved by our direct method, plus
the fact that the method is able to set an infinite number of new upper
bounds for t ≥ 7 given that little work has been done to compute binary
covering arrays for general values of k and t.

1 Introduction

Combinatorial testing has been applied in many research areas as: materials
design, medicine, agriculture, biology, software testing [1,3,13,23] and it has
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DOI: 10.1007/978-3-319-27060-9 13
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been used recently in hardware Trojan detection [15]. Hardware Trojan detection
is considered NP-hard problem [21]. To fully guarantee the quality of hardware
products all possible configurations must be tested, but this exhaustive approach
is not always a viable option (the number and combinations of possible inputs
and internal states is intractable) [10]. A reduced set of input patterns that max-
imizes the probability of activating the Trojan is thus desirable. An alternative
technique to accomplish this goal is the binary Covering Array CAs [15].

A covering array (CA), denoted by CA(N;t,k,v), is an N × k array where
each N × t subarray contains each of the combinations of symbols from the set
{0, 1 . . . , v−1}t at least once. The value of N is the number of rows, t is called the
strength and represents the interaction size, k is called the degree (or columns),
and v is the order (or alphabet). When v equals 2, the array is called binary CA.
The minimum value of N is called the Covering Array Number (CAN ) and is
defined by:

CAN(t, k, v) = min{N : ∃CA(N ; t, k, v)}.

Covering arrays (CAs) can be classified based on their order. A covering array
of order two is a binary CA because it only contains two different symbols, 0
and 1. If the order is three the CA is a ternary CA, and so on. In this paper we
are dealing with binary CAs, the hardness of the construction of optimal binary
covering arrays is such that there is no polynomial time algorithm for general
values of k and t.

There exists more restrictive versions of the CAs called orthogonal arrays
(OA), or rather the CAs are relaxed versions of the OAs. In an orthogonal array
every t-tuple appears exactly λ times. When λ = 1 every t-tuple arises exactly
one time, and therefore the OA is an optimal CA. These types of orthogonal
arrays are denominated orthogonal arrays of index unity.

The binomial coefficients
(
k
r

)
are used to represent several things, and in this

work they are used to represent the subset of the rows of size k having k − r
zeroes and r ones, and we reference this by

{
k
r

}
. For a given k there are k + 1

row subsets
{
k
0

}
,

{
k
1

}
, . . .,

{
k
k

}
which form a partition of the set of all the 2k

binary rows of size k. Given k ≥ 2 an easy way to construct a binary CA with
k columns and strength t, 2 ≤ t ≤ k, is to take the juxtaposition of the entire
collection of row subsets

{
k
0

}
,
{
k
1

}
, . . .,

{
k
k

}
. However, when k > t it is possible

to construct a CA of strength t by taking only a proper subset of these row
subsets. Then, given the parameters k and t the problem is to find the subset
of binomial coefficients with the minimum total number of rows that form a CA
for the given parameters.

For small values of k and t it was possible to find these subsets by means
of an exact algorithm based on branch and bound (B&B) that uses a clever
structure called kt in order to construct only the subset of binomial coefficients
that are CA, i.e. the subset of binomial coefficients that are not CA are not
constructed by the algorithm. With the results produced by the exact algorithm
it was possible to identify regular patterns in the optimal solutions for some
values of k and t. Finally these regular patterns were summarized in a formula
that for general values of k and t produces in linear time the subset of binomial
coefficients that make an optimal CA for the parameters k and t.
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In the case k = t the only solution is to take the entire set of binomial
coefficients

(
k
j

)
for j = 0, 1, . . . , k, and the CA generated is the OA(2k;k,k,2).

In addition to the trivial case the construction of CAs using binomial coefficients
also gives the optimal solution for the cases k = t+1 and k = t+2. The formula
we developed correctly finds the binomial coefficient subset that constructs the
optimal CAs in these two cases. When k > t + 2 the construction is not as good
as other algorithms for small values of t such as t ≤ 7, but for larger values of t
the direct method sets an infinite number of new upper bounds given that little
work has been done for t ≥ 7.

The remaining of the document is organized as follow: Sect. 2 is a review of
the relevant work related with the construction of CAs; Sect. 3 is the central
part of the document, where the proposed construction is explained and the
formula is derived based on the results of the B&B algorithm; Sect. 4 shows the
computational results obtained for t = 2, 3 . . . , 26 and k = t+1, t+2, . . . , t+25,
highlighting the lower bounds improved and the ones proposed for the first time;
Finally, Sect. 5 summarizes the relevant contributions of this work.

2 Related Work

Given that in this work we deal only with binary covering arrays we recommend
to the reader the review of the work by Lawrence et al. [17], and in this section we
give a brief review of some general methods to construct covering arrays. There
are several methods to construct covering arrays. According to the strategy to
generate the CAs they can be classified into direct, algebraic, recursive, greedy
or metaheuristic [19].

Direct methods are capable to construct a CA based on a mathematical
formulation without doing any search or using other auxiliary components. The
method proposed in this work is a direct method that is closely related with
the idea of constant weight vectors [28,29], but the two approaches are totally
different, and we develop in greater depth all the implications of using binomial
coefficients for building CAs.

For binary CAs, the case t = 2 was solved independently by Katona [14]
and Kleitman and Spencer [16]. For a given k > 1 the method first compute the
CAN(k, 2, 2) = N where N is the smallest integer such as k ≤ (

N−1
�N

2 �
)
. Then an

N × k matrix is created and its first row is filled with zeroes. The columns of
the remaining N − 1 rows are filled with all the combinations of �N

2 � ones and
N − 1 − �N

2 � zeroes. Another of the most classical direct methods is the Bush’s
construction [2] that uses Galois finite fields to obtain orthogonal arrays of index
unity OA(vt;t,v+1,v) where v = pn is a primer power.

Algebraic constructions are those that follow a mathematical formulation to
construct a CA but they use, in addition, auxiliary combinatorial components
such as vectors and other CAs [19]. One of these methods is the technique of
cyclotomy developed by Colbourn [6]. Given a vector αq,v with entries from v
symbols and size q, one type of construction is doing all the rotations of the
vector α in order to obtain a q × q matrix. Under certain conditions, such as the
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vector α is derived from Galois finite fields and q ≡ 1 (mod v) is a prime power,
the matrix will be a covering array CA(q;t,q,v). Other important algebraic
constructions are construction by groups used by Chateauneuf et al. [4] and
Meagher and Stevens [20]; the power of a covering array [12]; the Roux-type
constructions [25]; and the difference covering arrays used by Yin [32].

The recursive methods start with a CA and obtain other CAs with more
columns in polynomial time using the operations of product and powering of
other CAs. The product of two covering arrays of strength two by Stevens and
Mendelsohn [27] is described next: let A = (ai,j) be a CA(N;2,k,v) and let B =
(bi,j) be a CA(M;2,l,v), the product of these two CAs is the CA(N+M,2,kl,v)
given by the array C = (ci,j) of size (N + M) × kl constructed as follow: (a)
ci,(f−1)k+g = ai,g for 1 ≤ i ≤ N , 1 ≤ f ≤ l and 1 ≤ g ≤ k; (b) cN+i,(f−1)k+g =
bi,f for 1 ≤ i ≤ M , 1 ≤ f ≤ l and 1 ≤ g ≤ k. This work was extended after by
Colbourn et al. [9].

In the category of the greedy algorithms the IPOG of Lei et al. [18] is one of
the best known. The IPOG algorithm is the generalization to greater strengths of
the IPO (In-Parameter-Order) algorithm which construct strength two CAs. The
purpose of the IPOG is to construct a t-way test set for all the k parameters
of the system to be tested, which is in essence the construction of CAs with
strength t. For a system with t or more parameters, the IPOG strategy starts
by building a t-way test set for the first t parameters, then it extends the test
set for one more parameter at a time until it builds a t-way test set for all
the parameters. The extension of an existing t-way test set for an additional
parameter is done in two steps: horizontal growth which extends each existing
test by adding one value for the new parameter, and vertical growth which adds
new tests, if needed, to the test set produced by horizontal growth. Other very
important greedy algorithm is the DDA (Deterministic Density Algorithm) of
Colbourn and Cohen [7].

Metaheuristic algorithms are also been developed to construct CAs. These
algorithms does not guarantee the construction of the optimal CA but in practice
they give good results in a reasonable amount of time. Among the most used
metaheuristics are simulated annealing [5,30], Tabu search [22,31] and genetic
algorithms [24,26].

3 Proposed Solution

In this section the method to construct binary CA from binomial coefficients is
fully explained. Also we give a B&B algorithm to find the best solution in terms
of the binomial coefficients to construct a CA with k columns and strength t.
A number of regular patterns were observed in the solutions provided by the
exact algorithm which were exploited to obtain the general formula.

3.1 Generation of Covering Arrays Using Binomial Coefficients

In the expansion of the binomial (x + y)n =
∑n

r=0

(
n
r

)
xn−ryr the binomial coef-

ficient
(
n
r

)
is the numeric coefficient of the term with xn−r or equivalently the
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numeric coefficient of the term with yr, this is the main interpretation of a bino-
mial coefficient

(
n
r

)
. However, a binomial coefficient

(
n
r

)
may represent several

other things like the number of subsets with r different elements that can be
formed from a set of n elements. For example, a binomial coefficient

(
n
r

)
can

represent the set of binary sequences of length n that have exactly r ones. As a
concrete example, the binomial coefficient

(
4
2

)
can be used to represent the six

different binary sequences of length four with exactly two ones, they are: 1100,
1010, 1001, 0110, 0101 and 0011.

These six binary sequences of length four with exactly two ones may be
considered as a block of six binary rows of length four in the construction of
a CA. This is the basic idea in the method of construction we are proposing,
i.e. the method constructs CAs by juxtaposing blocks of rows given by binomial
coefficients. The key concept for the method of generating CAs from binomial
coefficients is the concept of row subset, which is formalized next.

Definition 1. Let k and r be two integers such as 0 ≤ r ≤ k. The row subset{
k
r

}
is defined to be the set of the

(
k
r

)
rows having k − r zeroes and r ones.

Note that in this definition we use the notation
{
k
r

}
instead of the binomial

notation
(
k
r

)
to represent a row subset.

For a given k ≥ 2 the set of all the 2k binary k-column rows may be par-
titioned in the k + 1 row subsets

{
k
0

}
,
{
k
1

}
, . . . ,

{
k
k

}
. The juxtaposition of these

k + 1 binomial coefficients produces the orthogonal array OA(2k;k,k,2) which
is also a covering array for t = 2, 3, . . . , k − 1. Figure 1(a) shows an example of
this, the binary orthogonal array OA(16;4,4,2) results from the juxtaposition
of the row subsets

{
4
0

}
,

{
4
1

}
,

{
4
2

}
,

{
4
3

}
and

{
4
4

}
; but the juxtaposition of these

row subsets is also a covering array for t = 3 and t = 2. However, when t < k no
all the k + 1 binomial coefficients are required to form a CA of strength t, i.e. it
is sufficient with a proper subset of the k + 1 binomial coefficients. For example,
Fig. 1(b) and (c) shows that the two binary CAs of five rows for k = 4 and t = 2
are obtained by juxtaposing only two of the five row subsets.

Therefore, given the parameters k and t the problem of construct binary
covering arrays using binomial coefficients is reduced to find a collection C of
row subsets

{
k
r

}
such that the juxtaposition of its elements form a CA for the

parameters k and t and whose total number of rows is minimum. Formally:

Definition 2. Given the parameters k and t, the problem of the construction
of a binary covering array CA(N;t,k,2) using binomial coefficients consists in
finding a subcollection C =

{
k
r1

}
,

{
k
r2

}
, . . .,

{
k
ri

}
of the row subsets

{
k
r

}
for

r = 0, . . . , k such that the juxtaposition of all the rows subsets in C covers all
the 2t different binary t-tuples in any group of t columns and such that |C | ≤
|C ′| for any other subcollection C ′ of row subsets that also covers the 2t binary
tuples in any group of t columns (|C | indicates the size in number of rows o the
resulting CA).
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(a) OA(16,4,4,2){
4

0

}
0 0 0 0

{
4

1

} 1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

{
4

2

} 1 1 0 0
1 0 1 0
1 0 0 1
0 1 1 0
0 1 0 1
0 0 1 1{

4

3

} 1 1 1 0
1 1 0 1
1 0 1 1
0 1 1 1{

4

4

}
1 1 1 1

(b) CA(5;2,4,2){
4

0

}
0 0 0 0

{
4

3

} 1 1 1 0
1 1 0 1
1 0 1 1
0 1 1 1

(c) CA(5;2,4,2)

{
4

1

} 1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1{

4

4

}
1 1 1 1

Fig. 1. (a) The binary orthogonal array OA(16; 4, 4, 2) constructed by juxtaposing the
row subsets 4; r, r = 0, 1, . . . , 4. (b) The binary covering array with k = 4 and t = 2
can be formed with the juxtaposition of the row subsets 4; 0 and 4; 3 or (c) with the
juxtaposition of the row subsets 4; 1 and 4; 4.

The juxtaposition of two row subsets
{
k
i

}
and

{
k
j

}
will be denoted by

{
k
i

}
+

{
k
j

}
. In this way the juxtaposition of a collection of row subsets

{
k
r1

}
,

{
k
r2

}
, . . .

{
k
ri

}
will be denoted by

∑i
j=1

{
k
rj

}
.

The set of the 2t binary t-tuples that have to be covered in any group of t
columns can also be partitioned in t + 1 classes, each of them represented by
a binomial coefficient or row subset

{
t
s

}
, 0 ≤ s ≤ t. The binomial coefficient

{
t
s

}
contributes with the t-tuples in which there are t − s zeroes and t ones.

Continuing with the example in which k = 4 and t = 2, the four (2t = 22 = 4)
2-tuples 00, 01, 10 and 11 can be grouped in t + 1 = 3 classes:

{
2
0

}
= {00},

{
2
1

}
= {01, 10} and

{
2
2

}
= {11}.

Any row subset
{
k
r

}
covers the same t-tuple an equal number of times in

any group of t columns. For example the row subset
{
4
3

}
, showed in Fig. 1(a)

and (b), covers the 2-tuples 01, 10 and 11 the same number of times in any two
columns. As an specific case, the 2-tuple 11 is covered two times in the columns
one and two, and it is covered this number of times in any other combination of
two columns, i.e. in columns one and three, one and four, two and three, two and
four, and three and four. This property implies that if a row subset

{
k
r

}
covers a

particular set
{
t
s

}
of t-tuples, then the row subset covers it in any combination

of t columns.
At this point we are using binomial coefficients to represent the row subsets

in which the binary rows of k columns must be partitioned, and to represent
the classes in which the t-tuples may be partitioned. From here, we will use the
term kClass to refer to the row subset

{
k
r

}
representing the row subset with k−r



164 J. Torres-Jimenez et al.

zeroes and r ones, and the term tClass to refer to the binomial coefficient
{
t
s

}

representing the subset of the t-tuples that have t − s zeroes and s ones.
It is very easy to know which tClass is covered by which kClass: a tClass

is covered by a kClass if and only if the kClass has at least as many zeroes
as the tClass has, and has at least as many ones as the tClass has. In other
words, a kClass

{
k
r

}
covers a tClass

{
t
s

}
if and only if the conditional expression

[(t − s) ≤ (k − r)] ∧ (s ≤ r) is true.
With the introduction of the concepts of kClass and tClass the problem of

construct binary CAs using binomial coefficients is now expressed as the problem
of finding the set of kClass with minimum cardinality that covers all the tClass.
The computation of this subset of kClass is simplified by the introduction of a
(k+1)× (t+1) binary matrix that summarizes which tClass is covered by which
kClass, we called this matrix the kt structure. The kt structure has one row for
each kClass and one column for each tClass. In each cell i, j the matrix has an
1 if and only if the i-th kClass covers the j-th tClass and has a 0 in other case.
Figure 2 shows the kt structure for general values of k and t, and Fig. 2(b) shows
the kt structure for the concrete case k = 4 and t = 2.

(a)

tClass
kClass {

t
0

} {
t
1

} · · · {
t
t

}
{
k
0

}
0|1 0|1 · · · 0|1

{
k
1

}
0|1 0|1 · · · 0|1

...
...

...
. . .

...

{
k
k

}
0|1 0|1 · · · 0|1

(b)

tClass
kClass {

2
0

} {
2
1

} {
2
2

}
{
4
0

}
1 0 0

{
4
1

}
1 1 0

{
4
2

}
1 1 1

{
4
3

}
0 1 1

{
4
4

}
0 0 1

Fig. 2. (a) The kt structure is a (k + 1) × (t + 1) binary matrix in which the cell i, j
has an 1 if and only if the tClass j is covered by the kClass i. (b) A concrete example
of the kt structure for k = 4 and t = 2.

One way to solve the problem of construct CAs using binomial coefficients
is testing the 2k+1 subsets of kClass (i.e. all possible solutions) and selects the
subset that produce a CA with minimum number of rows. To test whether or not
a candidate solution generates a CA it is sufficient to verify that for each tClass
s there exists at least one kClass r that covers it, i.e. if the kt structure has 1 in
the cell corresponding to the classes r and s. According to Fig. 2(b) the solution{{

4
0

}
,
{
4
3

}}
produces a valid CA because the kClass

{
4
0

}
covers the tClass

{
2
0

}
,

and the kClass
{
4
3

}
covers the the tClass

{
2
1

}
and

{
2
2

}
. Also the solution

{{
4
2

}}

produces a valid CA because the kClass
{
4
2

}
covers the three tClass.
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3.2 A Branch and Bound Algorithm

With the kt structure given a particular solution or subset of kClass it is possible
to test in linear time, with respect to the number of tClass, if the candidate
solution generates a valid CA. However, since there are 2k+1 possible solutions
or subsets of kClass the exhaustive approach of testing all the solutions to find
the best one is impractical because the number of solutions grows exponentially
with respect to k and t. But the kt structure provides the required information
to develop a branch and bound algorithm which produces the same results as
the exhaustive search.

The basic idea of a B&B algorithm is to explore only the combinations of
kClass s.t. any kClass covers at least one tClass not covered by other kClass in
the solution. In other words, one kClass is added to the partial solution if and
only if it covers at least one tClass not covered by any other kClass in the partial
solution. In this way the number of the kClass in one solution is at most t + 1.

In addition to the kt structure the B&B algorithm requires an auxiliary
matrix, called aux, of t + 1 rows and k + 1 columns. In each row s the aux
matrix stores all the kClass that cover the tClass s, where s is an integer used to
identify the particular kClass. There are k + 1 kClass for a given value of k and
any of them may be uniquely identified by an integer 0 ≤ i ≤ k, with i meaning
the number of 1’s in the rows of the kClass. For example, all the rows in the
kClass

{
k
3

}
have three 1’s, and therefore we identify this kClass by the number

3 in the B&B algorithm.
If the tClass s is covered by the kClass

{
k

rs,0

}
,
{

k
rs,1

}
, . . .,

{
k

rs,m−1

}
, then the

row s of the aux matrix contains in the first position the number rs,0, in the
second position the number rs,1, and so on until in the position m it contains
the number rs,m−1. From the position m+1 to position k the aux matrix stores
a null value to indicate these positions are not in use (Fig. 3).

The B&B algorithm starts by adding the first kClass in row 0 of the aux
matrix to the partial solution. Next the algorithm searches in the kt structure
the tClass covered by the newly added kClass. An auxiliary vector covered is
required to check out all the tClass covered by the actual solution. If the partial
solution does not cover all the tClass, then it is necessary to add one more kClass

cols
rows

0 1 . . . m − 1 . . . k

0 r0,0 r0,1 . . . r0,m−1 . . . −
...

...
...

. . .
...

. . .
...

s rs,0 rs,1 . . . rs,m−1 . . . −
...

...
...

. . .
...

. . .
...

t rt,0 rt,1 . . . rt,m−1 . . . −

Fig. 3. The aux matrix in the B&B algorithm. According to the matrix, the tClass s
is covered by the kClass k; rs,o, k; rs,1, . . ., k; rs,m−1.
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that covers at least one tClass not covered yet. If tClass j is the lesser1 tClass
not covered by the partial solution, then the first kClass stored in row j of the
aux matrix is added to the partial solution. The algorithm proceed in this way
until all the tClass are covered.

The first complete solution will be formed by elements in the first column of
the aux matrix, possible not all of them. Because of this, it is necessary to know
at any time to which row and column of the aux matrix a kClass in the current
solution belongs, because the algorithm works by replacing the last added kClass
by the next kClass in its row (the row of the last added kClass).

Having the first complete solution, what follows is to replace in the current
solution the last added kClass by the next kClass in its row. There are two
possibilities: (1) The next kClass covers all the tClass covered by the replaced
kClass. In this case the new subset of kClass is tested to verify whether or not
it improves (has less rows) the current best solution; (2) The next kClass does
not cover all the tClass covered by the replaced kClass. Here the solution is not
completed and has to be completed in the same way as the first solution was
found.

When the row of the currently last added kClass is exhausted, the last added
class is removed from the solution and the second from last added kClass is
replaced by the following kClass in its row. If this kClass does not cover all the
tClass covered by the previously two last added kClass, then one more kClass is
added until all the tClass are covered; but if the kClass covers all the remaining
tClass then no other kClass is added to the current solution, and the combina-
tions containing redundant2 kClass are never tested. In any case the process of
replacing the last added kClass by the next kClass in its row starts again.

The algorithm works in this way, going up and down in the rows of the aux
matrix and making bounds whenever possible. Every time a row is exhausted
the kClass previously added is replaced by the next kClass in its row. Let r be
this next kClass, then the following kClass added in order to complete a valid
solution must be greater than r, because all the kClass less than r were already
considered or will be considered late when the backtrack reaches the kClass lesser
than r. In this way, all the kClass lesser than the last added kClass r are ignored
in the bound phase. The algorithm ends when the first row of the aux matrix is
exhausted.

For the example in Fig. 2(b) the aux matrix is showed in Fig. 4. In this
example the first solution constructed is {0, 1, 2} which is formed by the kClass in
the first column of the aux matrix (not by the kClass in the first row). Next, the
algorithm explores the solutions: {0, 1, 3}, {0, 1, 4}, {0, 2}, {0, 3}, {1, 2}, {1, 3},
{1, 4} and {2}.

1 By identifying the t+ 1 tClass in the same way as the kClass, i.e. by the number of
1’s in its rows.

2 One kClass is redundant with respect to the other kClass in the current solution if
it does not cover at least one tClass not covered by any kClass in the solution.
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cols
rows

0 1 2 3 4

0 0 1 2 − −
1 1 2 3 − −
2 2 3 4 − −

Fig. 4. aux matrix for the kt structure of the Fig. 2(b).

3.3 The Explicit Formula

The B&B algorithm was developed with the purpose of finding all the optimal
solutions (in the sense of juxtaposing the interpretation of binomial coefficients)
for given values of k and t. Table 1 shows the results found with the B&B algo-
rithm for k = 3, . . . , 10 and t = 2, . . . , 9.

The case k = t is trivial because the only solution is to take all the kClass{
k
r

}
, 0 ≤ r ≤ k. Other patterns easy to see is that there are two solutions when

t is even, except for t = k, and there is only one solution when t is odd, except
for t = k − 1.

When t = k − 1 there are always two solutions regardless if t is even or odd.
The two solutions make one partition of the kClass with the kClass whose rows
have an even number of 1’s in one solution and the kClass whose rows have an
odd number of 1’s in the other solution. Because the two solutions are optimal
they have the same number of rows, so this solutions are isomorphic orthogonal
arrays of index unity OA(2k−1; k − 1, k, 2).

However, the more important pattern is when the number of 1’s in the rows
of the kClass in the solutions are separated by a distance of k − t + 1. For
example, for k = 6 and t = 5 the solutions are

{{
6
0

}
,
{

6
2

}
,
{

6
4

}
,
{

6
6

}}
and{{

6
1

}
,
{

6
3

}
,
{

6
5

}}
, in both cases the number of 1’s in the rows of the kClass are

separated by one distance of k − t + 1 = 6 − 5 + 1 = 2. When k = 9 and t = 3,
the solution is

{{
9
1

}
,
{

9
8

}}
, and the classes in the solution are separated by a

distance of 9 − 3 + 1 = 7. Therefore the number of 1’s in the rows of the kClass
in the solution(s) for k = a and t = b are separated by a distance of a − b + 1.

The key to derive the general formula is to determine one of the kClass in
the solution. Because of knowing one kClass in the solution the others kClass
may be inferred easily, since the number of 1’s in their rows are separated by a
distance of k − t + 1.

Again, the results in Table 1 allows to find the answer. We found that one
kClass always present in at least one of the solutions for general values of k
and t is the kClass whose rows have 	 t

2
 1’s. This kClass is not necessarily the
class whose rows have the minimum number of 1’s among all the kClass in the
solution, but since the separation between the number of 1’s in the rows of the
kClass is known, the kClass with rows having less than 	 t

2
 1’s are obtained by
subtracting k − t + 1 from 	 t

2
 while the resulting number is greater than or
equal to zero.
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For example, when k = 9 and t = 8 the kClass with minimum number of 1’s
it its rows is obtained by repeatedly subtracting d = 9 − 8 + 1 = 2 from 	 t

2
 =
	 8
2
 = 4 while the resulting number is not negative. In this way the kClass with

less number of 1’s in its rows is the kClass
{

9
0

}
because 4−2 = 2 and 2−2 = 0.

Successive subtractions are better expressed by a module operation. Then
for given values of k and t the least number of 1’s in the rows of a kClass

{
k
r0

}

in the solution for k and t is:

r0 =
⌊

t

2

⌋

mod (k − t + 1).

Thus, for k = 9 and t = 8 the kClass with less number of 1’s in its rows is
the kClass

{ 9
� 8
2 �mod (9−8+1)

}
=

{
9

4mod 2

}
=

{
9
0

}
. The last thing necessary for

the general formula is to determine how many kClass are in the solution. This
number is determined as follows: the first kClass in the solution is the kClass
whose rows have r0 = 	 t

2
 mod (k − t + 1) 1’s, then the strategy is to determine
how many times the value k − t + 1 may be added to r0 without exceed k, and
this number of times will be the number of kClass the solution has in addition
to kClass

{
k
r0

}
. So the formula to obtain the number of kClass in the solution

for given values of k and t is:
⌊

k − r0
k − t + 1

⌋

+ 1.

At this point we know the initial kClass, or the kClass whose rows have less
1’s, 	 t

2
 mod (k − t + 1), and the length of the separation between the number
of 1’s in the kClass, k − t + 1. Therefore given any values of k and t with t ≤ k
the explicit formula to construct a binary CA is the Eq. 1.

⌊
k−(� t

2 �mod (k−t+1))
k−t+1

⌋

∑

j=0

{
k

(k − t + 1) j + (	 t
2
 mod (k − t + 1))

}

(1)

In fact, Eq. 1 is not a formula to construct a CA rather it is the CA itself,
because it denotes the juxtaposition of the row subsets that form the CA.

For example let k = 8 and t = 7 be, the first kClass in the solution is the
kClass

{
8

� 7
2 �mod (8−7+1)

}
=

{
8

3 mod 2

}
=

{
8
1

}
. The total number of kClass in the

solution is
⌊

8−1
8−7+1

⌋
+ 1 =

⌊
7
2

⌋
+ 1 = 3 + 1 = 4. Thereby the CA for k = 8 and

t = 7 is given by
∑3

j=0

{
8

2j+1

}
=

{
8
1

}
+

{
8
3

}
+

{
8
5

}
+

{
8
7

}
.

For the cases in which two solutions exists, the Eq. 1 only provides one of
them, the one that contains the kClass with 	 t

2
 1’s in its rows, but since both
solutions have an equal number of rows the Eq. 1 provides the optimal construc-
tion (for this method) of binary covering arrays from the interpretation we gave
to binomial coefficients.
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4 Computational Results

In order to get insight into the characteristics of the solutions provided by our
direct method we will present a set of computational results derived of the use
of Eq. 1 to find binary CAs for given values of k and t tables.

Equation 1 provides the row subsets which form the small CA that can be
obtained with this method of construction. As mentioned in Sect. 3.3 the length
of separation between the amount of 1’s in the kClass is equal to k− t+1, which
in this case is (t + 1) − t + 1 = 2. In this and several other tables the value of k
does not appear explicitly in the tables, instead a value called s appears in the
tables. The value of k can be deduce from the values of t and s by adding them,
for example consider t = 4 and s = 1, then the value of k is equal to 4 + 1 = 5.

This case k = t + 1 is one of the two cases in which the CA provided by
the direct method is optimal with respect to any method of construction and
not only with respect to our direct method, i. e. there not exist better CAs for
k = t + 1. The reason is that these CAs are orthogonal arrays of index unity
OA(2k−1, k − 1, k, 2).

Since the number of rows in a row subset
{
k
r

}
is given by the binomial coef-

ficient
(
k
r

)
interpreted as a number, it follows that the total number of rows (the

size) of the CA
∑m

j=0

{
k
rj

}
provided by Eq. 13 is equal to

∑m−1
j=0

(
k
rj

)
. In this way

replacing the row subsets by its corresponding binomial coefficient in Eq. 1 the
size of the CA is obtained by accumulating the value of the binomial coefficients.
Therefore the size of the CA generated by the direct method for certain values
of k and t can be computed as easily as the generation of the CA itself.

Tables 2 and 3 contain the size of the CAs generated by the direct method
for k = t+1, t+2, . . . , t+25 and t = 2, 3, . . . , 26. The tables have three different
text presentation: normal, bold and italic. Normal text is used for the result
values which did not improve the previous bound reported; text in bold is used
for highlight the result which improve the previous best bound reported; and
the text in italic is used for the bounds proposed by first time.

In total nine previously reported upper bounds were improved by the direct
method, these are extracted in Table 4 for better clarity. The previous better
bounds used for comparing were the reported by Colbourn et al. [8]. The last
column of Table 4 shows the improvement achieved with the direct method, i.e.
the number of rows lowered with respect to the previous bound. In all cases the
new upper bound given by the direct method is considerably better than the
previous one. For example, the case in which less rows were lowered is the case
s = 5, t = 8, the previous best bound was of 1051 rows while the bound given
by our direct method is 1001 rows, which is an improvement of 50 rows. In the
same way, the case in which more rows were lowered is the case s = 3, t = 11 in
which the improvement was of 1158 rows because the previous best bound was
of 5190 rows and the new bound given by the direct method is 4032 rows.

3 Being m =
⌊ k−
(⌊

t
2

⌋
mod d

)

d

⌋
and r = dj + (� t

2
� mod d) with d = k − t + 1.
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Table 2. Size of the CAs generated by the direct method for k = t+1, t+2, . . . , t+25
and t = 2, 3, . . . , 26. The improved upper bounds are in boldface, the not improved
ones are in normal text, and new bounds are in italic.

t
s

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

1 4 8 16 32 64 128 256 512 1024 2048 4096 8192 16384 32768 65536 131072
2 5 10 21 42 85 170 341 682 1356 2730 5461 10922 21845 43690 87381 174762
3 6 12 28 56 120 240 496 992 2016 4032 8128 16256 32640 65280 130816 261632
4 7 14 36 72 165 330 715 1430 3004 6008 12393 24786 50559 101118 204820 409640
5 8 16 45 90 220 440 1001 2002 4368 8736 18565 37130 77540 155080 320001 640002
6 9 18 55 110 286 572 1356 2730 6188 12376 27132 54264 116281 232562 490337 980674
7 10 20 66 132 364 728 1820 3640 8568 17136 38760 77520 170544 341088 735472 1470944
8 11 22 78 156 455 910 2380 4760 11628 23256 54264 108528 245157 490314 1081575 2163150
9 12 24 91 182 560 1120 3060 6120 15504 31008 74613 149226 346104 692208 1562275 3124550
10 13 26 105 210 680 1360 3876 7752 20349 40698 100947 201894 480700 961400 2220075 4440150
11 14 28 120 240 816 1632 4845 9690 26334 52668 134596 269192 657800 1315600 3108105 6216210
12 15 30 136 272 969 1938 5985 11970 33649 67298 177100 354200 888030 1776060 4292145 8584290
13 16 32 153 306 1140 2280 7315 14630 42504 85008 230230 460460 1184040 2368080 5852925 11705850
14 17 34 171 342 1330 2660 8855 17710 53130 106260 296010 592020 1560780 3121560 7888725 15777450
15 18 36 190 380 1540 3080 10626 21252 65780 131560 376740 753480 2035800 4071600 10518300 21036600
16 19 38 210 420 1771 3542 12650 25300 80730 161460 475020 950040 2629575 5259150 13884156 27768312
17 20 40 231 462 2024 4048 14950 29900 98280 196560 593775 1187550 3365856 6731712 18156204 36312408
18 21 42 253 506 2300 4600 17550 35100 118755 196560 736281 1472562 4272048 8544096 23535820 47071640
19 22 44 276 552 2600 5200 20475 40950 142596 237510 906192 1812384 5379616 10759232 30260340 60520680
20 23 46 300 600 2925 5850 23751 47502 169911 285012 1107568 2215136 6724520 13449040 38608020 77216040
21 24 48 325 650 3276 6552 27405 54810 201376 339822 1344904 2689808 8347680 16695360 48903492 97806984
22 25 50 351 702 3654 7308 31465 62930 237336 402752 1623160 3246320 10295472 20590944 61523748 123047496
23 26 52 378 756 4060 8120 35960 71920 278256 474672 1947792 3895584 12620256 25240512 76904685 153809370
24 27 54 406 812 4495 8990 40920 81840 324632 649264 2324784 4649568 15380937 30761874 95548245 191096490
25 28 56 435 870 4960 9920 46376 92752 376992 753984 2760681 5521362 18643560 37287120 118030185 236060370

Table 3. Size of the CAs generated by the direct method for k = t+1, t+2, . . . , t+25
and t = 2, 3, . . . , 26. The improved upper bounds are in boldface, the not improved
ones are in normal text, and new bounds are in italic.

t
s

18 19 20 21 22 23 24 25 26

1 262144 524288 1048576 2097152 4194304 8388608 16777216 33554432 67108864
2 349525 699050 1398101 2796202 5592405 11184810 22369621 44739242 89478485
3 523776 1047552 2096128 4192256 8386560 16773120 33550336 67100672 134209536
4 826045 1652090 3321891 6643782 13333932 26667864 53457121 106914242 214146295
5 1309528 2619056 5326685 10653370 21572460 43144920 87087001 174174002 350739488
6 2043275 4086550 8439210 16878420 34621041 69242082 141290436 282580872 574274008
7 3124576 6249152 13123488 26246976 54631360 109262720 225828800 451657600 928262016
8 4686826 9373652 20030039 40060078 84672780 169345560 354822776 709645552 1476390160
9 6906900 13813800 30045016 60090032 129024512 258049024 548354601 1096709202 2310796740

10 10015005 20030010 44352165 88704330 193536721 387073442 834451835 1668903670 3562467966
11 14307150 28614300 64512240 129024480 286097760 572195520 1251677701 2503355402 5414950334
12 20160075 40320150 92561040 185122080 417225900 834451800 1852482996 3704965992 8122425445
13 28048800 56097600 131128140 262256280 600805296 1201610592 2707475148 5414950296 12033222880
14 38567100 77134200 183579396 367158792 854992152 1709984304 3910797436 7821594872 17620076360
15 52451256 104902512 254186856 508373712 1203322288 2406644576 5586853480 11173706960 25518731280
16 70607460 141214920 348330136 696660272 1676056044 3352112088 7898654920 15797309840 36576848168
17 94143280 188286560 472733756 945467512 2311801440 4623602880 11058116888 22116233776 51915526432
18 124403620 248807240 635745396 1271490792 3159461968 6318923936 15338678264 30677356528 73006209045
19 163011640 326023280 847660528 1695321056 4280561376 8561122752 21090682613 42181365226 101766230790
20 211915132 423830264 1121099408 2242198816 5752004349 11504008698 28760021745 57520043490 140676848445
21 273438880 546877760 1471442973 2942885946 7669339132 15338678264 38910617655 77821235310 192928249296
22 350343565 700687130 1917334783 3834669566 10150595910 20301191820 52251400851 104502801702 262596783764
23 445891810 891783620 2481256778 4962513556 13340783196 26681566392 69668534468 139337068936 354860518600
24 563921995 1127843990 2481256778 6380374572 17417133617 34834267234 92263734836 184527469672 476260169700
25 708930508 1417861016 2481256778 8152700842 22595200368 45190400736 121399651100 242799302200 635013559600
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Table 4. Comparison table between the previous best bound and the new upper bound
found by the direct method for specific values of s and t. In total nine upper bounds
were improved.

s t Previous best bound New bound Improvement

3 8 563 496 −67

3 9 1230 992 −238

3 10 2491 2016 −475

3 11 5190 4032 −1158

4 8 795 715 −80

4 9 2002 1430 −572

4 10 4081 3004 −1077

5 8 1051 1001 −50

5 9 3014 2002 −1012

Table 5. Cases in which the direct method provides a better solution than the IPOG
algorithm.

s t IPOG Direct method Improvement

1 3 9 8 −1

1 4 22 16 −6

1 5 42 32 −10

1 6 79 64 −15

2 2 6 5 −1

2 3 11 10 −1

2 4 26 21 −5

2 5 57 42 −15

2 6 118 85 −33

3 3 14 12 −2

3 4 32 28 −4

3 5 68 56 −12

3 6 142 120 -22

4 3 16 14 −2

4 5 77 72 −2

5 3 17 16 −1

We also compare the proposed direct method with the IPOG algorithm, one
of the best known greedy algorithm for construction covering arrays. In the
Table 5 are showed the cases in which the direct method provides better results
than the IPOG algorithm. In general terms the direct method outperforms the
IPOG algorithm for small values of k, but as k grows the IPOG algorithm
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Table 6. Polynomials that describe in terms of k the size of the CAs generated by the
direct method for s = 1, 2, 3. The last column indicates the value of k from which the
polynomial is valid, i.e. correctly gives the size of the CA.

t Polynomial Valid for k ≥ t

2 k + 1 3
3 2k 4
4 1

2
k(k − 1) 7

5 k(k − 1) 8
6 1

6
k(k − 1)(k + 1) 9

7 1
3
k(k + 1)(k − 2) 10

8 1
24
k(k − 1)(k − 2)(k + 1) 12

9 1
12
k(k − 1)(k − 2)(k − 3) 13

10 1
120

k(k − 1)(k − 2)(k − 3)(k + 1) 15
11 1

60
k(k − 1)(k − 2)(k − 3)(k − 4) 16

12 1
720

k(k − 1)(k − 2)(k − 3)(k − 4)(k + 1) 18
13 1

360
k(k − 1)(k − 2)(k − 3)(k − 4)(k − 5) 19

14 1
5040

k(k − 1)(k − 2)(k − 3)(k − 4)(k − 5)(k + 1) 21
15 1

2520
k(k − 1)(k − 2)(k − 3)(k − 4)(k − 5)(k − 6) 22

16 1
40320

k(k − 1)(k − 2)(k − 3)(k − 4)(k − 5)(k − 6)(k + 1) 23
17 1

201160
k(k − 7)(k − 1)(k − 2)(k − 3)(k − 4)(k − 5)(k − 6) 24

18 1
362880

k(k − 1)(k − 2)(k − 3)(k − 4)(k − 5)(k − 6)(k − 7)(k + 1) 27
19 1

181440
k(k − 1)(k − 2)(k − 3)(k − 4)(k − 5)(k − 6)(k − 7)(k − 8) 28

20 1
3628800

k(k − 1)(k − 2)(k − 3)(k − 4)(k − 5)(k − 6))(k − 7)(k − 8)(k + 1) 30
21 1

181440
k(k − 1)(k − 2)(k − 3)(k − 4)(k − 5)(k − 6))(k − 7)(k − 8)(k − 9) 31

22 1
39916800

(k − 1)(k − 2)(k − 3)(k − 4)(k − 5)(k − 6))(k − 7)(k − 8)(k − 9)(k + 1) 33
23 1

19958400
k(k − 1)(k − 2)(k − 3)(k − 4)(k − 5)(k − 6))(k − 7)(k − 8)(k − 9)(k − 10) 34

24 1
479001600

k(k − 1)(k − 2)(k − 3)(k − 4)(k − 5)(k − 6))(k − 7)(k − 8)(k − 9)(k − 10)(k + 1) 36
25 1

239500800
k(k − 1)(k − 2)(k − 3)(k − 4)(k − 5)(k − 6))(k − 7)(k − 8)(k − 9)(k − 10)(k − 11) 37

26 1
6227020800

k(k − 1)(k − 2)(k − 3)(k − 4)(k − 5)(k − 6))(k − 7)(k − 8)(k − 9)(k − 10)(k − 11)(k a 1) 39

provides better results than the direct method. Because of the results of the
IPOG algorithm are only available for t ≤ 6 in the case of binary covering
arrays, it was not possible to compare our direct method with the IPOG for
greater values of t. The tables with the published CAs generated with the IPOG
algorithm may be found in [11].

Analysing the results by columns in Tables 2 and 3 it was observed that the
growth in size of the CAs generated by the direct method has some kind of
particular behaviour. By analysing these results we found the growth in size of
the CAs for a particular value of t may be described by a polynomial in terms
of k after a certain value of k. The polynomials found are listed in Table 6.

To map the problem to the graph domain each kClass is a node of the graph
and an edge exists between two kClass if both may be part of a solution according
to the criteria of the B&B algorithm described in Sect. 3.2. In this algorithm a
kClass is added to the partial solution if and only if it covers at least one tClass
not covered by any other kClass in the partial solution. Then, the pair of kClass
such as one of them covers at least one tClass not covered by the other kClass
and reciprocally, are the kClass that may be part of a same solution and between
them will be an edge in the graph.

In this way the problem now is to find the clique that makes the CA with
the minimum number of rows. The size of the clique found for each combination
of the values of s and t can be represented by the Eq. 2. Replacing the variables
with values, we can know the size of the clique to these values; e.g. if the t has
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a value 8 and the s is 3 substituting these values in (Eq. 2), the result will be 3,
which represents the size of the clique formed by the kClass in the solution.

2 +
⌊

t

2 + 2 × s

⌋

+
⌊

t − 1
2 + 2 × s

⌋

(2)

As done for t in terms of k the growth in size of the CAs generated by the
direct method may be described in terms of t for fixed values of s. Table 7 shows
the polynomials that describe the growth in size of the CAs for s = 1, 2, 3.

Table 7. Polynomials that describe the size of the CAs in terms of t for s = 1, 2, 3.

s Polynomial

1 2t

2 �4

3
2t�

3 2t+1 − 2� t+1
2 �

5 Conclusions

Hardware Trojans has emerged as a serious security threat to many critical
systems. Detection techniques are needed to ensure trust in hardware systems.
Covering arrays are used in testing deterministic systems where failures occur as
a result of interactions among subsystems. The goal is to reveal if any interaction
induces a failure in the system. Given the complexity of the problem, it is needed
to create experimental designs with high degree of interaction, the proposed
approach provides the Covering Arrays of higher strengths needed.

In this work we used binomial coefficients such as
(
k
r

)
to represent the set of

rows with k columns and having k − r zeroes and r ones using the notation
{
k
r

}
.

The main result of our proposal is a formula that given the values of k and t
we provide a collection of row subsets, represented by binomial coefficients, that
juxtaposed forms a CA for the given values k and t.

Given the parameters k and t the method of construction of binary CAs from
this interpretation of binomial coefficients consists in finding a subcollection

C =
{
{

k

r1

}

,

{
k

r2

}

, . . .

{
k

rm

}
}
, 0 ≤ ri ≤ k,

and making the juxtaposition of all the member of C . The result is a covering
array for the given values of k and t, and the total number of rows from all row
subsets must be the minimum possible, i.e. |C | ≤ |C ′| for any other subcollection
of row subsets |C ′| which is a CA for k and t.

An exact algorithm was developed to obtain the subcollection of row subsets
with the above characteristics for several values of k and t. Analysing which
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row subsets constitutes the solutions found by the exact algorithm a set of reg-
ular patterns were detected. All of these patters were summarized in a formula
that provides the optimum (with respect to this method of construction) cov-
ering arrays for general values of k and t expressed as the juxtaposition of a
subcollection of row subsets. The formula is:

� k−r0
d �∑

j=0

{
k

dj+r0

}
, where d = k − t + 1and r0 = 	 t

2
⌋
mod d.

This direct method of construction in general provides good CAs for general
values of k and t but has the advantage of generating the CA in time O(m)
where m = 	k−r0

d 
 + 1 ≤ k is the number of row subsets juxtaposed to form the
CA. This make feasible the computation of CAs for large values of k and t such
as k = 50 and t = 25 or k = 100 and t = 30 for example.

In total nine previously reported upper bounds were improved with this direct
method, being the CA we found in all cases considerably better than the previous
best known CA. For example, the case in which less rows were lowered is the
case k = 13, t = 8, the previous best known CA has 1051 rows and the CA
given by our direct method has 1001 rows, which is an improvement of 50 rows.
In the same way, the case in which more rows were lowered is the case k = 14,
t = 11 in which the improvement was of 1158 rows because the CA we found
has 4032 rows and the previously best known CA has 5190 rows. In addition to
the upper bounds improved, we are proposing bounds for great number of cases
for which none upper bound was reported, specifically for t ≥ 7. They can be
used as experimental designs in Hardware Trojan detection.
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Abstract. The μ-calculus is an expressive propositional modal logic
augmented with least and greatest fixed-points, and encompasses many
temporal, program, dynamic and description logics. The model check-
ing problem for the μ-calculus is known to be in NP ∩ Co-NP. In this
paper, we study the model checking problem for the μ-calculus extended
with graded modalities. These constructors allow to express numerical
constraints on the occurrence of accessible nodes (worlds) satisfying a
certain formula. It is known that the model checking problem for the
graded μ-calculus with finite models is in EXPTIME. In the current
work, we introduce a linear-time model checking algorithm for the graded
μ-calculus when models are finite unranked trees.

1 Introduction

The μ-calculus is a well-known propositional modal logic augmented with least
and greatest fixed-point operators. This logic generalizes several temporal, pro-
gram, dynamic and description logics. In this paper, we study an extension
of μ-calculus with graded modalities. These constructors allow to express exis-
tential and universal quantification, with respect to a non-negative integer, on
the occurrence of accessible nodes (worlds) satisfying a certain formula. Graded
modalities can be seen as a generalization of the well-known counting quantifiers
∀≤k and ∃>k of classical logics [1]. In the knowledge representation community,
graded modalities are known as number restrictions in description logics [2].

The extension of the μ-calculus with graded modalities, known as graded
μ-calculus, has been previously studied in the setting of the decidability prob-
lem [3–5]. In this paper, we study the model checking problem for the graded
μ-calculus with finite unranked tree models. In general, the model checking prob-
lem concerns the evaluation of a system specification, in this case written as a
logic formula, against a formal model of a given system, in this case a finite
unranked tree structure. The model checking problem have found applications
in a wide range of areas in computer science [6,7]. For instance, the path plan-
ning problem, which concerns the automatic generation of agents paths, satis-
fying certain constraints, has been recently studied in the setting of the model
c© Springer International Publishing Switzerland 2015
G. Sidorov and S.N. Galicia-Haro (Eds.): MICAI 2015, Part I, LNAI 9413, pp. 178–189, 2015.
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checking of linear temporal logic with great success [8]. With graded modalities,
for example, one may express the existence of at least k paths (〈↓, k〉 φ) satisfy-
ing a certain property φ. Since we consider tree models, paths are collision-free
and may be navigated by a team of agents. In the current work, we provide a
linear-time algorithm for the model checking problem of the graded μ-calculus.

1.1 Motivations and Related Works

The model checking problem for the μ-calculus is known to be in NP ∩ Co-
NP [9]. A linear-time algorithm for the model checking of the alternation-free
fragments of the μ-calculus is reported in [10]. This result is replicated in [11] for
an extension of the logic with inverse modalities on tree models. An extensive
study of the model checking problem for the μ-calculus extended with combina-
tions of graded and inverse modalities, and nominals, can be found in [12]. In
particular, in this work is provided an exponential time algorithm for the model
checking of the graded μ-calculus with finite models. In the current work, we
provide a linear-time model checking algorithm for the graded μ-calculus with
finite unranked tree models.

There are several recent studies about the representation of numerical restric-
tions on tree structures [5,13–17]. However, all those works focus on the study of
reasoning problems only. In [18], there is an extensive study of the Computation
Tree Logic (CTL) extended with numerical restrictions. In particular, this work
provides several complexity results regarding the model checking problem for
CTL counting extensions, which ranges from polynomial-time to undecidable.
In [19], it is provided a linear-time model checking algorithm for an extension
of CTL with graded paths. In contrast with these works [18,19], in the cur-
rent paper we study the model checking problem of a counting extension of the
μ-calculus, which is known to be more expressive than CTL.

1.2 Contributions and Outline

In Sect. 2, we introduce an extension of the μ-calculus with graded modalities.
We also describe some examples in the usage of the logic. We present a model
checking algorithm for the graded μ-calculus on trees in Sect. 3. The algorithm is
based on a Fischer-Ladner representation of nodes, where graded modalities are
coded in binary notation. We show the algorithm takes linear-time with respect
the product of the sizes of the input formula and tree. We provide conclusions
in Sect. 4, together with a discussion of further related research perspectives.

2 Graded µ-calculus for Trees

In this section, we introduce the μ-calculus for trees extended with graded modal-
ities. This formalism is a propositional multi-modal logic with least and greatest
fixed-points, augmented with graded modalities. These constructors constrain,
with respect to a non-negative integer in binary notation, the occurrence of
children nodes satisfying a certain formula.
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Definition 1 (Syntax). The syntax of the graded μ-calculus is defined by the
following grammar:

φ := p | x | ¬φ | φ ∨ φ | 〈m〉 φ | μx.φ | 〈↓, k〉 φ

Formulas are interpreted over tree models as subset nodes. More precisely, propo-
sitions p are used as node labels. Negation and disjunction are interpreted as set
complement and union, respectively. Modal formulas 〈m〉φ hold in nodes where
there is at least one accessible node through m such that φ is true. Modalities
m∈{↓,→} are interpreted as the children ↓ and right siblings → relations. For-
mulas μx.φ are interpreted as least fixed-points and they are used as constructors
for finite recursive navigation. Graded modalities 〈↓, k〉 φ hold in nodes where
there are at least k + 1 children nodes where φ is true.

p0

p0

p1

P, φ, 〈↓, 1〉 p1

p1

μx.p2 ∨ 〈↓〉 x

p0

p1 p2

Fig. 1. A tree model for 〈↓, 1〉 p1 and μx.p2 ∨ 〈↓〉 x.

For instance, in a given tree, the following formula holds in nodes with at
least 2 children named p1:

〈↓, 1〉 p1

In Fig. 1 is depicted a graphical representation of a model for this formula. The
formula holds in the root of the left subtree, the only node with two p1 chil-
dren. To illustrate the usage of the least fixed-point operator as finite recursion,
consider the following example formula:

μx.p2 ∨ 〈↓〉x

This formula holds in nodes with at least 1 descendant (including itself) labeled
by p2. A graphical model for this formula is depicted in Fig. 1. This formula
holds in the root, its right child and its rightest descendant.

In order to provide a precise semantics of logic formulas, we first introduce a
formal notion of trees. A tree structure is defined as tuple K = (N,R,L), where

– N is a finite set of nodes;
– R is family of binary relations Rm : N ×N , associating nodes through modal-

ities forming a tree, written n ∈ R(n,m); and
– L : N �→ 2P \∅ is a left-total labeling function naming nodes with propositions.
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Before defining formula semantics, we need the notion of a valuation V , which
is a function from variables to a set of nodes of a given tree. A substitution in
a valuation V [x/N ] stands for another valuation V ′ such that V ′(x) = N and
V ′(x′) = V (x′) when x = x′.

Definition 2 (Semantics). Formulas are interpreted with respect to a tree
structure K = (N,R, V ) and a valuation V as follows:

[[p]]KV = {n | p ∈ L(n)}
[[x]]KV =V (x)

[[¬φ]]TV =N \ [[φ]]KV
[[φ ∨ ψ]]KV =[[φ]]KV ∪ [[ψ]]KV
[[〈m〉 φ]]KV =

{
n | R(n,m) ∈ [[φ]]KV

}

[[μx.φ]]KV =
⋂{

N ′ ⊆ N | [[φ]]KV [x/N′ ] ⊆ N ′
}

[[〈m, k〉 φ]]KV =
{
n | ∣

∣[[φ]]KV ∩ R(n, ↓)
∣
∣ > k

}

If the interpretation of a formula φ is not empty with respect to a tree T ,
we say φ is satisfied by T , moreover, if n ∈ [[φ]]TV , we say φ is satisfied by T in n.
A formula is valid, if and only if, it is satisfied by any tree. The model checking
of a formula with respect to a tree consists in finding the nodes in the tree where
the formula is satisfied.

Definition 3 (Model checking). Given a formula φ, a tree structure K, and
a valuation V , the model checking problem is defined by the set of nodes in K
satisfying φ under V , that is, [[φ]]KV .

We also use the following syntactic sugar: φ ∧ ψ ≡ ¬(¬φ ∨ ¬ψ), [m, k] φ ≡
¬ 〈m, k〉 ¬φ, [m]φ ≡ ¬ 〈m〉 ¬φ and νx.φ ≡ ¬μx.φ. Conjunction follows the tra-
ditional De Morgan’s laws, [↓, k] φ holds in nodes with all but k children nodes
where φ is true, nodes where [m] φ is true have all m-accessible neighbors wit-
nessing φ, and νx.φ is interpreted as a greatest fixed-point.

3 Model Checking

In this Section, we describe a model checking algorithm for the graded μ-calculus
for trees, that is, given a formula φ and a tree K, the algorithm computes the set
of nodes in K, if any, where φ is satisfied. The algorithm is based on a Fischer-
Ladner representation of trees. Intuitively, in a Fischer-Ladner tree, a node is
defined as a set containing the propositions and modal subformulas satisfied by
that particular node, then the satisfaction of the input formula can be tested by
a boolean evaluation. In order to test graded formulas, we introduce counters,
which are also contained in the nodes. Since numerical bounds in graded formulas
are coded in binary, counters are also coded in binary. The algorithm test the
input formula in a bottom-up manner, that is, first the formula is tested in
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the leaves, then, iteratively, the formula is tested in the parents. The process is
bottom-up in order to guarantee the correct saturation of nodes with counters.
Nodes satisfying the input formula are saved at each step. Finally, the stop
condition is at the root node.

3.1 Preliminaries

There is a well-known relation between binary and n-ary unranked trees [17].
Hence, without loss of generality, we consider binary trees only (see Fig. 2). For
this purpose, at the logic level, modal formulas are reinterpreted as follows:

– 〈↓〉 φ denotes the nodes where φ holds in the first child; and
– 〈→〉 φ stands for nodes where φ is true in the following right sibling.

. . .

. . . . . .

. . .

Fig. 2. Binary and n-ary correspondence on trees.

For the model checking algorithm, we consider cycle-free formulas only, that
is, formulas where the fixed-point does not perform recursion in a cyclic manner.
For instance, the following formula is not allowed: μx. 〈↓〉 x∧〈↑〉x. An interesting
observation about cycle-free formulas on tree models is that the least and greatest
fixed-points collapse [20].

Negation symbols in formulas in negation normal form occurs only immedi-
ately in front of propositions, modal subformulas 〈m〉 �, and �. The negation
normal form of a formula is obtained by replacing each occurrence of a negated
subformula ¬φ by nnf(φ), where:

nnf(p) = ¬p nnf(�) = ¬�
nnf(x) = x nnf(φ ∨ ψ) = nnf(φ) ∧ nnf(ψ)
nnf(〈m〉 φ) = 〈m〉 nnf(φ) ∨ ¬ 〈m〉 � nnf(〈↓, k〉 φ) = [↓, k] nnf(φ)
nnf(μx.φ) = μx.nnf(φ)

Considering the obvious semantics of conjunctions and graded box formulas,
it is easy to see that a formula and its negation normal form are equivalent.
Hence, without loss of generality, we consider formulas in negation normal form
only.

We now introduce the notion of a counter, which is a boolean combination
of propositions representing a binary number. For instance, given four propo-
sitions, the constant 2, which is coded as 0010 in binary, is represented by the
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following formula: ¬p1 ∧ ¬p2 ∧ p3 ∧ ¬p4. Then, for a graded formula 〈↓, k〉 φ or
[↓, k] φ, we associate a finite set of fresh propositions, written φk′

, representing
the occurrence of φ k′-times. The number of propositions, associated to some
formula φ, is bounded by maxK(φ) = n ∗ (b + 1) (or simply maxK when clear
from context), where is the number of graded subformulas 〈↓, k〉 ψ occurring in
φ and b is the greatest constant occurring in those graded subformulas. The
consistency of this bound comes from the following theorem.

Theorem 1 ([3,5]). If a formula φ is satisfiable, then there is model for φ with
at most maxK(φ) children of each node.

We now define the lean set of a formula, which intuitively contains the propo-
sitions, modal subformulas, and graded subformulas together with their corre-
sponding counters.

Definition 4 (Lean). The lean set of a formula φ is inductively defined by the
fixed-point of the following function:

lean(�) = ∅
lean(p) = {p}

lean(¬ψ) = lean(ψ)
lean(ψ ◦ ϕ) = lean(ψ) ∪ lean(ϕ) ◦ ∈ {∧,∨}
lean(〈m〉 ψ) = {〈m〉ψ} ∪ lean(ψ)

lean(◦ψ) =
{

◦ψ,ψmaxK(φ), 〈↓〉 μx.ψ ∨ 〈→〉x
}

∪ lean(ψ) ◦ ∈ {〈↓, k〉 , [↓, k]}
lean(μx.ψ) = lean (ψ [x/μx.ψ])

In addition, the lean set also considers the following formulas 〈m〉 � for any m.

Due to fact that the lean function is monotone and to the Fixed-Point Theorem,
it is clear there is a fixed-point.

Another straightforward observation is that the lean set of a formula is of
linear size.

Proposition 1. Given a formula φ, the size of lean(φ) is linear with respect to
the size of φ.

Example 1. Consider for instance the following formula:

φ := p0 ∧ (〈↓〉 μx.p1 ∨ 〈→〉x) ∧ 〈↓, 2〉 p2

The lean of this formula is then defined as follows:

lean(φ) ={p0, p1, p2, 〈↓〉 μx.p1 ∨ 〈→〉x, 〈→〉 μx.p1 ∨ 〈→〉x,

〈↓, 2〉 p2, p
3
2, 〈↓〉 μx.p2 ∨ 〈→〉x, 〈→〉 μx.p2 ∨ 〈→〉x, 〈↓〉 �, 〈→〉 �}
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We now define the notion of a pre-model, which is the syntactic version of a
tree structure, where each node is a subset of the input formula lean.

Definition 5 (Pre-model). Given a tree structure K = (N,R,L) and a for-
mula φ, a pre-model is defined as a tuple T = (N ′, R′, b), such that:

– each node of the pre-model is a subset of the lean of φ, that is, N ′ ⊆ 2lean(φ);
– b : N �→ N ′ is a partial bijection; and
– R′ : N ′ × M × N ′, such that b(n′) ∈ R′(b(n),m) whenever n′ ∈ R(n,m).

Notice that a pre-model is not necessarily a tree. This is because the algorithm
evaluates the input tree in a bottom-up manner, hence the pre-model is also
constructed in a bottom-up manner. This implies the pre-model may take the
form of a forest (set of trees). We also define the function root(T ) which outputs
the root nodes of the pre-model T . Abusing of notation, function root(K) denotes
the set with the root node of K.

Example 2. Consider for instance the following tree structure K = (N,R,L),
where:

– N = {ni | i = 0, . . . , 6};
– n1 ∈ R(n0, ↓), n2 ∈ R(n1, ↓), n3 ∈ R(n1,→), n4 ∈ R(n3, ↓), n5 ∈ R(n4,→),

and n6 ∈ R(n5,→); and
– L(n0) = {p0}, L(n1) = {p1}, L(n2) = {p1}, L(n3) = {p2}, L(n4) = {p2},

L(n5) = {p1}, and L(n6) = {p1}.

A graphical representation of this tree is depicted in Fig. 3. Now consider φ
as defined in Example 1: p0 ∧ (〈↓〉 μx.p1 ∨ 〈→〉x) ∧ 〈↓, 2〉 p2. We then define a
pre-model T = (N ′, R′, b) of φ and K as follows:

– N ′ = {b(ni) | i = 0, 1, . . . , 6}, such that

b(n0) ={p0, 〈↓〉 μx.p1 ∨ 〈→〉x, 〈↓, 2〉 p2, 〈↓〉 μx.p2 ∨ 〈→〉x, 〈↓〉 �}
b(n1) ={p2, 〈↓〉 μx.p1 ∨ 〈→〉x, 〈→〉 μx.p1 ∨ 〈→〉x, 〈↓〉 �, 〈→〉 �, p32,

〈→〉 μx.p2 ∨ 〈→〉x}
b(n2) ={p1}
b(n3) ={p1, 〈↓〉 �, 〈→〉 �, p22, 〈↓〉 μx.p2 ∨ 〈→〉x, 〈→〉 μx.p2 ∨ 〈→〉x}
b(n4) ={p2, p

1
2}

b(n5) ={p2, 〈→〉 �, p22, 〈→〉 μx.p2 ∨ 〈→〉x}
b(n6) ={p2, p

1
2}

We also need to define a notion of syntactic satisfaction of formulas (entail-
ment), which is binary relation of nodes in a pre-model and formulas.
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Algorithm 1. Model checking algorithm
Input: (K, φ)

T ← Init(K)
T ← Saturate(T )
Sat ← ∅
Sat ← Sat ∪ satisfiables(T )
while root(T ) 
= root(K) do

T ← Update(T )
T ← Saturate(T )
Sat ← Sat ∪ satisfiables(T )

end while
return Sat

Definition 6 (Entailment). We define entailment as a binary relation as fol-
lows:

n � �
p ∈ n

n � p

φ ∈ n

n � ¬φ

〈m〉 φ ∈ n

n � 〈m〉 φ

n � φ n � ψ

n � φ ∧ ψ

n � φ

n � φ ∨ ψ

n � ψ

n � φ ∨ ψ

n � φ [x/μx.φ]
n � μx.φ

〈↓, k〉 φ ∈ n

n � 〈↓, k〉 φ

[↓, k] φ ∈ n

n � [↓, k] φ

Relation � is defined as expected: when not � and n � ¬� for any n.

We will distinguish leaf nodes in tree structures. Given a tree structure K =
(N,R,L), we define the set of leaves as follows:

Leaves(K) = {n ∈ N | R(n, ↓) ∪ R(n,→) = ∅}

3.2 The Algorithm

The algorithms builds a pre-model from the input tree in a bottom-up manner:
starting from the leaves, the algorithm iteratively adds the corresponding par-
ents. At each step, the input formula is tested using the entailment relation. In
case the root node satisfies (entails) the formula, then the node is saved. The
algorithm stops at the root node of the input tree. Finally, the (possibly empty)
set of nodes satisfying the input formula is returned. In Fig. 1, the algorithm is
depicted.

We now give a precise description of each component of the algorithm. The
leaf nodes are the first ones to be considered in the construction of the pre-model.

Definition 7 (Init). Given a tree structure K, we define the initial pre-model
Init(K) = (N,R, b) as follows:
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– if n ∈ Leaves(K), then b(n) ∈ N ; and
– R = ∅

Consider for instance the formula φ and tree of Fig. 3. It is easy to see the
Init pre-model is composed by the leaves b(n2), b(n4) and b(n6), defined in
Example 2. Notice that, at this point, counters in the leaves are set to zero.

The second step in the algorithm consists in the saturation of leaves in the
pre-model. In general, the saturation of a node consists in the addition of for-
mulas, in the lean, satisfied by the node itself. Counter are also updated in the
saturation process.

Definition 8 (Saturate). Given a a pre-model T = (N ′, R′, b) of a formula φ
and a tree structure K = (N,R,L), we define the saturation of T , in particular,
for each b(n) ∈ root(T ), as follows:

– for each p ∈ lean(φ), if p ∈ L(n), then p ∈ b(n);
– for each 〈m〉ψ ∈ lean(φ), if n′ ∈ R′ (b(n),m) and n′ � ψ, then 〈m〉 ψ ∈ b(n);
– for each ◦ψ ∈ lean(φ) (◦ ∈ {〈↓, k〉 , [↓, k] }), if n′ ∈ R′ (b(n),→) and ψk ∈ n′,

we distinguish two cases, one when b(n) � ψ, in which case ψk+2 ∈ b(n), the
other when b(n) � ψ, which implies ψk+1 ∈ b(n);

– for each 〈↓, k〉 ψ ∈ lean(φ), if n′ ∈ R′ (b(n), ↓), ψk′ ∈ n′, and k′ > k, then
〈↓, k〉 ψ ∈ b(n); and

– for each [↓, k] ψ ∈ lean(φ), if n′ ∈ R′ (b(n), ↓), ψk′ ∈ n′, and k′ ≤ k, then
[↓, k] ψ ∈ b(n).

As an example of saturation consider again the formula and tree structure of
Fig. 3. Notice leaves b(n2), b(n4) and b(n6) as defined in Example 2 corresponds
to the saturation process. In subsequent evaluation steps of the model checking
algorithm, once the parents are considered in the pre-model, notice how the
counters are updated in nodes b(n5), b(n3) and b(n1). Since counter p32 is in
b(n1), then in the last of step of the algorithm, subformula 〈↓, 2〉 p2 is thus
added to b(n0).

Once the leaves are saturated, the algorithm saves the ones satisfying the
input formula.

Definition 9 (satisfiables). Given a pre-model T = (N ′, R′, b) of a formula
φ and tree structure K = (N,R,L), we define the set of nodes satisfying the
formula as follows:

satisfiables(T ) = {n ∈ N | b(n) � φ, b(n) ∈ root(T )}
Considering the example of Fig. 3, and the pre-model as defined in Example 2,

node b(n0) satisfies the input formula φ.
The next step of the algorithm is the iterative addition of parents to the

previously built pre-model. This is performed by the Update function.

Definition 10 (Update). Given a pre-model T = (N ′, R′, b) of a formula
φ and tree structure K = (N,R,L), we define the pre-model Update(T ) =
(N ′′, R′′, b′) of φ and K as follows:
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n0

n1

n2

p1

p2

n3

n4

p2

p1

n5

p2

n6

p2

p0

Fig. 3. (Pre)-model for φ := p0 ∧ (〈↓〉 μx.p1 ∨ 〈→〉 x) ∧ 〈↓, 2〉 p2

– N ′ ⊆ N ′′, R′ ⊆ R′′, and b ⊆ b′; and
– for each b(n) ∈ root(T ), if b(n) ∈ R(n′,m) for any m, then b′ (n′) ∈ N ′′ and

b′(n) ∈ R′′ (b′ (n′) ,m).

It is not hard to see the Update process resulting in the pre-model defined
in Example 2 for the formula and tree of Fig. 3.

The stop condition in the loop of the algorithm root(T ) = root(K) does not
hold, if and only if, root(T ) = {b(n)} and n is the root of K.

Theorem 2. Given a tree structure K and a formula φ, for any valuation V ,
we have that

– Sat = [[φ]]KV , where Sat is produced by the model checking algorithm; and
– the model checking algorithm takes linear time with respect to the product of

the sizes of the input formula and the input tree structure.

Proof. We first show that the algorithm builds a pre-model of φ and K. This
is achieved by induction on the height of K. The base case is trivial, and the
inductive step is straight forward by noticing the Update function is monotone.

We now show that b(n) � φ, if and only if, n ∈ [[φ]]KV . The if direction is
shown by induction on the derivation of �. The only interesting case is for the
fixed-point, which is guaranteed to be fixed by the Knaster-Tarsky Theorem
on fixed-points and by a reduction from the graded μ-calculus to the simple μ-
calculus [5]. The only if direction is shown by structural induction on the input
formula φ. Most cases are straightforward. For the cases of graded formulas, it is
required to guarantee that the bound on the counters is correct. This was proven
in Theorem 1.

We now prove the second item of the Theorem. It is easy to see that comput-
ing the leaves takes linear times with respect to the size of K. For the saturation
process, first recall from Proposition 1 that the size of the lean set is linear. It
then takes linear time the evaluation of the entailment relation �. This evalua-
tion is applied to each node of the pre-model. Finally, it is not hard to see that
the Update function takes linear time with respect to |K|.
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4 Conclusions

In this paper, we studied the model checking problem for the μ-calculus for finite
unranked trees extended with graded modalities. These constructors constrain
the occurrence, with respect to a non-negative integer coded in binary, of children
nodes satisfying a certain formula. Current model checking algorithms for the
graded μ-calculus, in the case of finite models, are known to take exponential
time [12]. In this paper, we provide a linear-time algorithm for the case of finite
unranked tree models. We are currently exploring symbolic techniques [6] for the
implementation of the model checking algorithm.

An immediate application of the algorithm is in XML typing [21]. This con-
sists in the evaluation of XML documents (tree models) against XML schemas
with numerical constraints, which are known to be captured by the graded μ-
calculus [5].

Another source of application of the current work is in the path planning
problem [8]. This problem consists in the generation of paths, from an initial
to a final goal in a known environment and under certain constraints, and it is
known to be reducible to the model checking problem. In this context, current
ubiquitous computer systems demands more expressive languages with efficient
associated algorithms, such as the graded μ-calculus, in the specification of path
constraints.
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ican National Science Council (CONACYT) in the scope of the Cátedras CONACYT
project Infraestructura para Agilizar el Desarrollo de Sistemas Centrados en el Usuario
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Abstract. Selection hyper-heuristics are methods that manage the use
of different heuristics and recommend one of them that is suitable for
the current problem space under exploration. In this paper we describe
a hyper-heuristic model for constraint satisfaction that is inspired in the
idea of a lifelong learning process that allows the hyper-heuristic to con-
tinually improve the quality of its decisions by incorporating information
from every instance it solves. The learning takes place in a transparent
way because the learning process is executed in parallel in a different
thread than the one that deals with the user’s requests. We tested the
model on various constraint satisfaction problem instances and obtained
promising results, specially when tested on unseen instances from differ-
ent classes.

Keywords: Heuristics · Selection hyper-heuristics · Constraint satisfac-
tion · Lifelong learning

1 Introduction

A constraint satisfaction problem (CSP) contains a set of variables V , each with
a domain Dv of possible values and a set of constraints C that restricts the
values that can be assigned to those variables. When using backtracking-based
algorithms to solve CSPs [1], the ordering in which the variables are considered
for instantiation affects the way the solution space is explored and also, the
cost of the search. If this ordering is poor, the risk of taking the search into
long unpromising branches increases and, as a consequence, the time required to
find one solution also increases. Then, bad choices in the ordering in which the
variables are instantiated represent a huge amount of unnecessary work. Various
heuristics have been proposed to tackle the variable ordering problem in CSPs
and they have proven to be efficient for specific classes of instances, but usually to
fail when tested on distinct classes. As a consequence, applying the same heuristic
to every instance rarely produces good results. This drawback in the performance
of such methods arises mainly from the vast range of parameters or algorithm
c© Springer International Publishing Switzerland 2015
G. Sidorov and S.N. Galicia-Haro (Eds.): MICAI 2015, Part I, LNAI 9413, pp. 190–201, 2015.
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choices involved, and the lack of guidance on how to properly tune them when
the problems change. Also, the understanding of how heuristics work on different
situations is not fully understood yet, making it difficult to decide, only based on
what we currently know about them, which one is the best option for a certain
instance. For these reasons it seems reasonable to rely on an automatic method
to produce the mapping between features and heuristics.

The idea of selecting from a set of algorithms the most suitable one to solve
one specific problem is usually referred to as the algorithm selection problem [18].
This problem has been addressed in the literature by using different strategies,
but two of the most used terms include algorithm portfolios and selection hyper-
heuristics. Algorithm portfolios attempt to allocate a period for running a chosen
algorithm from a set of algorithms in a time-sharing environment [8,12], while
selection hyper-heuristics [5,19] are high-level methodologies that select among
different heuristics given the properties of the instance at hand.

This paper is organized as follows. In Sect. 2 we present related works on
hyper-heuristics for CSPs. Section 3 describes the features used to characterize
the instances and the ordering heuristics considered for this investigation. The
main contribution of this investigation, the lifelong learning selection hyper-
heuristic model for CSP, is described in Sect. 4. Section 5 presents the exper-
iments conducted, their analysis and the discussion of the results. Finally, in
Sect. 6 we present our conclusion and future work.

2 Related Work

Regarding algorithm portfolios for CSPs, the work conducted by O’Mahony
et al. [15] collects a set of solvers and decides which solver is the most suitable
one according to the features of the instance to solve. Their approach aims at
solving the instances as well as the best possible solver from the set does. More
recent studies on the combination of heuristics for CSPs include the work done
by Petrovic and Epstein [17], who studied the idea of combining various heuris-
tics to produce mixtures that work well on particular classes of CSP instances.
Their approach bases their decisions on random sets of what they call advisers,
which are basically the criteria used by the variable and value ordering heuristics
to make their decisions. The advisers are weighted according to their previous
decisions: good decisions increase their weights, while bad ones decrease them.
This approach has proven to be able to adapt to a wide range of instances but it
requires to define the size of the sets of advisers. There is a trade-off that must
be considered: the larger the set of advisers, the larger the amount of computa-
tional resources required to evaluate the criteria of the different advisers but the
fewer the number of instances to train the system.

With regard to selection hyper-heuristics, Bittle and Fox [2] worked on a
symbolic cognitive architecture to produce variable ordering hyper-heuristics for
map colouring and job shop scheduling problems represented as CSPs. Their app-
roach produces small ‘chunks’ of code that serve as the components of rules for
variable ordering. As a result, hyper-heuristics composed by a large set of rules
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operate to solve the instances by selectively applying the most suitable heuristic
for the instance being solved. The last two years include some important devel-
opments regarding hyper-heuristics for CSPs. Autonomous search was applied
to replace bad performing strategies by more promising ones during the search,
producing competent variable ordering strategies for CSPs [23]. The authors
used a choice function that evaluates some indicators of the search progress and
dynamically ranks the ordering heuristics according to their quality to exclude
those that exhibit a low performance. Ortiz-Bayliss et al. [16] proposed a learn-
ing vector quantization framework to tackle the dynamic selection of heuristics
on different sets of CSP instances. Although their approach proved to be useful
for the instances where it was tested, the model requires the expertise of the
user for tuning the parameters in the framework in order to produce reliable
hyper-heuristics.

An area of opportunity regarding all the hyper-heuristic strategies proposed
in the past for CSP involves the learning approach. Most of the hyper-heuristic
methods previously proposed for CSP require a training phase and, only after
the training process is over, the hyper-heuristic can be used to solve as many
instances as wished. Once the hyper-heuristic is trained, no further learning is
done and then, the hyper-heuristics are unable to incorporate additional informa-
tion to improve their decisions. The main limitation derived from this situation
is that such hyper-heuristics usually fail to generalize well on instances from
unseen classes of instances.

Lifelong learning [20,21] was recently introduced as an alternative learning
approach that responds to the constant changes in the nature of the instances
being solved and the available solvers. As Silver suggests [21], systems that use
lifelong learning have the ability to learn, retain and use knowledge over a life
time. Lifelong learning is more than just extending the learning phase or execut-
ing it various times: it requires the use of a suitable knowledge representation
that allows the system to modify only small parts of what it knows to improve its
further performance. The concept of lifelong learning was recently introduced to
the field of hyper-heuristics, specifically for the Bin Packing problem with excep-
tional results [11,13,22]. The lifelong learning mechanism in those models was
implemented by using an artificial immune system [6].

3 Problem Characterization and Ordering Heuristics

In this section we describe the features used to characterize the instances and
the variable ordering heuristics considered for this investigation.

3.1 Problem State Characterization

Four commonly used features are considered to characterize the instances in this
investigation:

– Problem size (N). The problem size is defined as the number of bits required
to represent the whole solution space. N is calculated as

∑
v∈V log2(|Dv|),

where |Dv| is the domain size of variable v.
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– Constraintdensity (p1). The constraint density of an instance is defined as
the number of constraints in which the variables participate divided by the
maximum number of possible constraints in the instance.

– Constraint tightness (p2). A conflict is a pair of values 〈a, b〉 that is not
allowed by a particular constraint. Thus, the tightness of a constraint is the
number of forbidden pairs over the total number of pairs that may occur
between the two variables involved in the constraint. The tightness of a CSP
instance is calculated as the average tightness over all the constraints within
the instance.

– Clustering coefficient (C). The clustering coefficient estimates how close
the neighbours of a variable are to being a complete graph. Thus, the clustering
coefficient of a CSP instance is calculated as the average of the clustering
coefficient of all the variables within the instance.

All the previous features lie in the range [0, 1] (the values of N have been
normalized to lie in the same range as the rest of the features).

3.2 Ordering Heuristics

Although various heuristics for variable ordering are available in the literature,
we have selected a representative set of five of them for this investigation:

– Domain (DOM). DOM [10] prefers the variable with the fewest values in
its domain.

– Degree (DEG). The degree of a variable is calculated as the number of edges
incident to that variable. Thus, DEG selects the variable with the largest
degree [7].

– Domain Over Degree (DOM/DEG). DOM/DEG tries first the variable
with that minimizes the quotient of the domain size over the degree of the
variable [4].

– Kappa (K). The value of κ is suggested in the literature as a general measure
of how restricted a combinatorial problem is. If κ is small, the instances usually
have many solutions with respect to their size. When κ is large, instead,
the instances often have few solutions or do not have any at all [9]. κ is
defined as κ = −∑c∈C log2(1−pc)∑

v∈V log2(|Dv|) , where pc is the fraction of unfeasible tuples
on constraint c. K prefers the variable whose instantiation produces the less
constrained subproblem (the subproblem with the smallest value of κ).

– Weighted degree (WDEG). WDEG assigns a counter to each constraint, and
every time such constraint is unsatisfied, the corresponding counter is increased
by one [3]. WDEG prefers the variable with the largest weighted degree. This
is, the variable with the largest sum of weights over its constraints.

In all cases, ties are broken by using the lexical ordering of the variables. Once
a variable is selected, the value that participates in the fewest conflicts (forbidden
pairs of values between two variables) will be tried before the others [14]. In case
of ties, the minimum value will always be preferred.
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4 A Lifelong Learning Selection Hyper-heuristic
Model for CSPs

The motivation behind the lifelong learning selection hyper-heuristic (LLSHH)
model for CSP is the lack of continuous learning in current hyper-heuristic
models for CSP. The proposed hyper-heuristic model keeps learning with every
instance it solves, improving its decisions. The system uses the information from
previous instances solved with different heuristics to predict one suitable heuris-
tic to apply once a similar instance appears.

In order to describe the LLSHH model for CSP we will introduce two impor-
tant concepts: scenarios and predictors. A scenario attempts to answer the ques-
tion “How is the performance of heuristic h on instance p?”. Then, a scenario
is the time required by a specific heuristic to solve a CSP instance. Every time
an instance is solved, a new scenario is created and, during the training, the
scenario is analyzed –instance p is solved by using heuristic h and the time
consumed by the solving process is recorded. A predictor, on the other hand,
gathers information from different scenarios to allow the system to predict the
performance of a given heuristic on a new instance. A predictor contains a vector
of features that characterize a point in the problem space, and a collection of
scenarios associated to such a point. A scenario cannot belong to more than one
predictor.

Hyper-heuristic

Prediction Module

Predictor 0

Predictor 1

Predictor 2

.
.
.

Learning Module

Aux. SolverMain Solver

Solution

CSP p

(TI.1)

(TI.2, TI.4, TI.6)

(TI.3)

(TI.5)

(TII.1, TII.3)

(TII.2)

Fig. 1. The lifelong learning selection hyper-heuristic model for solving CSPs.

As shown in Fig. 1, the LLSHH model consists of three main components:
a solver, a prediction module and a learning module. The solver is exclusively
devoted to solving the instances presented to the system. It requests the predic-
tion module for one suitable heuristic given the properties of the current instance
under exploration. The prediction module has two tasks: it first recommends a
heuristic and then, it communicates with the learning module to improve further
decisions. The solver and the learning module run in parallel, each on its own
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thread. Because both the solver and the prediction module can read from and
write to the prediction module, the access to the prediction module is synchro-
nized to avoid problems due to concurrency. A detailed view of the model is
described in the following lines. Please note that two descriptions are provided
as the solver and learning module run in parallel in different threads.

The main thread of the model (TI) runs as follows:

(TI.1) The user requests the hyper-heuristic to solve instance p.
(TI.2) The main solver requests the prediction module one suitable heuristic to

apply for instance p.
(TI.3) The prediction module analyzes instance p by using the features described

in Sect. 3.1. The characterization of instance p locates it on a specific
point of the problem space. The prediction module analyzes all the avail-
able predictors and selects the one whose problem state is closest to the
characterization of p. The closeness of the problem state to the char-
acterization of instance p is calculated by using the Euclidean distance.
For a predictor to be considered, there is a minimum acceptance distance
dmin. This minimum distance is needed to allow the system to create new
predictors and avoid using predictors with little relation to the current
characterization of p.
(TI.3a) The predictor r with the closest problem state to the character-

ization of p (if the distance is smaller than dmin) is selected. By
using the information from the scenarios in predictor r, the sys-
tem selects the heuristic with the smallest median recorded time
among these scenarios. Let the selected heuristic be referred to
as h.

(TI.3b) If the prediction module cannot find a predictor with distance
smaller than dmin, the module creates a new predictor r with a
problem state equal to the characterization of p. One heuristic
h from the ones described in Sect. 3.2 is randomly chosen.

(TI.4) The prediction module returns the heuristic selected from the previous
step, h, and instance p is solved with that heuristic.

(TI.5) A solution is returned to the user.
(TI.6) A new scenario is created to register the performance of h on instance p.

The scenario is assigned to predictor r.

As we already mentioned, the learning process is executed in a different
thread. The learning process runs as follows:

(TII.1) The prediction module sends instance p, the selected predictor r and the
selected heuristic h to the learning module.

(TII.2) With a probability α, each available heuristic (except for h, which is
used and evaluated in thread T1 when the system solves the instance
for the user) may be selected for the generation of new scenarios. For all
the heuristics selected, a new scenario is created and analyzed.

(TII.3) The scenarios analyzed are sent to the prediction module to incorporate
them to their respective predictors.
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4.1 Benchmark Instances

In this investigation we have incorporated instances taken from a public reposi-
tory available at http://www.cril.univ-artois.fr/∼lecoutre/benchmarks.html. All
the instances in this work are binary CSPs coded in XCSP 2.1 format (http://
www.cril.univ-artois.fr/CPAI08/XCSP2 1.pdf). In the following lines we briefly
describe the classes of instances considered for this investigation:

– RAND. This class contains 50 random instances from the set frb30-15.tgz
listed in the public repository.

– QRND. This class contains 140 random instances containing a small struc-
ture. The instances correspond to the sets geom.tgz, composed-25-10-20.tgz
and composed-75-1-2.tgz in the public repository.

– PATT. The 52 instances in this class follow a regular pattern and involve
a random generation. The instances were taken from sets coloring.tgz,
QCP-10.tgz and QCP-15.tgz from the public repository.

– REAL. This class contains 18 instances taken from real world applications.
The instances correspond to the sets driver.tgz and rlfapScens.tgz in the
repository.

Although the proposed model is able to start from scratch (with no previous
information), we recommend to conduct a training phase to provide some initial
information about the heuristics and the instances that may be updated later
when the test instances are solved. In this investigation, around 50 % of the
instances of each class were used for training and the rest exclusively for testing.

5 Experiments

We conducted two main experiments in this investigation. In total, five hyper-
heuristics were produced and tested. The first experiment is related to the ability
of the hyper-heuristics to solve specific classes of instances. The second experi-
ment explores the idea of a more general use of the hyper-heuristic where only
one general method is capable of overcoming the use of a single heuristic for all
the classes.

In both experiments we used a maximum running time of 25 seconds per
instance, a minimum acceptance distance (dmin) equal to 0.1 and a probability
of scenario generation (α) equal to 0.75.

5.1 Producing Hyper-heuristics for Specific Classes of Instances

We used the training instances from each class to produce one hyper-heuristic for
the specific class used for training. In total, four hyper-heuristics were produced
in this experiment: RAND-HH, QRND-HH, PATT-HH and REAL-HH. For each
class, all the training instances were solved by using the corresponding hyper-
heuristic. Once the system provided a solution to all the training instances, we
used the hyper-heuristics produced to solve only the test instances from their

http://www.cril.univ-artois.fr/~lecoutre/benchmarks.html
http://www.cril.univ-artois.fr/CPAI08/XCSP2_1.pdf
http://www.cril.univ-artois.fr/CPAI08/XCSP2_1.pdf
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respective class. The idea of this experiment is to observe whether it is possible
to produce hyper-heuristics that perform better than the heuristics applied in
isolation for specific classes of instances.

Table 1 presents the success rate of the four hyper-heuristics on their respec-
tive classes of instances. The success rate in this investigation refers to the per-
centage of instances in each class where the hyper-heuristic required no more
time than one specific heuristic. For example, the results shown in Table 1 indi-
cate that for instances in class RAND, the hyper-heuristic RAND-HH is almost
always at least as good as DOM, DEG, DOM/DEG and WDEG, but only in
12 % of the test instances for that class it was able to perform at least as well
as K.

Table 1. Success rate of RAND-HH, QRND-HH, PATT-HH and REAL-HH on their
respective class of instances with respect to each heuristic.

DOM DEG DOM/DEG K WDEG

RAND 84.00% 84.00 % 84.00 % 12.00 % 88.00 %

QRND 88.33% 81.67 % 80.00 % 63.33 % 66.67 %

PATT 96.00% 100.00 % 76.00 % 88.00 % 96.00 %

REAL 100.00% 75.00 % 50.00 % 62.50 % 62.50 %

Table 2 complements the information of the performance of the four hyper-
heuristics, as it shows the average gain/loss of each hyper-heuristic on instances
from their respective classes of instances. For example, we know that the hyper-
heuristic RAND-HH is almost always at least as good as DOM, DEG, DOMDEG
and WDEG, but with the results from Table 2 we also know that when such
hyper-heuristic was used, the average time required to solve a test instance in
the class RAND decreased by 32.06 %, 23.57 % and 27.68 % with respect to DOM,
DEG and WDEG, respectively. The result for DOM/DEG is interesting, as it
shows that although the hyper-heuristic RAND-HH is in 84.00 % of the instances
at least as good as DOM/DEG, there is no real benefit from using this hyper-
heuristic (in average, 0.38 % time less per instance with respect to DOM/DEG).
When we compared hyper-heuristic RAND-HH against K, we observed that, in
average, it requires 56.09 % more time per instance than K.

The behaviour of hyper-heuristics QRND-HH, PATT-HH and REAL-HH
shows that these hyper-heuristics are good solving options for the classes of
instances they were trained for. In all cases, important savings in time were
obtained by using hyper-heuristics on their corresponding classes of instances.

5.2 Producing a Hyper-heuristic for Multiple Classes of Instances

In the previous experiment we produced and tested hyper-heuristics for each
specific class. Now, in this experiment we were interested in showing that there
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Table 2. Average time gain/loss per instance of RAND-HH, QRND-HH, PATT-HH
and REAL-HH on their respective class of instances when compared against each
heuristic.

DOM DEG DOM/DEG K WDEG

RAND −32.06 % −23.57 % −0.38 % +56.09 % −27.68 %

QRND −45.47 % −52.12 % −30.96 % −8.35 % −40.05 %

PATT −17.17 % −58.84 % −14.37 % −14.84 % −51.60 %

REAL −71.61 % −23.66 % −15.57 % −56.17 % −1.24 %

is a benefit from using hyper-heuristic as we can produce only one general method
and then, use it on instances from different classes with acceptable results. In
this section, we focused on producing one single hyper-heuristic (MC-HH) that
could perform well on the four classes of instances.

The training process for MC-HH was conducted in the same way we did for
training the four hyper-heuristics from the previous experiment but this time, we
constructed only one set of training instances that includes the training instances
from the four classes into a single training set.

Tables 3 and 4 show the results obtained for MC-HH when compared against
each heuristic.

Table 3. Success rate of MC-HH on each class of instances.

DOM DEG DOM/DEG K WDEG

RAND 80.00 % 84.00 % 48.00 % 8.00 % 88.00%

QRND 88.33 % 80.00 % 86.66 % 56.66 % 68.33%

PATT 68.00 % 88.00 % 60.00 % 76.00 % 84.00%

REAL 75.00 % 75.00 % 75.00 % 87.50 % 62.50%

Table 4. Average time gain/loss per instance of MC-HH on each class of instances
when compared against each heuristic.

DOM DEG DOM/DEG K WDEG

RAND −40.94 % −34.42 % +0.70 % +65.96 % −39.37 %

QRND −45.61 % −52.23 % −31.14 % −8.40 % −40.22 %

PATT −11.33 % −56.57 % −7.26 % −7.09 % −48.72 %

REAL −78.54 % −45.96 % −41.24 % −70.24 % −29.59 %

In general, MC-HH is not as good as the hyper-heuristics trained for each
particular class of instances with regard to the success rate. But, its ability to
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reduce the average time for solving the instances improved for some classes,
specially for the instances from REAL. An important consideration is that K
was the best performing heuristic for classes RAND, QRND and PATT, but for
REAL the best heuristic was WDEG. MC-HH is capable of performing as well
as K and WDEG in each of these classes (except for RAND), showing that one
hyper-heuristic can combine the strengths of single heuristics to perform well on
different classes of instances.

5.3 Discussion

There is an important observation that needs to be discussed about the run-
ning time of the proposed hyper-heuristic model. First, assuming that a hyper-
heuristic always selects the same heuristic h, it will always require more time
than h applied directly to solve the problems. The additional time is the result
of revising the predictors to find one that is close to the characterization of the
current instance. The benefit of using a hyper-heuristic in this model occurs
when the hyper-heuristic changes the heuristic to apply based on the features of
each instance being solved. When that happens, its performance can be superior
to the one of a single heuristic applied to solve the same instances.

Finally, we observed that classes QRND, PATT and REAL are suitable to
be solved by the model proposed. But, RAND is difficult to solve by the hyper-
heuristic because of its lack of structure. It seems that the learning strategy
in the hyper-heuristic is unable to properly characterize the instances by using
the features described in Sect. 3.1. For this reason, we think that more features
should be considered in the future.

6 Conclusion

In this paper we have described a lifelong learning hyper-heuristic model for
solving CSPs. The hyper-heuristic learns from a set of scenarios that represent
the historical performance of heuristics on previously solved instances. Then, the
system creates predictors that group those scenarios and, when the system deals
with a new instance, it predicts one suitable heuristic for such instance based
on what the system knows about the heuristics and previously solved instances.
Every instance the hyper-heuristic solves can produce, with probability α, a
new scenario to increase the system’s knowledge about the heuristics and the
instances. Those scenarios are analyzed in a different thread, making the learning
process transparent for the user. With this model, the system is continually
learning from new instances it solves.

Although we observed promising results with this hyper-heuristic model, it is
clear for us that some elements might be improved. For example, the minimum
acceptance distance was introduced as a way to allow the hyper-heuristic to
discard some predictors, the ones which are“not similar enough” to the current
instance being solved. Despite this idea is something we found important to
include (it allows the creation of new predictors), we think that should work in a
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different way. Having one dmin for the distance worked well for this investigation
but ignores the fact that some features may have a larger effect on the time
required to solve an instance. For example, two instances with the same values
of p1, p2 and C but different N may require completely different running times,
as the number of variables increases the size of the search space. For this reason,
we think that dmin should represent a vector, where each feature has its own
minimum acceptance distance. Also, this value should be automatically updated
according to the scenarios analyzed for each predictor. At this moment we only
have preliminary ideas on how to achieve this, but we still need to figure out
how to implement it in an efficient way.

Another important aspect to consider is that the order in which the instances
are solved by the hyper-heuristic may affect the way the predictors are created.
This may not seem like an issue for the experiments conducted in this investiga-
tion but opens the door for a future and important development of the model:
predictor segmentation and integration. With segmentation, a predictor that has
evidence that two instances with similar features require considerably different
solving times may be split into two different predictors. On the other hand, inte-
gration deals with the idea of creating one new predictor by merging two or more
existing ones.

Finally, we would like to include more features and heuristics to our model
and compare the proposed model against other existing hyper-heuristic models
for CSP to better estimate its quality.
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Abstract. Counting models for two Conjunctive Normal Form formu-
lae (2-CFs), known as the #2SAT problem, is a classic #P complete
problem. It is known that if the constraint graph of a 2-CF F is acyclic
or contains loops and parallel edges, #2SAT (F ) can be computed effi-
ciently. In this paper we address the cyclic case different from loops and
parallel edges.

If the constraint graph G of a 2-CF F is cyclic, T a spanning tree plus
loops and parallel edges of G and T = G \ T , what we called its cotree,
we show that by building a set partition ∪Ti of T , where each Ti of the
partition is formed by the frond edges of the cycles that are chained
via other intersected cycles, then a parametric polynomial determinis-
tic procedure for computing #2SAT with time complexity for the worst
case of O(2k · poly(|E(T )|)) can be obtained, where poly is a polynomial
function, and k is the cardinality of the largest set in the partition.

This method shows that #2SAT is in the class of fixed-parameter
tratable (FPT) problems, where the fixed-parameter k in our proposal,
depends on the number of edges of a subcotree of a decomposition of the
constraint graph (tree+loops+parallel:cotree) associated to the formula.

Keywords: #SAT problem · Counting models in 2-CF formulae · Para-
meterized complexity · FPT complexity class

1 Introduction

Counting combinatorial objects is an interesting and important area of research
in Mathematics, Physics, and Computer Sciences. Counting problems, being
mathematically relevant by themselves, are closely related to practical prob-
lems. Several relevant counting problems are hard time-complexity problems,
for example, the maximum polynomial class recognized for #2SAT is the class
(≤ 2, 2μ)-CF (2-CF where each variable appears twice at most) [3,5].

#SAT (the problem of counting models for a Boolean formula) is of special
concern to Artificial Intelligence (AI), and it has a direct relation with Auto-
mated Theorem Proving, as well as to approximate reasoning [1,5,7].
c© Springer International Publishing Switzerland 2015
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DOI: 10.1007/978-3-319-27060-9 16
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#SAT can be reduced from several problems in approximate reasoning. For
example, estimating the degree of belief in propositional theories, the genera-
tion of explanations to propositional queries, repairing inconsistent databases,
Bayesian inference and truth maintenance systems [1–3,5,7]. The previous prob-
lems come from several AI applications such as planning, expert systems, approx-
imate reasoning, among others.

#SAT is at least as hard as the SAT problem, however in some cases, even
when SAT is solved in polynomial time, no computationally efficient method
is known for #SAT. For instance, 2-SAT (SAT restricted to consider (≤ 2)-
CF’s) can be solved in linear time. However, the corresponding counting problem
#2SAT is a #P-complete problem.

Recently, new upper bounds for exact deterministic exponential algorithms
for #2SAT have been found by Dahllöf [6], Fürer [10], and Angelsmark [2].

Parameterized complexity theory relaxes the classical notion of tractability
and allows to solve some classically hard problems in a reasonably efficient way.
It turned out that many intractable problems can be solved efficiently “by the
slice”, that is, in time O(f(k)·nc) where f is a function of some parameter k, n is
the size of the instance, and c is a constant independent from k. In this case the
problem is called fixed-parameter tractable (FPT). If a problem is FPT, then
some instances of large size can be solved efficiently [14].

There are parameterized algorithms to solve #SAT based on a k-tree decom-
position of the constraint graph of the input formula. Furthermore, the time
complexity on the fixed-parameter for those algorithms has been doubly expo-
nential on k [11] and 4k in another case [9].

In this proposal, we present a parameterized algorithms to solve #SAT in
a different way. We show that building a set partition ∪Ti of the cotree of the
constraint graph of the input formula as follows: each Ti of the partition is formed
by the frond edges of the cycles that are chained via other intersected cycles,
then a parametric polynomial deterministic procedure for computing #2SAT
with time complexity in the worst case of O(2k · poly(|E(T )|)) can be obtained,
where poly is a polynomial function and k is the cardinality of coarsest partition.
The algorithm extends the results presented in [7] for the #2SAT problem.

In Sect. 2 we present the preliminaries to understand the rest of the paper.
In Sect. 3 previous results for computing #SAT when its constraint graph is
acyclic with loops and parallel edges are presented. In Sect. 4 we show how to
compute #2SAT of a formula F based on its constraint graph and our main
result. Finally, the conclusions of the paper are established.

2 Preliminaries

Let X = {x1, . . . , xn} be a set of n Boolean variables. A literal is either a variable
xi or a negated variable xi. As usual, for each xi ∈ X, we write x0

i = xi and
x1

i = xi. A clause is a disjunction of different literals (sometimes, we also consider
a clause as a set of literals). For k ∈ N , a k-clause is a clause consisting of exactly
k literals and, a (≤ k)-clause is a clause with at most k literals. A variable x ∈ X
appears in a clause c if either x1 or x0 is an element of c.
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A Conjunctive Normal Form (CF) F is a conjunction of clauses (we also
call F a Conjunctive Form). A k-CF is a CF containing clauses with at most k
literals.

We use ν(Y ) to express the set of variables involved in the object Y , where Y
could be a literal, a clause or a Boolean formula. Lit(F ) is the set of literals which
appear in a CF F , i.e. if X = ν(F ), then Lit(F ) = X ∪X = {x1

1, x
0
1, . . . , x

1
n, x0

n}.
We also denote {1, 2, . . . , n} by [[n]].

An assignment s for F is a Boolean function s : ν(F ) → {0, 1}. An assignment
can be also considered as a set which does not contain complementary literals.
If xε ∈ s, being s an assignment, then s turns xε true and x1−ε false, ε ∈ {0, 1}.
Considering a clause c and assignment s as a set of literals, c is satisfied by s if
and only if c ∩ s �= ∅, and if for all xε ∈ c, x1−ε ∈ s then s falsifies c.

If F1 ⊂ F is a formula consisting of some clauses of F , then ν(F1) ⊂ ν(F ),
and an assignment over ν(F1) is a partial assignment over ν(F ).

Let F be a Boolean formula in Conjunctive Form (CF), F is satisfied by an
assignment s if each clause in F is satisfied by s. F is contradicted by s if any
clause in F is contradicted by s. A model of F is an assignment for ν(F ) that
satisfies F . We will denote as SAT (F ) the set of models for the formula F .

Given a CF F , the SAT problem consists of determining if F has a model.
The #SAT problem consists of counting the number of models of F defined over
ν(F ). #2-SAT denotes #SAT for formulas in 2-CF.

2.1 The Constraint Graph of a 2-CF

There are some graphical representations of a conjunctive form (see e.g. [14]),
we use here the signed primal graph of a two conjuctive form.

Let F be a 2-CF, its constraint graph (signed primal graph) is denoted by
GF = (V (F ), E(F )), with V (F ) = ν(F ) and E(F ) = {{ν(x), ν(y)} : {x, y} ∈
F}, that is, the vertices of GF are the variables of F , and for each clause {x, y}
in F there is an edge {ν(x), ν(y)} ∈ E(F ). For x ∈ V (F ), δ(x) denotes its
degree, i.e. the number of incident edges to x. Each edge c = {ν(x), ν(y)} ∈ E
is associated with an ordered pair (s1, s2) of signs, assigned as labels of the
edge connecting the variables appearing in the clause. The signs s1 and s2 are
related to the variables x and y, respectively. For example, the clause {x0, y1}
determines the labelled edge: “x−+y” which is equivalent to the edge “y+−x”.

Formally, let S = {+,−} be a set of signs. A graph with labelled edges
on a set S is a pair (G,ψ), where G = (V,E) is a graph, and ψ is a function
with domain E and range S. ψ(e) is called the label of the edge e ∈ E. Let
G = (V,E, ψ) be a constraint graph with labelled edges on SxS. Let x and y be
nodes in V , if e = {x, y} is an edge and ψ(e) = (s, s′), then s(resp.s′) is called
the adjacent sign to x(resp.y). We say that a 2-CF F is a path, cycle, or a tree
if its signed constraint graph GF represents a path, cycle, or a tree, respectively.

Notice that a constraint graph of a 2-CF can be a multigraph since two
fixed variables can be involved in more than one clause of the formula forming
so parallel edges. Furthermore, a unitary clause is represented by a loop in the
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constraint graph (an edge to join a vertex to itself). A polynomial time algorithm
to process parallel edges and loops to solve #SAT has been shown in [7].

Let ρ : 2-CF → GF be the function whose domain is the space of Boolean
formulae in 2-CF and codomain the set of multi-graphs, ρ is a bijection. So
any 2-CF formula has a unique signed constraint graph associated via ρ and
viceversa, any signed constraint graph GF has a unique formula associated.

3 Computing #2SAT According to the Topology
of the Constrained Graph

The results of this section can be consulted at [7], they are included in the article
for completeness. We show simple topologies on a graph representing a 2-CF and
how to compute the value #2SAT for the formulas represented by those graphs.
We start with simple topologies as acyclic graphs.

3.1 #2SAT for 2-CF Representing a Path

We said that a graph GF represents a path for a 2-CF F , if

F = {C1, C2, . . . , Cm} = {{xε1
1 , xδ1

2 }, {xε2
2 , xδ2

3 }, . . . , {xεm
m , xδm

m+1}},

where δi, εi ∈ {0, 1}, i ∈ [[m]]. Let fi be a family of clauses of the formula F
built as follows: f1 = ∅; fi = {Cj}j<i, i ∈ [[m]]. Notice that n = |υ(F )| = m + 1,
fi ⊂ fi+1, i ∈ [[m − 1]]. Let SAT (fi) = {s : s satisfies fi}, Ai = {s ∈ SAT (fi) :
xi ∈ s}, Bi = {s ∈ SAT (fi) : xi ∈ s}. Let αi = |Ai|; βi = |Bi| and μi =
|SAT (fi)| = αi + βi.

For every node x ∈ GF a pair (αx, βx) is computed, where αx indicates how
many times the variable x is ‘true’ and βx indicates the number of times that
the variable x can take value ‘false’ into the set of models of F . The first pair
is (α1, β1) = (1, 1) since x1 can be true or false in order to satisfy f1. The pairs
(αx, βx) associated to each node xi, i = 2, . . . ,m are computed according to the
signs (εi, δi) of the literals in the clause ci by the following recurrence equation:

(αi, βi) =

⎧
⎪⎪⎨

⎪⎪⎩

(βi−1 ,αi−1 + βi−1) if (εi, δi) = (−,−)
(αi−1 + βi−1,βi−1 ) if (εi, δi) = (−,+)
(αi−1 ,αi−1 + βi−1) if (εi, δi) = (+,−)
(αi−1 + βi−1,αi−1 ) if (εi, δi) = (+,+)

(1)

Note that as F = fm then #SAT (F ) = μm = αm + βm.

3.2 #2SAT for 2-CF Whose Graph Contains Parallel Edges

Consider the case where in a Conjunctive Form there are two 2-clauses involving
the same variables. In this case, the constrained graph has a pair of edges between
the same endpoints, and the computation has to consider four different signs to
compute #SAT as in the path case.
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Suppose, the two clauses are ck = (xεk
i−1, x

δk
i ) and cj = (xεj

i−1, x
δj
i ), which

involve variables xi−1 and xi. Then, we compute the values for (αi, βi) associated
to the node xi, according to the signs (εk, δk) and (εj , δj) as:

(αi, βi) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(αi−1,αi−1) if (εk, δk) = (1, 1) and (εj , δj) = (1, 0)
(μi−1 ,0 ) if (εk, δk) = (1, 1) and (εj , δj) = (0, 1)
(βi−1 ,αi−1) if (εk, δk) = (1, 1) and (εj , δj) = (0, 0)
(αi−1,βi−1 ) if (εk, δk) = (1, 0) and (εj , δj) = (0, 1)
(0 ,μi−1) if (εk, δk) = (1, 0) and (εj , δj) = (0, 0)
(βi−1 ,βi−1 ) if (εk, δk) = (0, 1) and (εj , δj) = (0, 0)

(2)

Let F be a 2-CF such that three clauses in F involve the same variables then
the value of (αi, βi) is computed by recurrence (3).

(αi, βi) =

⎧
⎪⎪⎨

⎪⎪⎩

(0 ,αi−1) if {(xi−1, xi),(xi−1, xi),(xi−1, xi)} ⊆ F
(μi−1 ,0 ) if {(xi−1, xi),(xi−1, xi),(xi−1, xi)} ⊆ F
(βi−1 ,αi−1) if {(xi−1, xi),(xi−1, xi),(xi−1, xi)} ⊆ F
(αi−1,βi−1 ) if {(xi−1, xi),(xi−1, xi),(xi−1, xi)} ⊆ F

(3)

Of course, four parallel edges among the same endpoints indicate that the
2-CF F is unsatisfiable and then #2SAT(F ) = 0.

Processing Unitary Clauses: A unitary clause represents a loop in the con-
strained graph of a 2-CF. When (αi, βi) is computed over a node xi which has
a loop edge, recurrence (4) is being applied.

(αi, βi) =
{

(0, βi) if (xi) ∈ U
(αi, 0) if (xi) ∈ U

(4)

Since an unitary clause uniquely determines the values of its variable. Fur-
thermore when both (xi) ∈ U and (xi) ∈ U then the original formula is unsat-
isfiable. Both parallel edges and unitary clauses can be considered in a pre-
processing of the formula before applying the general algorithm presented at
Sect. 4.

3.3 Processing Acyclic Graphs

Let F be a 2-CF where its associated constrained graph GF is acyclic which
may contain loops and parallel edges, then we can assume that GF as a rooted
tree, a traversal of the graph allows to built a rooted tree. A rooted tree has
three kinds of nodes: a root node, interior nodes and leaf nodes. We denote with
(αv, βv) the pair associated with the node v (v ∈ GF ). We compute #SAT (F )
while we are traversing GF in post-order with the following algorithm.
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Algorithm Count Models for trees loops parallel(GF )
Input: GF - a tree graph which may contain parallel edges and loops.
Output: The number of models of F
Procedure:
Traversing GF in post-order, and when a node v ∈ GF is left, assign:

1. (αv, βv) = (1, 1) if v is a leaf node in GF .
2. If v is a parent node with a list of child nodes associated, i.e., u1, u2, ..., uk

are the child nodes of v, as we have already visited all child nodes, then
each pair (αuj

, βuj
) j = 1, ..., k has been determined. Let e1 = vε1uδ1

1 , e2 =
vε2uδ2

2 , . . . , ek = vεkuδk
k be the edges connecting v with each of its child nodes.

A pair (αej
, βej

) is computed for each edge ej based on recurrence (1) where
αej−1 is αuj

and βej−1 is βuj
for j = 1, . . . k. Then, let αv =

∏k
j=1 αej

+ βv

and βv =
∏k

j=1 βej
. Notice that this step includes the case when v has just

one child node.
3. if v has parallel edges apply recurrence (2) or (3).
4. if v has a loop apply recurrence (4)
5. If v is the root node of GF then return (αv + βv).

This procedure returns the number of models for F in time O(n + m) which
is the necessary time for traversing GF in post-order.

4 Formulas with Constraint Cyclic Graph

In this section we show how to compute #2SAT (F ) when the signed constraint
graph GF of F represents a graph which contains cycles. Although parallel edges
and loops are cycles in graphs, they can be treated by the polynomial time
algorithm presented at Sect. 3, so our splitting procedure presented below is
applied for cycles different from parallel edges and loops.

The following lemma shows that if a 2-CF formula F has a clause Ci whose
variables are contained in a pair of clauses Cj and Ck of F where i �= j, j �= k
then an upper bound for #SAT (F ) can be established.

Lemma 1. If F = {Ci}m
i=1 ∪ {{xεa

a , xδb
b }} is such that

– xεa
a or x1−εa

a ∈ Cj for some j = 1, . . . m and
– xδb

b or x1−δb
b ∈ Ck for some k = 1, . . . m

then #SAT ({Ci}m
i=1) ≥ #SAT (F ).

Proof. Let s be a satisfying assignment of {Ci}m
i=1. Then either xεa

a or x1−εa
a ∈ s

and also xδb
b or x1−δb

b ∈ s. If xεa
a & xδb

b ∈ s then s is also a satisfying assignment
of F . Similarly, if (xεa

a & x1−δb
b ∈ s) or (x1−εa

a & xδb
b ∈ s) then s is also a

satisfying assignment of F . If x1−εa
a & x1−δb

b ∈ s then the clause {xεa
a , xδb

b } does
not hold, so this assignment is not a model of F . �
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It is obvious that a model of F ∪ {{xεa
a , xδb

b }} is not a model of F ∪ {{x1−εa
a },

{x1−δb
b }} since (xεa

a ∨ xδb
b ) = x1−εa

a ∧ x1−δb
b .

The following lemma shows how to split the computation of the models of a
2-CF formula F when the conditions of Lemma 1 are satisfied.

Lemma 2. If F = {Ci}m
i=1 ∪ {{xεa

a , xδb
b }} is such that

– xεa
a or x1−εa

a ∈ Cj for some j = 1, . . . m and
– xδb

b or x1−δb
b ∈ Ck for some k = 1, . . . m and j �= k

then #SAT (F ) = #SAT ({Ci}m
i=1) − #SAT ({Ci}m

i=1 ∪ {{x1−εa
a }, {x1−δb

b }}).

Proof. It is equivalent to prove that

#SAT ({Ci}m
i=1) = #SAT (F ) + #SAT ({Ci}m

i=1 ∪ {{x1−εa
a }, {x1−δb

b }})

Let s be a satisfying assignment of {Ci}m
i=0. By Lemma 1 if x1−εa

a & x1−δb
b ∈ s

then s is not a model of F . Adding to {Ci}m
i=1 the unitary clauses {x1−εa

a } and
{x1−δb

b } keeps s as a model of {Ci}m
i=1 ∪ {{x1−εa

a }, {x1−δb
b }}. Then a model of

{Ci}m
i=1 is either a model of F or a model of {Ci}m

i=1 ∪ {{x1−εa
a }, {x1−δb

b }} �.

Then the constraint graph of a formula that satisfies the conditions of
Lemma 2 contains at least one cycle (different from a parallel edge or a loop).

Proposition 1. Let H = {Ci}m
i=1 be a 2-CF such that ρ(H) represents a con-

nected graph. Let F = H ∪ {{xεa
a , xδb

b }} such that

– xεa
a or x1−εa

a ∈ Cj for some j = 1, . . . m and
– xδb

b or x1−δb
b ∈ Ck for some k = 1, . . . m and j �= k

then ρ(F ) contains at least one cycle.

Proof. Since ρ(H) is connected, there is a path from xa to xb in ρ(H). Then
ρ({xεa

a , xδb
b }) adds an edge which makes a cycle �.

We want to define a function Models(GF ) on graphs such that

Models(GF ) = #2SAT (F )

Since GF is connected, a spanning tree together with parallel edges and loops
TGF

can be built, i.e., V (GF ) = V (TGF
), for the sake of simplicity we just call

tree to this subgraph. Let TGF
be the cotree associated i.e., GF = TF ∪ TGF

. if
TGF

is empty means that GF is a tree.
The base cycles of GF with respect to TGF

form a basis for the cycle space
of GF and also TGF

contains no edge-cuts for GF [13].
Let e = (v, w) ∈ E(TGF

), since ρ is a bijection it comes out that the split
F = ρ−1(GF \ e) ∪ ρ−1(e) satisfies the conditions of Lemma 2.

Let e = (v, w) ∈ E(TGF
), we denote as cycle(e) the path from v to w in the

spanning tree of TGF
plus the edge e itself, and e cycle(e) = E(cycle(e)).
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Thus, Models(GF ) can be computed as:

Models(GF ) = Models(GF \ e) − Models(GF \ e ∪ {e1, e2})

where e1 = (v, v) and e2 = (w,w).
That means that the computation of Models(GF ) when GF is cyclic can

be reduced to the computation of Models(G′) − Models(G′′) where G′ has one
basic cycle less than GF and G′′ additionally of having one cycle less than GF ,
has two loops more than GF .

The following recurrence establishes how split the computation of
Models(GF ), where GF is a graph which contains cycles, until acyclic graphs
(with loops and possibly parallel edges) are obtained. We use Models(GF ) =
M(T, T ) where T and T are a tree, cotree decomposition of GF respectively.

M(T, T ) =

{
M(T, T \ e) − M(T ∪ {(v, v), (w,w)}, T \ e) if e = (v, w) ∈ T

Count Models for trees loops parallel(T ) if T = ∅
(5)

Theorem 1. Let GF be the constraint graph of a 2-CF formula F . Let T and
T be a spanning tree (with the parallel edges and loops of GF added) and cotree
of GF respectively then #2SAT (F ) = M(T, T ).

Proof. Consequence of Lemma 2. �

Theorem 2. Let F be a 2-CF formula, let G = ρ(F ) be its constraint graph.
If T and T are a spanning tree (with the parallel edges and loops of G added)
and its cotree for G respectively, then the time complexity to compute M(T, T )
is O(2|E(T )| · poly(|E(T )|)), where poly is a polynomial function.

Proof. By Eq. 5 each element of T doubles the computation without reducing
the number of elements of the tree. The computation of M(T, ∅) can be done in
polynomial time. �

Let F be a formula whose constraint connected graph GF = ρ(F ) represents
a cyclic graph. Let T be a spanning tree (with the parallel edges and loops
added) of GF and T its cotree.

Definition 1. Let e ∈ T , we say that cycle(e) is independent in GF if for any
other cycle cycle(e′) ∈ GF , e cycle(e) ∩ e cycle(e′) = ∅. If two distinct funda-
mental cycles cycle(ei) and cycle(ej) from GF have common edges then we say
that both cycles are intersected.

An improvement of the time complexity for our proposal can be achieved in
the following way.

Definition 2. A family of sets Ti of T is built as follows: two different edges
e1, e2 ∈ T belong to the same set Ti iff ∃S ⊆ Ti, e1 /∈ S, e2 /∈ S and e cycle(e1) ∩
(
⋃

e∈S e cycle(e)) ∩ e cycle(e2) �= ∅. In fact, S could be the emptyset.
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Note that each Ti ∈ T is formed by the frond edges of the cycles that can be
chained via one or more intersected cycles.

Definition 3. As for any independent cycle cycle(e) of GF there is not any
other edge e′ ∈ T holding Definition 2, then a unitary set Ti = {e} is formed. In
this way, there are as much unitary sets Ti as independent cycles in GF .

According to Definitions 2 and 3, two different sets Ta, Tb of the partition ∪Ti

have not any common cycles. So, all the cycles determined by Ta are independent
with all the cycles determined by Tb.

Lemma 3. The family of sets ∪Ti of Definitions 2 and 3 is a set partition of T .

Proof. Let X,Y ∈ ∪Ti,X �= Y , then X ∩Y = ∅. If X or Y are unitary, assuming
X = {e}, e is not member of Y because cycle(e) is independent in GF and has
not common edges with any other cycle in GF . If X and Y are not unitary then
they have not common elements because in other case, we can build S with the
common edges of X and Y and S holds the condition in Definition 2, and then
X = Y .

Due to each element e ∈ T belong to a unique partition then ∪Ti = T . �

Definition 4. 1. For each P ∈ ∪Ti, build a subgraph as follows: ∀e ∈ P ,

GP (V (path(e)), e cycle(e))

2. Define GR = GF \ ⋃
GP∈∪Ti

.

Lemma 4. The sets E(GP ), P ∈ ∪Ti together with E(GR) forms a set partition
of E(GF ).

Proof. The union of the subgraphs generated from the paths of the elements of
the cotree T form the cyclic part of the graph, whose set of edges are disjoint,
the rest of the edges comes from GR as stated in Definition 4. �

Lemma 5. For each pair of graphs GP1 , GP2 , from Lemma4, either V (GP1) ∩
V (GP2) = ∅ or V (GP1) ∩ V (GP2) = {v} e.g. is a singleton.

Proof. By contradiction suppose that V (GP1) ∩ V (GP2) �= ∅ and V (GP1) ∩
V (GP2) �= {v} it means that there are at least two vertices, let say v1, v2 in
the intersection, meaning that the edge e = (v1, v2) belongs to the intersection
contradicting the hypothesis that GP1 and GP2 have a set of disjoint edges. �

Theorem 3. For each pair of graphs GP1 , GP2 from Lemma 4

1. If GP1 ∩ GP2 = ∅ then the models which represents GP1 are independent of
the models which represents GP2 e.g. Models(GP1 ∪ GP2) = Models(GP1) ×
Models(GP2).
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2. If GP1 ∩ GP2 = {v} then

Models(GP1 ∪ GP2) = Models(GP1 |v1) ×Models(GP2 |v1)
+

Models(GP1 |v0) ×Models(GP2 |v0)

Proof. 1. If GP1 ∩ GP2 = ∅ neither edges nor vertices are shared. Since each
vertex of the graphs represents a variable of the input formula, ρ−1(GP1) ∩
ρ−1(GP2) = ∅, e.g. there are no common variables of the formulas represented
by each subgraph. It is well known that the models of formulas without
common variables can be computed by the product of the models of the
formulas.

2. If |GP1 ∩ GP2 | = 1, means that if F1 = ρ−1(GP1) and F2 = ρ−1(GP2) then
ν(F1) ∩ ν(F2) = {x1}, e.g. there is a single variable common to both sub
formulas. A classical branch and bound strategy can be used, where one
branch counts the models where x1 is fixed to be true and the other branch
counts the models where x1 is fixed to be false in both sub formulas and then
add them. Once x1 has been fixed either to true or false, no common variable
exists between the sub formulas, so by 1, their models can be computed
independently by their product. �

From Theorem 3 we can conclude that the number of models of each of the
GP∈∪Ti

can be computed independently.
Due to GF is a connected graph, if there are subgraphs GP1 and GP2 such that

V (GP1)∩V (GP1) = ∅ there should exists a path in GR joining them. Fortunately,
the model of a path can be computed in polynomial time, see Sect. 3.

Theorem 4. Let F be a 2-CF, let G = ρ(F ) be its constraint graph. If P is a set
partition of G as in Definition 2 and ∪Ti, i = 1, . . . r are those partitions which
contain edges of the cotree T , then the time complexity to compute M(T, T ) is
O(2max{|Ti|} · poly(|E(T )|)), where poly is a polynomial function.

Proof. Recurrence 5 doubles the computation of a given tree T based on the ele-
ments of the cotree associated. By Theorem 3 each Ti can be computed indepen-
dently. So the maximum number of times that Recurrence 5 is applied is given
by k = max{| Ti|}. While the computation of M(T, ∅) is done in polynomial
time. �

4.1 Example

Let F = {{v1, v2}, {v1, v7}, {v2, v4}, {v2, v3}, {v3, v7}, {v3, v10}, {v4, v5}, {v4, v9},
{v5, v6}, {v7, v10}, {v6, v8}, {v6, v9}}. The constraint graph ρ(F ) is (we ommited
the signs since all variables are positive):

1 2 3 7 10

9 4 5 6 8
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The partition of G is Gp1 , Gp2 and GR whose elements are respectively:

( 1 2 3 7 10 , 9 4 5 6 8 , 2 4 )

The computation of each partition is:

Gp1 = M

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

2 1

3 2

7 , 3

10 1 10

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

= MA

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

2

(9,5)

3

(5,4)

7
(2,1) (2,1)

10 1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

− MA

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

2

(2,0)

3

(2,2)

(0,2)

7
(1,0) (2,1)

10 (0,1) 1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

− MA

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

2

(4,2)

(0,2)

3

(2,2)

7
(2,1) (1,0)

10 1(0,1)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

+ MA

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

2

(1,0)

(0,0)

3

(1,1)

(0,1)

7
(1,0) (1,0)

10 (0,1) 1(0,1)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

= (9, 5) − (2, 0) − (0, 2) + (0, 0) = (7, 3)

Gp2 = M

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

4

5 4

6 , 9

9 8

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

= MA

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

4

(9,5)

5

(5,4)

6
(2,1) (2,1)

9 8

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

− MA

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

4

(4,2)

(0,2)

5

(2,2)

6
(1,0) (2,1)

9 (0,1) 8

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

= (9, 5) − (0, 2) = (9, 3)

GR = M

⎡

⎣
2 (7,3)

4 (9,3)

⎤

⎦ = M
[

2 (7,3)×(12,9)
]

= 84 + 27 = 111

The time complexity O(2max{|Ti|} · poly(|E(T )|)) of our algorithm results
in a polynomial time for computing #2SAT for several classes of graphs. For
example, for Cactus Graphs which are acyclic or when they are cyclic then each
cycle is independent to any other of the graph. So, for this class of graphs
k = max{|Ti|} = 1.

The Cactus Graphs appeared in the scientific literature more than half a
century ago under the name of Husimi trees, dealing with cluster integrals in the
theory of condensation in statistical mechanics. Besides statistical mechanics,
where Husimi trees and their generalizations serve as simplified models of real
lattices, the concept has also found applications in the theory of electrical and
communication networks [4] and in chemistry [8,12].

5 Conclusion

#SAT problem for the class of Boolean formulas in 2-CF is a classical #P-
complete problem. However, there are several instances of 2-CF’s for which
#2SAT can be solved efficiently.

If the constraint graph G of an input 2-CF F is cyclic, T a spanning tree of
G and T its cotree, we show that by building a set partition ∪Ti of T , we show
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a parametric polynomial deterministic method to compute #2SAT with time
complexity of order O(2max{|E(Ti)|} · poly(|E(T )|)), where poly is a polynomial
function, and each Ti is formed by the frond edges of the cycles that are chained
via intersected cycles.

This is a novel method which shows that #2SAT is in the complexity class
FPT, and where the fixed-parameter k depends on the maximum number of
frond edges chained via intersected cycles in a subcotree, and of a decomposition
(tree:cotree) of the constraint graph associated to the formula.
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Abstract. A performative-based information capacity calculation metric for
MultiAgent Interaction Protocols is developed. The metric uses Shannon’s
L-channel combinatorial information capacity calculation idea. In the approach,
MultiAgent System (MAS) protocol is modeled as a discrete noiseless channel
and provides not data level but language specific information capacity calcu-
lation for high level performative-based protocols. The amount of information
that flow in MAS due to FIPA-ACL performatives used in given communication
protocol is measured and figured out. The unit of measurement is bits per
performative. Since the metric is a design time metric, it gives the system
designer an opportunity to evaluate his/her design without implementing and
testing it. In the application of the proposed metric to FIPA contract net protocol
and its iterated versions, we observed a correlation between iteration counts and
metric values.

Keywords: Agent communication protocol � Metric for multiagent systems �
L-channel � Shannon language � Discrete noiseless channel � Combinatorial
capacity calculation � Agent communication language performatives

1 Introduction

A common requirement of today’s distributed computing systems is to handle intensive
data and communication among units via well-designed communication languages and
protocols. Clearly, the system’s performance is directly affected by the expressive power
of designed communication language and efficiency of the protocol. Specific to agent
systems, languages like KQML [1] and FIPA-ACL [2] based on speech-act theory [3]
provide us useful well-defined standards in agent communication. In [4], criteria to
evaluate agent communication languages for an appropriate use have been defined.

While the role of communication language in computing is becoming more
important, accessibility to encapsulated internal designs of computing units is either
becoming more limited or impossible as in the case of MultiAgent Systems (MAS).
Separate ownership of agents and their adopted autonomous nature are two factors
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fostering such trend. On the other side, we know that successful operation in MAS
environments requires development of efficient measurement tools and techniques for
their designers [5]. As a consequence, communication-based modeling became a critical
and challenging issue for realizing better MAS products operating in large, complex,
dynamic environments [6]. Such an effort needs quantified assessment of inter-agent
communication protocols via some formal measurement approach. This is also true for
self-diagnosis and/or self-healing purposes. In [7], a communication-based performance
measure for MAS has been proposed. Their approach includes measurement of task
achievement performances of agents through pattern-based examination of agent
communication. In [8], it has been pointed out that measuring the size of communication
and the level of conversation is useful for sustaining agent activities. Therefore, figuring
out MAS agent communication via some metric is a problem whose solution may affect
the system’s run-time task achievement performance.

In [9], the effect of communication protocols and organizational structure on the
performance of MAS has been studied. Specifically, they have considered the
Contract-Net [10] and auction protocols implemented in KQML agent communication
language over mesh and hierarchical organizational structures. They have shown that
protocol and organizational structure are two key factors in predicting MAS perfor-
mance. In [11], alternative metrics based on graph theory are proposed to analyze agent
organizational structures. They present an evaluation approach to measure general but
not topic and/or application dependent characteristics of MAS. In [12], a metric for
calculating maximum rate of information that can be transmitted over peer-to-peer
organizational structure using Gnutella protocol has been proposed. Similarly, in [13],
an information capacity calculation metric for component-based software systems has
been developed. Different from peer-oriented organizational structure aware approach
of [12], they focused on the system level information capacity calculation due to
traditional messaging among software components. In their nature, MAS protocols are
different from traditional distributed system protocols; however, we know that the
agent communication research can borrow ideas from distributed systems [14] and we
should still have metrics to measure qualitative aspects of MAS protocols [6]. We or an
agent in a MAS environment must be able to compare two MAS protocols at design or
run-time for the purpose of better design or task achievement or possible agreement.

In this study, we propose a performative-based information capacity calculation
metric for MAS by adapting Shannon’s traditional L-channel combinatorial informa-
tion capacity calculation [15]. In our approach, MAS is modeled as a discrete noiseless
channel whose performative level agent communications define a Shannon language.
Note that existence of a performative level noise in communication among software
agents simply implies a non-working system for which information capacity calcula-
tion is meaningless. To the best of our knowledge, there is no study in the MAS
literature that attacks to development of a metric for information capacity calculation of
multiagent interaction protocols. According to the classification developed for the
software measurement of agent-based systems by [8], our proposal is a product metric
characterizing systems at runtime working level. The amount of information that flow
in MAS due to FIPA-ACL performatives used in given communication protocol is
measured and figured out. The unit of measurement is bit per performative. In Sect. 2,
we describe discrete noiseless channel modeling of MAS and give formal description
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of the metric. Section 3 includes the details application of the metric to an example
agent communication protocol. The results & discussions and conclusions are given in
Sects. 4 and 5, respectively.

2 Discrete Noiseless Channel Modeling of MAS
Communication and the Metric

In the following, we give definitions related to the discrete noiseless channel [15] and
after each definition we explain its meaning in MAS protocol context.

Definition 1: A discrete noiseless channel is a channel which allows the noiseless
transmission of a sequence of symbols chosen from a finite alphabet A (called q-letter
alphabet), each symbol, say a 2 A, having a certain value sðaÞ from a parameter of
interest (e.g. duration for time parameter), possibly different for different symbols.

In our case, a MAS protocol is a noiseless channel and discrete alphabet symbols
are coded FIPA-ACL performatives of the agent communication language of the MAS.
For example, i for inform, b for broadcast, r for request etc. So, A is the set of
performatives. Also, sðaÞ is assumed to be performative value due to use performative
a that causes state change of the MAS. Note that performative sender and/or receiver
identities are not important.

Definition 2: A word of length k over A is a finite string of k letters from A. If a ¼
a1a2. . .ak is such a word, its value is defined to be s að Þ ¼ s a1ð Þþ s a2ð Þþ . . .þ s akð Þ.

A word of length k defined over performative alphabet A is a sequence of per-
formatives a ¼ a1a2. . .ak where each symbol ai changes state of the global MAS. The
total performative value generated by a word of length k is the sum of each value
generated by corresponding performative during inter-agent communication.

Definition 3: A language L over A is a collection of words defined over A. The discrete
noiseless channel associated with L, the L-channel for short, is the channel which is
only allowed to transmit sequences from L, where it transmits them without error.

Language defined by an agent communication protocol is a set of valid interaction
or state change sequences (i.e. words of the language) defined by different executions
of the protocol and L-channel is the protocol itself.

The basic question answered by Shannon is: “What is the capacity of such L-channel
to transmit information?” Note that, in its original definition, the capacity (also called
combinatorial capacity) is the maximum rate (in bits per second) that information can be
transmitted over the channel. The parameter of interest in the Shannon’s original work is
associated with duration (in seconds) of single letter in spend in the channel. In our agent
communication protocol capacity calculation case, the parameter of interest is supposed
to be unit value generated by the use of performative sent from sender agent to receiver
agent defined by the protocol under consideration. As a consequence, the unit of the
calculated capacity is bits per performative.
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Simply, Shannon language can be represented by a directed graph G ¼ ðV ;BÞ
whose vertices are defined by V and branches/edges B are labeled with letters from the
alphabet A. The corresponding language L is then defined to be the set of words that
result by reading off the edge labels on paths of the graph. Analogously, we define a
given protocol in terms of states of the MAS as the graph vertices and performatives as
the directed edges labeled by mapping k : B!A where B is the set of edges and A is
the set of performatives. Edge weight sðaÞ on the other hand, defines unit performative
value generated due to performative a.

Based on the Shannon’s work [15], we define performative-based combinatorial
capacity of a MAS protocol as:

Ccomb ¼ limt!1sup
1
t
logðNðtÞÞ ð1Þ

where NðtÞ is the total number of interaction or state change sequences defined by
MAS protocol of total value generated due to performative sequence of length t.

In Shannon’s original work, an algebraic method of computing Ccomb has been
given. In [16], a relatively simpler alternative Ccomb computation has also been given.
Below, we prefer to continue with definitions from [16] that are finalized by a theorem
defining the Ccomb calculation in an alternative way.

Definition 4: Let k : B!A be a labeling. k is right-resolving iff for each vertex v, the
labels on all branches having the same source vertex v are distinct.

Simply, right resolving property of labeling implies deterministic behavior of MAS
communication in terms of used performatives. Therefore, non-deterministic protocol
instances require a conversion to corresponding deterministic instances as a
pre-processing step before metric calculation. The performative value partition function
for set of all possible performative sequences defining language LG;k generated by
protocol graph G, and labeling k together with given performative values sðaÞ for each
performative a is defined below.

Definition 5: Let s be nonnegative real number, and for a given pair of protocol state
vertices ðv;wÞ, performative edge partition function is defined by

Pv;w sð Þ ¼
X

b2Bv;w
e�ssðbÞ ð2Þ

where Bv;w is a performative edge having source state v and destination state w.

The functions Pv;wðsÞ can be considered as the entries of a M �M matrix PðsÞ
where M is the number of vertices. The spectral radius (the magnitude of the largest
eigenvalue) of matrix PðsÞ is represented by qðsÞ and it is also called the partition
function for the language LG;k.
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Theorem: The combinatorial capacity of the language is given by

Ccomb ¼ lnðs0Þ ð3Þ

where s0 is the unique solution to the equation q sð Þ ¼ 1.

Alternatively, Ccomb is the greatest positive solution of the equation (in nats),

q sð Þ ¼ det I � P sð Þð Þ ¼ 0 ð4Þ

where I is the identity matrix and PðsÞ is the performative edge partition function.

3 Application of theMetric toAgentCommunicationProtocols

In a typical data-oriented low level approach, communication between units is iden-
tified at message-data level and the effect of communication due to higher level outer
language primitives and designed protocol is not considered. Traditionally, protocols
specify a flow of messages however recent approaches also ascribe meanings to the
messages [17]. In the context of MAS, outer languages like KQML and FIPA-ACL
define an envelope for messages, using which an agent can explicitly state the intended
illocutionary force of a message. In both languages, the illocutionary effect is mainly
characterized by the use of primitives called performatives (e.g. inform, request,
ask-one, broadcast etc.). The term performative is defined as: “Being or relating to an
expression that serves to effect a transaction or that constitutes the performance of the
specified act by virtue of its utterance” [18]. Performatives are the main sources of
illocutionary effect generation in MAS. There are 40 different performatives defined in
the original KQML and 20 around different performatives in FIPA-ACL. Two core
primitives of FIPA-ACL are inform and request. All other performatives in FIPA-ACL
can be defined in terms of these performatives. Therefore, one can assume inform and
request performatives as the basic units of communication.

In order to illustrate the application of Shannon’s combinatorial capacity calcula-
tion metric to the agent communication protocols at performatives level, we will use
two known protocols: Contract Net [19] and Iterated Contract Net [20].

3.1 FIPA Contract Net Protocol

Contract Net protocol is developed to carry out negotiations between participants in
distributed environments. It allows the distribution of tasks among a group of agents.
Also, a user in marketplace specifies his/her goods (call for proposal act) and among
the bids received (proposal act) chooses the winner. In the e-Bay example winner is the
highest bidder. In contract net, one agent (the Initiator) takes the role of manager which
wishes to have some task performed by one or more other agents (the Participants) and,
further wishes to optimize a function that characterizes the task. This characteristic is
commonly expressed as the price, in some domain specific way, but could also be
soonest time to completion, fair distribution of tasks, etc.
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In FIPA contract net protocol, initiator agent starts the communication by sending
Call for Proposal (CFP) to the participants in the environment. Participants can reply the
CFP either with refuse or propose performative. Communication continues with the
participants that replies with propose performative. After initiator agent collects pro-
posals from the participants, it can accept one of them and refuse the rest or refuse all of
the proposals. If a proposal accepted then related participant informed with the
accept-proposal act. After the given task is executed by the participant, initiator is going
to be informed according to the result of the execution with inform or failure perfor-
mative. See [19] for UML representation of the protocol. Corresponding graph repre-
sentation of Contract Net protocol that forms the basis for Shannon Language is in
Fig. 1. In the figure, S1 is the initial state where initiator agent sends the Call for Proposal
performative. S2 is the state where participants reply call for proposal either by refuse or
propose performative. In state S3, initiator either accepts or rejects one of the proposals
sent by participants. If the proposal accepted by the initiator, in state S4 participant
informs the initiator with the result. If the result is done then system goes to the final
state S5 In case of failure system also goes to final state S5 and communication ends.

If proposal rejected by the initiator then initiator sends the reject performative to the
participant and system goes to the final state S5. Performatives that realize the com-
munication are labeled as p1 to p7. Description of the performatives can be found in
Table 1.

S1 S2 S3

S4

S5
p1

p6p5

p4

p3

p2

p7

Fig. 1. Graph-based representation of contract net protocol.

Table 1. Symbol vs. performative descriptions.

Symbol Performative

p1 Call for proposal
p2 Refuse
p3 Propose
p4 Reject proposal
p5 Accept proposal
p6 Inform (result/done)
p7 Failure
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FIPA-ACL performatives can be represented in terms of two primitive performa-
tives: inform and request. So, for each performative, one can determine its value s að Þ
based on count of the primitive performatives in its formal definition, recursively. Note
that alternative (even cognitive) metrics other than simple primitive counting can
further be defined for their more suitable handling. In this study, we supposed s(ai)¼ 1
for all performatives ai occur in the protocol without any further elaboration. Based on
Eq. 2, first we obtain performative edge partition function in Fig. 2. Then, the
performative-based information capacity of the contract net protocol as: 0.2406 bits/
performative.

3.2 FIPA Iterated Contract Net Protocol

Iterated Contract Net Protocol is the modified version of the Contract Net Protocol.
Different from the Contract Net protocol, negotiation is iterated for a fixed number of
times by the initiator agent to get better bids. During the iterations, according to the
proposals received initiator agent revises its call for proposal and starts the negotiation
process over the participants replied with propose act in the previous iteration. See [20],
for sequence diagram defining Iterated Contract Net protocol. Graph-based represen-
tations of FIPA Iterated Contract Net protocols for two, three, and four iterations and
their corresponding performative edge partition functions are given in Fig. 3. The
obtained performative-based information capacity values are: 0.2812, 0.2992 and
0.3094 bits/performative, respectively. From the obtained results, we can say that as the
number of iterations of FIPA contract net protocol increases, performative-based
information capacity of the protocol also increases.

4 Results and Discussions

The proposed metric is a product metric usable at design time. Since agent cooperation
in a multiagent system is a very complex process, it is valuable to have a clue about the
product at design time. Empirical criterion for the metric is: Higher performative-based
communicative capacity of the protocol provides more robust and flexible MAS design.
Capacity maximization is supposed to be MAS design goal. Note that usage of an
alternative agent communication languages or changing MAS organizational structure
are still two possible design decisions that can be taken for obtaining higher com-
municative capacity achievement.

Fig. 2. Performative edge partition function obtained for the example protocol.
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Protocol designer can model; his/her protocol and test it against various predefined
communication protocols (if they are alternative to designed protocol). Or for any
possible modifications in the protocol, designer can compare the existing protocol with

Fig. 3. Graph-based representation and performative edge partition functions obtained for the
iterated contract net protocol (a) for 2 iterations (b) for 3 iterations and (c) for 4 iterations.
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the modified one by means of efficiency at design time. Having designed two protocols
being alternative to each other, instead of developing software with implementing
protocols and testing them, using proposed metric, one can conclude which protocol is
more useful in terms of information generated/passed per unit performative at run-time.
As we pointed out higher the value is expected to result in more robust MAS design
(compare with bit per second measure in traditional data communication networks).
From that sense, the proposed metric provides not data level but language specific
information capacity calculation for high level performative-based protocols.

Clearly, the metric value is shaped by how the cost value s(ai) for performatives are
defined. Even though we assumed fixed s(ai)¼ 1 values for all performatives, one can
develop alternative valuations for different performatives based on their formal defi-
nitions. This may range from simple counting of primitives inform and request
occurrences in the definition to performative’s occurrences in the other performative
(simple their level of primitiveness). In [21], for example, a weight is associated with
each six type of KQML performatives based on its state change impact on sender and
receiver agents.

Specific to the results that we have obtained for application of the metric to the
iterated and non-iterated versions of FIPA contract net protocol in Sect. 3, there exist a
correlation between the metric application results and iteration count of the protocol
(see Fig. 4). It would be interesting to make an asymptotic analysis of possible upper
bound of the attained capacity when the number of iterations goes to infinity. Existence
of such correlation seems a consequence of increased number of alternative paths that
brings MAS communication into its final state.

The metric can also be used for dynamic reorganization of MAS organizational
structure at run-time. By this way a centralized authority like directory facilitator can
decide on the neighborhood of new created agent in the organizational structure for
which the performative-based combinatorial information capacity value of MAS is
maximized. However, in our experiments, we observed that run-time metric compu-
tation is a performance demanding task especially when the number of agents in MAS
becomes high. Note that this is not an issue for protocol level application of the metric
whose graph-based representation generates matrices with small size and sparse.

0

0.1

0.2

0.3

0.4

Original   
Contract-Net

2-Itera on 
Contract-Net

3-Itera on 
Contract-Net

4-Itera on 
Contract-Net

Fig. 4. Performative-based information capacity calculation results (in bits/performative) for
FIPA contract net and iterated contract net protocols.
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5 Conclusions

Paradigm shift in software development from independent single body design to
integration of communicating autonomous agents residing in complex, dynamically
changing, distributed environments enforces communication-based metrics to be
developed. A new design time product metric that measures performative-based run-
time information capacity of MAS protocols in bits per performative is proposed. The
metric is based on Shannon’s classical work of combinatorial capacity calculation of
discrete noiseless channels. The metric is easily applicable to agent communication
languages other than FIPA ACL. In the application of the proposed metric to FIPA
contract net protocol and its iterated versions, we observed a correlation between
increased iteration counts and their increased metric values.

The metric can also be used for dynamic reorganization of MAS organizational
structure at run-time. However, it becomes rather performance demanding especially
when the number of agents is exceeds 25. In application to MAS protocol capacity
calculation, on the other hand, relatively small size and sparse nature of the perfor-
mative edge partition function does not result in high computational time demand,
relatively. Finally, since the metric is applicable to any performative based commu-
nication forms of communication between agents, an empirical study that investigates
potential correlation(s) among the metric and known software metrics in literature
would contribute to provide stronger evidence(s) for benefits of the proposed metric, in
future.
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Abstract. In this paper the application of a new method of bio-inspired opti-
mization based on the self-defense mechanism of plants is presented. Through
time the planet has gone through changes, so plants have had to adapt to these
changes and adopt new techniques to defend from natural predators (herbi-
vores). Several works have shown that plants have mechanisms of self-defense
to protect themselves from predators. When the plants detect the presence of
invading organisms this triggers a series of chemical reactions that are released
to air and attract natural predators of the invading organism [1, 9, 10]. For the
development of this algorithm we consider as a main idea the predator prey
mathematical model of Lotka and Volterra, where two populations are consid-
ered and the objective is to maintain a balance between the two populations.

Keywords: Predator prey model � Plants � Self-defense � Mechanism

1 Introduction

Several meta-heuristic algorithms have been developed to solve various combinatorial
optimization problems. These can be classified into different groups based on the
criteria that are, for example, deterministic, iterative, population based, stochastic, etc.
While an algorithm works with a set of solutions and the use of multiple iterations to
approach the desired solution is called as iterative algorithm based on populations.

Throughout history there have been developed and tested multiple methods of
search and optimization inspired by natural processes. This with the goal of solving
particular problems in the area of computer science and several different bio-inspired
methods have been tried, such as ACO, PSO, BCO, GA etc. [7, 8, 11]. Trying in all
cases to get the solution of a specific problem with a smaller error.

In this work a new optimization algorithm inspired in the self-defense mechanisms
of plants is presented. This in order to compete against the existing optimization
methods. In nature, plants are exposed to many different pathogens in the environment.
However, only a few can affect them. If a particular pathogen is unable to successfully
attack a plant, it is said that it is resistant to it, in other words, cannot be affected by the
pathogen.

The proposed approach takes as its main basis the Lotka and Volterra predator-prey
model, which is a system formed by a pair of first order differential equations, nonlinear
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for moderating the growth of two populations that interact with each other (predator
and prey) [6].

2 Self-defense Mechanisms of the Plants

In nature, plants as well as animals are exposed to a large number of invading
organisms such as insects, fungi, bacteria and viruses that can cause various types of
diseases, and even death [10, 14].

Defense mechanisms (or coping strategies) are automatic processes that protect the
individual against external or internal threats. The plant is able to react to external stimuli.
When it detects the presence or attack of an organism triggers a series of chemical
reactions that are released into the air that attracts natural predator of the assailant or cause
internal damage to the aggressor [9]. In Fig. 1 a general scheme is shown to illustrate the
behavior of the plant when it detects the presence or attack by a predator.

The leaves normally release into the air small amounts of volatile chemicals, but
when a plant is damaged by herbivorous insects, the amount of chemicals tends to
grow. Volatile chemicals vary depending on the plant species and species of herbiv-
orous insects [12]. These chemicals attract both predators and parasitic insects that are
natural enemies of herbivores see Fig. 1. Such chemicals, which work in the com-
munication between two or more species, as well as those who serve as messengers
between members of the same species are called semi-chemicals [1, 2, 5, 10].

Although in nature, this type of immunity stops almost all parasites, has received
little investigation. Some scientists have uncovered the molecular components of the
first line of defense. In their findings, they conclude parallels between plant and animal
immune systems.

Fig. 1. Representation of the process of self-defense of the plant
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3 Predator-Prey Model

The organisms live in communities, forming intricate relationships of interaction,
where each species directly or indirectly dependent on the presence of the other. One of
the tasks of Ecology is to develop a theory of community organization for under-
standing the causes of diversity and mechanisms of interaction. In this paper, we
consider the interaction of two whose population size at time t is x (t) and y (t) species
[2, 3]. Furthermore, we assume that the change in population size can be written as:

dy
dt

¼ Iðx,yÞ ð1Þ

dx
dt

¼ Pðx,yÞ ð2Þ

There are different kinds of biological interaction can be represented mathemati-
cally with this system of equations [3]. As P(x, y) and I(x, y) determining the growth
rate of each of the populations; there is the case where one of these species is fed from
the other, then the system of survival is given by: Eq (3)

Pyðx; yÞ\0

Ixðx; yÞ[ 0
ð3Þ

That is, the change of the prey population relative to the predator decreases and the
change of the predator population relative to the prey increases. These are some of the
conditions that must meet a set of predator prey equations [3, 13].

3.1 Analysis of the Lotka and Volterra Model

This model is based on the following assumptions.

1. The population grows proportionally to its size, and has enough space and food. If
this happens and x (t) represents the prey population (in the absence of predators),
then the population growth is given by:

dx
dt

¼ ax; a[ 0;

xðtÞ ¼ x0e
at:

ð4Þ

The population of prey in the absence of the predator grows exponentially.

2. The predator y (t) only feeds on the prey x (t). Thus, if there is no prey, their size
decreases with a rate proportional to its population is represented by. Equation (5)
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dy
dt

¼ �dy; d[ 0;

yðtÞ ¼ y0e
�dt

ð5Þ

The population of predators in the absence of prey decreases exponentially to
extinction.

3. The number of encounters between predator and prey is proportional to the product
of their populations. Each of the number of encounters favor predators and reduces
the number of prey.

The presence of prey helps the growth of the predator and is represented by Eq. (6)

cxy; c[ 0: ð6Þ

While the interaction between them, reduces the growth of prey is represented by
Eq. (7)

�bxy; b[ 0: ð7Þ

Under the above hypothesis, we have a model of interaction between x (t) and y (t)
is given by the following system: Eqs (8),(9)

dx
dt

¼ Ax� Bxy ð8Þ

dy
dt

¼ �CxyþDy ð9Þ

X: is the number of prey
Y: is the number of predators
dx
dt Is the growth of the population of prey time t
dy
dt Is the growth of the population of predator at time t
A: It represents the birth rate of prey in the absence of predator
B: It represents the death rate of predators in the absence of prey.
C: Measures the susceptibility of prey.
D: Measures the ability of predation.

4 Proposed Optimization Algorithm Based
on the Self-defense Mechanisms of Plants

The proposed approach takes as its main basis the Lotka and Volterra predator-prey
model, which is a system formed by a pair of first order nonlinear differential equations
for moderating the growth of two populations that interact with each other
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(predator and prey). In Fig. 2 a general scheme of our proposal was taken as the base
the traditional model of predator prey shows, using the principle of the dynamics of
both populations the evolutionary process of plants is generated to develop the tech-
niques of self-defense.

In nature, plants have different methods of reproduction, in our approach we
consider only the most common: clone, graft and pollen. Clone: the offspring identical
to the parent plant. Graft: it takes a stem of a plant and is encrusted on another to
generate an alteration in the structure of the plant. Pollen: one plant pollinates other
flowers and generates a seed and the descent is a plant with characteristics of both
plants.

To generate the initial population of the algorithm we use the equations of the
model of Lotka and Volterra, the mathematical representation is shown in Sect. 3.1
Eqs. (8) (9). Equation 8 is used to generate the population of prey (plants), and Eq. 9 is
used to generate the population of predators (herbivores), as mentioned above functions
predator prey model is used to model our proposed model variables adapted to the
proposal.

Figure (3) describes the steps of the optimization algorithm inspired by the defense
mechanisms of plants.

The initial sizes of both populations (prey, predators) are defined by the user, the
parameters (a, b, c, d) are also defined by the user, the model of Lotka and Volterra
recommended the following parameter values a = 0.4, b = 0.37, c = 0.3, d = 0.05. Both
populations that initiated these populations interact with each other prey and predator,
use this method to generate new offspring of plants, these plant reproduction in bio-
logical processes are applied. The population is re-evaluated and if the stop criterion is
not satisfied, return the iterative cycle of the algorithm.

Fig. 2. General illustration of our proposal
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5 Results

In this section the results obtained are shown to the test the performance of the
algorithm, we used a set of five benchmark functions, where the goal is to approximate
the value of the function to zero. In this case, 30 experiments were performed for the
following mathematical functions, and the evaluation is for 10, 30, 50 variables, see
Table 1.

Table 1 shows the definitions of the mathematical functions used in this work.

Parameters Settings for the Algorithm. The common parameters in the control of
algorithms are the population size and the maximum number of iterations and some
others, but in this case the algorithm uses many parameters compared to other
bio-inspired methods. We are planning to find a way to optimize the parameters setting
of the algorithm using intelligent computing techniques.

Fig. 3. Flowchart of the proposed algorithm
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The proposal uses more parameters than other traditional algorithms, it is difficult to
find the optimal parameters to achieve acceptable results. The parameters of the
algorithm are usually moved manually by trial and error to observe and determine the
range of parameters used. The configuration of parameters are defined below: the
parameters (a, b, c, d), a = 0 − 1, b = 0 − 1, c = 0 − 1, d = 0.0 − 0.1. We also need to
define the size of prey populations (plants) and predators (herbivores), the model does
not recommend optimal values for populations, and we use plants = 250, Herbi-
vores = 200, must also define the time and maximum number of iterations, and we use
the iteration in the range of 200–500 to observe the results.

Table 1. Mathematical functions
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Tables 2, 3, and 4 show the experimental results for the benchmark mathematical
functions used in this work and optimized with the proposed method. The Tables show
the results of the evaluations for each function with 10, 30, and 50 dimensions; where
we can find the best, worse, standard deviation, average, values shown was obtained
from 30 experiments performed by moving the parameters a, b, c, d in the above ranges
established.

The results presented in the previous tables show that we are on track in the
development of the bio-inspired optimization algorithm sbased on the self-defense
mechanisms of plants. With all the experiments we deduce a pattern of behavior of the
data by moving the a, b, c, d parameters manually by trial and error for optimization
problems of mathematical functions. This shows that when the variables are in the

Table 2. Experimental results with 10 dimensions

Function Algorithm performance with 10 dimensions
Best Worse σ Average

Sphere 3.62E-308 4.994E-23 1.2628E-23 3.700E-24
Ackley 8.88E-16 3.21E-09 6.8865E-10 2.06E-10
Rosenbrock 0.0339 8.9300 2.16266548 1.4421
Rastrigin 3.94E-09 2.32E-05 4.2294E-06 8.42E-07
Griewank 1.90E-10 2.23E-09 3.8869E-10 8.23E-10

Table 3. Experimental results with 30 dimensions

Function Algorithm performance with 30 dimensions
Best Worse σ Average

Sphere 1.523E-252 3.427E-07 6.4224E-08 1.529E-08
Ackley 8.88E-16 3.78E-03 0.00069861 1.94E-04
Rosenbrock 0.0494 37.2144 7.53849331 4.9807
Rastrigin 1.57E-07 7.97E-03 0.00160841 4.22E-04
Griewank 5.07E-10 2.45E-08 4.0204E-09 4.92E-09

Table 4. Experimental results with 50 dimensions

Function Algorithm performance with 50 dimensions
Best Worse σ Average

Sphere 2.136E-214 3.938E-04 7.2512E-05 1.594E-05
Ackley 8.88E-16 3.27E-01 0.05971378 1.13E-02
Rosenbrock 0.2656 41.0000 8.79412663 6.4178
Rastrigin 1.86E-05 3.78E-02 0.00959503 3.01E-03
Griewank 8.10E-09 3.23E-04 5.8959E-05 1.09E-05
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following ranges a = 0.3 − 0.7, b = 0.1 − 0.4, c = 0.2 − 0.3, d = 0.01 − 0.05, we can
maintain a best balance between the two populations managing to obtain less disper-
sion of data to model them in the mathematical functions used.

5.1 Statistical Comparison

To conclude, in this work is necessary statistical comparison between the proposed
method vs Artificial Bee Colony (ABC) [4] for this problems studieds. The statistical
test used for comparison is the z-test, whose parameters are defined in Table 5. With the
parameters of the tables above (Tables 2, 3, 4), we applied the statistical z-test for all
the cases shown in this study, giving the following results shown in the Table 6. In
applying the statistic z-test, with a significance level of 0.05, and the alternative
hypothesis says that the average of the proposed method is lower than the average of
ABC, and of course the null hypothesis tells us that the average of the proposed method
is greater than or equal to the average of ABC, with a rejection region for all values fall
below −1.699. So the statistical test results are that: for the proposed method, there is
significant evidence to reject the null hypothesis −1.8798.

Analyzing the results of the statistical test shows that the proposed algorithm needs
some improvements and consider other biological processes in plants. In Table 6 it
shows that the proposed algorithm exceeds some published results of the bee colony
algorithm.

Table 5. Parameters for the statistical z-test.

Parameters Values

Level of significance 95 %
Alpha 0.05 %
Ha µ1 < µ2
H0 µ1 ≥ µ2
Critical values −1.699

Table 6. Results of applying statistical z-tests.

Function N. Variables Our method ABC Z-Value Evidence

Griewank 10 8.23E-10 0.00087 −1.8798 Significant
30 4.92E-09 2.87E-08 −31.7664 Significant

Rastrigin 10 8.42E-07 0.0 1.09424 Not significant
30 4.22E-04 0.033874 −1.0091 Not significant

Rosenbrock 10 1.4421 0.034072 3.56522 Not significant
30 4.9807 0.219626 3.4585 Not significant

Ackley 10 2.06E-10 7.8E-11 0.5157 Not significant
30 1.94E-04 6.0E-12 1.5250 Not significant

Bio-Inspired Optimization Algorithm 235



6 Conclusions

The proposal is to create, develop and test a new optimization algorithm inspired by the
bio-defense mechanism of plants, the first challenge is to adapt the predator-prey model
and test the algorithm in an optimization problem, in this case, we decided to test the
performance in mathematical functions and we have achieved acceptable results. When
we move the parameters manually observe that the algorithm has better performance
when the values are in a range of values, these observations are only for this problem,
we need to apply it to other optimization problems to analyze the behavior. This
algorithm is in the early stages, but we are working on the necessary information about
the natural processes of plants to add adaptations of biological processes to the algo-
rithm, this in order to improve results and achieve a proposal that can be make a
competitive algorithm against methods bio-inspired existing.
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and Miguel Angel Jara Maldonado
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Abstract. Traditionally, games and video games have provided a frame-
work for the study of Artificial Intelligence approaches. The main objec-
tive of this work is to verify whether the optimization method based on
ant colonies can be applied to the development of a competitive agent in
the environment of videogames in real time. One of the important char-
acteristics of the presented work is the optimization calculations to void
losing the game fluidity. In addition, another aim of the work is to obtain
an architecture for the development of educational type videogames
to encourage inexperienced users to interact with artificial intelligence
algorithms. The game allows the user to experience the changes in the
algorithm given certain changes in the parameters and variables used by
the Ant Colony Optimization algorithm itself.

1 Introduction

The video game industry is flourishing for more than three decades now, with
revenues surpassing even those of the movie and music industries. Due to their
high popularity and huge computational demands, video games would always
introduce leading technologies and pioneering methods in the field of human-
computer interaction at large. Today’s technologies have reached a point where
new add-ons can boost the gameplay experience, altering and guiding game
content and evolution following affect-dependent strategies [1,2].

Despite the huge advances made in processor power and associated resources
in both the PC and console gaming world, over the past two decades, AI in
games has not advanced. 99 % of commercial games on the market in 2008 use
a combination of the basic AI techniques from games of the 1980s namely, state
machines, rule-based systems, and planning techniques [3].

AI in games has become the most interesting element in actual games from
the player’s point of view, once the technical components (graphics, sound,
human-computer interaction) have reached almost an upper bound. They mostly
request opponents exhibiting intelligent behavior, or just better human-like
behaviors.

There is no research indicating the use of ACO (Ant Colony Optimization)
in video game artificial intelligence (AI). Pheromone trails in ACO are essen-
tially a way for independent ants to communicate with each other. This style of
c© Springer International Publishing Switzerland 2015
G. Sidorov and S.N. Galicia-Haro (Eds.): MICAI 2015, Part I, LNAI 9413, pp. 238–247, 2015.
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communication can be incorporated into a game AI allowing separate AI agents
to communicate with each other.

The basics of the ant colony optimization approach is presented in Sect. 2.
The main ideas of this proposal about the development of a video game are
detailed in Sect. 3. Implementation details are discussed in Sect. 4. Finally, results
and conclusions are discussed in Sects. 5 and 6.

2 Ant Colony Optimization

Swarm intelligence studies the collective behavior of unsophisticated agents that
interact locally through their environment [4].

In nature, ants usually wander randomly, and upon finding food they return
to their nest while laying down pheromone trails. The other ants will find the
path (pheromone trail), and follow the trail, returning and reinforcing it if they
eventually find food. The pheromone starts to evaporate as time passes. If the
time taken for an ant to travel down the path and back again to the nest is
very large, the pheromone evaporates thereby making the path less prominent.
A shorter path, in comparison will be visited by more ants (can be described as
a loop of positive feedback) and thus the pheromone density remains high for a
longer time.

Ant colony optimization (ACO) is implemented as a collective group of intel-
ligent agents, which simulate the ants behavior, walking around the graph rep-
resenting the problem to solve using mechanisms of cooperation and adaptation.

ACO algorithm requires the following definitions:

1. The problem needs to be represented appropriately, which would allow the
ants to incrementally update the solutions through the use of a probabilistic
transition rules, based on the amount of pheromone in the trail and other
problem specific knowledge. It is also important to enforce a strategy to
construct only valid solutions corresponding to the problem definition.

2. A problem-dependent heuristic function η that measures the quality of com-
ponents that can be added to the current partial solution.

3. A rule set for pheromone updating, which specifies how to modify the
pheromone value π.

4. A probabilistic transition rule based on the value of the heuristic function η
and the pheromone value π that is used to iteratively construct a solution.

2.1 Mathematical Model of ACO

ACO was first introduced using the Traveling Salesman Problem (TSP). Starting
from the first node, an ant iteratively moves from one node to another. When
being at a node, an ant chooses to go to a unvisited node at time t with a
probability given by

P k
i,j(t) =

[τi,j(t)]α[ηi,j(t)]β∑
t∈Nk

i
[τi,j(t)]α[ηi,j(t)]β

j ∈ Nk
i (1)
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where Nk
i i is the feasible neighborhood of the antk, that is, the set of cities which

antk has not yet visited; τi,j(t) is the pheromone value on the edge (i, j) at the
time t, α is the weight of the pheromone; ηi,j(t) is a priori available heuristic
information on the edge (i, j) at the time t, β is the weight of heuristic infor-
mation. Two parameters α and β determine the relative influence of pheromone
trail and heuristic information. τi,j(t) is determined by

τi,j(t) = ρτi,j(t − 1) +
n∑

k=1

Δτi,j
k∀(i, j) (2)

Δτi,j
k(t) =

{
Q

Lk(t)
if the edge (i, j) chosen by antk,

0 otherwise.
(3)

where ρ is the pheromone trail evaporation rate (0 < ρ < 1), n is the number of
ants, Q is a constant for pheromone updating.

3 Algorithm Development for the Video Game

The mathematical model of the algorithm presented above constitutes the most
important organ. This is responsible for controlling the iterations which updates
nodes and pheromones; it allows the ants to choose the direction to be taken;
and can even modify the intelligence of each of the agents to find food and return
to the colony faster (through its parameters).

Traditionally, the algorithm is focused on finding a solution to some problem.
For this project, the ants are programmed to look for food; and thus bring
well-being to their colony. Using a mathematical model to implement the ACO
algorithm in a video game facilitated the gameplay, where players can modify
the values of intelligence of their ants to experience changes in their behavior.

To use such a wide formula as the one that will be presented later; it was
necessary to divide its elements into different components and analyze them at
different stages of the code, to guarantee both the fluidity of the video game as
the operation of the formula guarantee.

In the traditional ACO algorithm, the ants travel through a graph where
each “turn” they change of node, this means that the traditional algorithm time
measurement is based on shifts and not on measurements of real time, which is
far away from the video game behavior that was implemented. By that time the
new representation of the mathematical model of ACO was the first contribution
of this work. For the video game presented in this work, updates are generated in
real time, which means that the ants are in constant motion and are not subject
to“shift”, but state changes.

The algorithm proposes changes of position in relation to meters to measure
these changes of state (a yes and a not), this means that instead of a graph,
the ants of this games are guided by a matrix, and in that matrix each box
is separated by a meter away from its center to the center of the next box.
These boxes are coordinates x, z within a 3D world. When an ant approaches a
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midpoint of a square grid (for example: 3.4,1 approximates 3,1 if the ant was in
that position 3.6,1; the ant is considered in the table 4,1 by approximation), it is
considered that there has been a state change and at this point, the formula is
recalculated to determine which direction should take the ant (North, Northeast,
East, Southeast, South, Southwest, West, Northwest).

Returning to the equations presented in the previous section, and for purposes
of this paper, it was determined that the best heuristic η priori for the game
should be the distance from the node with respect to the origin, which is the
colony (where the ants deposit food once they have found it). Thanks to this
heuristic, the ants can find food closer to the colony and, once they have obtained
food, these ants will determine the shortest path back to the colony (sometimes
ignoring the travelled path to get that node).

During this work, ACO approach was modified in different ways to achieve an
optimization to increase the intelligence of ants and improve the entertainment
that the game offers the player. One of the most important improvements to
be mentioned with respect to the traditional formula presented above, was that
ants have a preference for certain directions and different types of pheromone.

The formula [τi,j(t)]α[ηi,j(t)]β is changed as follows during the selection of
the next node to travel:

1. If the analyzed node is in the same direction that the ant travelled, the
formula changes to:

[τi,j(t)]α[ηi,j(t)]β × 2 (4)

2. If the analyzed node contains a successful path to go, i.e., priority is added
to nodes where the ant has walked to carry food, the formula is:

[τi,j(t)]α[ηi,j(t)]β × 15 (5)

3. If the ant loads food, heuristics is enhanced and the ant increases its pref-
erence for nodes near the colony, according to the intelligence value I (there
are buildings that can improve the ants intelligence):

[τi,j(t)]α[ηi,j(t)]β+I (6)

4. Finally, to select the next direction that the ant will take, a random tourna-
ment is performed, where the probability (obtained by the above formula)
to be a useful node increases the possibility of taking certain direction. This
tournament will be made only between three different nodes (this reduced
the analysis of nodes and also allows to simulate a more realistically the ants
travel). For example: If an ant walks to the north, the nodes will analyze the
Northeast, North and Northwest, for being closest to the north.

The above data depends on a value τ of the pheromone that is constantly
updated. For this value of pheromone in each node, the traditional ACO method
uses the formulae (2, 3) and assigns each node in each “turn”.

However, in an application such as a video game, where operations must be
performed constantly; calculating all values of pheromone in each level of nodes,
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is very expensive in computing resources. Therefore, a solution which consists of
calculating the value of the pheromone in the node is implemented, only at the
moment that intends to analyze if the node will be occupied or not (when ants
change position). In this way, each node has a personal variable that stores the
last time that the pheromone of the node was assessed. When the ant requires to
use the node, the elapsed time from that update is estimated, and to simulate the
pheromone evaporation, time is submitted to the proposed exponential formulae
which is expressed as follows:

(1 − ρ)current time−last updated ∗ τi,j +
Q

Lk
(7)

Thus, the update variable is subject to time and its updating can be post-
poned until the moment in which it is used.

4 Video Game Implementation

Once established the necessary changes to implement ACO in a 3D environment,
the next step taken was to create the necessary elements to transform the algo-
rithm into an entertaining video game. To achieve this goal, a series of rules were
designed to establish all the limits of the game and to define the goals that the
player must reach. The goal of the video game is to ensure the anthill’s survival.
This implies that at least one of the ants must stand for the player to continue
playing. The ants (agents in the game) work for the player, they collect food
scattered over the map and take these food back to the anthill, see the Fig. 1.

Fig. 1. Ants must return to the anthill to deposit food.

Each ant has the modified ACO algorithm, which implies that each ant can
be modified and upgraded by using the algorithm’s parameters. Thanks to this,
the creation of buildings was added to the rules of the game, where the player
can create buildings to upgrade its ants. Some of these upgrades are:
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– Modify the ant’s movement speed.
– Increase the intelligence of the ants: The intelligence is measured as the

efficiency to get back to the anthill once the ant has gathered food (by
modifying the heuristic formula).

– Improve the ant’s strength/food carry capacity. This particular variable is
not related to the algorithm but to the game’s mechanics, each food has a
limit of waste and every ant can carry an X quantity of food, depending on
their carry capacity. Strength also helps ants to battle against the enemies,
taking off a certain amount of life to the spiders when combat is enhanced.
The total life taken from enemies is counted as food for the anthill and thus
can be returned to the ant’s base.

– Enhance the ant’s life: The ants will sometimes face combat against spiders,
to avoid them to die quickly, it is important to improve the ant’s total life.

Over time, the player will face several challenges within the map; for this
reason, it is important for him to plan the distribution of the buildings carefully.
Some buildings that help to upgrade ants may be desirable to be more distanced
from the anthill than those which provide of food, so the distance from the food
source to the anthill is reduced (Fig. 2).

Fig. 2. The player must think strategically before placing his buildings.

Another challenge that the ant population will face within time are the spi-
ders. All over the game, there is a corner in which a spider inhabits, this spider
is capable of damaging ants and will in fact pursuit them once they reach its
cobweb. The spider has the ability to generate aleatory raids of small spiders
that will invade the entire map (not only their mother’s cobweb) and will reduce
the population of ants.

Further, it is possible to manipulate the pheromone trail by using the right
button of the mouse over a visible pheromone trail. By doing so, the existing
trail will be erased and the ants will no more prefer to follow that path. This
can avoid ants to walk towards the spider or to move over a place where food
has been already finished (Fig. 3).

As time goes by, and depending on the number of ants that the player has,
the amount of food will be consumed and if the amount of food reaches zero,
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Fig. 3. The spiders will difficult the growth of the ants’ population, making it harder
for the player to care for the ant’s wealth.

the ants will begin to starve. The player must then take care of several aspects
to avoid the dangers that the environment has for the anthill like real life.

To offer the right interaction between the player and the game, it is necessary
to count with a mediator which helps to transmit the information, achieving
like a good communication (in the understanding of communication on a global
context, where two or more entities establish a transmission and reception of
information through a medium). In the case of this project, the medium is a User
Interface (UI) that will allow us to transmit information between the system and
the player, by using a visual and user friendly screen. This screen will provide
the user with the necessary tools and information to manipulate the video game
and have a better understanding of ACO.

The visualization of the pheromone among the game is very important, it is
like this that we can observe the pheromone trail and evaluate how useful it is.
By evaluating the pheromone trail, the player can determine which directions
are taking his ants, and it will be easier for him to use the pheromone erase
tool. The erase tool has a limited use based on a total amount of “energy” that
will be wasted each time the player uses the right button of the mouse, and this
same energy bar will be restored over time if the user is not using the tool. This
energy bar is displayed at the top left corner of the screen so the player can see
at all time the current amount of energy available and make a good use of this
resource.

The player’s higher priority is the ants, making the anthill grow is one of the
main objectives of the game and thus it is important for the player to know at
every time:

– The birthrate of the ants.
– The actual amount of living ants.
– The amount of storage food.
– The consume of food per minute. (Very important considering that the fee

for buildings and upgrades is based on food).
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Both birthrate status and actual amount of ants are displayed in the bottom
left corner of the screen, and the food concerning data is displayed on the right
bottom corner of the screen (Fig. 4).

Fig. 4. Player must care for the well-being of your ants.

5 Results

AI research and video games are a mutually beneficial combination. On the
one hand, AI technology can provide solutions to an increasing demand to add
realistic, intelligent behavior to the virtual creatures that populate a game world.
On the other hand, as game environments become more complex and realistic,
they offer a range of excellent testbeds for fundamental AI research [5–7].

A remarkable improvement to ACO has been reached over this Project, this
amelioration has been implemented for a 3D environment (which required more
calculations than the traditional ACO algorithm) and also permitted to optimize
the time and resources invested on the calculation of pheromone evaporation
and direction decision making of the ants. These will ease users comprehend the
algorithm even if they are not related to artificial intelligence at all, adding a
playful bonus to the lesson.

The most important elements that the game contributed with, have been the
improvement of the ACO algorithm, because it models the ants’ behavior within
the whole software. A whole world of mechanics and rules has been created so
the game can be enjoyed by the players, teaching them how to use the ACO
algorithm to find the solution of a problem (Fig. 5).

Video games have different design considerations and usability issues than
other types of software. The ISO 9241-11 definition of usability includes three
independent measures including efficiency, effectiveness, and satisfaction. In the
case of video game usability, effectiveness and efficiency are secondary consider-
ations in relation to satisfaction. A consumer may need to purchase or use other
software to perform necessary tasks, but a game is bought on a voluntary basis
purely for entertainment value. If a game is not fun to play, it will not sell in
the marketplace. To ensure the satisfaction of game players, considerable care
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Fig. 5. Screenshot of the video game, the blue items show the current quantity of
pheromone trail on each node (Color figure online).

Fig. 6. Screenshot of the video game.

is required in the game design process and could be better guaranteed with the
use of formal usability evaluation procedures by game developers (Fig. 6).

Video games can be designed for very large and diverse audiences. Running
video game usability testing sessions with each segment of the audience is the
best way to ensure that the final product delivers the best possible video gaming
experience. Identifying a video game’s different audience segments can, however,
be challenging. Some of the parameters that we have found to be very useful
in helping identify audience segments for video game usability testing include:
name, age, sex, occupation, education level, city where the respondent lives,
do you like video games?, are you familiar with video games on PC?, previous
experience, select video games that you have played, global reactions of the
user. Select the number that most closely reflects their views on the system use,
display, performance and appearance. We conducted these tests with 10 persons
and we can summarize that the video game seems appropriate to 95 %.
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6 Conclusions

The traditional ACO algorithm has been improved to the point that its relation
to the real ants behavior has been modelled and demonstrated on a 3D video
game. This means that the algorithm has been modelled correctly even though
it has suffered adaptations like the time modification. For the realization of this
project it was necessary to fulfill the three main rules of the algorithm:

1. Defining the problem correctly: The problem is to obtain the higher amount
of food and return it to the colony as soon as possible.

2. Posing the correct η heuristic: To look for the nodes that are closer to the
anthill.

3. Defining a τ that lets the pheromone to be updated: With the suggested
exponential formula, it was possible to model the elapsed time between one
and another actualization of the pheromone.

Thanks to these three points, it was easier to define the video game rules.
To obtain the higher amount of food within the less possible time, so the ant
population can develop successfully. At first, the time factor was a great limiting,
because when updating the pheromone values at every frame, the application
consumed a great amount of resources from the computer; and it was very diffi-
cult and stressful to play the video game. Later, this limiting became the game’s
rule to update the pheromone trail, by maintaining it on a controlled frame
with a scheme in which, the pheromone evaporation exponentially depends on
the elapsed time since the last update of the node’s pheromone (Nodes are not
necessarily update at each frame).

The combination between artificial intelligence and video games has demon-
strated that we can mix both, as long as the number of calculations and resources
consumed are taken in mind, and carefully controlled to avoid the video game
frame rate and gameplay to be affected.
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Abstract. Districting is the redrawing of the boundaries of legislative
districts for electoral purposes in such a way that the Federal or state
requirements, such as contiguity, population equality, and compactness,
are fulfilled. The resulting optimization problem involves the former
requirement as a hard constraint while the other two are considered
as conflicting objective functions. The solution technique used for many
years by the Mexican Federal Electoral Institute was an algorithm based
on Simulated Annealing. In this article, we present the system proposed
for the electoral districting process in the state of Mexico. This system
included, a geographic tool to visualize and edit districting plans, and for
first time in Mexico, the use of an Artificial Bee Colony based algorithm
that automatically creates redistricting plans.

Keywords: Districting system · Simulated annealing · Artificial Bee
Colony

1 Introduction

The zone design problem arises from the need of aggregating small geographical
units (GUs) into regions, in such a way that one (or more) objective function(s)
is (are) optimized and some constraints are satisfied. The GUs can be cities,
postal code regions, blocks or geographic areas specially designed for the studied
problem. The constraints can include, for example, the construction of connected
zones, with the same amount of population, clients, mass media, public services,
etc. [9,15]. The zone design is used in diverse problems like school districting
[6,8], police district [7], service and maintenance zones [25,26], sales territory
[28] and land use [19,23].

The design of electoral zones or electoral districting is the best known case,
due to its influence in the results of electoral processes and its computational
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complexity, which has been shown to be NP-Hard [12]. In this framework, the
GUs are grouped into a predetermined number of zones or districts, and democ-
racy must be guaranteed through the satisfaction of restrictions that are imposed
by law [13,20]. As a matter of fact, this problem has been studied by researchers
coming from different areas, such as computer [24], social [1], political sciences
[10] or operations research [4,21].

The automated political districting began in the sixties, when Vickrey [27] in
1961, propagated that the human element should be removed from the political
districting process, and proposed that mechanical rules without human influ-
ence could solve these problems. In 1965 Hess et al. [14] proposed a heuris-
tic districting method to solve the legislative districting problem of Delaware.
In 1970 Garfinkel and Nemhauser [11] proposed an exact technique, but the
computational complexity of the problem restricted the application of this tech-
nique to small instances. These papers were the starting point for a wide set of
models, algorithms and techniques, proposed to formulate and solve the political
districting problem. Nowadays, different meta-heuristics have been reported in
specialized literature, such as local search [4,19,20], Genetic [2], Evolutionary
[5] and Swarm Intelligence [22] algorithms.

In Mexico, the algorithm used by the Federal Electoral Institute1 (IFE), in
the federal districting processes in 2006 and 2013, was a Simulated Annealing
(SA) based algorithm. However, in 2014 the Electoral Institute of the State of
Mexico (IEEM) carried out its state districting. In this case, the process included
the implementation of a software with tools for creating and editing districting
plans. The resulting system is a novel proposal that includes a geographic system
to visualize and edit districting plans, and two automated districting algorithms:
a Simulated Annealing based algorithm, and, for the first time in Mexico, a
population based technique was used: an Artificial Bee Colony (ABC) algorithm.

The primary purpose of this paper is to describe the main characteristics
of the IEEM’s system. To address this issue, we provide a description of the
problem in Sect. 2, a brief overview of the inner working mode of the SA, and
ABC algorithms are presented in Sect. 3. The description of the IEEM’s system is
presented in Sect. 4. Some computational results are detailed in Sect. 5. Finally,
some conclusions and perspectives for future work are drawn in Sect. 6.

2 Problem Description

In the Mexican Republic, the state of Mexico is the most populated entity, with
15,175,845 inhabitants, and has the mayor number of GU, 6462. Due to its large
population, this state holds 45 representatives or seats in the Congress. Thus, 45
contiguous electoral districts must be designed, in such a way that population
equality and compactness are promoted.

1 The National Electoral Institute, INE, since April 4, 2014.
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2.1 Population Equality

In order to handle population equality the IEEM used the following measure:

C1 (P ) =
45∑

s=1

((

1 − Ps

AP

)(
1

0.15

))2

(1)

Where P = {Z1, Z2, ..., Z45} is a districting plan. Each district Zs is defined
through a set of binary variables xis such that xis = 1 if the ith GU belongs to
district s and xis = 0 otherwise. Ps is the population of district s, and AP is the
expected number of inhabitants in each district. For the state of Mexico AP =
337,241, the maximum percentage of deviation allowed is 15 % and 45 electoral
districts must be generated in the state.

Thus, the lower the cost C1, the better the population equality of a solution.
Indeed, the perfect population equality is achieved when all districts have 337,241
inhabitants, and in this case the measure assigns a value of zero to C1.

2.2 Compactness

To measure compactness, the IEEM used a metric that can be easily computed,
in order to improve the runtime performance. This measure of compactness com-
pares the perimeter of each district with that of a square having the same area.

C2 (P ) =
45∑

s=1

(
PCs√
ACs

− 1
)

(2)

Where PCs and ACs are the perimeter and the area of the considered district s,
respectively. Thus, districts with a good compactness will have a compactness
value close to 0.

2.3 Indigenous Districts

According to the 2010 census, the state of Mexico has 376,830 indigenous inhab-
itants that represent the 5.63 % of the national indigenous population. Besides,
there are 14 municipalities with at least 20 % of indigenous population, includ-
ing the municipalities of San Felipe del Progreso and Temoaya, where more than
40 % of the population is indigenous. Hence, the IEEM established that:

(a) These municipalities could not be fragmented, thus the algorithms should
consider them as GU.

(b) San Felipe del Progreso and Temoaya should belong to different districts.
(c) The algorithms should promote the design of two districts with large per-

centages of indigenous population.

Requirements (b) and (c) were satisfied with a probability density function,
that was used when the algorithms have to decide if a GU should be moved into
a neighboring district. The higher the percentage of indigenous population in
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a GU, the higher the probability of being included in a district with GUs with
similar characteristics. However, if the GU was San Felipe del Progreso (resp.,
Temoaya) the probability of being included in the same district as Temoaya
(resp., San Felipe del Progreso) was low.

2.4 Geographical Features

The state of Mexico is located in the central part of the Anahuac Mesa. Most of
the state consists of the Mexico and Toluca Valleys. The east of the state is dom-
inated by the Sierra Nevada, which divides the state from Puebla, and contains
the Popocatépetl and Iztacćıhuatl volcanos. The Sierra de las Cruces divides the
west side of the Distrito Federal from the state. The Sierra de Xinantécatl is to
the south of the Toluca Valley. At northern edge of this mountain range is the
Nevado de Toluca volcano.

The IEEM used this information to avoid the design of districts traversed
by geographical features, since their administration can be more complicated.
Therefore, the GUs on the frontier of 4 neighboring municipalities divided by
the Nevado de Toluca volcano, and 11 municipalities divided by the Sierra de
las Cruces, were considered as not adjacent. The IEEM considered that the
remaining geographical features did not justify more modifications, since the
time required to travel between the divided municipalities was not seriously
affected.

2.5 Objective Function

Therefore, population equality and compactness were considered as objectives
to be optimized. The design of districts with large indigenous population was
promoted by a probability density function, and geographical features were con-
sidered as constraints of the problem. Finally, to handle the multi-objective
nature of the problem, the IEEM used a weight aggregation function strategy:

Minimize f(P ) = λ1C1(P ) + λ2C2(P ) (3)

The weighting factors were established after a discussion between political par-
ties and IEEM’s authorities. Both sectors agreed that the main objective in this
process was to preserve the principle “one man one vote”, even above the shape
of the districts. Besides, compactness was included in order to avoid the gerry-
mandering manipulation, but the automated process and the open code, that
could be revised by all parties, were considered a guaranty of transparency and
legality. Thus, population equality was considered twice as important as com-
pactness, and the weighting factors were set to λ1 = 1 and λ2 = 0.5 respectively.

The minimization is subjected to constraints that guarantee that (R1) each
district is connected, (R2) the number of districts is equal to 45, and (R3)
each GU is assigned to exactly one district. This problem formulation therefore
seeks for a districting plan that represents the best balance between population
equality and compactness, a balance obviously biased by the weighting factors.
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3 Heuristic Algorithms

Since the design of electoral zones is an NP-Hard problem, the automated
heuristic algorithms are an appropriate strategy to design electoral districting
plans. In Mexico, since 1995, the IFE has used a SA algorithm to carry out the
federal districting processes. However, new heuristic techniques have proven to
get better solutions for this kind of problems. Therefore, the IEEM decided to
propose a system implementing a new strategy, based on Artificial Bee Colony,
for districting the state of Mexico. Nevertheless, the system also includes a tradi-
tional SA algorithm. The selection of these techniques was motivated by previous
results obtained in academic instances inspired from previous electoral processes,
but this work is the first application of such techniques, integrated in a single
software application developed and used in a real political districting process.
In this section, a brief description of the Simulated Annealing and Artificial Bee
Colony strategies used in the districting system is provided.

3.1 Simulated Annealing

Simulated Annealing is a metaheuristic introduced by Kirkpatrick in [18]. The
SA algorithm starts with an initial solution P and generates, in each iteration, a
random neighbor solution Q. If this neighbor improves the current value of the
objective function, it is accepted as the current solution. If the neighbor solution
does not improve the objective’s value, then it is accepted as the current solution
according to a probability η based on the Metropolis criterion:

η = exp
(

f (P ) − f (Q)
T

)

(4)

Where f(P ) and f(Q) represent the objective value of the current and neighbor
solutions, respectively. T is a parameter called temperature, which is controlled
through a cooling schedule that defines initial and final temperature, tempera-
ture decrease and the (finite) number of iterations for each temperature value.

For large temperature values, virtually all proposed solutions are accepted
and the algorithm can explore the search space, in order to avoid premature con-
vergence. However, during the execution, the temperature and, as a consequence,
the probability of deterioration of the objective function, gradually decrease. The
algorithm then reduces to a classical local search process. The algorithm finishes
when the final temperature is reached.

3.2 Simulated Annealing Adaptation

A classical implementation of SA was used in the IEEM’s system, with a geomet-
ric decreasing cooling schedule. The initial solution is created using the following
strategy. All GUs are labeled as available. The algorithm then selects randomly
45 GUs, assigns them to different zones and labels them as not available. At this
moment, each zone has therefore only one GU. Finally, each zone is iteratively
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extended by adding an available GU having a frontier with the zone in its current
shape. Every time a GU is incorporated to a zone, it is labeled as not available
in order to avoid the construction of overlapping zones. The latter step is per-
formed until all the GUs are labeled as not available. This process ensures that
the initial solution consists of 45 connected zones that include all GUs. Note
that SA and ABC use the same procedure to create initial solutions.

Regarding now the construction of a neighbor solution, a random zone is
chosen and a GU in this zone is moved to a neighbor zone in such way that the
new solution satisfies constraints (R1–R3). Therefore, the neighbor solution is
identical to the current one, except that one GU is reassigned to an adjacent
zone. The new solution is evaluated and accepted or rejected according to the
Metropolis criterion. If the neighbor solution is rejected, another GU is randomly
selected; this process is repeated until the temperature reaches a predefined lower
bound.

3.3 Artificial Bee Colony

Artificial Bee Colony (ABC) is a bio-inspired metaheuristic, originally proposed
by Karaboga [16,17] and it is based on the natural behavior of honey bees when
searching for food resources. In the ABC algorithm, each solution to the problem
under consideration is called a food source and represented by an D-dimensional
real-valued vector. The objective value of a solution is associated to the fitness
or amount of nectar in the food source. Artificial bees are classified into three
groups of bees: employed, onlookers, and scouts. In the initialization phase, the
algorithm starts with a population of randomly generated food sources, each one
representing a feasible solution.

The algorithm cycle begins with an improvement phase, which is carried out
by employed bees. For each solution Yi = [yi,1, yi,2, ..., yi,D] in the population, a
solution Yk = [yk,1, yk,2, ..., yk,D] (i �= k) is randomly chosen to produce a new
solution Vi = [vi,1, vi,2, ..., vi,D] according to the following equation:

vi,j = yi,j + r ∗ (yi,j − yk,j) (5)

Where j is an index randomly generated in {1, . . . , D} and r is a uniformly
distributed real random number in the range (-1,1). Each produced solution Vi

is subsequently evaluated by the employed bees and passes through a greedy
selection process: if the new food source has a nectar amount equal to or better
than the employed bee’s current food source, it replaces the current solution;
otherwise, the old food source is kept.

When the employed bees searching phase is over, each onlooker bee evaluates
the nectar information provided by the employed bees and chooses a food source
according to a probability pi, computed on the basis of its nectar amount (i.e.,
the corresponding fitness):

pi =
fiti

∑M
j=1 fitj

(6)
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Where fiti is the fitness value of the food source Yi and M is the number of
food sources. Once the food source is chosen, the onlooker tries to improve the
corresponding solution generating a new one, in the same way the employed bees
do, i.e. through Eq. 5. The new solution is then evaluated by the onlooker bee,
its quality is compared with that of the current one and the best solution is
selected applying a greedy selection process.

If a solution cannot be further improved through a predetermined number
of trials, the solution is abandoned and a scout bee produces a new random
solution. The termination criterion is, typically, a fixed number of computed
iterations, or generations, of the previously described cycle.

3.4 Artificial Bee Colony Adaptation

The ABC heuristic was originally designed for continuous optimization problems,
and cannot directly be used for discrete cases. For the IEEM’s system, in order to
handle discrete decision variables, we proposed some modifications to the ABC
algorithm based on a recombination strategy.

First, M food sources are generated using the strategy described in Sect. 3.2,
in such a way that each solution satisfies constraints R1–R3. The number of
onlooker and employed bees is set equal to the number of food sources, and
exactly one employed bee is assigned to each food source.

According to Eq. (5), employed and onlooker bees generate new solutions by
combining two food sources. However, after some experiments, we found that
the performance of the algorithm was improved if employed and onlooker bees
used different strategies to explore the solution space. Thus, we decided that
each employed bee must apply a local search, similar to the strategy used by
SA described in Sect. 3.2, while onlooker bees use a recombination technique
inspired in Eq. (5).

First, each employed bee, i, modifies its food source, Pi, using the following
strategy. A random zone is chosen and a GU in this zone is moved to a neighbor
zone in such way that the new solution, Vi, satisfies constraints (R1–R3). If
the new solution Vi has a nectar amount better than or equal to that of Pi, Vi

replaces Pi and becomes a new food source exploited by the hive. In other case,
Vi is rejected and Pi is preserved.

As soon as the employed bees process has been completed, each onlooker
bee chooses two solutions. The first solution, P1, is selected depending on the
probability given by (6), where the fitness value of the food source is given by (3).
The second solution, P2, is randomly selected from the food sources exploited by
the hive. A new food source, V1, is produced through a recombination technique
described straightforward.

A GU k is randomly selected. Thus, there is a zone Zi ∈ P1 and a zone
Zj ∈ P2 such that k ∈ Zi ∩ Zj . Let us now consider the following sets:

H1 = {l : xli = 0, xlj = 1} (7)

H2 = {l : xli = 1, xlj = 0} (8)
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Then a GU in H1 is inserted into Zi, and a GU in H2 is extracted from Zi,
and inserted into any randomly chosen zone contiguous to Zi.

Note that these moves can produce a disconnection in zone Zi, so that a
repair process must be applied. The number of connected components in Zi is
counted after the moves previously described. If the number of connected com-
ponents equals 1, then the zone is connected. Otherwise, the algorithm defines
the connected component that includes GU k (i.e., the GU used within the
above-described recombination strategy) as zone Zi; subsequently, the remain-
ing components are assigned to other adjacent zones. In this way, properties
R1–R3 are preserved.

This way, an onlooker bee modifies a food source P1. If the new solution
V1 has a nectar amount better than or equal to that of P1, V1 replaces P1 and
becomes a new food source exploited by the hive. In other case, V1 is rejected
and P1 is preserved.

4 IEEM’s Districting System

The IEEM’s districting system is a software that includes:

– Two algorithms based on SA and ABC to generate districting plans for the
state of Mexico.

– A geographic visualization system to view, edit and evaluate districting
plans.

4.1 Geographic Visualization System

The visualization system displays a map of the state of Mexico in a web page.
This tool can be used to: visualize districting plans, edit or modify districting
plans. Moreover the user can move GUs to neighbouring districts in order to
explore different solutions, compute the objective function after changes, and
save new solutions.

When the user opens a previously created plan, each GU is colored to indi-
cate the zone to which it belongs, see Fig. 1. Also, the following information is
provided: (a) cost of the solution, and sum of population equality and compact-
ness over the 45 districts, (b) cost of each district including population equality,
compactness, given by Eqs. (1) and (2) respectively, as well as the number of
inhabitants.

4.2 Simulated Annealing Module

The simulated annealing and artificial bee colony modules were designed in such
a way that the user can introduce different parameters required by the algo-
rithms. For the SA algorithm the user can set the following parameters:

– Initial temperature: a real positive number.
– Final temperature: a real positive value smaller than the initial temperature.
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Fig. 1. Solutions and costs.

– Number of iterations: an integer number higher than 100.
– Cooling factor: a real value in the range (0,1).

These fields have default values, which were found after a brute force tun-
ing process [3], but the user can modify them, respecting the above-mentioned
conditions.

Also, a field called “Seed” is included. In this field the user can write an
integer, between 1 and 2,147,483,647 (231 − 1), that will be the seed for the ran-
dom number generator used in the algorithm. A different option is to select the
“Seedbed”. In this case, a predefined set of 100 seeds is used, and the algorithm
is executed once for each seed.

When all fields have been filled in, the user can execute the algorithm.
When the stopping criterion is met, in this case when the final temperature
is reached, the algorithm saves the best solution found, and the user can ana-
lyze it using the geographic visualization system. If the user selects the seedbed
option, the algorithm realizes a new search, for each number in this set, and
a new districting plan is constructed. This process finishes when all seeds have
been used.

4.3 Artificial Bee Colony Module

The Artificial Bee Colony module includes 3 fields, where the user can set the
operating parameters of the ABC based algorithm.

– Number of food sources: an integer number between 3 and 500. Based in
previous experiments more than 500 food sources do not provide significant
improvement.

– Number of generations: an integer value higher than zero.
– Generation number without improvement: an integer value higher than 3.
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As in the previous case, the user can modify these parameters, and select a
seed, or the seedbed, for the random number generator used by the algorithm.

When all fields have been filled in, the user can execute the algorithm. When
the stopping criterion is met, in this case when the number of generations is
reached, the algorithm saves the best solution found.

5 Experimental Results and Discussion

The two algorithms described in the previous section were tested with the tuned
parameters. In order to deal with the stochastic effect inherent to heuristic tech-
niques, 100 independent executions were performed for each algorithm. Addi-
tionally, the same seeds were used for both algorithms, thus both techniques
started with the same initial solution. Each run produced a single solution, an
electoral districting plan. The resulting 100 solutions were feasible according to
restrictions R1–R3, and the number of inhabitants in each district was under
the 15 % deviation allowed. Thus, all solutions were analyzed just in terms of
their cost and execution time. Both algorithms were run with an Intel Pentium
D processor.

Computational results are summarized in Table 1. They highlight that the
ABC algorithm outperforms the SA version, since it was able to determine, on
average, higher quality solutions than SA. In addition, a Wilcoxon rank sum
test was performed in order to prove that populations of solutions produced
by both algorithms are significantly different. The p-value obtained is equal to
8.75 × 10−165, so the null hypothesis (there is no significant difference between
both solution sets) can be rejected: ABC indeed robustly outperforms SA for this
test case. These conclusions are confirmed by the observation of Fig. 2, where
the superiority of ABC is indisputable. Finally, the average runtime per run used
by the ABC algorithm was marginally higher (30 s.) than the time used by SA.

Table 1. Costs for both algorithms.

Algorithm Best cost Mean cost Std. deviation Average runtime (min.)

SA 21.13 22.15 1.72 11.31

ABC 19.89 20.35 2.3721 12.12

Fig. 2. Solutions and costs.
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However, this difference can be omitted since the districting plans produced will
be used for 3 years.

6 Conclusions

In this paper, we presented the districting system used by the Electoral
Institute of the state of Mexico, for the 2014 electoral districting process. This
system includes three modules: (a) a geographic visualization system, (b) a Sim-
ulated Annealing based algorithm, and (c) an Artificial Bee Colony based algo-
rithm. Both heuristic algorithms solve the optimization problem corresponding
to the districting process, promoting the design of districts with an indigenous
population majority.

The system was designed in such a way that the user can set the algorithm
operating parameters and the seed initializing the random numbers generator.
However, some default values found through a brute force tuning strategy [3] are
proposed, allowing the design of high quality districting plans, in an acceptable
amount of computational time. On the other hand, the geographic visualization
system was designed to show, edit, evaluate and save existing districting plans.

The resulting system is a novel proposal that combines automated and man-
ual techniques to produce electoral districting plans. Furthermore, a population
based algorithm (ABC) is used in an electoral districting process for the first
time in Mexico, producing better solutions than the SA algorithm, the heuristic
technique used by IFE in the last two Federal districting processes. It is worth
noting that the results of this work were presented to INE, who adapted and
applied this application for the 2015 districting process.
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Abstract. Particle Swarm Optimization (PSO) algorithm is considered as one of
the crowd intelligence optimization algorithms. Dynamic optimization problems
in which change(s) may happen over the time are harder to manage than static
optimization problems. In this paper an algorithm based on PSO and memory for
solving dynamic optimization problems has been proposed. The proposed
algorithm uses the memory to store the aging best solutions and uses partitioning
for preventing convergence in the population. The proposed approach has been
tested on moving peaks benchmark (MPB). The MPB is a suitable problem for
simulating dynamic optimization problems. The experimental results on the
moving peaks benchmark show that the proposed algorithm is superior to several
other well-known and state-of-the-art algorithms in dynamic environments.

Keywords: Swarm intelligence � Dynamic environment � Optimization

1 Introduction

In recent years, evolutionary algorithms have attracted much interest among researchers
for solving dynamic optimization problems. An evolutionary algorithm suitable for
dynamic optimization problems should not only be able to locate the optimum, as it
does in the static optimization problems, but also be capable of detecting the time when
the changes in the positions of optima occur and also tracking the newly relocated
optima. In the static environments for the reason that optima are not moved in the
environment and each of them remains in a fixed position passing the time, it is easy for
evolutionary algorithms to find the global optimum, but in an environment that is
subject to change it is not an easy task to find the optimum following every changes
that occur in the environment. Thus strong heuristic mechanisms are needed to solve
dynamic optimization problems. One of the weaknesses in evolutionary algorithms for
solving dynamic optimization problems is that they can’t single-handedly solve them.
Thus they should employ some appropriate strategies that make them able to manage
dynamic optimization problems. One of the proper strategies for dynamic environments
is to use a combination of some auxiliary elements, for example using of the memory
element in evolutionary algorithms can be very useful. Some of these auxiliary ele-
ments are presented in [1–3]. The main weakness of using standard evolutionary
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algorithms in a dynamic environments is that, once the algorithm starts to converge
around some optimal or near optimal solution, it will highly likely lose its ability to
continue the search for new optima, when the environment changes. Thus, one key
point in optima tracking approaches is the need to increase or maintain diversity in the
middle of the individuals in the population, so that the algorithm keeps its ability to
explore the new optima when the environments change, even after when the population
has incompletely converged to an optimum or close to optimal solution. In recent years,
several methods have been expanded for solving dynamic optimization problems with
the aim of increasing and maintaining diversity as the generations go forward during
the entire run [4–6]. Ramsey and Grefenstette [7] have introduced a case-based method
for initializing the genetic algorithm when a change is detected. Louis and Xu [8] have
applied the same idea to the open shop scheduling problem. They have used an
Evolutionary Algorithm combined with case-based reasoning. Yang and Tinos [9] have
used a hybrid immigrant scheme. This method has combined the concepts of elitism,
dualism and random immigrants. The best individual from the previous generation and
its dual individual is retrieved in order to create immigrants via mutation. These
elitism-based and dualism based immigrants together with some random immigrants
were substituted into the current population, replacing the worst individuals in the
population. This paper involves a comprehensive experimental study based on the
moving peaks benchmark (MPB) problem [11]. In order to show whether the proposed
technique effects on increasing convergence speed the examinations will be conducted
on MPB. We compare the performance of proposed approach with other well-known
and state-of-the-art approaches in dynamic environments. Other algorithms selected to
be compared with proposed approach are some state-of-the-art traditional algorithms
that the most researchers use them as their competent methods. This paper is organized
as follows. Section 1 includes memory definition. It also defines strategies for updating
and retrieving of the memory in ABC algorithm. Section 1 also describes dynamic
environments and offline error. The proposed method is presented in sufficient details
in Sect. 2 along with its algorithmic pseudo-code. Section 3 first presents MPB
problem. Then experimental results and the analysis of assimilated results have been
presented in the rest of Sect. 3. Finally, the paper is concluded in Sect. 4 with a
discussion on the possible future works of the research.

2 Proposed Method

In this article we have proposed an particle based optimization algorithm based on
memory and clustering for dynamic environments. In this method we use an explicit
memory to store the optimum solution to use it in the new environment, because in a
dynamic environment for the reason that of cyclic form of the environment, it is
probable that a optimum which has been appeared in past generations, reappears at the
same point and in that condition the memory can detect the optimum point and increase
the convergence rate in the algorithm and use a replacement strategy (strategy 1) to
update memory to maintain diversity when implementing the algorithm. One of the
main challenges in dynamic environments is to maintain the diversity when imple-
menting the algorithm and in this method we have maintained diversity in the
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population using clustering of memory and the population. In this method the memory
and the population in the first phase are initialized based on Eq. 11. So memory and the
population are clustered after being initialized. Each person needs to be placed in his
cluster for insertion and retrieval. Clustering is an unsupervised learning branch in
which the samples are divided into a series of clusters as the samples in a cluster are
similar and they are different than the samples in other clusters. There are many criteria
to measure the similarities one of which is Euclidean distance between the two samples.
Similar samples have lower Euclidean distance and they are placed in a cluster. This
clustering is called distance-based clustering. One of the distance-based clustering is
k-means clustering. In k-means clustering the center of a cluster is the average amount
of data within each cluster. Then the data are clustered based on the Euclidean distance
to cluster centers. This method in each iteration improves the inside cluster changes of
the model which is done by estimating the new cluster center in iteration phase. In this
way the data are allocated to different clusters based on updated average. This work
will continue until the center of the cluster is fixed and the value will remain unchanged
in successive iterations and the clusters are stable.

Imagine a space that helps to explain the proposed approach. Assume the problem
space is divided into three clusters and in each cluster, the position of the particles is
defined by a small star, the center of cluster is defined by the plus, the position of the
memory is determined by a circle, the center of cluster of memory population is defined
by the square, the center of each peak is marked by a diamond and the new center of the
peal is marked by a bug star sign. As discussed before the worst individual of the
population is the one who has the greatest distance from the center of the peak and in fact
it can be said that the worst person has the least efficiency. If the environment changes
and the peak center is changed then the efficiency of the members can be changed.

The closest memory to the new peak is considered as the best memory and this
memory after the change and displacement of the optimum peak can lead members of
the population toward the new peak. The question that arises here is that how a memory
understands is close or far from the new peak center. In response to this question, we
can say that, if the efficiency of a memory after the change of environment is increased
the memory understands that it is closer to the peak and if the efficiency is lowered the
memory understands that is far from it. The best individual of the population is the
closest one to the center of the peak center.

3 Experiments

In order to perform the tests on the proposed algorithm and its comparison with other
algorithms in a dynamic environment moving peaks benchmark [10] is used to test the
efficiency of the proposed method.

3.1 Moving Peaks Benchmark Problem

Moving peaks benchmark problem [11] is a good simulator for simulating the dynamic
environment. This problem includes n peaks in an m dimension space with real value
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parameters and the height, width and position of peaks may change over time which is
the dynamic problem simulation. Moving peaks benchmark function is formulated
based on Eq. (1):

Fð~x; tÞ ¼ maxðBð~xÞ; max
i¼1...m

Pð~x; hiðtÞ;wiðtÞ;~piðtÞÞÞ ð1Þ

where, B ~xð Þ is the base value of the environment that is independent of time and P is a
function that defines the shape of the peak, that each m peak has their time variable
parameters, height (h), width (w), and their own position (p). In each DE evaluating
height), width and position of each peak are changed. The height and width of each
peak changes by adding a Gaussian random variable. The change frequency parameter
indicates when the environment is changed or when the algorithm must respond to
changes in the environment. Moving peaks benchmark function has various parameters
that by changing each one of these parameters change may result. Figure 1 presents the
change of the peaks in this problem with multiple peaks.

Therefore the parameter s controls the amount of variation, DE determines the
frequency of changes, the parameter k determines how the position of a peak is
changed based on its previous motion.

If k ¼ 0 every motion is random and for k ¼ 1 peaks move in a determined path.
Whenever a change occurs in the environment this change is mention on the location,
height and width of a peak as the equations mentioned in (2).

hi tð Þ ¼ hi t � 1ð Þþ heightseverity � r
wi tð Þ ¼ wi t � 1ð Þþwidthseverity � r

~pi tð Þ ¼~pi t � 1ð Þþ~viðtÞ
r 2 N 0; 1ð Þ

ð2Þ

Transmission vector ~viðtÞ combines a random vector r! with the previous trans-
mission vector vi

!ðt� 1Þ. The random vector ~viðtÞ is generated by producing the

Fig. 1. The changes in the peaks in moving peaks benchmark function.

Particle Swarm Optimization Algorithm for Dynamic Environments 263



random numbers in [0, 1] for each dimension and normalizing it as s. Vector v!iðtÞ can
be created based on the previous change where the position of the peaks is align the
previous changes or it is created randomly which changes the position of the peaks and
they would have no dependence to the last change. Vector~viðtÞ is calculated based on
Eq. (3):

~viðtÞ ¼ s

~rþ vi
! t � 1ð Þ�� �� 1� kð Þ~rþ k vi

! t � 1ð Þ� � ð3Þ

Peak function for height, width and position of each peak is calculated based on
Eq. (4).

P ~x; h tð Þ;w tð Þ;~p tð Þð Þ ¼ h tð Þ � w tð Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

j¼1...n
ðxj � pjÞ2

q
ð4Þ

The part related to radical mentions the distance between the point and the position
of each peak. Numerical experiments concerning the moving peaks benchmark (MPB),
scenario 2, as proposed by Branke (2001) were performed in order to test the behavior
of proposed method. The default settings and definition of the benchmark used in the
experiments of this paper can be found in Table 1. Parameter settings for proposed
algorithm presented in Table 2.

3.2 Varying Shift Severity

The shift severity parameter of the MPB controls the severity of the change in height,
width and position of peaks. From Table 3, it can be seen that the results achieved by
proposed algorithm are much better than the results of the other 11 algorithms on the
MPB problems with different shift severity. As we know, the peaks are more and more

Table 1. The standard configuration parameters for the dynamic peaks.

Parameter Value

peaks (number of peaks) 10
Change frequency (U) 5000
Height severity 7.0
Width severity 1.0
Peak shape Con
Basic function No
Shift length s 1.0
Number of dimensions D 5
Correlation coefficient λ 0
S [0, 100]
H [30.0, 70.0]
W [1, 12]
I 50.0
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difficult to track with the increasing of the shift severity. Of course, the performance of
all algorithms degrades when the shift severity increases. However, the offline error of
proposed algorithm is better than in comparison with the other 11 algorithms. These
results indicate proposed algorithm to adapt better than others algorithm to more severe
changes in the landscape.

3.3 Varying Number of Peaks

Table 4 presents the experimental results in terms of the offline error of 19 algorithms,
where the results of the other 18 algorithms are provided by the corresponding paperswith
their optima configuration that enables them to achieve their best performance. In Table 4,
mCPSO* and mQSO* denote mCPSO without anti-convergence and mQSO without
anti-convergence, respectively. From Table 4, it can be seen that the performance of
proposed algorithm is not influenced too much when the number of peaks is increased.

Table 2. The proposed algorithm parameters.

Parameter Value

Lower bound 0
Upper bound 100
Total population 100
Memory Size 10
The possibility of intersection 0.6
The possibility of mutation 0.2
Number of main population clusters 2.0
The number of population clusters Memory 2.0

Table 3. Average Offline Errors for Different Algorithms on the MPB Problem with Different
Shift Severities.

Algorithm Shift Severity(s)
0 1 2 3 4 5 6

Proposed algorithm 0.0853 0.0995 0.1473 0.8629 0.9933 1.017 1.1096
CPSO [12] 0.465 0.715 0.843 0.911 0.997 1.08 1.23
mQSO [13] 1.17 1.75 2.40 3.0 3.59 4.24 4.79
rSPSO [14] 0.74 1.50 1.87 2.4 2.90 3.25 3.87
ESCA [15] 1.72 1.53 1.57 1.67 1.72 1.78 1.79
CESO [16] 0.58 1.38 1.78 2.03 2.23 2.52 2.74
mCPSO [14] 1.18 2.05 2.80 3.57 4.18 4.89 5.53
SPSO [17] 0.95 2.51 3.78 4.96 2.56 6.76 7.68
CGAR [18] 1.48 2.62 2.76 2.96 3.16 3.46 3.8
CDER [18] 2.56 2.52 7.47 8.62 9.81 10.7 11.4
PSO-CP [19] 0.87 1.31 1.98 2.21 2.61 3.20 3.93
CPSOR [18] 0.418 0.599 0.849 0.964 1.38 1.69 2.07
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Usually, increasing the number of peaks makes it harder for algorithms to track the
optima. However, the offline error decreases when the number of peaks is larger than 50
for proposed algorithm. Figure 2 show the cover of peaks via particles that is drawn in 2
dimensions.

3.4 Varying Number of Dimensions

Table 5 shows the result of the proposed method with different dimensions involving
peaks number is 10, frequency of change is 5000 and shift severity is 1, in addition to
those of mQSO, Adaptive mQSO, rPSO and mPSO. Result of exist in Table 5 shows
with increasing dimension of the landscape space, the performance of the proposed
algorithm is better than other algorithms.

Fig. 2. Cover peaks via particles for 10 peaks and default setting MPB derived in 2 Dimensions.

Table 5. Result of the proposed method with different dimensions involving peaks number is
10, frequency of change is 5000 and shift severity is 1, in comparison with mQSO, Adaptive
mQSO, rPSO and mPSO.

Algorithm Dimension
2 3 4 5 10 15 20

proposed method 0.0485 0.0643 0.0731 0.0995 0.1517 0.2625 0.3547
Adaptive mQSO 0.71 1.16 1.33 1.51 3.37 4.91 5.83
mQSO 1.01 1.49 1.47 1.85 4.22 6.50 8.88
rPSO 2.62 6.61 10.43 12.98 16.87 18.48 18.48
mPSO 1.24 1.42 1.35 1.61 4.32 7.07 10.77
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4 Conclusions

Intelligent optimization algorithms in dynamic environment should be designed in such
a way that they could follow the intended optimum efficiently. In this article we use a
combination of the memory and particle swarm optimization algorithm to maintain
good solutions. We increase algorithms’ efficiency by population clustering algorithms
and employed an appropriate strategy to maintain diversity in population. We exper-
imentally have shown that proposed algorithm completely outperforms the
state-of-the-art algorithms in terms of convergence speed. Usage of the proposed
algorithm with chaos theory can be good idea for future works.
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Abstract. Machine-Part Cell Formation Problems consists in organizing
a plant as a set of cells, each one of them processing machines containing
the same type of parts. In recent years, different meta-heuristic have been
used to solve this problem. This paper addresses the problem of Machine-
Part Cell Formation by using the Migrating Birds Optimization algorithm.
The computational experiments show that in most of the benchmark prob-
lems the results obtained from the proposed approach are better than those
obtained by other methods which are reported in the literature.

Keywords: Cell formation problem · Nature-inspired algorithms ·
Migrating birds optimization · Meta-heuristics

1 Introduction

Cellular Manufacturing is an organizational approach based on Group
Technology [17]. The purpose of the manufacturing cell is to divide the plant in
a set of cells. This identification process requires an effective approach to form
part families so that similarity within a part family can be optimized. According
to Selim et al. [23], clustering analysis is one of the most used methods for manu-
facturing cell design methods. The formation of cells is known to be NP-complete
and there is still the challenge of creating an efficient grouping method.

This paper focuses on solving machine-part cell formation problems. We use
a new nature-inspired meta-heuristic for combinatorial optimisation problems
called Migrating Birds Optimization (MBO) [7], that has successfully been used
to solve complex optimization problems such as: A hybrid flowshop scheduling
with total flowtime minimisation [19], Closed loop layout with exact distances
in flexible manufacturing systems [18], Obstacle neutralization problem [1].
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We perform tests to resolve machine-part cell formation problem using MBO
and compared with Simulated Annealing (SA) [4,29] and Particle Swarm Opti-
mization (PSO) [8,9], obtaining encouraging results. This paper is organized as
follows: Sect. 2 presents the related work. Section 3 describes and models the
machine-part cell formation problems; Sect. 4 gives an overview of MBO; Sect. 5
presents and discuss the experimental results. Finally, we conclude and give some
directions for future work.

2 Related Work

The machine-part cell formation has emerged in the last two decades as innova-
tion for manufacturing strategy, which includes the advantages of serial produc-
tion. However, the independence between cells is difficult to produce in practice,
because some parts need to be processed in more than one machine. Therefore,
the objective of the machine-part cell formation problems, consists on grouping
machines and parts so as to minimize the flow between them.

Several investigations have been carried out for the problem. Burbidge [5]
has been one of the early researchers focused on the problem of machine-part
cell formation, in which he focused on the implementation of a new production
strategy focused on a reduction of flows and costs. Some methods are just trying
to find a family of parts, resulting in a partial solution; because the identification
of part families require machines to process all parts within the same cell. This
is modeled as a p-median problem or one can take advantage of the special
structure of clustering matrices and solve it by the rank energy algorithm [13].
In addition, there have been other relevant research to solve the machine-part
cell formation problem as a linear formulation of the problem [4], simultaneous
grouping of parts and machines in cellular manufacturing systems in an integer
programming approach [10] and a comparative study of similarity coefficients
and clustering algorithms in cellular manufacturing [22].

The problem of machine-part cell formation has had two complementary
lines of research. These are organized into two groups: Global optimization and
Approximate methods. The global optimization is to analyze the entire search
space, in order to guarantee a global optimum, as a result, the computational
cost in terms of memory and time consumed is much higher. In this group
we find research based on Linear programming [20], Goal programming [24],
Constraint programming [6,26] and Boolean satisfiability [25]. By contrast, the
approximate methods as meta-heuristic focus on finding an approximate solution
to a given amount of time; therefore, they can not guarantee a global optimum.
Duran et al. proposed to Particle Swarm Optimization algorithm enhanced with
a data mining technique for manufacturing cell design [9]. Simulated Annealing
Approaches for machine-part cell formation problems can be found in [4] and [29],
respectively. Other research using meta-heuristics are: Tabu seach [16,28], Ant
colony optimization [14], Genetic algorithms [12,27].

In this paper, we focus on solving the problem machine-part cell formation
using a metaheuristic called Migrating Birds Optimization, which to our knowl-
edge has not yet been reported.
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3 Problem Description

In this work, we model the machine-part cell formation problem by using an
array-based clustering approach. The main idea is to represent the processing
requirements of parts on machines through an incidence matrix named machine-
part (MxP ). This matrix holds binary domains and is denoted as A = aij ,
where:

aij =
{

1 if part j visits machine i for the processing;
0 otherwise.

Let us note that when a machine-part incidence matrix is contructed, cells or
part of families are easily visible. The main objective for machine-part cell for-
mation problems is the organization of set of machines and parts in groups so
that the number of intercell transportation is minimized. Figure 1 presents an
example of diagonal block formation. This example corresponds to a machine-
part cell formation problem with the following parameters: 5 machines, 7 parts,
an incidence matrix aij (left matrix in Fig. 1), Mmax = 3 for 2 cells. Finally,
assignment matrices yik and zjk can be observed in Fig. 2, the optimum value
obtained is 0 and the new incidence matrix aij constructed from the results of yik
and zjk, has to be transformed into a solution matrix that has a block diagonal
structure (right matrix in Fig. 1).

A mathematical formulation of machine-part cell formation problem is given
by Boctor [4]. The optimization model is stated as follows, Let:

– M : the number of machines.

Fig. 1. An example of cell formation.

Fig. 2. Machine-Cell matrix yik and Part-Cell matrix zjk.
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– P : the number of parts.
– C: the number of cells.
– i: the index of machines (i = 1, . . . ,M).
– j: the index of parts (j = 1, . . . , P ).
– k: the index of cells (k = 1, . . . , C).
– Mmax: the maximum number of machines per cell.
– A = aij : the M × P machine-part incidence matrix.
– yik: the M × C machine-cell matrix, where:

yik =
{

1 if machine i ∈ cell k;
0 otherwise;

– zjk: the P × C part-cell matrix, where:

zjk =
{

1 if part j ∈ cell k;
0 otherwise;

The problem is represented by the following mathematical model:

minimize
C∑

k=1

M∑

i=1

P∑

j=1

aijzjk(1 − yik) (1)

Subject to:

C∑

k=1

yik = 1 ∀i (2)

C∑

k=1

zjk = 1 ∀j (3)

M∑

i=1

yik ≤ Mmax ∀k, (4)

4 Migrating Birds Optimization

4.1 Natural Migration of Birds

The migrating birds optimization imitates the behaviour of bird migration in V-
shaped flight formation when season changes. There is a bird that is the leader of
the flock, which is followed by other birds, that are going after him on his right
and left hand, so that in the sky you can see the classic V-formation [3]. In this
formation of migrating birds, some parameters like Wing-Tip Spacing (WTS),
angle of the V-formation (α), maximum width of the wing (w), depth and
wing span (b) are important to form an effective V-formation (show in Fig. 4).
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Fig. 3. Regions of upwash and downwash created by trailing vortices.

To determine the WTS some experiments [2,15] have been done, but finally the
best optimal value of WTS was obtained by Hummel and Beukenberg [11], which
it is formulated as WTSopt = −0.05b. In addition to the WTS, energy saving
flight can also be affected by the depth (the distance of a bird flying bird behind
leader position). The vortex sheet behind a fixed wing in constant flight, level
winds to form two vortices (show in Fig. 3) concentrated in two lengths of rope of
the wing [21]. Therefore, the optimum depth can be formulated as Dopt = −2w.

4.2 Migrating Birds Optimization Method

The migrating birds optimization (MBO) starts with a number of initial solutions
corresponding to birds in a V-formation. The initial population is composed of
n solutions that are randomly generated in the feasible solution space. Starting
with the first solution (corresponding to the leader bird) and progressing on the
lines towards the tails. Each solution try to be improved by its neighbor solu-
tions. If the best neighbor solution brings an improvement, the current solution
is replaced, otherwise, the leader stays unchanged. Also there is a benefit, which
is a mechanism for the solutions (birds) to share unused solutions. This mech-
anism consist in sharing with the unused neighbors the solutions that follow in
the flock. In other words, a solution evaluates a number of its own neighbors
and a number of neighbors of the previous solution. Subsequently, the solution
is replaced with the best set of neighbors and shared solutions. Once all the solu-
tions are improved by neighbor solutions, this procedure is repeated a number
of times m (tours) after which the leader solution becomes the last one, and one
of the other solutions with best value becomes leader and another loop starts.
The algorithm terminates when the number of iterations reaches the limit.
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Fig. 4. The V-formation.

Table 1. Similarities of MBO meta-heuristic and V-shape natural migration of birds.

Parameter
of MBO

Parameter description Similar concept in real
migration birds in
V-formation

n The number of initial solutions of the
flock

Birds in V-formation

k The number of neighboring solutions
generated for each initial solution

The induced power required
which is inversely
proportional to the speed

x The number of neighboring solutions
shared with the next solution

Wing-Tip Spacing (WTS)

m The number of tours The number of wing flaps
before a change occurs in
the leading bird

K The number of iterations (total number
of generated neighbor solutions)

There is no conceptual
relationship

The conceptual similarity between the parameters of the algorithm of MBO
with the actual migration of birds in V-formation is studied in Duman et al. [7]
and is summarized in Table 1.

Below, first the notation used and then the pseudocode of the MBO algorithm
are given.
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Algorithm 1. Pseudocode of Migrating Birds Optimization
1 Generate n initial solutions in a random manner and place them on an

hypothetical V-formation arbitrarily;
2 i = 0;
3 while (i < K) do
4 for j = 0 to j < m do
5 Try to improve the leading solution by generating and evaluating k

neighbors of it (for the implementation of machine-part cell
formation problem, a neighbor solution is obtained randomly by
choosing a machine and reassigning it to a randomly chosen cell);

6 i = i + k;
7 for each solution Sr in the flock (except leader) do
8 Try to improve Sr by evaluating (k − x) neighbors of it and x

unused best neighbors from the solution in the front;
9 i = i + (k − x);

10 end
11 end
12 Move the leader solution to the end and forward one of the solutions

following it to the leader position;
13 end
14 return the best solution in the flock;

5 Computational Experiments

The MBO algorithms for machine-part cell formation was coded in Java SE-1.7
(Java SE 7, 1.7.0 55) and was run on a computer MacBook Pro (Retina, 13-inch,
Late 2013) with an Intel Core i5 Processor 2.4 GHz, 4 GB RAM 1600 MHz DDR3
and Video Card Intel Iris 1536 MB running OS X Yosemite version 10.10.4. We
have tested 90 problems (10 instances considerering 5 values of Mmax for C = 2
(Cells) and 10 intances considering 4 values of Mmax for C = 3, see Tables 2
and 3).

Such 90 problems have been taken from Boctor’s experiments [4] in order to
compare it with previous work. To consider the parameters used by MBO, the
best values reported by Duman et al. [7], n = 51, k = 3,m = 10 and x = 1.
In addition to the K (iteration limit) setting a value of 1020 is assigned. Each
experiment was executed 100 times.

Tables 2 and 3 contrasts the optimun value reached by using different tech-
niques for the 90 problems. Column 1 (Instance) corresponds to the identifier
assigned to each instance, column 2 (Boctor Problem) represents the identifier
of the 10 Boctor problems [4], column 3 (Mmax) corresponds to the maximum
number of machines per cell, column 4 (Optimum Value) depicts the optimum
value for the given problem, column 5 (MBO-Optimum) the best value reached
by using Migrating Birds Optimization, column 6 (MBO-Average) the average
value of 100 executiones is depicted, column 7 (MBO-RPD%) represents the
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Table 2. Experiments using C = 2: Optimum values for Migrating Birds Optimization
(MBO), Simulated Annealing (SA), and Particle Swarm Optimization (PSO).

1 1 8 11 11 12.81 0.00 11 11
2 1 9 11 11 11.42 0.00 11 11
3 1 10 11 11 11.27 0.00 11 11
4 1 11 11 11 11.65 0.00 11 11
5 1 12 11 11 12.95 0.00 11 11
6 2 8 7 7 7.82 0.00 7 7
7 2 9 6 6 7.3 0.00 6 6
8 2 10 4 4 5.43 0.00 10 5
9 2 11 3 3 3.86 0.00 4 4
10 2 12 3 3 3.73 0.00 3 4
11 3 8 4 4 5.22 0.00 5 5
12 3 9 4 4 5.29 0.00 4 4
13 3 10 4 4 5.19 0.00 4 5
14 3 11 3 3 3.95 0.00 4 4
15 3 12 1 1 2.62 0.00 4 3
16 4 8 14 14 15.1 0.00 14 15
17 4 9 13 13 13.37 0.00 13 13
18 4 10 13 13 13.47 0.00 13 13
19 4 11 13 13 13.68 0.00 13 13
20 4 12 13 13 13.65 0.00 13 13
21 5 8 9 9 9.92 0.00 9 10
22 5 9 6 6 7.1 0.00 6 8
23 5 10 6 6 6.98 0.00 6 6
24 5 11 5 5 5.9 0.00 7 5
25 5 12 4 4 5.06 0.00 4 5
26 6 8 5 5 6.69 0.00 5 5
27 6 9 3 3 3.77 0.00 3 3
28 6 10 3 3 4.08 0.00 5 3
29 6 11 3 3 4.03 0.00 3 4
30 6 12 2 2 2.74 0.00 3 4
31 7 8 7 7 7.81 0.00 7 7
32 7 9 4 4 6.02 0.00 4 5
33 7 10 4 4 5.26 0.00 4 5
34 7 11 4 4 5.32 0.00 4 5
35 7 12 4 4 5.24 0.00 4 5
36 8 8 13 13 13.7 0.00 13 14
37 8 9 10 10 11.66 0.00 20 11
38 8 10 8 8 9.19 0.00 15 10
39 8 11 5 5 6.22 0.00 11 6
40 8 12 5 5 7 0.00 7 6
41 9 8 8 8 9.9 0.00 13 9
42 9 9 8 8 9.85 0.00 8 8
43 9 10 8 8 9.64 0.00 8 8
44 9 11 5 5 6.77 0.00 8 5
45 9 12 5 5 6.91 0.00 8 8
46 10 8 8 8 8.95 0.00 8 9
47 10 9 5 5 6.31 0.00 5 8
48 10 10 5 5 6.29 0.00 5 7
49 10 11 5 5 5.84 0.00 5 7
50 10 12 5 5 6.41 0.00 5 6

difference between the best known optimun value and the best optimum value
reached by MBO in terms of percentage, column 8 (SA-Optimum) the best value
using Simulated Annealing [4,29], and column 9 (PSO-Optimum) the optimun
value using Particle Swarm Optimization [8,9].

As can be observed (see Tables 2 and 3), the algorithm MBO able to find an
optimal solution to all problems and takes the first place. Table 4 summarizes
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Table 3. Experiments using C = 3: Optimum values for Migrating Birds Optimization
(MBO), Simulated Annealing (SA), and Particle Swarm Optimization (PSO).

51 1 6 27 27 29.44 0.00 28 -
52 1 7 18 18 20.77 0.00 18 -
53 1 8 11 11 13.22 0.00 11 -
54 1 9 11 11 12.23 0.00 11 -
55 2 6 7 7 9.08 0.00 7 -
56 2 7 6 6 7.42 0.00 6 -
57 2 8 6 6 7.01 0.00 7 -
58 2 9 6 6 7.33 0.00 6 -
59 3 6 9 9 10.08 0.00 12 -
60 3 7 4 4 6.67 0.00 8 -
61 3 8 4 4 5.51 0.00 8 -
62 3 9 4 4 4.84 0.00 4 -
63 4 6 27 27 28.03 0.00 27 -
64 4 7 18 18 20 0.00 18 -
65 4 8 14 14 15.71 0.00 14 -
66 4 9 13 13 14.42 0.00 13 -
67 5 6 11 11 12.29 0.00 11 -
68 5 7 8 8 9.55 0.00 9 -
69 5 8 8 8 9.53 0.00 9 -
70 5 9 6 6 7.82 0.00 8 -
71 6 6 6 6 6.97 0.00 8 -
72 6 7 4 4 5.72 0.00 5 -
73 6 8 4 4 5.39 0.00 5 -
74 6 9 3 3 4.64 0.00 4 -
75 7 6 11 11 13.21 0.00 11 -
76 7 7 5 5 6.37 0.00 5 -
77 7 8 5 5 7.1 0.00 5 -
78 7 9 4 4 6.35 0.00 5 -
79 8 6 14 14 15.11 0.00 14 -
80 8 7 11 11 12.71 0.00 11 -
81 8 8 11 11 13.23 0.00 11 -
82 8 9 10 10 11.69 0.00 10 -
83 9 6 12 12 14.39 0.00 12 -
84 9 7 12 12 13.42 0.00 12 -
85 9 8 8 8 10.73 0.00 13 -
86 9 9 8 8 9.68 0.00 8 -
87 10 6 10 10 13 0.00 12 -
88 10 7 8 8 9.32 0.00 14 -
89 10 8 8 8 9.14 0.00 8 -
90 10 9 5 5 7.45 0.00 8 -

the optimal amount that have reached MBO, SA and PSO for each instance of
Boctor’s problem. The experimental results shows that the proposed MBO pro-
vides high quality solutions and good performance within 2 and 3 cells reaching
RPD% = 0 for all tested instances. Figure 5 shows the graph of convergence for
instance number 55 (Boctor Problem 2 solved by MBO with C = 3, Mmax = 6
and Optimum value = 7). MBO has a rapid convergence (left graph in Fig. 5),
this is because employing a mechanism neighboring solutions shared with the
next solution. Therefore, the algorithm MBO found the optimum value for the
instance 55 in the iteration number 2. For a more detailed view of the conver-
gence of the algorithm MBO, a modification of pseudocode MBO was devel-
oped ignoring lines 6 and 9, subsequently increased iteration after line 12 was
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Table 4. Number of optimal values reached.

Meta-heuristic C = 2 C = 3

M8 M9 M10 M11 M12 M6 M7 M8 M9

MBO 10 10 10 10 10 10 10 10 10

SA 8 9 7 5 6 6 6 5 6

PSO 4 6 5 4 2 - - - -

Fig. 5. Convergence chart for Instance 55.

implemented. The results of these changes can be seen in Fig. 5 (see chart right)
with the best evaluations of the objective function (see Eq. 1).

6 Conclusions

In this paper, a new approach for machine-part cell formation problem based on
migrating birds optimization has been proposed. The result obtained in the com-
putational experiences carried out show that proposed algorithm can generate
optimal. The comparisons between MBO and other metaheuristics indicates that
our algorithm is a better algorithm for solving machine-part cell formation prob-
lem. Indeed, the global optimum was reached in all instances. This is because
MBO has a rapid convergence, mainly because it uses a mechanism to share
neighboring solutions to the next solution. In future steps, the algorithm will be
applicate to a variety with larger problems. In addition, parameter optimization
and other approaches are also topics for future research.
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Abstract. The design of manufacturing cells is a manufacturing strat-
egy that involves the creation of an optimal design of production plants,
whose main objective is to minimize movements and exchange of mate-
rial between these cells. Optimal solution of large scale manufacturing
cell design problems (MCDPs) are often computationally unfeasible and
only heuristic and approximate methods are able to handle such prob-
lems. Artificial fish swarm algorithm (AFSA) belongs to the swarm intel-
ligence algorithms, which based on population search, are able to solve
complex optimization problems. In this paper we present an AFSA-based
approach to solve the MCDP by using the classic Boctor’s mathematical
model. The obtained results show that the proposed algorithm produces
optimal solutions for all the 50 studied instances.

Keywords: Manufacturing cell design problem · Artificial fish swarm
algorithm · Metaheuristic

1 Introduction

The design of manufacturing cells has emerged in the last two decades as innova-
tion for manufacturing strategy, this strategy involves the creation of an optimal
design of production plants. The manufacturing cell design problem (MCDP)
considers grouping similar parts into part-families. Ideally, each of these families
is processed by a dedicated cluster of manufacturing facilities called manufactur-
ing cell, where the main goal is to minimize movement and exchange of material
between cells. In this context, the cell formation problem has been matter of
considerable research, where Burbidge with his production flow analysis in 1963,
becomes one of the first to propose a process to solve this concern.
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In this paper, we propose an Artificial Fish Swarm Algorithm (AFSA) to
solve the MCDP. The AFSA was presented by X.L. Li in 2002 [1], it is a tech-
nique based on swarm behaviors and was inspired from social conduct of fish
swarm in nature. AFSA, works based on population, random search, and behav-
iorism. This algorithm has been used in optimization applications, such as clus-
tering [2,3], machine learning [4,5], PID control [6], data mining [7], and image
segmentation [8]. We illustrate promising results where the proposed approach
noticeable competes with previous reported techniques for solving manufacturing
cell design problems.

The rest of this paper is organized as follows. In Sect. 2, we present the related
work. Section 3 describes the mathematical model of the MCDP. The AFSA is
explained in Sect. 4. Finally, Sect. 5 illustrates the experimental results, followed
by conclusions and future work.

2 Related Work

The problem of formulating cells has been the subject of considerable research,
where Burbidge, with his production flow analysis in 1963, becomes one of the
first to solve this problem [9]. Other approaches try to solve the MCDP by
attempting to determine the part families, finding only partial solutions [9,10].
Most of these methods are based on the incidence machine-part matrix, and
can be divided into hierarchical and non-hierarchical clustering. For instance
Shargal [11] presented search algorithms and clustering efficiency measures for
machine-part matrix, Seifoddini and Hsu [12] work with clustering algorithms in
cellular manufacturing, and Srinivasan [13] use clustering algorithm for machine
cell formation in group technology using minimum spanning tree. Also, graph
theoretical mathematical programming methods, for instance Deutsch [14] uses
an improved p-median model for cell formation, Atmani [15] presents a mathe-
matical programming approach to joint cell formation and operation allocation
in cellular manufacturing, Adil [16] propose a mathematical model for cell for-
mation considering investment and operational costs, Purcheck [18] presents a
linear-programming method for the combinatorial grouping of an incomplete set,
Olivia Lopez and Purcheck [19] works in a load balancing for group technology
planning and control, and Boctor [9,20,21] presented work with cell formation.
The implementation of approximate methods, such as metaheuristics, has been
material of work for researchers devoted to solve cell formation problems.Durn,
Rodriguez and Consalter [22] combines particle swarm optimization and discrete
position update scheme techniques for manufacturing cell design. Wu, Chang,
and Chung [23] present a simulated annealing (SA) approach, and Venugopal
and Narendran [24] propose the use of genetic algorithms (GA), which would be
used later by Gupta, Gupta, Kumar, and Sundaram [25] but focused in multi-
objective optimization approach. In this paper, our goal is to employ a modern
metaheuristic to report better solutions than the ones applied before to manu-
facturing cell design.
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3 Manufacturing Cell Design Problem

Manufacturing strategy consisting in creating an optimal design of production
plants, which are composed of manufacturing cells and machines that process
subsets of parts forming families, determined according to the similarity of them.
The objective is to minimize movement and exchange of material between cells,
in order to reduce production costs and increase productivity. We represent the
processing requirements of machine parts through an incidence matrix called
machine-part. This matrix contains a binary domains and is denoted as A, where
aij = 1 means that machine i is necessary to process part j and aij = 0 otherwise.
A rigorous mathematical formulation of machine-part grouping problem with
these objectives is given by Boctor [21] and its as follows:

• let M, the number of machines,
• let P, the number of parts,
• let C, the number of cells,
• let i, the index of machines (i = 1, ..., M),
• let j, the index of parts (j = 1, ..., P),
• let k, the index of cells (k = 1, ..., C),
• A = [aij ] the binary machine-part incidence matrix MxP,
• Mmax, the maximum number of machines per cell. We selected as the objective

function to be minimized the number of times that a given part must be
processed by a machine that does not belong to the cell that the part has
been assigned to. Let:

yik =

{
1 if machine i ∈ cell k;
0 otherwise;

zjk =

{
1 if part j ∈ family k;
0 otherwise;

The problem is represented by the following mathematical model:

Minimize
C∑

k=1

M∑

i=1

P∑

j=1

aijzjk(1 − yik)

Subject to

C∑

k=1

yik = 1 ∀i

C∑

k=1

zjk = 1 ∀j

M∑

i=1

yik ≤ Mmax ∀k
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4 Artificial Fish Swarm Algorithm

AFSA is an ordered and finite set of bionic operations for optimization, based on
the study of intelligent behavior of the fish swarm. This means that, in an area
of water, the fish can often find places that contain many nutrients by himself
or following other fish. Therefore, where there is the largest number of fish is
usually the place that has the most nutrients [26,27].

4.1 Proposed Algorithm

AFSA simulates the behavior of a fish swarm, which shapes the Artificial Fish
(AF) that seeks an optimal solution in the solution space. The AF perceives
external concepts with sense of sight. Current position of AF is shown by vector
X = (X1,X2, ...,Xn). The visual is equal to sight field of AF and Xv is a position
in visual where the AF wants to go. Then if Xv has better food consistence than
current position of AF, it goes one step toward Xv which causes change in AF
position from X to Xnext, but if the current position of AF is better than Xv,
it continues searching in his visual area. Food consistence in position X is the
fitness value of the current position and it is shown with f(x). The step is equal
to maximum length of the movement. The AF consists in two parts, variables
and functions. Variables include X (current AF position), step (maximum length
step), visual (sight field), trynumber (the maximum test interactions and tries)
and crowd factor σ (0 < σ < 1). Also his functions consist on the prey behavior,
free move behavior, swarm behavior and follow behavior. In each step for the
optimization process the AF search for locations with better fitness values all
over the search space, the AF is behaviors are explained:

1. Prey behavior: This behavior is an individual behavior that each AF performs
independently and performs a local search around itself. Every AF by per-
forming this behavior attempts try-number times to move to a new position
with better fitness.

2. Follow behavior: The best AF of the swarm locates the best found position
so far by the swarm. In follow behavior, each of AF moves one step toward
the best AF of swarm.

3. Swarm behavior: To ensure the security and integrity of each AF, they trend
to group up. This, they follow 3 basis rules, separation, alignment and cohe-
sion.

4. Free Move behavior: This is a special behavior where the AF search for a ran-
dom position, if it is not a better one, the AF will go through a modification
of the new step to ensure not to be stagated in a local optimum, otherwise
the AF will move ahead.

Performing these four behaviors based on an algorithm procedure [28] it is
described as follows:
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1. Initialization;
2. Calculate the fitness value;
3. For each AFi, where (i = 1, 2, .., N);

3.1 Follow behavior; determine whether the state after the follow is better
than the previous state, if so, advances to step 4, otherwise we resort to
step 3.2;

3.2 Prey behavior; determine whether the search state is better than the old
one Trynumber times, if so proceeds to step 4, otherwise we resort to
Step 3.3;

3.3 Swarm behavior; determine whether the state after grouping is better
than previous state, if so, advances to step 4, otherwise we resort to step
3.4;

3.4 Movement;
4. Refresh the current best value;
5. If it concludes the number of Iterations, out; otherwise, return to step 3;

5 Experimental Result

The effectiveness of our proposed approach has been tested using the incidence
matrices [21]. In this paper these 10 problems were solved using the model pre-
sented in Sect. 2 with different sets of parameters. For the experimental evalu-
ation, the parameters employed are defined as follows: 16 Machines, 30 Parts,
and a combination between 2 Cells with 8, 9, 10, 11, 12 Mmax. Concerning
the AFSA, the configuration uses 40 as initial population size, a crowd factor σ
between 0.9 and 0.5 and Trynumber 4 and 50.000 iterations for the AFSA. The
algorithm has been implemented using Java and launched on a 2.4 GHz Intel
Core i7 with 8 GB RAM running Windows 8. Tables 1 and 2 show detailed infor-
mation of the results obtained by our approach. Here, we compare our results
with the ones reported in [21,22]. Concerning to the others values, represented
as column OPT, is the Boctors values, column PSO, the best value obtained
by Particle Swarm Optimization in [22], column SA, the best value obtained by
Simulated Annealing reported in [21] and column AFSA, the best value obtained
by our proposed AFSA. Table 3 shows the relative percentage derivation (RPD)
and the average values of our AFSA in order to evaluate the quality of every
solution.

According to Tables 1 and 2, results obtained by AFSA are better than or
equal to those reported result by PSO and SA in all the test problems from
the literature. To be more specific, the proposed AFSA has high quality solu-
tions and good performance. Thus, shown in Fig. 1, we illustrate the convergence
rate by AFSA accomplishing robust search capability in early stages. Also, it is
reported by the RPD value the quality, which quantifies the deviation of the
objective value that our approach has a high consistency on it is solutions.
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Table 1. Results of AFSA using 2 cells

Pblm Mmax = 8 Mmax = 9 Mmax = 10

Opt SA PSO AFSA Opt SA PSO AFSA Opt SA PSO AFSA

1 11 11 11 11 11 11 11 11 11 11 11 11

2 7 7 7 7 6 6 6 6 4 10 5 4

3 4 5 5 4 4 4 4 4 4 4 5 4

4 14 14 15 14 13 13 13 13 13 13 13 13

5 9 9 10 9 6 6 8 6 6 6 6 6

6 5 5 5 5 3 3 3 3 3 5 3 3

7 7 7 7 7 4 4 5 4 4 4 5 4

8 13 13 14 13 10 20 11 10 8 15 10 8

9 8 13 9 8 8 8 8 8 8 8 8 8

10 8 8 9 8 5 5 8 5 5 5 7 5

Table 2. Results of AFSA using 2 cells

Pblm Mmax = 11 Mmax = 12

Opt SA PSO AFSA Opt SA PSO AFSA

1 11 11 11 11 11 11 11 11

2 3 4 4 3 3 3 4 3

3 3 4 4 3 1 4 3 1

4 13 13 13 13 13 13 13 13

5 5 7 5 5 4 4 5 4

6 3 3 4 3 2 3 4 2

7 4 4 5 4 4 4 5 4

8 5 11 6 5 5 7 6 5

9 5 8 5 5 5 8 8 5

10 5 5 7 5 5 5 6 5

Fig. 1. Graph of Problem 7 solved by AFSA with Mmax 10
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Table 3. Average and relative percentage derivation

Pblm Mmax = 8 Mmax = 9 Mmax = 10 Mmax = 11 Mmax = 12

Avg RPD (%) Avg RPD (%) Avg RPD (%) Avg RPD (%) Avg RPD (%)

1 11 0 11 0 11 0 11 0 11 0

2 7 0 6 0 4 0 3 0 3 0

3 4 0 4 0 4 0 3 0 1 0

4 14 0 13 0 13 0 13 0 13 0

5 9 0 6 0 6 0 5 0 4 0

6 5 0 3 0 3 0 3 0 2 0

7 7 0 4 0 4 0 4 0 4 0

8 13 0 10 0 8 0 5 0 5 0

9 8 0 8 0 8 0 5 0 5 0

10 8 0 5 0 5 0 5 0 5 0

6 Conclusion and Future Work

The metaheuristic usually applies to problems that have no specific algorithm
or heuristic that gives a satisfactory solution. Thus, we employed the search
algorithm AFSA to tackle the design of manufacturing cells, where the execu-
tion of the natural behaviors, minimizes the movement and exchange of material
between cells; looking for an optimization of time and costs. The convergence
rate demonstrated by AFSA, it is related to the values of its parameters. Initially
high values are used, such as a crowd factor σ of 0.8 or a Trynumber of 20. After
analyzing the results it is concluded that the use of parameters with smaller
or dynamic values improve the performance. Also, parameters as crowd factor,
Trynumber, and distance calculation were tuned from his original values, stan-
dard AFSA, and example is the use of Hamming distance. We also applied fix
to possible solutions that could not satisfy the constraint and fixed the swarm
behavior to be more compatible with the nature of the problem ending with
better results and convergence rate.

Also, there are some relevant works to pursue in the future. First, change
how we tackle the MCDP, there is some heavy initial work done to set good
initialization, and for every time we generate the matrix part-cell. Second, work
on a better adaptation of the swarm behavior, this will benefit also to improve
the efficiency of the algorithm.
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Abstract. Neural network morphology in Artificial Neural Networks
(ANN) is typically designed depending on specific learning purposes.
Biological neural networks, on the contrary, generate their morphology
using biochemical markers secreted by each neuron. Specific features such
as molecular signalling, electrochemical alphabet and neurite propaga-
tion rules are genetically encoded. However, the environment plays also
a critical role in network morphology. Neurites are propagated through
tissues to reach target neurons, following paths defined by the diffusion
of molecular markers. Neurite paths are affected among other phenom-
ena by competence for synaptic resources and volumetric economy.

Along this paper we observe some of the mechanisms of biological
morphogenesis and their mathematical models. We analyze neurite nav-
igation in short distances using local random propagation rules. Then,
using reaction-difussion patterns, the process of molecular signalling and
its influence in network morphology is studied. Finally we combine both
strategies to generate morphology in ANN’s.

Keywords: Artificial neural network · Synaptogenesis · Morphogene-
sis · Reaction-diffusion pattern · Artificial life

1 Introduction

While the architecture of artificial neural networks is usually defined at design
time, a biological neural network builds its interconnections among neurons pro-
gressively by projecting its neurites into the surrounding space. Connection pat-
terns of these neurons are determined by a set of chemical messengers produced
by each neuron. These substances act as markers between neurites and their
target neurons [22].

Since morphology has great importance in the network ability to learn [16],
it is important to understand the factors influencing network structure that can
be used to modify artificial neural networks configuration. These factors include
dendritic growth affected by environment (such as in diffusion limited aggre-
gation) [16] and neuritic projection determined mainly by genetic rules, which
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in ANN’s are simulated by using techniques such as simple rules of propaga-
tion, fractal and differential growth equations or simulation of chemoattractive
concentrations [21].

Although in both neurology and in axonal growth simulation, the random
interconnection model is frequently used [5], research studies in live neural tissue,
state that there are elements of molecular type affecting the behavior of the
neuritic cones and consequently the navigation of axon and dendrites through
the interneuronal space [2,3,16]. According to these research, the morphology of
biological neural networks results from both the random propagation of neurites
and molecular guidance secreted by neurons themselves.

In the first section of this paper, we will study the morphogenesis condi-
tions observed in biological nervous systems and the relevant behavior models.
First, we study random behavior of neurites growth, especially in short distances
among neurons where molecular markers have low effect on the trend of growth
cones direction. Later we examine molecular markers as synaptogenesis mecha-
nism and the reaction-diffusion process that produces interconnection patterns in
living tissues. Particularly, we focus on the Gierer-Meinhardt reaction-diffusion
model, in order to simulate characteristic patterns observed in biological nervous
tissues as morphogenesis determinants.

In subsequent sections a simulation model is proposed to generate archi-
tecture of artificial neural networks using concepts and strategies presented in
biological systems. The last part of this work analyzes simulation results in terms
of number of synapses and time.

2 Random Neuritic Propagation

Neurons interconnect each other using body projections known as neurites. Affer-
ent neurites are called dendrites and their work as inputs. The efferent neurites or
axons are the mechanism to stimulate other neurons. Nerve morphology depends
on the ability of the axon to reach other nerve cells through the extracellular
medium to form a synaptic connection [23]. Neurites body is called growth cone
and its distal part is a movable structure known as filopodia. This structure is
responsible for guiding the axon tip through the extracellular environment [17].
The projection of the axon is the result of the generation of micro tubules formed
by a globular protein called tubulin produced within the cell body [25]. The path
followed by the axon is affected by the presence of molecular cues or messengers
such as neurotrophins [18]. The cues are locally secreted by each cell according
to its specific type within the nervous tissue [2,3].

Molecular guidance becomes less important, when the distance among neu-
rons are in lengths shorter than 0.7 mm due to the difficulty of sustaining a steady
gradient of markers [13]. In small volumes, where local distances are short, Brait-
enberg and Schuz propose a random approach that avoids the problems caused
by the unsteady distributions of chemical cues in short distances [4].

Following these authors, Kaiser determines that a random process of neu-
rite projection adequately mimics the average distances observed in neural liv-
ing tissue [13]. Due to the properties of the neurite growth cone, projection is
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approximately in a straight line [1]. Forward advance changes when the filopo-
dia detects a molecular cue or when it is obstaculized by other neurites. Thus
the local interconnection is favored over the global one and competition for
dendritic resources occurs. Axons unable to achieve local objectives, continue
their progress depending on availability of tubulin [25]. In practice, the limi-
tation on axonal growth results in a decrease of neurite diameter up to values
below 0.5 microns [3].

3 Reaction-Difussion Mechanism in Neural Networks

Neurons produce specific neurotrophins that act as identifiers to guide the incom-
ing axons [18]. These biochemical markers are diffused through the tissue [13],
decreasing their concentration as they move away from the cell. The process
of diffusion of these substances in the extracellular environment, is consistent
with some of the patterns formally defined by Turing in his works about pattern
generation by reaction-diffusion process [24]. Because of the diffusion of chemoat-
tractants that identify each neuron, the network shows an emerging pattern of
neuritic projections that follow these molecular clues [10]. The morphology of
the interconnected network is affected not only by the reaction-diffusion between
the different molecular markers, but also for competition between axons to reach
the same target neuron [3]. Both the reactive and inhibitor substances are known
as morphogens and determine the chemical pattern formation that axonal pro-
jections follow, as occurs in nerve regeneration described by Podhajsky as a
reaction-diffusion system [20].

3.1 Reaction-Difussion Models Applied to Morphogenesis

According to models proposed by Belousov and Zhabotinsky, reaction-diffusion
systems must be kept out of balance so that the generation of characteristic pat-
terns occurs without violating the second law of thermodynamics [2,9]. Turing
proposed a particular set of inestabilities to explain the occurrence of patterns
present in living tissue such as skin [24]. Various models of reaction-diffusion
behavior have been tested since then. Particularly in the neural network inter-
connection process, diverse pattern generation models are used, as in the case
of research works about nerve regeneration, described by Gray-Scott [2], den-
dritic growth modeling using Van Der Pol-FitzHugh-Nagumo inestabilities and
the models proposed by Schnakenberg, Gierer, Meinhardt and others [6,9,14].

3.2 The Gierer-Meinhardt Model of Reaction-Difussion

The reaction diffusion model proposed by Gierer and Meinhardt is an activator-
inhibitor system that can be used to generate patterns similar to those of nervous
tissues [2,3,9,12], this model allows the emergence of dense interconnection areas
called patches, especially observed in cortex area [3]. The system consists of
an autocatalytic activator denoted as u and an inhibitor v, spreading quickly.
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The antagonism between the two components (u and v) leads to patterns with
high and stable concentrations of each substance [3,26]. The model studies the
solution to the set of state equations [3,8]:

∂u

∂t
= Du + ∇2u + f1(u, v),

∂v

∂t
= Dv + ∇2v + f2(u, v). (1)

where u(X, t) and v(X, t) are the morphogen concetrations in position vector
X = (x, y)T on a bounded domain R2, where Du and Dv are the positive
diffusion coefficients of each morphogen, the two-dimensional Laplacian operator
has the form:

∇2 =
∂2

∂x2
+

∂2

∂y2
. (2)

Functions f1 and f2 describe the mobility behavior of concentrations due to
the reaction between morphogens [8]. In the Gierer-Meinhardt model [9] these
functions correspond to:

f1(u, v) =
ru2

v
− μu + r. (3)

and
f2(u, v) = ru2 − αv. (4)

With r, μ and α positive constants whose values appropriately selected allow
the morphogens converge to a spatial distribution pattern of concentrations in
equilibrium.

3.3 The Gierer-Meinhardt Model Implementation

The simplest procedure to discretize the Laplacian of reaction-diffusion equation
is finite differences method [7,14,15]. Assuming a space constructed in a regular
grid where each point contains some degree of concentration. A distribution of
discrete values in each point is calculated depending on the concentration values
in neighbor points [7,14].

Fig. 1. Five points stencil used for gradient concentration calculation
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This discretization can be obtained simply by Taylor series. In this way a five
points calculation stencil, as shown in Fig. 1, is used to obtain a concentration
value in each assembly point (x, y): First f(x, y) concentration function is eval-
uated in each neighbor point according to the stencil. And with f1(x, y) defined
as:

f1(x, y) = f(x + 1, y) + f(x − 1, y) + f(x, y − 1) + f(x, y + 1). (5)

Gradient is calculated using

∇2f(x, y) =
f1(x, y)

h2
. (6)

where h is the distance between each near point and the point under con-
sideration. Finite difference method calculates the value of the Laplacian. Time
related equation is calculated using the derivative definition by Euler’s direct
method. In the case of the two-dimensional grid, finite difference equation is:

fx,y(t + Δt) = fx,y(t) + DΔt
Δh (fx−1,y(t) + fx+1,y(t)+

fx,y−1(t) + fx,y−1(t) − 4fx,y(t)). (7)

The Eulers direct method slows down the simulation considerably because
the method is stable only when the time increments �t are very small, (D�t

�h <

0.25). An alternative to it, in order to use larger intervals and thus increase the
simulation speed is to use the Dufort-Frankel variant.

In this case the central difference takes into account the variation both in
space and time. Thus the next step in the calculation is not directly dependent
from the previous step. The difference equation can be presented as:

fx,y(t + Δt) − fx,y(t − Δt) =
DΔt
Δh (fx−1,y(t) + fx+1,y(t) + fx,y−1(t)+

fx,y−1(t) − 4fx,y(t)). (8)

To compensate inestabilities derived from the calculations in time and space,
each instance of calculated point in the right side is replaced by the average of
the previous and next step:

fx,y(t) =
fx,y(t + �t) − fx,y(t − �t)

2
. (9)

Figure 2 shows the behavior of a reaction-diffusion system where both the acti-
vator and the inhibitor are distributed in random concentrations in a 400× 400
points array. The rate of reaction and diffusion are equal in this simulation (0.5).
it is possible to observe pattern generation of activator (dark grey) with stability
trend over time. Stability of patterns is determined by the reaction and diffusion
rates, as well as the initial concentration values for each substance.

3.4 Neuritic Branching Conditioned by Markers Concentration

In synaptogenesis process, the axon advances in an approximately lineal trajec-
tory and is curved as it detects higher concentrations of molecular cues secreted
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Fig. 2. Gierer - Meinhardt model evolution in time

by neurons [10]. Neurite extension occurs at an axon diameter cost, due to tubu-
lin levels reduction in cell [3]. Along the projection occurs branching, where the
concentrations of chemoattractants exceed threshold values [10]. A projection
tends to make sharp bends when the tip finds higher concentrations of cues near
the neurons. Once the point of greatest concentration is reached, the curvature
is much less pronounced leading to a straight line for a closer approximation in
the vicinity of the synapse [2,10]. Neurites not only increase their elongation but
generate multiple branches as a result of a growth cone bifurcation or by inter-
stitial branching along the neurite body [11]. Neuritic bifurcation may or may
not occur and not necessarily a branch reaches a synaptic target. According to
Gierer, branching occurs when the molecular guide is no longer detected in front
of the neurite [10]. In this case an excitation occurs on the rear of the projecting
cone, firing the projection of a new bifurcated growth cone.

4 Implementation and Results

Simulation scenario uses a 400× 400 points matrix, where two values, corre-
sponding to activator and inhibitor concentration are assigned to each point.
A variable number of neurons (6 to 100 units) are located in the matrix to
evaluate the effect of number of neurons in interconnection process. The max-
imum dendrite number in each neuron is programmable to study competence
for synaptic resources. All the neurons are randomly distributed through the
simulation matrix and each of them is used as activator secretion point by the
reaction-difussion algorithm. Inhibitor substance represents other molecules nor-
mally present in nervous tissues, such as N-cadherins and other markers. Only
one type of molecular cue is diffused through reaction diffusion matrix to keep
simplicity and simulation speed, thus any neuron is able to interconnect with
any other neuron present. There is no layer distribution as occurs in ANNs multi
layered architectures.
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4.1 Efferences Propagation Rules

Each axon initial point is located in the cartesian coordinates of corresponding
neuron, from there, the axon propagates radially forward following a random
straight path [13]. Efference projection algorithm analyzes activator concentra-
tion values surrounding the axon tip. If the activator concentration gradient
inside detection radius around the neurite tip, is lower than a threshold then
axon is projected with no deviation from the projection front. To mimic some
obstacle effects, a random angle deviation (α) with low probability is introduced.
This rule of propagation is showed in Fig. 3.

Fig. 3. Frontal propagation rule with low deviation probability due to very low acti-
vator concentration

A deviation from the line of forward propagation will occur when the sensing
mechanism in the tip, detects activator concentration that exceeds the threshold
for straight line projection but with a value lower than the bifurcation concen-
tration threshold.

Deviation angle of propagation front is governed by the amount of activator
near the tip. Angle will decrease as the value of gradient is closest to the thresh-
old of straight trajectory and thus it will be greater as this value approaches
the bifurcation threshold as depicted in Fig. 4. When a high activator concen-
tration is detected behind the neurite tip, a low probability random mechanism
determines whether a branch occurs or only a change in the propagation angle is
calculated [10]. Probability of branching increases with the value of the concen-
tration gradient and the angle of concentration variation respect to the neurite
propagation front.

Fig. 4. Rule for deviation depending on high activator concentrations

Bifurcation angle cannot be greater than 120 degrees respect to the propa-
gation front in order to comply with cost efficiency in volumetric branching as
proposed by Murray [19]. A random value is introduced to increase the proba-
bility that the axon follows the highest concentration gradient shown in Fig. 5.
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Due to progressive diameter loss, neurite projection affects its diameter. Axon is
a conical structure called growth cone and its maximum elongation is determined
by the neurite diameter. Loss of diameter ranges from 0.1 % to 10 % depending
on whether a front projection or a bifurcation occurs [3].

Fig. 5. Rule for axon bifurcation

Figure 6 shows the spread of axons following the rules set out above. In
this picture, the marker concentration is calculated using the Gierer-Meinhardt
reaction-diffusion model. Gray color indicates the concentration of activator
present in each point of matrix, the axon propagation path is in red. Arborization
pattern is produced from strong concentration changes behind propagation front.
In low concentration variations where the neurite propagates forward, there is
less than 0.1 % probability of branching.

4.2 Synaptogenesis

Synaptogenesis in live nervous tissue is a complex and little known process where
not only dendrites and axons are involved, but the effect of other elements like
glia and neurotransmitters flowing between neurons are important [3]. Dendritic
tree projection to receive the presynaptic axons raises the complexity and the

Fig. 6. Arborization pattern resulting of navigation rules and Gierer-Meinhardt model
of reaction-diffusion (Color figure online)
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Fig. 7. Synaptogenesis process in a test with six neurons. Each neuron is color coded.

simulation time, limiting the number of neurons, axonal and dendritic branching
and dendritic spaces that can be considered simultaneously.

According to the above and in order to simplify the process, the proposed
model does not project dendritic afferences. Synapses is performed by using a
rule of proximity between axonal tip and neuron position. Proximity measure-
ment is carried out using the Manhattan distance algorithm, being a method
best suited for matricial calculation with higher speed simulation than other
computationally expensive techniques such as euclidean distance.

Figure 7 shows the evolution of the process of complete interconnection in a
six neurons network. Initially, simulation spreads activator from the neurons and
diffuses it through the matrix. Characteristic patterns are formed surrounding
the neuron positions, stimulating mechanisms of propagation, angle deviation
and axon bifurcations while mitigating the random navigation of efferences. First
exploratory axon elongation occur near the 10 % of total simulation time, past
20 % of time the network is interconnected to the half the capacity of each neuron.
After 50 % of simulation time, the network is nearly the full interconnection
capacity for each neuron.

5 Results

Code to simulate the whole process is developed using java language. Hardware
used consist of a system based on INTEL I5 first generation microprocessor with
six gigabytes RAM capacity and supported by graphic hardware based on Nvidia
GeForce GT435 graphics card. Space simulation is non-spherical and exclusively
two-dimensional. The program calculates activator and inhibitor concentration
values every twenty milliseconds and draws the reactiondiffusion patterns. Once
obtained every new distribution, it analyzes the elongation paths of axonal pro-
jections from each neuron coordinates. The first set of experimentssimulate only
random propagation rules of axons. Results for different populations of neurons
randomly distributed in space of 400× 400 pixels are presented.

Results establish how the propagation of molecular cues affect the neural
interconnection rate. In order to study the independent effect of the random
propagation rules described above, the first experiments apply such rules to a
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number of neuronal populations (6, 10, 50 and 100). Each set of experiments is
composed of 20 simulations with different neuron position in each population.
For all tests, the stop condition is reached when the average synapse number is
greater than 50 % of number of neurons in the test. Figure 8 shows the behaviour
of the frontal random propagation rules with no influence of molecular cues
applied to the proposed neuron populations.

Fig. 8. Synaptogenesis using simple random frontal projection rules

Random exploration takes higher times of interconnection as is particularly
showed in populations of 50 and 100 neuron. Low number of neurons popula-
tions take proportionaly more time due to low density of neurons. Axons must
travel through bigger spaces where there are no clues to indicate the presence
of neurons. Projections does not reach other neurons but grow until they dimin-
ish their growth cone to the minimum. In this case the program deletes the
particular branch path and starts it again, delaying the interconection process.

In nervous tissues, specially in cortical areas, axon uses random propagation
in order to avoid physical obstacles such as other axons and neurons before the
neurite reaches its target. Clearly this type of propagation is not the main cause
of morphogenesis in neuronal tissues due to this mechanism does not allows a
significant number of synapses in relative short time.

In contrast, Fig. 9 shows an important decrement in time when the reaction-
difussion model of molecular cues is added to the random propagation model in
each population. In the Gierer Meinhardt model of reaction-diffusion, pattern
and stability is affected by the rate of dispersion of the activator and the reaction
rate of inhibitor. Some of the characteristic patterns like strips and spots are used
in the simulation of axonal projection because of their tendency to form neurite
patches near the spots obtained [2].
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Fig. 9. Synaptogenesis applying random and pattern driven propagation strategies

In the simulated model, strips and spots pattern is obtained with stable
activator reaction rates of 50 %. But other reaction rates (Dispersion rate =
0.78 %) lead to patterns similar to those studied by Turing or to a wide areas of
activator diffusion (Dispersion rate = 90 %). Each set of patterns favors either
random propagation rules or gradient guided propagation, each with longer times
of morphogenesis as occurs in the Turing pattern case.

6 Conclusions

In relatively long inter-neuronal spaces, axons navigation is affected mainly by
molecular patterns resulting of reaction-diffusion process. Random forward nav-
igation is the main strategy when distances between neurons are short. Both
strategies work together as an exploration and exploitation model with a partic-
ular intense effect when greater concentrations stimulate succesive bifurcations
in one or more axons in neuron patchy areas.

The propagation mechanisms are affected by neuronal density. Network mor-
phology is determined in short distances between neurons by random forward
propagation where reaction-diffusion phenomena show no important variations
in concentration. This means the morphogenesis can be accelerated by decreasing
the size of simulation matrix.

As is showed by the experiments presented above, it is possible to generate
morphology in articial neural networks using strategies observed in biological
nervous tissues. Morphology is only a part of a more complex process that allows
a network redistribute its interconnections to model different input patterns
allowing to forget non used patterns and learn new ones in a more dynamic way
than feedforward and other models of artificial neural networks.
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This work concentrates only in neural networks morphogenesis causes. New
studies are required to understand progressive synaptogenesis effects in the net-
work learning capacity and how the emergent learning strategies can affect net-
work morphology.
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Abstract. In this paper, a maximum sensibility neural network was
implemented in an embedded system with which was performed a con-
trol by imitation of a proposed plant. The plant consists of a cooling
system and temperature indicator, the learning of the neural network is
given by manually adjusting of output values of the indicators and a fan
while input signals are obtained by sensors of temperature and presence,
the neural network in run mode is able to interpret these data to auto-
matically adjust the output settings and imitate the process with good
performance.

Keywords: Neural networks · Control by imitation · Cooling system

1 Introduction

Currently, the use of automated systems for the control of processes are required
to get faster decisions, repeatability, error reduction and other advantages they
offer. This requires the choice of an appropriate system otherwise the process
could have a poor performance or even can become unstable [6].

The choice of a proper system require to know the dynamic model of the
process, which is not always available, and solve a lot of calculations, in other
cases there is needed the information of the dynamics of the process for tuning
the controllers.

The neural networks are presented as a solution to these problems based
on their ability to learn data patterns, in order to represent the behavior of
the system autonomously [4]. With the learning ability of neural networks is
the relationship posible use input - output complex systems as training data
and then used to control a system even if these data are unknown underlying
relationships or physical meaning is hard to explain. With this we are allowed
to imitate almost all types of systems, however presents a disadvantage when
required to learn new data relationships, learning must be done online.

The maximum sensibility neuronal network does not have this disadvantage
because it can learn the system either offline or online, and also keep updating
the behavior of the system online [3]. The advantage in using this neural network
is that during training only weights of the neurons that reach a sensibility margin
c© Springer International Publishing Switzerland 2015
G. Sidorov and S.N. Galicia-Haro (Eds.): MICAI 2015, Part I, LNAI 9413, pp. 306–315, 2015.
DOI: 10.1007/978-3-319-27060-9 25
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are updated. This makes it easier to train the neural network without having to
disengage from the system or plant [1].

This network also got calculation but these are not calculations that consume
a lot of time, giving it the advantage to implement it in a embedded system,
making it to not need much hardware materials and easy to use.

This paper intends to implement a maximum sensibility neuronal network in
an embedded system for controlling a plant by imitation. The proposed plant
consists of a cooling system with an indicator that changes color as the tempera-
ture varies, the system input data are obtained through of sensors of temperature
and presence.

2 Maximum Sensibility Neural Network

The Maximum Sensibility Neural Network (MSNN) is a multilayer network com-
posed by an input layer consisting of multiple distribution neurons, a hidden layer
of Gaussian neurons, and an output layer that adds the effect of all the hidden
layer neurons or selects the output of the neuron with the maximum sensibility
neuron. This behavior is shown in the Fig. 1.

The first layer normalizes the data input and distributes the information to
all the neurons to the second layer. The connections between these layers have
weights (W) that regulates the information. The second layer uses a Gaussian
function of the sum of all the inputs of each neuron. The connection between
this and the output layer also has weights (AC) for each neuron. The third layer
detects if any neuron has maximum sensitivity and uses the output neuron, and
if no neuron with maximum sensitivity, the output approaches by calculating
the values of all the neurons in the hidden layer.

2.1 Running of MSNN

This state is the first procedure of the neural net, the neuron reads an input
value and verifies if a similar pattern has been learned, in this case the neuron

Fig. 1. Diagram of the MSNN structure.



308 E. Ordaz-Rivas et al.

will show the output corresponding to that input. An important parameter of
the MSNN is sensibility margin (ms), which tell us if an input pattern has been
already learned or if it has already a neuron with an approximated value. This
parameter can be selected to be very specific to not recycle a value already
learned if it is not almost equal to the new received, or it also can be loose and
recycle values, even if they are not alike.

When the input does not resemble any input already learned by the net-
work, what the network does is that it actually approximate the output value
with the neuron that most resembles the input. The network shows the output
corresponding to the learned pattern, according to the following equations:

Y = Nms ∗ ACms (1)

where Nms is the output of the maximum sensibility neuron, ACms is the weight
of maximum sensibility neuron in the output layer, and Y is the actual output
of the neural network.

The output of each neuron in the hidden layer is given by a Gaussian function:

Nms = e−(x−cm)2/λ (2)

where cm represents the center of mass or weights and lambda represents sensi-
bility of the neuron because controls the width of the Gaussian function. In case
where the inputs are very different to the patterns learned, the neural network
approximates the output using all of the hidden layer output

Y =
∑CN

i=1 Ni ∗ ACi
∑CN

i=1 Ni

(3)

where CN is the number of neurons in the middle layer.
Finally the use vector values U of each neuron are established:

– Regardless of what neuron receives the settings of W and AC, it must update
its value U = 1 to the adjusted neuron.

– And to all the neurons are subtracts a forgetting factor FU

This behavior of the run mode is shown in the Fig. 2.

2.2 Training of the MSNN

In the learning process the desired inputs and outputs are read, and check if
there is one neuron which has a maximum sensibility value, that means there is
a neuron that has already learned that pattern, and if there is one, it adjust the
values of that neuron. To determine if a neuron presents maximum sensibility,
the network uses the sensibility margin parameter, which can be very specific
and creates new neurons, that is done to not affect all the others pattern already
learned, or it can be less specific and creates groups multiple patterns in the
same neuron to match the result of the new pattern learned.
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Fig. 2. Diagram of Run mode in MSNN.

The equation used to update the values of the weights that are between the
first and the second layer when there is maximum sensibility is:

Wms,i =
Wms,i + Xi

2
(4)

The equation that is used to update the values of the weights that are in the
layer between the second and the third layer is:

ACj =
ACj + Yd

2
(5)

where Xi is the ith input, Wms,i is the weight of the ith input to the maximum
sensibility neuron in the middle layer, ACj is the jth weight of output layer, Yd

is the desired output.
When there is not maximum sensibility the network creates a new neuron

and assigns the values of the inputs to the weights, this is

Wms,i = Xi (6)

ACj = Yd (7)

In case the limit of neurons is reached, the neural network replaces the ith
weight of the least used neuron by the ith input. The behavior of the learning
mode is shown in the Fig. 3.

3 Experiments

3.1 Plant Description

The plant control consists of a cooling system, which uses an RGB LED as an
indicator of temperature, where blue color indicates that the system is at room
temperature while red color indicates a high temperature, also it has a fan that
changes its velocity relative to the temperature of the system, and this just turns
on when a presence sensor is exited this to save energy and do not turn on the
fan when it is not needed although the temperature of system is high.
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Fig. 3. Diagram of learning mode in MSNN.

3.2 Control Structure

The MSNN is trained using a manually adjusting of output values desired of
the network while input signals are obtained by sensors, and the response of the
plant to this values desired is used as the training input as shown in Fig. 4.

Fig. 4. Block diagram of training process of the MSNN.

In Fig. 5 is observed that after training, the desired plant output is given as
input of the MSNN along with the actual plant output. Where the output of the
MSNN is used as control signal of the plant.

Fig. 5. Block diagram of the control process with the MSNN.

where u(k) is a data vector given by the fan speed and the indicator of temper-
ature (blue color for room temperature and red color for high temperature) and
y(k) is a data vector obtained by signals of sensors of presence and temperature.
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3.3 Implementation in an Embedded System

The MSNN algorithm was implemented on an Arduino UNO board and was
used in a control by imitation of cooling system. The hardware characteristics
of the board is shown in the Table 1.

Table 1. Hardware characteristics

Characteristic Description

Microcontroler ATmega328

Operation voltage 5 V

Recommended alimentation voltage 7-12 V

Maximum alimentation voltage 6-20 V

Single I/O digital ports 14

Single I/O analog ports 6

Current of I/O digital ports 40 mA

Flash memory 32 KB

SRAM 2 KB

EEPROM 1 KB

Clock frequency 16 MHz

The learning process consisted in using three potentiometers as the expected
to learn the values desired, and two sensors (presence and temperature) to give
the pattern to learn. When the inputs were correctly selected, one button was
used to tell the micro-controller to learn the pattern, and with that one learning
process was run. After that the micro-controller automatically changes back to
the running state [2,5].

4 Results

To obtain the results, by practicality the value of presence sensor remained
constant at a high state and the MSNN was trained to regulate the fan speed

Fig. 6. MSNN performance with NTN = 20, λ = 0.14, ms = 0.8, error = 0



312 E. Ordaz-Rivas et al.

regarding the temperature change, the following graphs show the performance
of the MSNN comparing a desired output with the actual output of the fan
for different values of λ, maximum sensitivity ms and total number of neurons
NTN . Plots illustrate performance of every neural network considering different
parameters of sensibility (λ), margin of sensibility ms and the maximum num-
ber of available neurons NTN . The chosen values for the parameters were to
lambda = 0.14 ms = 0.8 and NTN = 20, for the best performance in the simula-
tions (Figs. 6, 7, 8 and 9).

Fig. 7. MSNN performance with NTN = 20, λ = 0.14, ms = 0.9, error = 0.0670820

Fig. 8. MSNN performance with NTN = 25, λ = 0.16, ms = 0.9, error = 0.0213402

Fig. 9. MSNN performance with NTN = 25, λ = 0.16, ms = 0.8, error = 0.0141984
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5 Conclusions

Based on the results obtained, one can conclude that the MSNN can be trained
to learn the behavior of a dynamic system by a user and performance depends
on the user’s ability to train The MSNN has the advantage of online learning,
“an easy implementation to achieve and besides it is easy to control”.
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Appendix: Pseudocodes

1 Run State Pseudo Code

Algorithm 1: Run state pseudo code implemented in the embedded system
RunFunctionMSNN(X,W,AC,ms);
for n ← 1 to NTN do

S = 0;
for i ← 1 to NTI do

S = S + (x(i) − W (n, i)2;
end
//fa = activation function;
SN(n) = fa(sqrt(S), alpha);

end
Maximum Value and Position in SN;
if MaxValue > Maximum Sensibility Value then

for o ← 1 to NTO do
y(o) = AC(pos, o) ∗ SN(pos);

end

else
for o ← 1 to NTO do

s1 = 0;
s2 = 0;
for n ← 1 to CN do

s1 = SN(n) ∗ AC(n, o) + s1;
s2 = SN(n) + s2;

end
y(o) = s1/s2;

end

end
Output Value of the MSNN = y;
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2 Learn State Pseudo Code Implemented in the Embedded System

Algorithm 2: Learn state pseudo code implemented in the embedded sys-
tem

LearningFunctionMSNN(X,Ye,W,AC,ms,Lambda,U);
Maximum Value and Position in SN;;
if Maximum Value ≥ ms then

for pr ← 1 to NTI do
W (Position, pr) ← (W (Position, pr) + X(pr))/2;

end
for o ← 1 to NTO do

AC(Position, o) ⇐ (AC(Position, o) + yo(o))/2;;
end

else
if (CN + 1) > Maximum value of neurons then

//avaliable to use minimum Value and Position of the U;
for pr ← 1 to NTI do

(Position, pr) ⇐ X(pr);
end
for o ← 1 to NTO do

AC(Position, o) = yo(o);
end

else
New neuron ← Number of neurons actualy used +1;
for pr ← 1 to NTI do

W (NewNeuron, pr) ← X(pr);
end
for o ← 1 to NTO do

AC(NewNeuron, o) = yo(o);
end

end

end

References

1. Aguilera-Ruiz, M., Torres-Trevino, L.M., Linan, J.A.R.: Control by online learn-
ing using a maximum sensibility neural network. In: 13th Mexican International
Conference on Artificial Intelligence, MICAI 2014, pp. 118–120, November 2014

2. Cabrera-Gaona, D., Trevino, L., Rodriguez-Linan, A.: Control by learning in a tem-
perature system using a maximum sensibility neural network. In: 12th Mexican
International Conference on Artificial Intelligence, MICAI 2013, pp. 109–113,
November 2013

3. Escamilla, I., Torres, L., Perez, P., Zambrano, P.: A comparison between back prop-
agation and the maximum sensibility neural network to surface roughness prediction
in machining of titanium (Ti 6Al 4V) alloy. In: Gelbukh, A., Morales, E.F. (eds.)
MICAI 2008. LNCS (LNAI), vol. 5317, pp. 1009–1019. Springer, Heidelberg (2008)



Control by Imitation Using a Maximum Sensibility Neural Network 315

4. Haykin, S.: Neural Networks and Learning Machines (3rd Edn.). Pearson Education,
Upper Saddle River (2008)

5. Sanmiguel, G., Gonzalez, L., Torres-Trevino, L., Guerra, C.: On-line learning in
an embedded maximum sensibility neural network. In: 11th Mexican International
Conference on Artificial Intelligence MICAI 2012, pp. 75–79, October 2012

6. Waegeman, T., Wyffels, F., Schrauwen, B.: Feedback control by online learning an
inverse model. IEEE Trans. Neural Netw. Learn. Syst. 23(10), 1637–1648 (2012)



Chaotic Cases in a Two-Neuron Discrete
Neural Network

Jorge Cervantes-Ojeda(&) and María Gómez-Fuentes

Universidad Autónoma Metropolitana – Cuajimalpa, Mexico City, Mexico
{jcervantes,mcgomez}@correo.cua.uam.mx

Abstract. We explore different cases of chaotic behavior in a two-neuron
Discrete Time Recurrent Neural Network and found, until now, three cases
where chaos is present in different forms. We describe how these cases of chaos
are produced in a qualitative way.

Keywords: Chaos in neural networks � Discrete-time recurrent neural network
dynamics � Deterministic chaos

1 Introduction

In a chaotic system, small variations in the initial conditions produce very different
trajectories and irregular behavior, making it impossible in practice to predict its future
state. In a Discrete Time Recurrent Neural Network (DTRNN) one can have all kinds
of periodic behaviors and chaos. Knowing exactly when and why the system presents
chaos is useful because, then, it is possible to select the parameter values which lead to
a desired functional behavior [10] or avoid undesired ones too. Learning algorithms
could make use of this to become more efficient, for instance. It is also important in the
more general framework of neuroscience. For instance, Freeman [7] stated that chaos
plays an in important role in the human’s learning process and memory.

The sufficient and necessary conditions leading to chaos, in a DTRNN, are not
established yet. If we find all possible cases where there is chaos in a DTRNN, then we
will be able to draw conclusions that establish the necessary and sufficient conditions
for its existence. But finding these cases is not an easy task since the parameter space in
a DTRNN is huge. Instead, we wish to find some qualitative principles that could make
us understand what produces chaos and what does not.

The study of the dynamic behavior of small DTRNNs (two or three neurons) is much
more feasible than the analysis of more complex networks and also it can be assumed
that the properties they have are also present in more complex networks [10, 11]. We
report here three cases where chaos is present in different forms in a two-neuron
DTRNN. We analyze the causes for chaos in a qualitative way and show how they are
similar and different.

The rest of this paper is organized as follows: Sect. 2 summarizes previous related
work; Sect. 3 describes the empirical methods used; Sect. 4 provides the found cases of
chaos and their descriptions and in Sect. 5 we state our conclusions.
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2 Background

Many researchers have been working in the establishment of the necessary and suffi-
cient conditions for chaos with partial results until now. Marotto’s theorem [9] says that
there is chaos in a multidimensional system when there are snap-back repellers. In [6] it
is mentioned that Shiraiwa and Kurata [12] found that, in addition to the snap-back
repellers, chaos can be present also with the existence of saddle points. However, these
findings set only sufficient conditions for chaos.

In order to simulate the neurons of the brain, Aihara et al. [2] designed the chaotic
neuron, in which the next state depends on the current state and also on some previous
states. A neural network composed of chaotic neurons can generate a chaotic response
by setting the appropriate parameters. The usefulness of chaotic neural networks has
been demonstrated in clustering [13] and in associative networks [1]. Adachi & Aihara
[1] found that the memory searching process in an associative network is improved
with a chaotic neural network.

Since Wang [14] proved analytically the existence of chaos in a two-neuron
recurrent network, some research was devoted to the study of chaos in small neural
networks. Cessac et al. [3] observed that when the weights are small in a DTRNN, the
system tends to have a single stable point of period-1, and that chaos occurs when the
weights are large. Chen & Aihara [6] stated the conditions under which a bounded
fixed point in a DTRNN evolves into a snap-back repeller generating chaotic behavior.

Potapov & Ali [10] showed that robust chaos is possible for small changes in the
interconnection weights of a DTRNN. They establish sufficient, but not necessary
robustness conditions, for a family of connection weight matrices.

Passeman [10] studied chaotic neuromodules which consist of two or three neurons
with feedback, in discrete time. He analyzed some sections of the input’s and weights’
space, in order to display areas where non-trivial attractors co-exist.

3 Metodology

We configured a recurrent neural network in the following manner: the output of
neuron 1 (x1), is connected to neuron 1 with a weight a, and also to the input of neuron
2 with a weight c; the output of neuron 2 (x2), is connected to neuron 2 with a weight d,
and also to the input of neuron 2 with a weight b; u1 and u2 are the external inputs of
each neuron respectively. The evolution equation is then

x1ðtþ 1Þ
x2ðtþ 1Þ

� �
¼ tanh ax1ðtÞþ bx2ðtÞþ u1ð Þ

tanh cx1ðtÞþ dx2ðtÞþ u2ð Þ
� �

ð1Þ

where x1(t), x2(t) represent the output state of each neuron at time t.
The use of tanh() as the activation function has the advantage that whenever ~u ¼

ð0; 0Þ the state~x ¼ ð0; 0Þ is always a fixed point. This fact allows studying the effects
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that changes in the connection weights have on the system dynamics of this point,
without having to solve the fixed point equation for every set of weight values. And,
more importantly, allows us to study such effects independently of the effects from
changing the external inputs. In the following we will use always ~u ¼ ð0; 0Þ.

Using Eq. (1) we performed extensive simulations in search of representative chaotic
cases with interesting properties. We used different tools to analyze them in detail:

(a) Bifurcation curves in the search space.
(b) Phase diagrams.
(c) Distance plots between different trajectories as a function of time and as a function

of current state.
(d) Lyapunov exponents plots.

4 Cases of Chaos in a Two-Neuron DTRNN

4.1 Chaos Close to a Heteroclinic Bifurcation

When the weights are configured in such a way that a limit cycle emerges, and one
weight is slowly varying in a continuous way, it is possible that this limit cycle reaches
two saddle points at the same time. The produced bifurcation in this case, is called
heteroclinic. It is known that there is chaos close to heteroclinic bifurcations [8].

The diagram in Fig. 1 shows bifurcations in the weights space (a, d) for the
particular case: bc = −0.56, with b = 0.1 and c = −5.6. Note that b and c values are
unbalanced. This means that their values are very different in absolute value. The point
(a,d) = (1.535757, 0.5) is marked with a big black cross.

Colored curves in Fig. 1 represent bifurcations of the fixed point at the origin [4]:
the curve in red is a saddle bifurcation, the blue one is a period-doubling bifurcation
and the green one is the Neimark-Sacker bifurcation. The curves in dotted lines rep-
resent the global bifurcations [5].

The two small curves in black in Fig. 1 point the place where the heteroclinic
bifurcation is present. In order to have a heteroclinic bifurcation, it is necessary that
b and c values are sufficiently unbalanced (with bc < 0), this is that either |b| <<|c| or |
b| >>|c|. Chaos emerges when the point (a, d) is sufficiently close to these curves but
only on the side where there are limit-cycles. In this case we mean below the black
curve on the right and above the black curve on the left side.

The period-1 phase diagram of Fig. 2 (a) (corresponding to the weights stated
above) is an example of a limit-cycle close to two saddle points. The red and blue lines
are the nullclines of x1 and x2 respectively and the crossings between them are fixed
points. Figure 2 (b) shows a zommed detail of the upper left corner in the limit cycle for
Fig. 2 (a) and (c) shows the same but for another case where there is no chaos but
instead it presents a quasiperiodic case, which is clearly very regular. The difference is
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that, for the latter case, whenever the state is further ahead in the limit cycle, the next
state is also ahead. This is not true in the chaotic case.

Although Fig. 2 (a) does not show an apparent chaotic behavior, we know there is
some kind of chaos. See Fig. 3wherewe show themeasure of the distances δsmall, δnext and
δopp as a function of time (left) and δsmall as a function of current state (x1, x2) = (x,y) (right).
These distances are defined as follows: All distances use the current state of a reference
trajectory Tr that starts at (x1(0), x2(0)).

• δsmall is the distance between the current states of Tr and another trajectory that starts
at (x1(0), x2(0) + ε), being ε = 10−5 a small real number (green dots);

• δnext is the distance between the current states of Tr and another trajectory that starts
at (x1(1), x2(1)), which is the next state of the starting state of Tr (grey dots);

• δopp is the distance between the current states of Tr and another trajectory that starts
at the next state of (−x1(0), −x2(0)), the latter being the opposite state of the starting
state of Tr (blue dots).

As you can see, these distances do not show any structure, neither as a function of
time nor state. This suggests there is chaotic behavior because the distances can be very
low as well as very high unpredictably. This is clearer in the plot to the right hand side
because, there, one can see that δsmall for one particular state can have very different
values. These plots prove there is sensitivity to initial conditions.

Fig. 1. Bifurcations in the weights space (a, d) for: bc = −0.56, with b = 0.1 and c = −5.6.
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)b)a

c)

Fig. 2. (a) Period-1 phase diagram of the case: (a, d) = (1.535757, 0.5); bc = −0.56, with b = 0.1
and c = −5.6. (b) Detail of the corner of a quasiperiodic case. (c) Detail of the corner of the same
chaotic case.
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Figure 4 shows the evolution of the calculation of the maximum Lyapunov
exponent through one trajectory in this case. It is clear that it tends to a limit that is
positive, meaning chaos. Chaotic behavior is in this case present, apparently, only in
dimension 1. This means that trajectories converge to a limit cycle line but the step
sizes over it are chaotic. But, as we see in Fig. 2, the visited states are not aligned but
they occupy a wider space. This why this kind of chaos is difficult to spot, because the
system state seems to simply flow over a limit cycle. The cause of this chaotic behavior
could be the sharp turn that the state takes when close to the saddle points.

4.2 Saddle Chaos Plus Period Doubling: αC + β

In this case we use the letters: α to denote the effect of a saddle bifurcation that
produces two separate period-1 fixed point attractors from another one; C to denote the
presence of a modification that produces chaos; and β to denote the effect of a period

Fig. 3. Distance δ as a function of time (left) and as a function of current state (x1, x2) = (x,y) (right)

Fig. 4. Evolution of the maximum Lyapunov exponent.
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doubling bifurcation that produces two period-2 fixed point attractors from another one.
Thus, the expression αC + β means that we have two period-1 attractors transformed
into chaotic attractors plus a separate coexisting pair of period-2 attractors.

Figure 5 shows an example of this case with a = −1.34, b = 0.1, c = −81.1, d = 7.
Note that bc = −8.11 and that b and c are very highly unbalanced. In the top, one can
see the period-2 phase diagram with two chaotic attractors and also two period-2

Fig. 5. Period-2 phase diagram: a = −1.34, b = 0.1, c = −81.1, d = 7 (top), zoom of one of the
attractors (bottom)
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attractors. In the bottom we can see a zoomed version of one of the chaotic attractors.
This attractor can be described as a bunch of lines that visits 4 sites periodically, i.e., 4
period-4 strange attractors: 2 close to the vertical axis and 2 further to the right and
above. In the transit from the higher one of those in the left to the right most of the
other two, one can see a kind of horseshoe map. To see this, note that the yellow and
red dotted lines cross each other.

In Fig. 6 one can see similar behavior as in Fig. 3 suggesting chaos. In the right
hand side plot, it is clear that for each possible state the distance to the other trajectory
can have different values, which means there is sensitivity to initial conditions.

The evolution of the maximum Lyapunov exponent through one trajectory is
shown in Fig. 7. We can see that it tends to stabilize in a positive value.

4.3 Limit Cycle with Chaos: IαC

Here we explore the case iαC. We use i to denote a rotational behavior; α to denote that
this rotational behavior does not converge to a fixed point; C to denote chaotic

Fig. 6. Distance δ as a function of time (left) and as a function of current state (x1, x2) = (x,y) (right)

Fig. 7. Evolution of the maximum Lyapunov exponent.
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behavior. Thus this case presents a limit cycle that is modified to present also chaotic
behavior. We want to show that a limit cycle does not need to get close to a heteroclinic
(or homoclinic) bifurcation in order to present chaotic behavior. We have set the
weights to a = −0.1, b = 0.1, c = −81.1, d = 7. Here we also have b and c very
unbalanced with bc = −8.11 << −1.

The behavior of the system is shown in Figs. 8 and 9. A kind of horseshoe map is
visible in Fig. 8 (bottom), in fact there are two horseshoes: one in the top left and one in
the bottom right. See for instance the bottom right where the lines coming from the top
form a curve at the bottom, then, the lines come from this curve to the left. This mixes

Fig. 8. Period-2 phase diagram: a = −0.1, b = 0.1, c = −81.1, d = 7 (top), zoom of one of the
attractors (bottom)
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the lines in a way that those that were in the middle of the bunch of lines above are now
in an extreme of the bunch at the bottom, and those that were in one of the extremes are
now somewhere in the middle. Then, the bunch of lines gets squeezed. So a horseshoe
map has been created.

Figure 9 shows that this case is also clearly dependent on initial conditions and thus
that it has some form of chaos.

From many experiments we did, we can conjecture that chaos is produced due to
the strength of the unbalanced relation between b and c. This produces strong and sharp
turns in the limit cycle as is the case also of Sect. 4.1.

The evolution of the maximum Lyapunov exponent for this case is shown in
Fig. 10. The positive limit shows that there is chaos as in the previous case.

Fig. 9. Distance δ as a function of time (left) and as a function of current state (x1, x2) = (x,
y) (right)

Fig. 10. Evolution of the maximum Lyapunov exponent.
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5 Conclusions

We have shown that, in a two-neuron DTRNN, chaos can be caused by the existence of
different forms of horseshoe maps placed in the chaotic attractors. The cases studied
here are all of this type. It seems that a necessary condition for chaos is that the
interconnection weights between the two neurons must have a product below zero and
their magnitudes must be very unbalanced. More work still needs to be done in order to
discover all possible cases of chaos in a DTRNN over the full 4-dimensional weights
space, and show what exactly produces it in a qualitative and quantitative way.
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Abstract. The present article gives an extension of the real-valued recurrent
neural network topology and its Back-Propagation (BP) learning to the
complex-valued one. The BP learning is achieved by the use of diagrammatic
rules to obtain the adjoint recurrent neural network topology aimed to propagate
the output learning error through it so to learn the neural network weights. Then,
this BP learning methodology is applied to the Recurrent Complex-Valued
Neural Network (RCVNN) BP-learning using two type RCVNN topologies
considering two different kinds of activation functions. After that, the second
system identification scheme is incorporated in a total direct complex value
control scheme of nonlinear oscillatory plants, introducing also an I-term. The
total control scheme contained tree RCVNNs. Furthermore, comparative sim-
ulation results of one degree of freedom flexible-joint robot model illustrating
system identification and control are obtained. The obtained comparative sim-
ulation results confirmed the good quality of the proposed control methodology.

Keywords: Direct adaptive neural control � Diagrammatic rules �
Complex-valued Back-propagation learning � Recurrent complex-valued neural
network topology � System identification of nonlinear oscillatory plants

1 Introduction

The rapid growth of available computational resources has led to the developments of a
wide number of Neural Networks (NN) based modeling, identification, prediction and
control applications [1–3]. Some other applications of neural and fuzzy-neural net-
works have been done for oscillatory chaotic systems, [4, 5]. The main NN property,
namely the ability to approximate complex nonlinear relationships without prior
knowledge of model structure, makes them a very attractive alternative to the classical
modeling and control techniques [6–8]. Among several possible network architectures
the ones most widely used are the Feed-Forward NN (FFNN) and Recurrent NN
(RNN) [6]. In the last decade there has been a rise in applications using Recurrent
Complex-Valued NNs (RCVNN) [9–14]. Most of them deal with oscillatory systems
which, by their physical nature, are convenient to be treated in the complex domain,
such as electromagnetic waves, light waves, image processing, electric power systems,
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evaporator systems and mechanical systems [9–11]. In [12], the authors derived a
Complex Value BP (CVBP) algorithm used for pattern classification. However, the
learning algorithm has some problems because the activation functions presented
singularity points in their domains. Some other works [13, 14] propose different
activation functions that avoid singularity points. To simplify the BP learning for the
RCVNN, the present work proposes the use of diagrammatic rules (see [16]) to con-
struct an adjoint network and propagate the complex output error through it in order to
obtain the weight adjustment, with two different RCVNN topologies considered, each
with different activation functions avoiding singularities.

The BP learning technique, based on gradient-descent optimization technique [6], is
used for nonlinear oscillatory plant identification and oscillation suppression by means
of direct integral term adaptive neural control using RCVNN. Lastly, some compara-
tive simulation results of RCVNN identification and control of flexible-joint robot are
given and discussed, furthermore a validation stage is presented in order to confirm the
good quality of the proposed learning algorithm.

2 Topology and BP Learning of Recurrent
Complex-Valued NN

The general RCVNN topology in consideration is an extension of the real-valued
Recurrent Neural Network topology, presented in [8], to the complex-valued case.
The RCVNN topology has complex inputs, outputs, and state vectors, and complex
A; B; C weight matrices. It is defined as follows:

Xðkþ 1Þ ¼ AXðkÞþBUðkÞ ð1Þ

A ¼ diagðAiÞ; Aij j\1; i ¼ 1; . . .;N ð2Þ

EðkÞ ¼ YPðkÞ � YðkÞ ð3Þ

ZðkÞ ¼ G XðkÞ½ � ð4Þ

VðkÞ ¼ CZðkÞ ð5Þ

YðkÞ ¼ S VðkÞ½ � ð6Þ

The vectors and matrices dimensions of the RCVNN topology are given as follows:
A 2 C

n�n is the feedback weight matrix, B 2 C
n�m is the input weight matrix, C 2 C

p�n

is the output weight matrix, X 2 C
n is the internal state vector, Z 2 C

n is the hidden state
vector, U 2 C

m is the network input, Y 2 C
p is the network output and G �½ �; S �½ � are

complex-valued vector activation functions. The inequality in (2) is a stability pre-
serving condition, imposed on the diagonal blocks of the matrix A. This condition is
imposed also to all the weights of the matrices B; C.

We consider two particular RCVNN with different activation functions. In the same
way as in the real-valued case, [8], we apply complex-valued diagrammatic rules so to
derive an adjoint network for each case.
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The performance index to be minimized is given by:

fðkÞ ¼ 1
2

X

j

EjðkÞ � E�
j ðkÞ

h i
; f ¼ 1

Ne

X

k

fðkÞ ð7Þ

The function fðkÞ is a mapping of the form f : C ! R, which is non-analytic in the
sense that it does not have derivative and also it does not satisfy the Cauchy-Riemann
equations. This complicates the use of the gradient descendent algorithm, because we
have to use the so-called Wirtinger’s calculus. Using diagrammatic rules (see [16]) it is
possible to avoid this particular problem.

The instantaneous Means Squared Error (MSE) fðkÞ is used in real-time applica-
tions, while the total MSE f is used for one epoch Ne in off-line applications. The
general RVRNN real-time BP learning algorithm with momentum term is given by the
following equation:

Wðkþ 1Þ ¼ WðkÞþ g � DWðkÞþ a � DWðk � 1Þ;
WðkÞj j\W0

ð8Þ

Where: W is a general weight matrix (A; B; C); DW is the change in W , g is a
diagonal constant matrix of learning, a is a diagonal constant momentum term matrix
and W0 is a restricted region for the weight matrix W .

2.1 Topology and BP Learning of RCVNN with First Type Activation
Function

The first type activation function is defined as follows:

f ðzÞ ¼ tanhðzÞ; z 2 Cn z : z ¼ 0� 2n� 1
2

pi; 8n 2 N

� �
ð9Þ

This activation function has singularities in some points of the complex domain and
because of this, we avoided them. The topology of RCVNN using this activation
function is given in Fig. 1.

Applying the diagrammatic rules proposed in [16] to the RCVNN topology, we
obtain the adjoint RCVNN model, given on Fig. 2. The adjoint RCVNN is used for the
backward propagation of the output error signals of the BP algorithm.

Fig. 1. Topology of the first type RCVNN
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The BP learning algorithm can be defined in the complex domain with the same
significance of the participating variables [12, 14]. Using the adjoint RCVNN topology
we derive the following weight update algorithm:

E1ðkÞ ¼ S0½YðkÞ� � EðkÞ ð10Þ

DCðkÞ ¼ E1ðkÞ � Z�ðkÞ ð11Þ

E2ðkÞ ¼ C�ðkÞ � E1ðkÞ ð12Þ

E3ðkÞ ¼ G0½Z�ðkÞ� � E2ðkÞ ð13Þ

DAðkÞ ¼ E3ðkÞ � X�ðkÞ ð14Þ

DBðkÞ ¼ E3ðkÞ � U�ðkÞ ð15Þ

Where: G0½��; S0½�� are the derivatives for the activation functions G½��; S½�� and (�)
is the transpose and complex conjugate operation. The application of the diagrammatic
rules and the obtained adjoint RCVNN topology simplified the learning algorithm, with
respect to the classical gradient descent algorithm [12, 14].

2.2 Topology and BP Learning of RCVNN with Second Type Activation
Function

The second type activation function ([11, 14]) does not have any singularity points and
it is defined by the following equation:

f ðzÞ ¼ tanh ReðzÞ½ � þ i � tanh ImðzÞ½ � ð16Þ

In this case, the RCVNN topology is given by the following equations:

Xðkþ 1Þ ¼ AXðkÞþBUðkÞ ð17Þ

ZðkÞ ¼ G XReðkÞ½ � þ i � G XImðkÞ½ � ð18Þ

Fig. 2. Adjoint topology of the first type RCVNN
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VðkÞ ¼ CReZReðkÞþ i � CImZImðkÞ ð19Þ

YðkÞ ¼ S VReðkÞ½ � þ i � S VImðkÞ½ � ð20Þ

Where the (Re) and (Im) subscripts are the real and imaginary part respectively.
The topology of the RCVNN for this case is described by Fig. 3.

The vectors and matrices of the RCVNN topology are defined in the same way as in
the previous topology. The complex state feedback matrix A is defined as
block-diagonal with the same restriction as (2). Applying the complex-valued dia-

grammatic rules we could obtain the adjoint RCVNN, given on Fig. 4.
Using the adjoint RCVNN topology we can derive the following weight update

algorithm:

E1ðkÞ ¼ S0½YReðkÞ� � EReðkÞþ i � S0½YImðkÞ� � EImðkÞ ð21Þ

DCðkÞ ¼ E1ðkÞ � Z�ðkÞ ð22Þ

E2ðkÞ ¼ C�ðkÞ � E1ðkÞ ð23Þ

E3ðkÞ ¼ G0½Z�
ReðkÞ� � E2;ReðkÞþ i � G0½Z�

ImðkÞ� � E2;ImðkÞ ð24Þ

DAðkÞ ¼ E3ðkÞ � X�ðkÞ ð25Þ

DBðkÞ ¼ E3ðkÞ � U�ðkÞ ð26Þ

The stability and convergence of the above given BP learning algorithms could be
proven extending the Theorem of stability given in [8, 15] for the real-valued case to
the Complex value case.

Fig. 3. Topology of the second type RCVNN

Fig. 4. Adjoint topology of the second type RCVNN
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3 Identification and Control of Nonlinear Plants

The application of the given models of RCVNN for the identification of nonlinear
oscillatory plants is illustrated by Fig. 5. The input signal of the plant is the same as the
input signal of the RCVNN model. Here the desired complex target vector is the output
of the plant and the identification objective is to adjust the complex weight parameters
of the RCVNN in a way that the RCVNN output follows the plant output with min-
imum MSE. The RCVNN training is then validated by a generalization step, where an
unknown input signal is used and a MSE is computed with fixed RCVNN weights.

The input plant signals used for system identification and generalization are chosen
as a sum of sine functions with different frequency and amplitude. The input signal of
RCVNN model and the output signal of the plant are discretized in other to perform the
complex BP algorithm of learning and the RCVNN model generalization (see Fig. 5).

The block diagram of the neural control system is given on Fig. 6.

It has a RCVNN-1 identifier estimating parameters and states of the nonlinear
oscillatory plant; a RCVNN-2 feedback controller which uses the estimated states for
feedback control; and a RCVNN-3 feed-forward controller which uses the system
reference to create an inverse model of the closed-loop system. The control input of the
plant also has an I-term feedback in order to eliminate the steady state error from the
output of the plant. The I-term of the error is given by the following equation:

Fig. 5. Block-diagram of RCVNN plant identification

Fig. 6. Block-diagram of the direct adaptive neural control system with I-term and state
feedback
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Vðkþ 1Þ ¼ VðkÞþ T0 � ki � ECðkÞ ð27Þ

Where: V is the integral action control signal, T0 is the sampling time, ki is the
integral gain and EC is the control error, defined by the following equation:

ECðkÞ ¼ RðkÞ � YPðkÞ ð28Þ

R is the reference signal for the plant. The control input of the plant is a sum of the
mentioned three components (see Fig. 6) as follows:

UðkÞ ¼ Uff ðkÞþUfbðkÞþVðkÞ ð29Þ

Where: U is the total control input for the plant, Uff is the feed-forward control term
and Ufb is the feedback control term.

The model, the output and the input of the plant are given in continuous time. In
order to use a recurrent neural network for control, the output signal of the plant and the
system reference signal are discretized with a sampling time T0.

4 Simulation Results

4.1 Description of the Nonlinear Oscillatory Plant Model

The plant under neural identification and control is an idealized nonlinear model of a
flexible-joint robot manipulator, illustrated in Fig. 7. The flexibility of the robot joint is
caused by a harmonic drive, which is a type of robot gear mechanism with high torque
transmission, low backlash and compact size.

The first robot joint consists of an actuator connected to a load through a torsional
spring representing the joint flexibility. We take the motor torque as the plant input.
The equations of motion of the flexible-joint robot are given as follows.

Jl€hl þBl
_hl þMgl sin hl þ kðhl � hmÞ ¼ 0

Jm€hm þBm
_hm � kðhl � hmÞ ¼ u

ð30Þ

Where: Jl, Jm, are load and motor inertias, Bl, Bm are load and motor damping
constants, u is the input torque applied to the motor shaft, M and L are the mass of the

Fig. 7. An idealized joint model representing robot joint flexibility
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link and the length between the shaft and the center of mass of the link, and k.
represents the torsional stiffness constant of the harmonic drive gear. The plant is
described by two second order differential equations, representing a system with two
degrees of freedom but only one input which makes the system sub-actuated.

4.2 Simulation Results of System Identification

The RCVNN used has three neurons in the hidden layer, one input and one output
neurons. The RCVNN dimensions are n ¼ 3; m ¼ 1; p ¼ 1, with a sampling time of
T0 ¼ 0:01. The numerical values of the plant parameters used in the plant model are:
Jl ¼ 1; Jm ¼ 3:003; Bl ¼ 1; Bm ¼ 3:003; M ¼ 0:5; g ¼ 9:81; l ¼ 0:5; k ¼ 100.
The input plant signals used for system identification uLðtÞ and generalization uGðtÞ are
given by:

uLðtÞ ¼ sinð0:1tÞþ 0:5sinð0:04tÞ ð31Þ

uGðtÞ ¼ 0:5 sinð0:1tÞþ 0:8sinð0:033tÞ ð32Þ

Simulation Results of Plant Identification and State Estimation. The graphical
results of plant identification for the first case of RCVNN with the first activation
function are given on Fig. 8(a) where the output of the plant is compared with the
output of the RCVNN. The graphical results of RCVNN generalization are given on
Fig. 8(b), where the NN weights are fixed and the input signal is changed. The output
of the plant is compared with the output of the RCVNN exhibiting a good general-
ization. The final results of the RVCNN learning and generalization steps are both
given on Table 1 for 1000, 2000, and 3000 steps. The validation results show a
constant MSE decreasing, exhibiting a good RCVNN convergence and generalization.

In the same way, the graphical results of plant identification for the second case of
RCVNN with second activation function are given on Fig. 9(a) for the learning step
and (b) for the generalization step. The final MSEs of RCVNN convergence during
system identification is also given on Table 1. The validation results showed a constant
MSE decreasing, exhibiting a good performance in the RCVNN generalization.
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Fig. 8. Simulation results of BP (a) learning and (b) generalization for the first case of activation
function; RCVNN output (dotted line); plant output (continue line)
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Comparative Final MSE Simulation Results of Nonlinear Oscillatory Plant
Identification and Generalization. The final MSE values obtained during identifi-
cation and generalization experiments with both RCVNNs (see Table 1) show that
the RCVNN with second type activation function outperformed the RCVNN with first
type one because the first type possess singular points that affects the BP learning,
while the second type does not possess such singular points. In the generalization stage
the results are still showing a good performance of the RCVNN.

4.3 Simulation Results of Direct Adaptive System Control

The control system is made by three RCVNN using second type activation functions
and one output error I-term feedback. The controlled plant is one degree of freedom
robot joint possessing nonlinearity and oscillations. In fact the plant is an oscillatory
system given by two second order differential equations, representing two degrees of
freedom but only one input which makes the system sub-actuated. The response of
direct I-term adaptive neural control of the plant is given on Fig. 10(a). While the
response for the same plant, applying the same control without I-term is shown in
Fig. 10(b). We observe that the I-term control component eliminates the steady-state
error of the system.

Table 1. Final MSE of learning and generalization during system identification

Learning
N. of steps 1st type activation function 2nd type activation function

1000 0.0264 0.0045
2000 0.0178 0.0029
3000 0.0097 0.0028
Generalization
N. of steps 1st type activation function 2nd type activation function
1000 0.00 0.00
2000 0.00 0.00
3000 0.0014 0.0025
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Fig. 9. Simulation results of BP (a) learning and (b) generalization for the second case of
activation function; RCVNN output (dotted line); plant output (continue line)
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The final MSE of control after 8000 iterations of RCVNN learning is 0.0105 for the
control scheme with the I-term, while the final MSE for the control scheme without
the I-term is 0.0519. We observe a better performance of the adaptive control when the
I-term is included.

5 Conclusions

In the present work we used diagrammatic rules for the complex case and applied them
to obtain the BP training algorithm for each RCVNN learning. We studied two different
RCVNN topologies with two different activation functions. The obtained comparative
simulation results for system identification and generalization of a nonlinear oscillatory
plant using both topologies confirm the quality of the BP learning algorithm. The
comparison of the results for RCVNNs with both types of activation functions yields
better results for the RCVNN with second case of activation function. The scheme of
RCVNN identification and state estimation has been used for direct adaptive
feedback/feedforward neural control scheme with I-term where also a good perfor-
mance of the network has been obtained, having a better performance when the I-term
is included.
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Abstract. The segmentation of nanotube is an important task for
Nanotechnology. The performance of segmentation stage determines the
accuracy of the measurement process of nanotube when assessing the
quality of nanomaterials. In this work we propose two algorithms for
segmenting carbon nanotube images. The first one uses a matched fil-
ter bank in the preprocessing step and a neural network for segment-
ing images from Scanning Electron Microscopy. The second algorithm
includes the Perona-Malik filter for enhancing the nanotube informa-
tion. The segmentation phase is composed by the relaxed Otsu’s thresh-
old and an artificial neural network. This algorithm is applied on images
from Transmission Electron Microscopy. After the segmentation, for both
algorithms, a preprocessing based on mathematical morphology is carried
out. The performance of the proposed algorithms is numerically evalu-
ated by using real image databases. Overall accuracy of 92.74 % and
73.99 % were obtained for the first and second algorithm respectively.

Keywords: Segmentation · Artificial neural network · Filter bank ·
Thresholding

1 Introduction

Carbon nanotubes (CNT) are tubular structures with nanometric dimensions
which are studied by nanoscientists and nanotechnologists. The dimensions of
the nanotube, in particular the diameter, determine its electrical, mechanical
and thermal properties. Depending on their properties, nanotubes are used in
different fields of industry, electronics and biology [20]. Nanoscience and Nan-
otechnology have been favored with the use of computers. Specialists in these
fields use the computer for automatic or semiautomatic detection of the nanotube
structures in digital images. Afterward the detected nanotubes are measured for
characterization purposes [7].

There are several approaches for segmenting images using Digital Image
Processing: thresholding [1] and clustering techniques [5], histogram methods
c© Springer International Publishing Switzerland 2015
G. Sidorov and S.N. Galicia-Haro (Eds.): MICAI 2015, Part I, LNAI 9413, pp. 338–350, 2015.
DOI: 10.1007/978-3-319-27060-9 28
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[19], edge based segmentation [14], region growing techniques [15], and prob-
abilistic approaches [8] among others [10]. Segmentation of tubular structures
as nanotubes is a very difficult and time consuming task. In [3] the authors
present a segmentation algorithm of the human karyotyping based on thresh-
olding, edge linking and the laplacian operator. A similar problem is addressed
in [18] through a Multidirectional Block Ranking algorithm. The segmentation
of retinal vessel also engages the detection of tubular structures, this prob-
lem is addressed in [6] by combining a Matched filter bank with a cellular
automata.

In this work we provide nanotube segmentation algorithms for images
obtained from Scanning Electron Microscopy (SEM) and from Transmission
Electron Microscopy (TEM). The main problems, in both types of images are:
the nanotube overlaps, poor illuminations, and different artifacts that make it
very difficult to segment the image. For TEM images the complexity increases
due to the presence of the grid during the synthesis step, the noticeable sim-
ilarity between nanotube and background zones and holes that could appear
inside nanotubes. Therefore, the elaborated proposal includes an algorithm for
segmenting SEM images and an algorithm for segmenting TEM images. Both
algorithms consider three steps: preprocessing, segmentation and postprocess-
ing. In the preprocessing step, we enhance the nanotube information by filter-
ing the image. For SEM images we use a bank of matched filters [6,12] and
for TEM images, the Perona-Malik approach [17]. The segmentation of SEM
images uses a neural network trained with samples of intensity levels of nan-
otube and background regions. The segmentation of TEM images is achieved
by means of two phases: firstly an automatic Otsu’s threshold [16] is computed
and then is relaxed. This phase results in three classes: CNT, background and
uncertainty zone. In the second phase a neural network is trained taking into
consideration the homegeneity, the energy, the correlation and the intensity lev-
els of pixels falling in CNT and background classes. The homogeneity, energy
and correlation are computed from coocurrence matrix [11]. During the gener-
alization stage the neural network classifies the pixels in uncertainty zone. The
complexity of TEM images leads to design a specific neural network for each
TEM image to be analyzed. After the segmentation of both kinds of images
follows a preprocessing step through morphological operators. The segmenta-
tion results are compared with manually-segmented images by an expert. The
overall accuracy for SEM images was 92.74 %. When we considered a whole
TEM image the overall accuracy was 73.99 %, in the case of analyzing a region
of interest indicated by an expert the overall accuracy reaches the value of
84.07 %.

The structure of this manuscript is the following. Section 2 describes the
images under study and two algorithms for segmenting CNT, one algorithm for
each type of image. Section 3 explains and discusses the experimental work and
finally, in Sect. 4 we present the conclusions.
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2 Segmentation Algorithm

2.1 Study Images

The structure of a carbon nanotube is like a sheet of graphite rolled upon itself.
There are different techniques for capturing images of carbon nanotubes. In this
research the images under study are acquired using two techniques: Scanning
Electron Microscopy (SEM) and Transmission Electron Microscopy (TEM)1.
Figure 1 shows examples of SEM and TEM images.

Fig. 1. Left: SEM carbon nanotube image. Right: TEM carbon nanotube image

In SEM images, pixels associated with nanotube information present a higher
gray level, however, the intensity level distribution inside nanotube is not uni-
form. Furthermore, changes in brightness in the background cause confusion
between nanotube and background. The overlaps of nanotubes on the edges
cause a decreasing intensity and shadow areas. The lack of sharpness in the
images makes difficult to find the exact delimitation between the background
and the nanotube. Therefore, the edge information seems to be not useful for
segmenting this type of images. On the other hand, TEM images also present
some problematics that make them very hard to segment. They may contain
elements other than carbon, for example, iron spots. Nanowires or nanoparti-
cles can be found inside the tubes. In TEM images one can observe cavities
with a trapezoid shape. In most cases, the intensity of cavities is very similar to
the background of the image. The grid used for nanotube synthesis sometimes
appears in the image, with a gray distribution similar to the nanotube. Certain
TEM images may have an artifact in the background, similar to the expansion of
water waves. All these mentioned facts lead to changes in luminosity and defor-
mation of nanontube edges, what makes a very difficult segmentation process.
The above explanation justifies the elaboration of two algorithms: one for the
segmentation of SEM images and the other one for TEM images.

1 The images used in this project were provided by Research and Development of
Nanomaterials, SA CV RENIECYT 17567 (National Registry of Scientific and Tech-
nological Institutions and Enterprises CONACYT), through MsC. Daniel Ramirez
Gonzalez and funded by the PROMEP/103.5/11/6834 project.
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2.2 Segmentation Algorithm for SEM Images

For SEM images we follow a semiautomatic segmentation approach. However,
the previous idea is not applied directly on the original image. In our case, we
take advantage of the geometry of the structure to be segmented, in particular,
nanotubes are elongated structures. Hence, we propose the following segmenta-
tion steps for SEM images:

1. Preprocesing. In this step we transform the original image in order to
enhance the nanotube information. For increasing the contrast between nan-
otube and non-nanotube (background) we propose to apply an appropriate
filter bank. In this work we use a matched filter bank, see Refs. [4,6,12]
for details. The filter bank is composed by a set of kernels with Gaussian
profiles. First, a main kernel is built with cross section, or profile, based on
a Gaussian function. The remaining kernels are obtained from the previous
kernel by means of rotations and scale changes. The filter bank allows us to
enhance the nanotube information and remove illuminance variations in the
background of the image.

2. Feature extraction. As feature vector we simply use the maximum response
of the Matched Filter Bank of pixels belonging to the regions of interest, i.e.,
nanotubes regions and background regions, because the maximum response
provides a good contrast between nanotubes and non-nanotubes regions.
Figure 2 depicts an example of this part of the algorithm, in which a user
selects the corresponding training set. Although we could be tempted to use
a more sophisticated feature vector in order to get a good segmentation result,
as we will see in the experiment section, the use of other local features does
not guarantee a better result.

3. Segmentation. For the segmentation process, a multilayer perceptron (MLP)
neural network was selected. Table 1 shows the configuration of the artificial
neural network. The neural network was trained using the data set obtained
in the previous step.

4. Postprocessing. Due to the problematics of SEM images the MLP could
obtain nanotubes which are not well-defined, mainly with holes, or it could
appear some granularity. These artifacts should be removed in order to obtain

Fig. 2. Extraction of regions of interest. In red: samples of nanotube zones, in blue:
samples of background regions (Color figure online)
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Table 1. Selected configuration for the multilayer perceptron. SEM images.

Number of layers 1 hidden layer with 20 neurons

Activation function in the hidden layer logistic sigmoid

Activation function in the output layer Lineal

Training algorithm Levenberg-Marquardt [2,9,13]

Maximum number of iterations 100

Error validation function mse

Gradient value 10−4

a good characterization of nanotubes. Therefore, in general, a post processing
is required. All implemented operations are summarized below:
(a) Removing holes and granularity. For removing holes and granularities

we simply use morphological operators of closing and opening with a
structural element (SE) of type diamond, clearly the size of SE depends
on the maximum size of hole needed to fill, in our case the parameters are
obtained experimentally. Of course, a more pragmatic alternative could
be to fill or remove ‘small holes’, for example, regions with area less than
1 % with respect to the total size of the processed image, and again, the
parameters can be experimentally calculated or trained.

(b) Edge smoothing. Finally, with the goal of obtaining nanotube with smooth
edges, a median filter is applied on the image obtained in the previous
step.

2.3 Segmentation Algorithm for TEM Images

In the case of TEM images we present an automatic segmentation alterna-
tive. Although the idea is similar to the previous algorithm, we adapt it for
TEM images because, as explained above, they have different characteristics.
For example, we change the preprocessing step because the application of the
Matched Filter bank does not produce good results.

1. Preprocessing. The general idea is to increase the contrast between nan-
otube and non-nanotube information, to remove noise and preserve the edge
of nanotubes. For the previous reasons, we use the Perona-Malik [17] filter.
The application of Perona-Malik algorithm allows us, at the same time, to
enhance the information of nanotubes in TEM images, to preserve the nan-
otube borders and attenuate noise.

2. Segmentation. Now we can find pixels that belong to nanotubes and back-
ground by means of Otsu’s method [16]. Then, we can binarize the image by
using the automatic threshold U computed with Otsu’s. However, this simple
idea does not yield good segmentation results. Instead, the threshold U , is
relaxed by a certain value (θ), that leads to two new thresholds, U1 = U − θ
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and U2 = U + θ. Equation (1) explains how the two new thresholds are used
on the segmentation process:

F (g(r)) =

⎧
⎪⎨

⎪⎩

background if g(r) < U1

nanotube if g(r) > U2

uncertaintyarea otherwise
(1)

where g(r) represents the gray level of the pixel r in the image. Pixels with
intensities greater than U2 have high confidence to belong to the nanotube
region and are classified as nanotube, and pixels with intensities less than
U1 have high confidence to belong to the background and are classified as
non-nanotube. For classifying pixels with intensities in [U1, U2], i.e., pixels
with low confidence, we use a neural network. The training set is obtained by
considering pixels with high confidence to belong to a class, as background
or nanotube. As feature vector we use the homogeneity, energy, contrast and
correlation which are computed based on the coocurrence matrix, and also,
the intensity levels of the image. Table 2 describes the artificial neural network
used for segmenting the uncertainty region. It is important to note, that in
the case of TEM images, the neural network is trained and applied for each
particular image, due to the complexity of this type of images.

Table 2. Selected configuration for the multilayer perceptron. TEM images.

Number of layers 1 hidden layer with 20 neurons

Activation function in the hidden layer hyperbolic tangent sigmoid

Activation function in the output layer Lineal

Training algorithm Levenberg-Marquardt [2,9,13]

Maximum number of iterations 100

Error validation function mse

Gradient value 10−4

3. Postprocessing. Similar to SEM images, after applying the segmentation
step, one can obtain an image with holes or with some granularity. In order
to remove these artifacts we apply the same postprocessing used for SEM
images, i.e., removing holes and granularity and edge smoothing.

3 Experiments and Discussion

In this section we discuss about different experiments using SEM and TEM
images. The performance of the proposed algorithms is numerically evaluated
by using real image databases. Based on these databases, which are manually
segmented by an expert, we compute the overall accuracy measure in order to
evaluate the efficiency of the proposal.
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3.1 Segmentation of SEM Images

For the experimental work we use 14 SEM images of size 640 × 430 pixels. First
row of Fig. 3 depicts examples of theses images. Second row of Fig. 3 shows the
results after applying the filter bank. Note that, the nanotube information have
been significantly improved, even for the case with poor illumination, and the
smooth illuminance variation in the background has also been removed.

Fig. 3. Examples of SEM images. First row: (from left to right) real SEM images
with different levels of complexity: easy, intermediate and difficult levels. Second row:
corresponding preprocessed images after applying the Matched Filter Bank.

In order to train the multilayer neural network, we perform experiments
with different feature vectors. First, we select patches that belong to nanotubes
and non-nanotubes regions. In particular, the patches were taken from the image
illustrated in the second row and third column in Fig. 3, see also Fig. 2. We carry
out 5 experiments: one per each feature vector. The feature vectors are taken over
pixels belonging to regions containing nanotubes and background. The explored
features are: intensity levels of the image (Experiment I), vector composed by
the local mean, variance and entropy (Experiment II), vector whose components
include the intensity level and the local mean, variance and entropy (Experiment
III), vector composed by the homogeneity, energy, contrast and correlation which
are calculated from the co-occurrence matrix (Experiment IV), vector whose
components include the intensity level and the homogeneity, energy, contrast
and correlation calculated from the co-occurrence matrix (Experiment V).

In order to assess the neural network we use the remaining 13 images. First
row of Fig. 4 shows the result after applying the neural network with different
feature vectors. Second row of Fig. 4 shows the corresponding result after the
postprocessing step. Observe the significant improvement of the postprocessing
step for each executed experiment. The holes and discontinuities are removed
and the body of nanotubes is recovered.

For numerically evaluating the performance of the proposed algorithm, see
Sect. 2.2, we consider manually-segmented images by an expert. The third col-
umn of Table 3 shows a summary of the average of the overall accuracy computed
over the 13 testing images. The evaluation considers the results of segmentation
for the training and generalization phase after the postprocessing step. From the
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Fig. 4. Final result of the segmentation algorithm for SEM images. First row represents
the outputs of the artificial neural network for the Experiments I, II, III, IV and
V. Second row represents the results of the postprocessing step corresponding to the
output of the artificial neural net (first row).

Table 3. SEM images: Average of the Overall accuracy for the five executed
experiments.

Experiment Training (%) Generalization (%)

Experiment I 98.39 92.74

Experiment II 95.58 89.92

Experiment III 97.15 92.42

Experiment IV 89.80 84.65

Experiment V 97.55 92.25

results in Table 3 we conclude that the neural network trained with the feature
vector given by the intensity levels (Experiment I) leads to the best result.

3.2 Segmentation of TEM Images. Experiments

For the experimental work we use 41 TEM images, Fig. 5 shows examples of
these images. All of them are manually segmented by an expert. As we can see,
the images have different level of complexity: easy level when there is only one
nanotube; intermediate when there are two o more nanotubes; difficult level when
there are overlaps between nanotubes, noise and the grid used is visible; very
difficult level when they have the same problems as in images of difficult level
and the nanotubes appear with interior holes. An example of the Preprocessing
step is shown in Fig. 6.

Due to the complexity of the images, the neural network is applied per each
image, i.e., the neural neural network is trained using pixels in the image with
high confidence to belong to nanotube or background. Then the neural network
is applied to pixels with low confidence to belong to the classes. For the previous
reasons, the segmentation process for TEM images is more time consuming than
for SEM images. In particular, the training process considers the 20 % of pixels
falling in zones with high reliability (background and nanotube class according
to expression (1). In the generalization step the built networks classify pixels in
uncertainty zones, see Eq. (1).
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Fig. 5. Example of used TEM images. From left to right: images with easy, intermedi-
ate, difficult and very difficult levels

Fig. 6. Example of preprocessing step. The zoomed region contains the holes in the
interior part of the nanotube and the background is very noisy (first row). The image
is smoothed and the edges are preserved (second row)

Fig. 7. Final result of the segmentation algorithm for TEM images. First row represents
the outputs of the artificial neural network for the Experiments I, II, III, IV and
V. Second row represents the results of the postprocessing step corresponding to the
output of the artificial neural net (first row).

Similar to the experiments for SEM images, Subsect. 3.1, we perform 5 exper-
iments by using different feature vectors. Figure 7 shows an example of the result
for the segmentation process and postprocessing for each experiment. Note that,
the postprocessing step allows us to eliminate small holes and to smooth edges.
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Table 4. TEM images: Average of the Overall accuracy for the five executed experi-
ments.

Experiment Training (%) Generalization (%)

Experiment I 85.74 70.32

Experiment II 85.43 60.65

Experiment III 85.97 69.38

Experiment IV 77.71 48.71

Experiment V 82.72 73.99

In order to assess the performance of the proposed algorithm, see Subsect. 2.3, we
consider the 41 manually-segmented images by an expert. Table 4 gives a quan-
titative comparison of the average of the overall accuracy computed over these
images. The evaluation includes the results of segmentation for the training and
generalization phase and after the postprocessing step. According to the values
in Table 4, we conclude that the feature vector of Experiment V, i.e., the feature
vector that includes the intensity levels, the contrast, correlation, homogeneity
and energy; yields the best results. Note that, the highest accuracy value is equal
73.99 %, which is less than the highest accuracy for SEM images (92.74 %).

On the other hand, we note that the segmentation algorithm mainly mis-
classifies zones belonging to the background, which affects the overall accuracy.
Some preliminary results show that if we increase the nanotube information in
the learning process, the overall accuracy could also increase. For experiments
in which the nanotechnologist indicates regions of interest, and then applies
the whole algorithm, using the feature vector of Experiment V, one obtains an
accuracy of 84.07 %. This suggest that the algorithm can be used interactively,
i.e., the expert selects a region of interest and then applies the segmentation
algorithm. Figure 8 illustrates an example of the previous experiment.

Finally, we note that most errors of this algorithm occur in images with poor
illumination, with very granular texture, when the distribution of intensity levels
of nanotube and background are very similar, or when the nanotube has interior

Fig. 8. Examples of segmented images using a region of interest given by an expert.
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Fig. 9. Examples of segmentation results with errors due to the complexity of the
image.

holes. Figure 9 depicts some examples of these images and the corresponding
segmentation. According to the experimental work, we recommend a value of
the relaxation parameter θ in the interval [1, 2] for very noisy images, for less
noisy images θ can take values in the interval [3, 7]. When there are noticeable
variations of intensity levels within classes, θ can take values in the interval
[15, 50].

4 Conclusions

We proposed two algorithms for segmentation of carbon nanotube images: one for
images obtained from Scanning Electron Microscopy and the other for segment-
ing images from Transmission Electron Microscopy. Both algorithms consider
three steps: preprocessing, segmentation and postprocessing. The preprocess-
ing step allowed to increase the contrast between nanotube and background
using appropriate filters. The segmentation stage is based on a neural network
approach. For TEM images a threshold technique is included with the goal of
detecting regions of high confidence to belong to nanotube or background classes,
which are considered as training data for the neural network. Due to the com-
plexity of carbon nanotube images a postprocessing step was required with the
aim of removing artifacts, such that holes inside nanotubes and granularities.
The performance of both algorithms was evaluated using real image databases,
which were manually segmented by an expert. According to the experimental
work the segmentation of SEM images obtained an excellent accuracy. On the
other hand, the accuracy of the algorithm for TEM images was good, although,
it can be improved if an expert selects regions of interest in the image. The per-
formance of the method was sensitive to the holes inside nanotubes and artifacts
like the grid used in the synthesis for TEM images.
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Abstract. A common task in data analysis is to find the appropriate data
sample whose properties allow us to infer the parameters of the data population.
The most frequently dilemma related to sampling is how to determine the
optimal size of the sample. To solve it, there are typical methods based on
asymptotical results from the Central Limit Theorem. However, the effective-
ness of such methods is bounded by several considerations as the sampling
strategy (simple, stratified, cluster-based, etc.), the size of the population or even
the dimensionality of the space of the data. In order to avoid such constraints,
we propose a method based on a measure of information of the data in terms of
Shannon’s Entropy. Our idea is to find the optimal sample of size N whose
information is as similar as possible to the information of the population, subject
to several constraints. Finding such sample represents a hard optimization
problem whose feasible space disallows the use of traditional optimization
techniques. To solve it, we resort to Genetic Algorithms. We test our method
with synthetic datasets; the results show that our method is suitable. For com-
pleteness, we used a dataset from a real problem; the results confirm the
effectiveness of our proposal and allow us to visualize different applications.

Keywords: Sampling data � Genetic algorithms � Shannon’s entropy � Feature
selection

1 Introduction

The goal of sampling is to choose a representative subset S from a set called population
denoted by P. One way in which S may be obtained is by a random process where each
element in P has an equal probability of being selected (simple sampling). When this
process allows us to choose an element from P more than once, it is called sampling
with replacement [1] otherwise it is called sampling without replacement [2]. Alter-
native ways to obtain S are: systematic sampling [3], stratified sampling [4] and cluster
sampling [5]. Regardless of the sampling strategy, an important concern is how to
determine the cardinality or size of S. Usually this value is determined resorting to
asymptotical results from the Central Limit Theorem (CLT) [6]. Assuming a sample Si
of size N drawn from P with mean lSi, let �X be a set of means lSi of the form:
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�X ¼ flS1 ; lS2 ; . . .; lSMg ð1Þ

From CLT, it is said that there is a relationship between the mean of �X denoted as
l�X and the mean of the population P denoted as l which is given by:

l�X ffi l ð2Þ

Likewise, it is said that there is a relationship between the deviation of �X denoted as
r�X , and the standard deviation of the population r which is given by:

r�X ffi r
ffiffiffiffi
N

p ð3Þ

Since r�X represents a dispersion measure of the samples Si (usually called standard
error), its value must be as small as possible. There is an optimal value of N that allows
satisfying such condition. We illustrate this fact in Fig. 1, with a synthetic dataset in R

of size 6000. Every point is the standard error obtained with different values of N. We
can see that the value of N that minimizes the standard error is the closest to the
population size. Obviously, for practical purposes, such value is unsuitable. An error
value must be assumed to choose a value of N less than the cardinality of P.

From (3) and based on such error, the size of a sample is given by:

N ffi r2

r2�X
ð4Þ

From (4), typically the value of r�X is defined in a discretionary way. From our
example (see Fig. 1), if we assume that r�X ¼ 0:05, the value of N will be greater than
the size or cardinality of P. It means that not always given a value of r�X the value of
N is appropriate. We are facing an optimization problem which involves to find the
breakeven point between N and r�X . An important consideration in the above discussion

0

0.05

0.1

0.15

0 1000 2000 3000 4000 5000 6000 7000

St
an

da
rd

 E
rr

or
 

N 

Fig. 1. Standard error in function of the sample size
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is that the asymptotical relationships in (2) and (3) assume that the samples are obtained
by a simple random sampling; usually more complex sampling strategies are not taken
into account. Another consideration is that these asymptotical relationships do not
consider random variables in a multidimensional space. We propose a method that
allows us to find the optimal sample S’ from a population P without the above con-
siderations. The idea is to find a sample of size N whose information is as similar as
possible to the information of the population and the value of N is minimal. In order to
measure the information, we resort to Shannon’s Entropy [7]. The size of the search
space is given by:

XjPj
N¼1

jPj
N

� �
¼

XjPj
N¼1

Pj j!
N! Pj j � Nð Þ! ð5Þ

where
jPj
N

� �
is the number of ways of picking N elements from P. Since this search

space is huge, it is necessary to resort to a method that allows us to explore it effi-
ciently. Among the many methods that have arisen, we mention tabu search [8],
simulated annealing [9], ant colony optimization [10], particle swarm optimization [11]
and evolutionary computation [12]. Furthermore, among the many variations of evo-
lutionary computation, we find evolutionary strategies [13], evolutionary programming
[14], genetic programming [15] and genetic algorithms (GAs) [16]. All of these
methods are used to find approximate solutions for complex optimization problems. It
was proven that an elitist GA always converges to the global optimum [17]. Such a
convergence, however, is not bounded in time, and the selection of the GA variation
with the best dynamic behavior is very convenient. In this regard, we rely on the
conclusions of previous analyses [18, 19], which showed that a breed of GA, called the
eclectic genetic algorithm (EGA), achieves the best relative performance.

Having determined the measure of information and chosen the appropriate method
to explore the wide search space, in the following section, we present the details of our
proposal. The rest of this work has been organized as follows: In Sect. 2 we show the
background to guide the discussion about our proposal. We show how to measure the
information of the data based on Shannon’s Entropy and how to extend such measure
to data in multidimensional space. In Sect. 3, we show in detail our proposal. In Sect. 4,
we show the experimental methodology and its results. Finally, we present the con-
clusions and infer several applications.

2 Preliminaries

2.1 Measuring the Expected Information Value

The so-called entropy [20] appeals to an evaluation of the information content of a
random variable Y with possible values fy1; y2; . . .; yng. From a statistical viewpoint,
the information of the event ðY ¼ yiÞ is inversely proportional to its likelihood. This
information is denoted by IðyiÞ, which can be expressed as:
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I yið Þ ¼ log
1

p yið Þ
� �

¼ �logðp yið ÞÞ ð6Þ

From information theory [21], the entropy of Y is the expected value of I. It is
given by:

H Yð Þ ¼ �
Xn

i¼1
p yið Þ log p yið Þð Þ ð7Þ

Typically, the log function may be taken to be log2, and then, the entropy is
expressed in bits; otherwise, as ln, in which case the entropy is in nats. We will use log2
for the computations in this paper. We can visualize P and S as random variables, thus
their entropies can be calculated from (7). We want to choose a sample S of SIZE N (in
what follows denoted as SN ) from P such that:

jH SNð Þ � HðPÞj
HðPÞ � e ð8Þ

Where e is a parameter that represents the maximum permissible error between the
information of P and S. To calculate the entropy, an important issue is how to deter-
mine the probability p yið Þ. Since usually the probability distribution function (PDF) of
Y is unknown, we approximate such PDF through a method based on quantiles. Such
method can be extended to multidimensional random variables (Y 2 R

n; n� 2). In
what follows, we expand the discussion about this.

2.2 Fitting Distribution of Y

We can divide the space of Y into a set of intervals usually called quantiles [22].
The PDF of Y is approximated by the proportion of the elements that lies in each
quantile. This is illustrated in Fig. 2.

Fig. 2. A possible division of the space of
Y in a one-dimensional space

Fig. 3. A possible division of the space of Y in
a 3-dimensional space
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The above idea may be extended to a multidimensional space, in which case, a
quantile is a multidimensional partition of the space of Y as is shown in Fig. 3
(“hyper-quantile”). In both cases the probability p yið Þ is the density of the quantile to
which p yið Þ belongs in terms of data contained in it. To determine the number of
quantiles in which the space of Y must be divided, typically, Sturges’ rule [23] is used.
There are other alternative rules which attempt to improve the performance of Sturges’s
without a normality assumption as Doane’s formula [24] and the Rice rule [25]. We
prefer the Rice rule, which is to set the number of intervals to twice the cube root of the
number of observations. In the case of 1000 observations, the Rice rule yields 20
intervals instead of the 11 recommended by Sturges’ rule.

Having defined the way to measure the information of P and SN , in the following
section, we present important details to find the optimal SN .

3 Proposal

3.1 Defining the Objective Function

We want to find the minimal value of N that allows us to obtain a sample SN from P,
whose entropy is as close as possible to entropy of P. Finding such sample is an
optimization problem of the form:

Minimize : f Nð Þ ¼ N
Pj j

subject to :

H SNð Þ�H Pð Þj j
H Pð Þ � e

N 2 2; Pj j½ Þ

ð9Þ

The value of the objective function tends to 1 when the value of N is close to Pj j.
Otherwise this value tends to decrease as the value of N is away from Pj j. As men-
tioned, e is a parameter that represents the maximum permissible error between the
information of P and S. The problem in (9) is a constrained optimization problem. To
solve it, we use EGA with a constraint handling strategy which is described in
Subsect. 3.3.

3.2 Encoding the Problem

EGA proposes M candidate values of N which allow us to obtain M samples SN . The
fitness value of these candidates is determined by the objective function. Additionally
each candidate must satisfy the constraints defined in (9). The fitness of those candi-
dates that does not satisfy such constraints is punished through a penalty function (see
Subsect. 3.3). Each candidate is encoded as a binary string of length 32. EGA generates
a population of candidates (binary strings) and evaluates them in accordance with their
integer representation and the objective function (9). Evolution takes place after the
repeated application of the genetic operators [18, 19]. It is important to remark that our
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method is independent of the sampling strategy to select the elements from P. We can
choose any strategy and use it throughout of the evolutionary process of EGA.

3.3 Constraints Handling Strategy

To solve a constrained optimization problem, the most common way is resorting to a
penalty function [26]. In this approach, the objective function in (9) can be transformed
as follows:

FðNÞ ¼ f Nð Þ if N is a feasible solution

f Nð Þþ penalty Nð Þ otherwise

(

ð10Þ

There are many variations of penalty functions. Based on the results of a com-
prehensive analysis reported in [27], we use the method that exhibited the best per-
formance, where the objective function f Nð Þ is transformed as follows:

FðNÞ ¼ K �Ps
i¼1

K
p

h i
s 6¼ p

f Nð Þ otherwise

8
<

:
ð11Þ

where K is a large constant ½Oð109Þ�, p is the number of constraints and s is the number
of these which have been satisfied.

3.4 Getting the Optimal Sample

When the evolutionary process of EGA is finished, the population will have the best
candidate whose genome (the value of N) allows us to find the optimal sample SN .
Given a population1 P (dataset), such process involves the following:

1. Generate a random set C with candidate solutions in accordance to the problem
encoding.

2. For each candidate or individual in C, decode its genome in order to obtain a value
of N and a sample SN from P.

3. Determine the fitness value of each individual based on objective function (9).
4. Determine the feasibility of each individual in C and apply the penalty function (if

necessary).
5. Sort C in ascending order, based on the fitness values.
6. Apply genetic operators of EGA (see [18, 19]).
7. Repeated 2-4 until convergence criteria are met (usually the number of generations).
8. Select the top candidate from C; decode it in order to obtain a value of N.
9. Obtain a sample SN from P. This is the optimal sample which satisfies:

H SNð Þ�H Pð Þj j
H Pð Þ � e

1 To avoid ambiguities, the word population and the term P refer to the dataset to be sampled rather
than the set of candidate solutions of EGA. Instead, this last set is denoted as C.
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As mentioned, we can choose any sampling strategy to obtain SN throughout of the
evolutionary process. The value of e must be given a priori, we set e ¼ 0:01, which
represents an error of 1 % between the entropies of the sample and the population.

3.5 Setting Additional Parameters

The EGA was executed with the following parameter values: Pc ¼ 0:90, Pm ¼ 0:009,
jCj ¼ 70, G ¼ 300. It is based on a mentioned study [18], which showed that from a
statistical view point, EGA converges to the optimal solution around such values when
the problems are demanding (those with a non-convex feasible space).

4 Results

We wanted to show some preliminary results as evidence of the effectiveness of our
method. Subsequently, we defined a performance measure relative to the ratio between
the size of SN and P. We executed systematically a set of experiments (with synthetic
datasets) which allowed us to find the behavior of such ratio from the statistical view
point. Finally, we show the effectiveness of our method with a real problem.

4.1 Preliminary Results

We executed preliminary experiments whose results allow us to show that our method
is promissory. The datasets in such experiments included:

– A dataset of 10000 elements in a one-dimensional space drawn from a gaussian
distribution (see Fig. 4).

– A dataset of 10000 elements in a bi-dimensional space drawn from a gaussian
distribution (see Fig. 5).

– A dataset of 10000 elements in bi-dimensional space that represent a sinusoidal
function (see Fig. 6).

Fig. 4. Gaussian dataset in ℝ Fig. 5. Gaussian dataset in ℝ2
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Our hypothesis is that our method will find the optimal sample (one with the
minimal value of N) from these datasets, retaining their properties (e.g. probability
distribution or spatial arrangement). In Figs. 7, 8, 9, 10, 11 and 12 we can see that the
samples retain several properties of the population. Additional properties are shown in
Table 1. As extended work, we will show that in general, the properties of the PDF
(e.g. unimodality, skweness, kurtosis, etc.) are similar to those of the dataset. In this
regard the reader can find an interesting work in [28].

Fig. 6. Sinusoidal dataset

Fig. 7. Density of the dataset in ℝ Fig. 8. Density of the sample in ℝ

Fig. 9. Density of the dataset in ℝ2 Fig. 10. Density of the sample in ℝ2
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4.2 Measuring the Performance

To measure the performance of our method, we resort to the space saving metric
(SS) from compression data which is given by:

SS ¼ 1� N
jPj ð12Þ

A large value of SS (closer to 1) implies better performance. We calculated such
metric with a wide set of experiments (about 5000) which included random datasets of
size 1000, 5000, 10000 and 100000. The results are shown in Table 2. For com-
pleteness, we determine the confidence interval of the results with a p-value of 0.05.

The experiments shows that in average the sampling process allows us to reduce the
size of the dataset in more than 70 %. In this sense our method can be considered a
lossy compression method.

Fig. 11. Spatial arrangement of the sinu-
soidal dataset

Fig. 12. Spatial arrangement of the sinusoidal
sample

Table 1. Additionaly properties of the datasets and the samples

Dataset 1 Dataset 2 Dataset 3
Population Sample Population Sample Population Sample

Size 10000 1860 10000 1512 10000 768
Entropy 3.0534 3.0527 3.9261 3.9937 3.7281 3.7194

Table 2. Summary of results obtained with differents datasets (gaussian a non-gaussian)

SS 0.7895
Standard deviation 0.3181
Lower limit 0.7806
Upper limit 0.7983
Confidence level 95 %
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4.3 Real World Dataset

We tested our method with a dataset whose elements represent information of
the handwritten digit recognition problem. The problem is to separate the highly
confusible digits ‘4’ and ‘9’. Such dataset was obtained from UCI repository [29]. This
dataset has 6000 instances (elements) with 5000 attributes. We applied our method in
order to reduce the number of such attributes. For each instance, we executed our
method to obtain the most informative attributes (those whose entropy is close to
entropy of all attributes of the instance). Based on the above, 6000 experiments were
executed. These experiments allow us to find the relative frequency of each attribute.
We chose those with frequency greater than 0.15. Such decision allows us to reduce the
number of attributes to 890. To test that such reduction retains the properties of the
original data, we applied a Multi-layer Perceptron Network (MLPN) with the reduced
dataset. The labeling set obtained by MLPN was compared with the labeling set of the
original dataset. The proportion of identical elements (labels) between these sets was
97.68 %.

5 Conclusions

A new sampling method based on the entropy has been defined in order to find a
sample of minimal size from a dataset (population). Finding the optimal sample
involves an optimization problem that requires an efficient method to explore the huge
feasible space. We use EGA as the best alternative. A first approach allows us to
determine that our method is able to find a sample from a dataset that retains the
original properties related to the probability distribution or spatial arrangement. Based
on these results a wide set of experiments on synthetic datasets was executed. On
average the method achieved a value of SS of 0.78. It means that we can reduce the size
of a dataset in more than 70 % and obtain the optimal samples that retain the infor-
mation of the original datasets with an error of 1 % (given by the value of e). Based on
the above, we can tackle many applications that require lossy compression data. We
showed that our method can be applied to those problems related to feature selection,
where removing redundant attributes is compulsory.
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Abstract. The multi-objective evolutionary algorithm based on decom-
position (MOEA/D) is an aggregation-based algorithm which has became
successful for solving multi-objective optimization problems (MOPs). So
far, for the continuous domain, the most successful variants of MOEA/D
are based on differential evolution (DE) operators. However, no investi-
gations on the application of DE-like operators within MOEA/D exist in
the context of combinatorial optimization. This is precisely the focus of the
work reported in this paper. More particularly, we study the incorporation
of geometric differential evolution (gDE), the discrete generalization of
DE, into the MOEA/D framework. We conduct preliminary experiments
in order to study the effectiveness of gDE when coupled with MOEA/D.
Our results indicate that the proposed approach is able to outperform the
standard version of MOEA/D, when solving a combinatorial optimization
problem having between two and four objective functions.

1 Introduction

Multi-objective optimization problems (MOPs) appear in several application
fields, e.g. logistics, planning, green-IT, clouds, etc. They are used to model a sit-
uation where one wants to optimize several objective functions. Such objectives
are generally in conflicting, i.e., optimizing one leads inevitably to deteriorate
the others. As such, it is unlikely to find a solution which is able to optimize
all target objectives. Hence, solving a MOP consists in finding an entire set of
solutions showing different compromises between the objectives. This set can
then be provided to the final decision maker who is responsible for choosing one
solution in the computed set.

More formally, a multi-objective optimization problem can be defined by a
set of M ≥ 2 objective functions F = (f1, f2, . . . , fM )ᵀ, and a set X of feasible
solutions in the decision space, where X is a discrete set in the combinatorial
case. Let Z = F (X) ⊆ IRM be the set of feasible outcome vectors in the objective
space. To each solution x ∈ X is then assigned exactly one objective vector
c© Springer International Publishing Switzerland 2015
G. Sidorov and S.N. Galicia-Haro (Eds.): MICAI 2015, Part I, LNAI 9413, pp. 364–376, 2015.
DOI: 10.1007/978-3-319-27060-9 30
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z ∈ Z, on the basis of the vector function F : X → Z with z = F (x).
Without loss of generality, in a maximization context, an objective vector z ∈ Z
is dominated by an objective z′ ∈ Z, denoted by z ≺ z′, iff ∀m ∈ {1, 2, . . . ,M},
zm ≤ z′

m and ∃m ∈ {1, 2, . . . ,M} such that zm < z′
m. By extension, a solution

x ∈ X is dominated by a solution x′ ∈ X, denoted by x ≺ x′, iff F (x) ≺ F (x′).
A solution x� ∈ X is termed Pareto optimal if there does not exist any other
solution x ∈ X such that x� ≺ x. The set of all Pareto optimal solutions is called
the Pareto set i.e., solutions for which there exist no other solutions providing
better trade-off in all objectives. Its mapping in the objective space is called the
Pareto front. One of the most challenging task in multi-objective optimization
is to identify a minimal complete Pareto set, i.e., one Pareto optimal solution
for each point from the Pareto front. This task is usually intractable for several
optimization problems and one seeks instead a good Pareto front approximation.

Different approaches and techniques exist in order to tackle MOPs. In this
work, we are interested in evolutionary multi-objective optimization (EMO)
methods which have been shown to be well-applicable for a broad range of MOPs
while being particularly accurate in finding high quality approximations [2,4].
There exist several EMO algorithms relying on different concepts and having
seemingly different properties. Besides the popular class of Pareto-dominance
based algorithms, e.g. NSGA-II [7] and SPEA2 [22], we can report a recent
and growing interest in the so-called aggregation-based algorithms, and espe-
cially the MOEA/D (multi-objective evolutionary algorithm based on decom-
position) framework [21]. MOEA/D decomposes a MOP into a number of single-
objective optimization subproblems; each single-objective optimization problem
is defined by a scalarizing function using a different weight vector.

The original idea of MOEA/D is to define a neighborhood relation between
subproblems and to solve each problem using standard evolutionary operators
(crossover, mutation) as in the single-objective setting, but cooperatively based
on the solutions computed at the neighboring subproblems. Each time a sub-
problem is considered, some parents are selected among neighbors in order to
generate a new offspring which could replace the solutions of neighboring sub-
problems if an improvement is observed.

In this paper, we are specifically interested in the incorporation of alternative
evolutionary operators into the MOEA/D framework for combinatorial optimiza-
tion problems. In fact, for continuous problems, the most successful variants of
MOEA/D so far are based on differential evolution (DE) [18] operators. However,
no investigations on the application of DE within MOEA/D exist in the context
of combinatorial optimization. Accordingly, the contribution of this paper comes
into two flavors. First, we propose to incorporate the so-called geometric differ-
ential evolution (gDE) [16], the discrete generalization of DE, which provides an
alternative instantiation of the MOEA/D framework. Secondly, we conduct a com-
prehensive study on the accuracy of the so-obtained multi-objective algorithm and
the impact of its parameters. As test problem, we consider the well-known Knap-
sack problem having two, three and four objective functions.

The rest of this paper is organized as follows. In Sect. 2, we recall the
main algorithmic components of the MOEA/D framework. We also describe the
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geometric Differential Evolution operator that we shall incorporate into
MOEA/D. In Sect. 3, we describe the experimental setup we consider in order to
conduct our analysis, and we draw a comprehensive picture of our experimental
findings. In Sect. 4, we conclude the paper and discuss some open questions and
future research directions.

2 MOEA/D-gDE: Description of the Algorithmic
Components

2.1 Multi-objective Evolutionary Algorithm
Based on Decomposition

Contrary to existing Pareto-based EMO algorithms, such as NSGA-II [7] or
SPEA2 [22], which explicitly use the Pareto dominance relation in their selection
mechanism, decomposition-based EMO algorithms [9], see e.g. MSOPS [10] or
MOEA/D [21], rather seek a good-performing solution in multiple regions of the
Pareto front by decomposing the original multi-objective problem into a number
of scalarized single-objective sub-problems, which can be solved independently
as in MSOPS [10], or in a dependent way as in MOEA/D [21] (which is the
focus of this paper). Many different scalarizing functions have been proposed
in the literature. Among these methods, perhaps the two most widely used are
the Tchebycheff and the Weighted Sum approaches. However, the approaches
based on boundary intersection have certain advantages over those based on
either Tchebycheff or the Weighted Sum, see [3,21]. In the following, we briefly
describe a method based, precisely, on the boundary intersection approach, which
is referred to in this work. Note however, that other scalarizing approaches could
also be coupled to this work, see for example those presented in [8,14,19].

Penalty Boundary Intersection. The Penalty Boundary Intersection (PBI)
approach proposed by Zhang and Li [21], uses a weighted vector λ and a penalty
value θ for minimizing both the distance to the reference vector d1 and the
direction error to the weighted vector d2 from the solution F (x). Therefore,
assuming maximization, the optimization problem can be stated as1:

minimize: g(x|λ,z�) = d1 + θd2 (1)

where,

d1 =
||(z� − F (x))ᵀλ||

||λ|| and d2 =
∣
∣
∣
∣

∣
∣
∣
∣(F (x) − z�) + d1

λ

||λ||
∣
∣
∣
∣

∣
∣
∣
∣

such that: x ∈ X, λ = (λ1, . . . , λM )ᵀ is a weighting coefficient vector with λi � 0
and

∑M
i λi = 1; z� = (z�

1 , . . . , z�
M )ᵀ is the reference point, i.e., ∀i,∀x, z�

i > fi(x),

1 Note, however, that in the minimization case d1 = ||(F (x)−z�)ᵀλ||
||λ|| , d2 = ||(F (x)−

z�) − d1
λ

||λ||

∣
∣∣
∣
∣∣ and the reference point is such that ∀i ∈ {1, . . . , M}, ∀x ∈ X, z� <

fi(x).
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Algorithm 1. General overview of MOEA/D
Input:

{
λ1, . . . , λμ

}
: weight vectors w.r.t sub-problems;

g: a scalarizing function;
B(i): the neighbors of sub-problem i ∈ {1, . . . , μ};
P=
{
p1, . . . , pμ

}
: the initial population.

1 while Stopping Condition do
2 for i ∈ {1, . . . , μ} do
3 k, � ← rand(B(i));

4 o ← crossover mutation(pk, p�);
5 if o is infeasible then
6 o′ ← repair(o)

7 else
8 o′ = o

9 shuffle(B(i));
10 for j ∈ B(i) do
11 if g(o′|λj , z�) better than g(pj |λj , z�) then pj ← o′ ;

for all i ∈ {1, . . . ,M}. Since z� is unknown, MOEA/D states each component
z�

i by the maximum value for each objective fi found during the search process.
Let g be a scalarizing function and let {λ1, . . . ,λμ) be a set of μ uniformly

distributed weighting coefficient vectors, corresponding to μ sub-problems to
be optimized. For each sub-problem i ∈ {1, . . . , μ}, the goal is to approximate
the solution x with the best scalarizing function value g(x|λi,z�). For that
purpose, MOEA/D maintains a population P = (p1, . . . , pμ), each individual
corresponding to a good-quality solution for one sub-problem.

For each sub-problem i ∈ {1, . . . , μ}, a set of neighbors B(i) is defined with
the T closest weighting coefficient vectors (in terms of Euclidean distance). To
evolve the population, the subproblems are optimized iteratively. At a given
iteration corresponding to one sub-problem i, two solutions are selected at ran-
dom from B(i) (line 3, Algorithm 1), and an offspring solution o is created by
means of variation operators (mutation and crossover, line 4 in Algorithm 1).
A problem-specific repair or improvement heuristic is potentially applied on solu-
tion o to produce o′ (line 6, Algorithm 1). Then, for every sub-problem j ∈ B(i),
if o′ improves over j’s current solution pj then o′ replaces it.

The algorithm continues looping over sub-problems, optimizing them one
after the other, until a stopping condition is satisfied. For a more detailed descrip-
tion of MOEA/D, the interested readers are referred to [21].

2.2 Geometric Differential Evolution

As depicted in the previous algorithm, MOEA/D requires the use of some
crossover and mutation operators. For continuous problems, and in its very initial
variant, MOEA/D was first coupled with the so-called simulated binary crossover



368 S. Zapotecas-Mart́ınez et al.

(SBX) [5] and parameter-based mutation (PBM) [6]. Later, it was proven that
incorporating the so-called Differential Evolution (DE) [18] into MOEA/D is
much more efficient in order to deal with difficult continuous benchmarks hav-
ing complicated Pareto sets (the well-known MOEA/D-DE [12]). DE, is in
fact, widely established in the continuous optimization community as one of
the most efficient variation operators for single-objective problems as well as for
multi-objective problems. One can find different DE-like variants and several
studies about their performance and their accuracy when applied to continuous
multi-objective optimization problems, see for instance the well-known PDE [1]
and GDE3 [11] algorithms. In this paper, however, we consider combinatorial
problems and one may wonder whether there exist an adaptation of DE for dis-
crete problems. For single-objective combinatorial optimization problem, such a
variant, called geometric DE, was recently proposed in [15,16]. This evolutionary
operator can be seen as a generalization of the DE for any metric space (Euclid-
ean, Hamming, etc.). To understand the differential mutation operator referred
to in this work, the following concepts are introduced.

Convex Combination. The notion of convex combination (CX) in metric spaces
was introduced in [15]. The convex combination C = CX((A,WA), (B,WB)) of
two points A and B with weights WA and WB (positive and summing up to one) in
a metric space endowed with distance function d returns the set of points C such
that d(A,C)/d(A,B) = WB and d(B,C)/d(A,B) = WA (theweights of the points
A andB are inversely proportional to their distances toC). In fact, as itwas pointed
out in [15], when specified to Euclidean spaces, this notion of convex combination
coincides exactly with the traditional notion of convex combination of real vectors.

Extension Ray. The weighted extension ray (ER) is defined as the inverse oper-
ation of the weighted convex combination, as follows. The weighted extension
ray ER((A,wab), (B,wbc)) of the points A (origin) and B (through) and weights
wab and wbc returns those points C such that their convex combination with
A with weights wbc and wab, CX((A, wab), (C,wbc)), returns the point B. The
set of points returned by the weighted extension ray ER can be characterized in
terms of distances to the input points of ER, see [16]. This characterization may
be useful to construct procedures to implement the weighted extension ray for
specific spaces.

Differential Mutation Operator. The differential mutation operator U =
DM(X1,X2, X3) with scale factor F ≥ 0 can now be defined for any metric
space following the construction of U presented in [15] as follows:

1. Compute W = 1
1+F

2. Get E as the convex combination CX(X1,X3) with weights (1 − W,W )
3. Get U as the extension ray ER(X2, E) with weights (W, 1 − W )

After applying differential mutation (DM), the DE algorithm applies discrete
recombination to U and X(i) with probability parameter Cr generating V . This
operator can be thought as a weighted geometric crossover and readily general-
ized as follows: V = CX(U,X(i)) with weights (Cr, 1 − Cr) [15].
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Having the previous description, we can see that incorporating gDE into
MOEA/D can be done as follows. For each single weight vector λi (the inner loop
in Algorithm 1), select in a random way, three different indices r1, r2 and r3 such
that r1 
= r2 
= r3 
= i from the corresponding neighborhood B(i). The selected
indices state the solutions (associated to their corresponding subproblems) which
are used in the geometric recombination, that is X1 = pr1 ,X2 = pr2 and X3 =
pr3 . Then, the convex combination E = CX(X1,X3) and the extension ray U =
ER(X2, E) operators with their respective weights (1 − W,W ) and (W, 1 − W )
are carried out. Finally, the offspring solution o is created by using discrete
recombination between U and the current solution pi, that is o = CX(U, pi)
with weights (Cr, 1 − Cr). This offspring solution is considered for replacement
in the same manner than the previously described MOEA/D.

3 Experimental Study

3.1 The Multi-objective Knapsack Problem: A Case Study

In order to test the performance of the proposed MOEA/D-gDE, the knapsack
problem, one of the most studied NP-hard problems from combinatorial opti-
mization, is adopted in a multi-objective optimization context. Given a collection
of n items and a set of M knapsacks, the 0 − 1 multi-objective knapsack prob-
lem seeks a subset of items subject to capacity constraints based on a weight
function vector w : {0, 1}n → N

M , while maximizing a profit function vector
p : {0, 1}n → N

M . More formally, it can be stated as:

maximize fi(x) =
∑n

j=1 pij · xj i ∈ {1, 2, . . . , M}
s.t.

∑n
j=1 wij · xj � ci i ∈ {1, 2, . . . , M}

xj ∈ {0, 1} j ∈ {1, . . . , n}
where pij ∈ N is the profit of item j on knapsack i, wij ∈ N is the weight of
item j on knapsack i, and ci ∈ N is the capacity of knapsack i. We consider the
conventional instances proposed in [23], with random uncorrelated profit and
weight integer values from [10, 100], and where capacity is set to half of the total
weight of a knapsack. A random problem instance of 500 items is investigated
for each objective space dimension throughout the paper. Notice that different
repair mechanism exist for knapsack. In this paper, we use a standard procedure
to handle constraints as proposed in [23].

3.2 Experimental Setup

The performance of MOEA/D-gDE is evaluated by using different parameter
settings. Since the scalar factor F in gDE states the value of W ∈ (0, 1], i.e. W =

1
1+F , and W is the unique parameter employed in both the convex combination
CX and the extension ray ER, we set directly the value of W instead of F .
In Table 1, we summarize the different parameters considered in our analysis.
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Table 1. Parameter setting.

pop size μ 200 (resp. 210, 200) for M = 2 (resp. 3, 4)

neighborhood size T 20

PBI θ 5

crossover/mutation rate 1.0

gDE Cr {0.1, 0.2, 0.3, · · · , 0.9, 1.0}
W {0.1, 0.2, 0.3, · · · , 0.9, 1.0}

stopping condition 5,000 generations

Notice that we essentially vary the values of Cr and W in order to study their
impact on gDE when plugged into MOEA/D.

As a baseline we consider the conventional version of MOEA/D as initially
described in [21]. Notice that the conventional MOEA/D employs the well-
established one-point crossover with probability 1. For all algorithms, we apply
the flip bit mutation with probability 1/n and it takes place after performing
their corresponding crossover, where n denotes the number of decision variables
(in this work, we consider n = 500 items for all the instances). The neighborhood
size is the same for all the algorithms and it is set to 20. In order to generate the
weight vectors corresponding to the different subproblems, we adopt the simplex-
lattice design [17] (the same strategy used in the original MOEA/D [21]), i.e.,
the settings of μ and {λ1, . . . ,λμ} are controlled by a parameter H. More pre-
cisely, λ1, . . . ,λμ are all the weight vectors in which each individual weight takes
a value from

{
0
H , 1

H , . . . , H
H

}
. Therefore, the number of such vectors is given by

μ = CM−1
H+M−1, where M is the number of objective functions. In our compar-

ative study, the set of weights was defined with H = 99 (resp. 19 and 9) for
two objectives (resp. three and four objectives). It is worth noticing that when
the number of objectives increases, the use of the simplex-lattice design becomes
impractical. Nonetheless, other strategies can be considered, see for instance the
one presented in [20].

3.3 Experimental Analysis

Overall Impact of Parameters. In Fig. 1, we analyze the overall performance
of MOEA/D-gDE as a function of the two control parameters Cr and W. More
precisely, we report the average normalized hypervolume indicator [24] (to be
maximized) obtained over the 30 executed runs. Different interesting observa-
tions can be seen. First, both parameters Cr and W have a deep impact on
the performance of the algorithm. In particular, the impact of W appears to
be more critical with low values being overall better. We also notice that for
the small values of W, parameter Cr has a relatively marginal effect, whereas
this impact is more pronounced for the lower values of W. For M = 2, that is
for the bi-objective knapsack problem, we notice that the best configuration of
MOEA/D-gDE is obtained with parameter values of W = 0.6 and Cr = 0.1.
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Fig. 1. Hypervolume Indicator as a function of W and Cr for the knapsack problem with
respectively 2, 3 and 4 objectives. Larger hypervolume indicates better performances.

Interestingly, the situation is seemingly different for M = 2 and M = 3 for which
the best configuration is obtained with W = 0.1 and Cr = 0.1. Note however
that, since W = 1

1+F , the smaller the value of W , the greater the value of F .

Comparison with Conventional MOEA/D. In Table 2, we compare the per-
formance of MOEA/D-gDE and MOEA/D. We recall that the only difference is
that MOEA/D is using the standard one-point crossover. Due to space restric-
tion, we only report results for Cr = 0.1 (for which MOEA/D-gDE performs
better) while varying parameter W (which was observed to have a more critical
effect on the performance). We remark that MOEA/D-gDE is able to outper-
form MOEA/D and the difference is statistically significant for a large number
of values of parameter W . One can notice that the results of Table 2 confirm
the fact that lower values of W are more beneficial for the search process. On
the other hand, we notice that when the number of objectives grows, the values
of W where MOEA/D-gDE is able to outperform MOEA/D are less numerous,
which we attribute to the difficulty of optimizing many-objective problems, i.e.,
MOEA/D-gDE is relatively less robust to the range of W values when solving
difficult problems with a large number of objectives.

EAF Analysis. In order to have a more clear information about the relative
performance of MOEA/D-gDE as a function of parameter W , we use the empir-
ical attainment functions (EAFs) [13] dedicated to bi-objective problems; and



372 S. Zapotecas-Mart́ınez et al.

Table 2. Hypervolume and standard deviation (×10−2). Cr is fixed to 0.1 for MOEA/
D-gDE. Symbol + (resp. − and =) indicates that the performance of MOEA/D-gDE
is essentially better than (resp. worst, same) than MOEA/D according to a Wilcox
unpaired statistical test with confidence level 0.05.

M = 2 M = 3 M = 4
MOEA/D 54.78(0.24) 37.77(0.34) 26.18(0.56)

M
O
E
A
/D
-g
D
E

W

0.1 55.17(0.23) + 38.64(0.20) + 27.12(0.48) +
0.2 55.16(0.22) + 38.59(0.28) + 26.99(0.49) +
0.3 55.18(0.24) + 38.41(0.14) + 26.85(0.43) +
0.4 55.24(0.24) + 38.17(0.16) + 26.7(0.33) +
0.5 55.32(0.25) + 37.71(0.19) − 26.36(0.31) =
0.6 55.42(0.35) + 37.20(0.12) − 25.91(0.22) −
0.7 55.38(0.29) + 36.51(0.19) − 25.35(0.28) −
0.8 55.07(0.18) + 35.62(0.19) − 24.8(0.34) −
0.9 54.63(0.26) − 34.59(0.29) − 24.19(0.35) −
1 53.32(0.24) − 33.52(0.42) − 23.59(0.27) −
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Fig. 2. EAF differences (M = 2) for MOEA/D-gDE with Cr = 0.1 and W = 0.6 (Right
subfigures) compared to MOEA/D-gDE with Cr = 0.1 and W �= 0.6 (left subfigures).

we compare the sets of solutions obtained by MOEA/D-gDE when configured
with the best value of W , i.e., W = 0.6, and MOEA/D-gDE when configured
with the other values considered in our experiments. The EAF provides the
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probability, estimated from several runs, that an arbitrary objective vector is
dominated by, or equivalent to, a solution obtained by a single run of the algo-
rithm. The difference between the EAFs for two different algorithms enables to
identify the regions of the objective space where one algorithm performs better
than another. The magnitude of the difference in favor of one algorithm is plot-
ted within a gray-colored graduation as illustrated in Fig. 2. We can clearly see
that for large W values, the algorithm produces solutions that are very likely
dominated almost everywhere by solutions produced with the best configuration.
For low W values, the difference in performance is less pronounced and the best
configuration (W=0.6) is essentially able to find better solution at the extreme
parts of the Pareto front.

Anytime Behavior. Up to now, we only considered the relative performance
of the different algorithm configurations at the end of their executions. In the
following we shall consider the performance as a function of the running time
or equivalently the number of generations. In fact, a desirable and important
behavior of an algorithm is to be able to output the best possible results at

Fig. 3. Runtime behavior of MOEA/D-gDE compared to baseline MOEA/D. Hyper-
volume indicator is considered. Top figures are with respect to the best setting of
parameters obtained for MOEA/D-gDE, i.e., Cr = 0.1 and W = 0.6 for M = 2 and
Cr = 0.1 and W = 1 for M = 3 and M = 4. Other figures are with respect to
respectively a relatively low W -value (0.3) and a relatively high W -value (0.8) and
Cr = 0.1.
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any time of its execution and not only after a large fixed amount of functions
evaluations which can then bias our judgment for the relative performance of
an algorithm. For this purpose, we depict in Fig. 3, the hypervolume obtained
by MOEA/D-gDE and MOEA/D as a function of the number of generations.
We recall that a generation refer to the full execution of the main loop of the
algorithm where the solution of every sub-problem is evolved exactly once, i.e.,
one generation is equivalent to μ fitness function evaluations (all objectives count
one) where μ is the population size. From Fig. 3, it is clear that the previous
discussion about the relative performance of MOEA/D-gDE holds at any time
of the algorithm execution. In fact, we can see that the best W value extracted
from the last generation (W = 0.6) remains also very efficient compared to
MOEA/D at any generation of the algorithm. We can also clearly see that lower
values of W are more beneficial for the search process, which is to contrast to
the higher values independently of the considered generation.

4 Conclusions and Future Works

In this paper, we conducted the first experimental study on the performance
of a generalized form of differential evolution, i.e., geometric differential evolu-
tion (gDE), for solving multi-objective combinatorial optimization problems. We
considered extending the widely used MOEA/D framework to incorporate gDE
and to analyze its behavior as a function of its control parameters. Our exper-
imental results indicate that gDE is a well performing evolutionary operator
that can be successfully applied in the context of multi-objective optimization.
This constitutes a first and promising step toward the application of gDE for
solving a large panel of multi-objective combinatorial optimization problems. In
fact, several open issues are left open and several research challenges have to
be addressed in order to better assess the accuracy of gDE. Some interesting
research paths are sketched in the following:

– Other optimization problems with different properties (e.g., convexity, objec-
tive correlation, fitness landscape difficulty, etc.) have to be considered in
order to better understand the behavior of gDE and its ruling parameters.

– Other DE variants can be adapted to the combinatorial case by taking inspi-
ration from the basic gDE used in this paper. In fact, the community has
proposed different design strategies for DE in the case of continuous prob-
lems. Generalizing those variants in the combinatorial case is a challenging
issue which is in our opinion a very promising research path. One particularly
interesting question would be to study self-adaptive strategies mixing different
gDE designs.

– We considered the incorporation of gDE within the standard variant of
MOEA/D. It is worth-mentioning that other more advanced variants of
MOEA/D exist in the literature and could benefit much from the incor-
poration of gDE to solve difficult multi-objective combinatorial problems.
A systematic study on the application of gDE within those variants is one
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open research issue that deserves more investigations and design efforts. More-
over, gDE does not depend on the MOEA/D framework. Although we believe
that MOEA/D provides much flexibility when considering gDE-like operators,
other algorithmic frameworks could also be potential candidates with an even-
tually improved performance and hence should be considered in future work.
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Abstract. A wireless sensor network collects crucial data for decision making
in several domains even under extreme deployment conditions. In this scenario,
network availability is usually affected by diverse environment variables. The
present approach adapts an evolutionary multi-objective technique in order to
get network structures that let to perform data routing efficient in energy con-
sumption. The resulting algorithm, MOR4WSN, comes up from a new solution
encoding done to the NSGA-II as well as adapting user-preferences handling
even if preference context parameters to optimize are contradictory. MOR4WSN
allows optimizing data gathering paths, which contributes to increase network
longevity. Experimental evaluation shows that network lifecycle is increased
when MOR4WSN is used, compared to other routing mechanisms.

Keywords: Evolutionary optimization techniques � Sensor networks �
Multi-objective algorithms

1 Introduction

Internet of things (IoT) is based on the pervasive presence of elements such as sensors
and actuators which interact with each other in order to reach a common goal [1].
Among this wide set of elements, wireless sensor networks (WSNs) play an important
role as they allow to collect information from the context which is useful for decision
making [1]. Nowadays one of the main challenges of WSN is energy saving [2], given
the fact that sensors have limited energy sources which usually cannot be recharged
once networks are deployed in large scale and difficult access areas. In a WSN the
major energy consumption is produced during data transmission phase due to the use of
radiofrequency modules [3, 4]. In this sense, the higher the transmission distance, the
higher energy expense. Consequently, battery saving can be achieved by reduction of
data transmission by optimization of information gathering paths, i.e. optimization of
WSN routing topology. Regarding topology optimization, diverse factors must be
considered such as: distance between sender and receiver sensors, packets length, etc.;
therefore this optimization may be seen as a multi objective optimization problem.
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Some approaches [3–7] used bio inspired techniques for routing optimization in
hierarchical WSNs; however, these works don’t consider multi objective optimization.
The authors in [8] used a multi-objective evolutionary optimization algorithm called
NSGA-II to select the optimal active nodes set of a WSN in a target coverage area by
maximizing the coverage range using a relative small quantity of sensor nodes in order
to conserve system energy; as the work done in [8] aims to putting some sensors into
low-power sleep mode, they didn’t consider the optimization of the radiofrequency
module of the active ones, which is meant to be the most energy consuming module
even more when the communication distance between sensors is appreciable. In the
work documented in [9], the recent MOAA (Multi-Objective Alliance Algorithm) was
applied for the optimization of WSN in order to maximize their coverage and lifetime.
Comparisons of results were done with NSGA-II and SPEA2 algorithms, however the
discussion is more focused on the mathematical issues (such as Pareto front values),
than on terms of WSN energy node’s conservation. Another Pareto-based optimization
algorithm (called FLEX) was developed by the authors of [10], when looking for an
optimal positioning of wireless sensor nodes. The metrics used for the multi-objective
function were three: coverage, connectivity and energy cost. The work in [10] doesn’t
specify how a unique solution was chosen from the Pareto set.

MOR4WSN [11] is a hierarchical WSN routing mechanism based on the NSGA-II
[12] that uses objective functions for creating a set of optimal WSN routes [13] and
subsequently uses a binary index for refining the search [14]. In this paper, the WSN
routing tree topology representation according to genetic algorithm elements is pre-
sented, the drawback with the common random initial population of the NSGA-II is
described as well as its associated solution: a model for the network initial deployment
and a technique for generating the initial population allowing only valid chromosomes
for large area contexts. Also, a method for selecting a unique optimized network
structure from the N (N is the network size) solutions calculated by NSGA-II is pre-
sented. Finally the power saving algorithm, MOR4WSN, is emerged which preserves
valid chromosomes during its evolution. The experimental tests of MOR4WSN show
promising results in terms of network longevity.

The rest of this paper is organized as follows: Sect. 2 presents a background of the
proposal; Sect. 3 shows the multi-objective problem statement; Sect. 4 presents the
algorithm design for initial population adapting, Sect. 5 presents how the binary index
was implemented, Sect. 6 shows experimental evaluation of MOR4WSN regarding its
lifetime, and Sect. 7 details conclusions and future work.

2 Background

2.1 WSN Concepts

WSNs are composed of sensors known as source nodes whose function is to gather
information from environment and to communicate with other nodes through wireless
technologies in order to send data to a central point known as base station where infor-
mation analysis can be performed. As WSN lacks of physical infrastructure, it can adopt
different topologies according to its needs. A common topology for high scale network
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deployments is tree based or hierarchical. Figure 1 shows a directed acyclic graph rep-
resenting a WSN rooted with the base station while the rest of the nodes are data sources
and the directed edges indicate its next hop node for data transmission. WSN routing is
concerned as the path to carry out data transmission from source to destination [15], and
network longevity is the time period counted from WSN start-up until the moment in
which one node or a percentage of nodes is unable of sending data to base station.

2.2 Multi- Objective Genetic Algorithms (MOGA)

In contrast to simple (mono-objective) genetic algorithms [13, 16], multi-objective
genetic algorithms (MOGA) aim to find solutions that require optimization of several
objectives at the same time, which may be opposed to each other. Most of the existing
multi-objective evolutionary algorithms have a computational complexity of 0(mN3)
[12], where m is the number of objectives and N is the population size. In order to get a
lower complexity, NSGA II (Fast Elitist Non Dominated Sorting Genetic Algorithm)
reduces search spaces by applying two concepts: elitism and diversity preservation.
With this modification, NSGA II reduces complexity to 0(mN2) [11, 17]. However,
NSGA II gives not a unique solution but a set of them, which are all optimized
solutions having all objectives into account; this concept is called Pareto dominance
and will be treated in Sect. 4.

2.3 WSN Modelling in Genetic Algorithms

The basic information unit in a genetic algorithm is the chromosome (or individual)
that consist of a set of gens. Gens at chromosomes keep data and value through indices
and alleles that represent any possible problem solution as shown in Fig. 2. All
chromosomes along generations have equal quantity of gens. In MOR4WSN hierar-
chical WSNs are modelled in chromosomes as treated in [5–7]. Let N be the total of
source nodes in a WSN (see Fig. 3a), each node is labelled with an integer from 0 to N-
1; base station is always marked as N. Chromosome in Fig. 3b represents such routing
scheme; the index corresponds to the identifier of a source node and the allele indicates
the next-hop node of such index. i.e. in Fig. 3b the gen value in index 0 is 2 indicating
that node 0 selects node 2 to transmit its data, node 2 transmits to node 5, the value in 5
is 6 indicating that the next node is the base station; therefore the full gathering path
from node 0 is expressed as the path 0 → 2 → 5 → 6. In MOR4WSN one important
condition of chromosomes to be a valid routing solution, is that the next-hop node of a
source node has to be within its communication range (neighbor nodes), what is known
during WSN deployment.

Fig. 1. WSN with hierarchical topology.

Energy Efficient Routing Based on NSGA-II 379



2.4 Pareto Set Solutions

When using an evolutionary multi-objective approach like MOR4WSN, selecting the
more adequate solution is not an easy task because solution is not one but a set of them
known as the Pareto set, having the same size of the population (N = 100, 200 …).
Pareto dominance is illustrated in Fig. 4, here a solution a ‘dominates’ b provided that:
a is not worse than b in all objectives, and a is strictly better than b in at least one
objective. That way, the solution set that are not dominated by any other else conform
the Non Dominated Front also known as Pareto non dominated solutions. In Fig. 8
these non-dominated solutions are represented with the points marked as 3 and 5.

To select an a posteriori multicriteria solution in the Pareto set, some methods
(outranking methods) perform peer comparison in order to establish if there exists
preference, indifference or they are incomparable. However, these methods require the
decision maker to establish some weights [18].

Fig. 2. Chromosome with 6 gens.

a b

Fig. 3. (a) Directed routing tree in a WSN; (b) chromosome representing the directed tree.

Fig. 4. Pareto front and dominance [17].
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3 Problem Statement

The nodes in a hierarchical network (as the one in Fig. 3a) receiving and retransmitting
lots of incoming data from other network nodes, will drain their batteries more quickly
than those nodes performing few retransmissions. That way, a monitoring WSN with
tree structure is long-lived as in its number of leaf nodes and its depth are decreased
[15]. That’s called network load balancing. Load balancing is used to balance the
energy consumption between all network nodes by performing a fair distribution of
sent, processed and received data packets. Figure 5 shows that reducing simultaneously
the value of both parameters leaf nodes and depth in a routing tree is contradictory
situation. That’s why a MOGA is an adequate metaheuristic for the routing problem.

4 Initial Population in MORWSN

As mentioned earlier, in a genetic algorithm the initial population is usually randomly
generated; it means that the alleles of chromosomes being part of the initial population
can take any value between 0 and N. Specifically, known NSGA-II implementations
[19] let the user to set min and max limits for each index of chromosome and from the
range [min, max] the corresponding allele value is randomly chosen. i.e. if for index 0,
the min and max values are fixed as 3 and 5 respectively, the allele at position 0 of the
chromosome can only take the values 3, 4 or 5. Range limits of each index are inserted
just once during the algorithm execution and those values are applied for all chro-
mosomes in initial population.

As depicted in Fig. 3, in MOR4WSN an allele value identifies the next-hop node of
the source node identified with its index number. In this sense, the process described in
the foregoing paragraph allows an index (source node) of a chromosome of the initial
population to take an allele value (next-hop node) that not necessarily is part of its
neighbor’s nodes list. In MOR4WSN is strongly necessary that and index node value
and its corresponding allele node value are neighbor nodes in order the chromosomes
to be valid solutions for the routing scheme.

As an example, Figs. 6 and 7 show a 10-source node WSN deployment chart.
Neighboring nodes, understood as those which covering ranges are overlapped, are
shown in Fig. 6. Overlapped covering ranges means possibility of communication
between the pair of nodes; in graph terms this is represented by an edge as shown in

Fig. 5. Routing trees in a WSN
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Fig. 7. One cannot assure that neighboring nodes has consecutive identifier numbers,
what implies that the way as allele values are chosen in generic NSGA-II must be
adapted to MOR4WSN conditions, what is explained at once.

At the level of initial population, next points to solve in MOR4WSN are identified:
(i) in a chromosome each allele must be a neighbor node of its corresponding index,
(ii) Each tree (represented as a chromosome) must be rooted with the base station,
(iii) Avoid cycle formation in the WSN topology (represented as a chromosome).

4.1 Neighbor’s Matrix

Covering range radius and location of each sensor node at the deployment area are
beforehand known values; carrying out some straightforward calculus one can assign
neighboring nodes over the whole network.

In this sense, MOR4WSN uses a neighbor’s matrix M. Matrix associated to WSN
in Fig. 7 is shown in Fig. 8 where its size is (N + 1) × V; V is the maximum quantity of
neighbors that a source node has. In M, the first column lists the identifiers of all nodes
of the WSN and the rows shows the identifiers of its corresponding neighbor’s nodes.

Fig. 6. Covering range of source nodes. R = covering range radius.

Fig. 7. WSN as a graph.
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Now, min and max limit numbers needed by NSGA-II to generate a random allele
value, have another meaning in MOR4WSN; they indicate how many neighbors’ nodes
has a source node (an index at chromosome). That way, min will always be 0, while
max is the quantity of neighbors. The random chosen value in [min, max] is not
anymore the allele value, but the position column at M. In Fig. 9 one can see a
chromosome formed from M conditions; i.e. for index i = 2 MOR4WSN generates a
random value between 0 and 3 because according to M the node 2 has 4 neighbors in
total (identified as 0, 4, 5, and 9). The random value between 0 and 3 will led place to a
coordinate (i, max) giving an exact element position at M having the allele value for
index 2. For example, if the random value is 1, then the allele value at i = 2 will be 4
(the next-hop node).

4.2 Valid Chromosomes Generating

Once guaranteed that next-hop nodes will be always neighbors of their respective
source nodes, one have to face the other points of adapting the algorithm in order to
have real valid solutions in the initial population: avoid cycling graphs, avoid not
connected graphs or isolated nodes.

To solve it, Algorithm 1 was developed; here, base station is referred as BS.

Fig. 8. Neighbors node’s matrix M; the last
one (BS) for information purposes.

Fig. 9. Randomly generated chromosome.

Algorithm 1. Initial population adapting in MOR4WSN. 
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5 Selecting in Pareto Set Using a Binary Index

In MOR4WSN a criteria for selecting just one solution from the Pareto set, is avoiding
outliers which often are present in non-dominated set because they are not dominated
by another solution in just one objective; that way, solutions at Pareto set are peer
compared using a binary index that represents each routing tree. Using such index
outlier solutions are avoided to be selected as a final routing structure. Using the binary
index, each tree of the Pareto Front is compared with an outlier structure and
MOR4WSN selects the tree having the least similitude with such outlier. This scenario
is illustrated in Fig. 10. Comparative process is as follows: let G1 and G2 be the labeled
graphs (representing routing trees) to be compared, it will always be G1 the outlier
solution while G2 is a non-dominated not outlier solution like in Fig. 10. So, Fig. 11 are
the corresponding chromosomes: G1 → C1 y G2 → C2.

Starting from C1 and C2, matrix S is created as shown in Fig. 11 which size is
N × 3. S is created as follows:

S ¼ xij=xio ¼ C1; xi1 ¼ C2; xi3 ¼ 0 si xi0 ¼ xi1 o xi3 ¼ 1 si xi0 6¼ xi1
� �

;

where i = 0,1,…,N y J = 0, 1, 2
The column Si3 underlined in red in Fig. 11, is a binary vector formed from

coincidences of the elements in each row of S. Let i be the row under consideration, if
the elements (i, 0) and (i, 1) of S match exactly, the element at i-th position of Si3 is 1,
otherwise its value is 0. Matrix S is the index of our algorithm; each graph has
associated its own index given that S orders the necessary information to define sim-
ilarity between graphs G1 and G2.

Fig. 10. Graph comparison
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Then, from the elements of column j = 3 of each graph index, a similitude relation
is established as follows:

Let t ¼ xi3=xi3 2 Sf g where i ¼ 0; 1; . . .N
z ¼ PN�1

k¼1 tkð Þ; for each t ¼ 1
and p ¼ z=Nð Þ � 100%.
For the example in Fig. 10 we have: N = 6, t = {0, 0, 0, 0, 1, 1}, z = 2, p = 33.33 %.
The above means that similitude level between G1 and G2 is of 33.33 %, value

taken as selection criteria in Pareto set elements since it determines a similitude per-
centage. As a decision maker, MOR4WSN selects finally an only tree: the one having
the smaller p value between the (N − 2) * 2 p calculated values.

6 Evaluation

Evaluation compares WSN lifecycle (in terms of sensing and gathering rounds) using
MOR4WSN as routing scheme with other routing technique for hierarchical topologies
Tree Routing (TR, which is used by ZigBee). Table 1 lists simulation parameters
values; homogeneous networks are assumed, that means all nodes having the same
initial energy level and its covering range being the same. Results of comparative tests
are shown in Figs. 12 and 13 where one can realize that inclusion of multi objective

S =

Fig. 11. Index comparison process

Table 1. Simulation parameters

Parameter Value Unity/observation

Population size N N = number of nodes
Generations 2N
Crossing probability 0.5 ——

Mutation probability 0.5 ——

Initial node energy 1000 Unities of energy timer
Packet size 128 Bytes
Covering range of nodes 2 % Percent of total deployment area
Minimal energy threshold 10 % Percent of initial energy

Energy Efficient Routing Based on NSGA-II 385



alternative for selecting tree topology increases network longevity even up to 23 %. In
both evaluated cases, albeit fluctuations in curves showing the number of rounds,
MOR4WSN exceeds in 85 % of measures the longevity of the standard Tree Routing
whose only criteria for selecting paths is the number of hops from source node to base
station [15]. Equally, Figs. 11 and 12 shows that advantages in life cycle of
MOR4WSN are independent of the number of nodes in the network.

7 Conclusions

Generation of valid individual of the initial population can be seen as a key treatment in
MOR4WSN since all thenceforth generations depends on the initial population whose
composition is changed through the operators of selection, crossover and mutation also
previously adapted for MOR4WSN [11, 13, 14].

Although multiple works [3–7] focused on designing the fitness function according
to hierarchical network performance needs in order to reduce its energy consumption,
no one of them referenced any adaptation to genetic algorithm operators or initial
population, not even considered using a multi-objective approach.

Fig. 12. WSN life cycle until the first node dies.

Fig. 13. WSN life cycle until 10 % of nodes die.
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This paper presents the initial population adapting in MOR4WSN for preserving
energy efficient routing trees in hierarchical WSN based on NSGA-II. Besides,
MOR4WSN uses a binary index column matrix that helps to select the best optimized
solution from the Pareto set, avoiding the normal randomly selection. MOR4WSN finds
routing structures where valid trees along generations are guaranteed in spite the appli-
cation of NSGA-II therefore optimized solutions in Pareto front are also valid routing
trees, where a unique solution is chosen by using a binary index as exposed in [14].

As seen on results from Figs. 12 and 13, using an evolutionary meta-heuristic
allows to make a topology network that advantages WSN lifetime by choosing
transmission paths according to network conditions.

Adaptation of NSGA-II allows to conclude that other genetic operators (crossover,
mutation) must also be tuned carefully to WSN conditions. As future work, it is
envisaged to test MOR4WSN in IoT networks with different devices and features.
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Abstract. In this participation there is sketched and explained mutual
intersection between complex networks and evolutionary computation
including summarization of our previous results. It is sketched how
dynamics of evolutionary algorithm can be converted into a complex
network and based on its properties like degree centrality etc. can be
improved performance of used evolutionary algorithm. Results presented
here are currently numerical demonstration rather than theoretical math-
ematical proofs. Paper discusses results from differential evolution, self-
organizing migrating algorithm, genetic algorithms and artificial bee
colony. We open question whether evolutionary algorithms really cre-
ate complex network structures and whether this knowledge can be suc-
cessfully used like feedback for control of evolutionary dynamics and
its improvement in order to increase the performance of evolutionary
algorithms.

Keywords: Evolution · Algorithm · Complex networks · Performance ·
Dynamics

1 Introduction

In this paper there is summarized synthesis of two partially different areas
of research: complex networks, evolutionary computation. Ideas, results and
methodologies reported and mentioned here are based on our previous results
and experiments. We report here our latest results as well as propositions on
further research that is in process in our group1. In order to understand what is
the main idea, lets briefly discuss an overview of the two main areas: complex
networks and dynamics of the evolutionary algorithms.
1 http://navy.cs.vsb.cz/.

c© Springer International Publishing Switzerland 2015
G. Sidorov and S.N. Galicia-Haro (Eds.): MICAI 2015, Part I, LNAI 9413, pp. 389–400, 2015.
DOI: 10.1007/978-3-319-27060-9 32

http://navy.cs.vsb.cz/.


390 I. Zelinka

Large-scale networks, exhibiting complex patterns of interaction amongst
vertices exist in both nature and in man-made systems (i.e., communication net-
works, genetic pathways, ecological or economical networks, social networks, net-
works of various scientific collaboration, Internet, World Wide Web, power grid
etc.). The structure of complex networks thus can be observed in many systems.
The word complex networks [1–6] comes from the fact that they exhibit sub-
stantial and non-trivial topological features, with patterns of connection between
vertices that are neither purely regular nor purely random. Such features include
a heavy tail in the degree distribution, a high clustering coefficient, hierarchi-
cal structure, amongst other features. In the case of directed networks, these
features also include reciprocity, triad significance profile and other features.
Amongst many studies, two well-known and much studied classes of complex
networks are the scale-free networks and small-world networks (see examples
in Fig. 1), whose discovery and definition are vitally important in the scope of
this research. Specific structural features can be observed in both classes i.e. so
called power-law degree distributions for the scale-free networks and short path
lengths with high clustering for the small world networks. Research in the field of
complex networks has joined together researchers from many areas, which were
outside of this interdisciplinary research in the past like mathematics, physics,
biology, chemistry computer science, epidemiology etc. For more recent details
discussing research on complex networks and its various applications it is rec-
ommended to read for example [3–6].

Evolutionary computation is a sub-discipline of computer science belonging
to the bio-inspired computing area. Since the end of the second world war, the
main ideas of evolutionary computation have been published [17] and widely
introduced to the scientific community [18]. Hence, the golden era of evolution-
ary techniques began, when Genetic Algorithms (GA) by Holland [18], Evolu-
tionary Strategies (ES), by Schwefel [19] and Rechenberg [20] and Evolutionary
Programming (EP) by Fogel [21] had been introduced. All these designs were
favored by the forthcoming of more powerful and more easily programmable
computers, so that for the first time interesting problems could be tackled and
evolutionary computation started to compete with and became a high quality
alternative to other optimization methods.

As a representative example of evolutionary algorithms we can mention for
example Genetic algorithm (GA) [18,26], Evolutionary strategies (ES) [20] and
Schwefel [19], Ant Colony Optimization (ACO), [27], Particle Swarm (PS) or
SOMA (Self-Organizing Migrating Algorithm) [28], Memetic Algorithms (MA)
[29–32]. Differential Evolution (DE) [25] or the latest Firefly [34] (FF), CoCoo
algorithm [33] (CC) or Bat algorithm (BA) [35] amongst the others. In this
paper, we would like to summarize few results of our continuing research on
mutual intersection of complex networks, evolutionary algorithms dynamics.

The main question (already sketched in our research papers as for example in
[36–41]) is whether it is possible to visualize and simulate underlying dynamics of
evolutionary process like complex network [1,2,10]. Reason for this is that today
various techniques for analysis and control of complex networks exist and if
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complex network structure is hidden behind EA dynamics, then we believe, that
existing control techniques could be used to improve dynamics of evolutionary
algorithms (EAs).

We demonstrated that dynamics of evolutionary algorithms, that are based
on Darwin theory of evolution and Mendel theory of genetic heritage [7] (or also
on swarm principles), can be also visualized as complex networks, as in Fig. 2,
[1,2,11]. Vertices in such a network are individuals of population and edges
“capture” its interactions in offspring creation, i.e. evolutionary dynamics can be
understood as a growth (dynamics) of the network [12,13]. It can be analyzed by
classical tools for complex networks (e.g. Fig. 2, as we did for genetic algorithms
[22], differential evolution [37] and SOMA algorithm [39]).

The main idea of our research is to show in this article that the dynamics of
evolutionary algorithms, in general, shows properties of complex networks and
evolutionary dynamics can be analyzed and visualized like a complex networks.
We open and answer question whether evolutionary algorithms really create
complex network structures and whether this knowledge can be successfully used
like feedback for control of evolutionary dynamics and its improvement in order
to increase the performance of evolutionary algorithms.

Fig. 1. Example of a complex network.
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Fig. 2. Degree centrality of genetic algorithm as complex network in 50th genera-
tion, [22].

2 Motivation

Different problems solved by EAs are solved with different performance and
results quality. One of theoretical research directions is how to improve EAs
performance. Lot of research papers have been written and discuss this topic.
The new approach reported here is based on EAs individuals interactions and its
recording as a complex network. Evolutionary algorithms, based on its canonical
central dogma (following darwinian ideas) clearly demonstrate intensive inter-
action amongst individual in the population, which is, in general, one of the
important attributes of complex networks (intensive interaction amongst the
vertices).

The main aim of our research reported in this paper, is to sketch how to
convert EAs dynamics into complex network then interpret tools of complex
networks analysis on complex networks that are given by evolutionary dynam-
ics. Reason for this is that today various techniques for analysis and control
of complex networks exist. If complex network structure is hidden behind EA
dynamics, then we believe, that for example above mentioned control techniques
could be used to improve dynamics of EAs. The first steps (i.e. conversion of the
EA dynamics to the complex network and to CML system) have been done in
the [10,12,23] and in [36–41].
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3 Experiment Design

3.1 Conversion

Based on above mentioned principles and algorithms, we believe that there is
no universal approach, but rather a personal one, based on the knowledge of
algorithm principle. Lets take as an example DE, e.g. DERand1Bin in which
each individual is selected in each generation to be a parent. Thus in DE, we
have recorded only those individuals-parents, that have been replaced by better
offspring (like vertex with added connections). In the DE class of algorithms
we have omitted the philosophy that a bad parent is replaced by a better off-
spring, but accepted philosophical interpretation, that individual (worse parent)
is moving to the better position (better offspring in original DE philosophy).
Thus no vertex (individual) has to be either destroyed or replaced in the philo-
sophical point of view. If, for example, DERand1Bin has a parent replaced by
offspring, then it was considered as an activation (new additional links, edges) of
vertex-worse parent from three another vertices (randomly selected individuals,
see [10,12,23,25]). In fact, such general approach can be used also in another
algorithms. If interaction amongst N individuals leads to the improvement of
another arbitrary one, say Mth, then it is equivalent to the situation that N
vertices give incoming edges to the Mth vertex. And vice versa. Edges can be
weighted by integer numbers (+1 = successive support of the Mth vertex, −1 =
nonsuccessive support) or simply by differences in fitness before interaction and
after interaction. Again, this very general idea has to be adopted for each used
algorithm. As reported in [36–39], we have tried this conversion for SOMA, DE,
PSO, ABC (Artificial Bee Colony) and GA. Few selected results from ABC and
DE are reported at the end of chapter. Complex networks can be then visualized
as for example in Fig. 3 [9] or Fig. 4. From both figures it is visible that differ-
ent algorithm dynamics produce different complex networks structure. Another
visualizations can be found in [36–39].

3.2 Test Problems

The test function applied in [10] was selected from the test bed of 17 well known
test function like Schwefels, Rastrigin’s, Rana’s function amongst the others.
Evolution was searching for global extreme in 50 dimensions, i.e. individual has
50 parameters. Test functions have been selected due to their various complexity
and mainly for the fact that these functions are widely used by researchers work-
ing with evolutionary algorithms. Another reason was that speed of convergence
and thus evolutionary dynamics itself is different on that function, compared to
simple test functions. Results are reported in more details in [36–39].

4 Results

As reported in [10] test function (to reveal its complex networks dynamics)
with constant level of test function dimensionality (i.e. individual length). All
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Fig. 3. Example of a network based on PSO. Network structure capture time develop-
ment of PSO in certain time window.

Fig. 4. Example of a network based on SOMA.

data have been processed graphically. Visual emergence of complex network
structure behind evolutionary dynamics depends on many factors. However some
special versions of used algorithms did not show complex network structure
despite the fact that the number of generations was quite large, see [10,12,
23]. The main tools of Mathematica software were used on basic analysis and
are proposed here. Visualized and analyzed graphs have multiple edges that
can be understand like weight of single edge. Attributes of proposed analysis
are represented by subgraph colors and vertices size in graphs. Our proposed
interpretation, based on terms and command from Wolfram Mathematica used
for all of our experiments is reported in [15,16]. Here we report shortly 2 selected
case studies.
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4.1 Case Study 1 - Artificial Bee Colony

Proposed approach has been tested on Artificial Bee Colony algorithm (ABC)
and presented in [36,38]. The main idea was to test ABC on scheduling prob-
lems as well as on continuous test problems. The complex network analysis was
used for adaptive control of the population. The structure of the algorithm was
as follows: firstly, the weighted adjacency matrix was created throughout the
algorithm iterations, for some fixed number of iterations, a fraction of the total
expected number of iterations before algorithm termination. The complex net-
work recorded this way is then analyzed, and this information was subsequently
used to identify the nodes (solutions) that dont play a significant role in the
population dynamics. In this algorithm, such nodes are replaced by the new
randomly generated ones, although different schemas of the replacements gener-
ation could also be used.

The measures used to identify the nodes that do not contribute significantly
to the population improvement were chosen to be the three types of vertex
centrality, the weighted degree centrality (strength), closeness and betweenness
centrality, as described in [36,38]. The vertices representing solutions were ranked
according to these measures, and the fixed ratio of the solutions corresponding
to the lowest ranking nodes was removed and regenerated. The adjacency matrix
was then reset. The entire procedure of network recording and the nodes ranking
and replacement is repeated until the algorithm terminates. This concept is
illustrated in Figs. 5, 6 and 7.

6

7

3

9

11

8

10

15 14

12

4

13
2

1

5

Fig. 5. The network with labelled nodes (individuals) ranked by centrality. The larger
centrality nodes are marked in bigger size and different colors. The smallest blue nodes
have the lowest centrality, the largest red node has the highest centrality value (Color
figure online).

ABC was used in other 2 (so in total in 3) variants. The 2nd variant (called in
[38] Adaptive ABC 2) is based on use of three fully separated sub-populations,
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Fig. 6. The nodes (individuals) sorted according to their centrality score in ascending
order. The first Cutoff NS nodes will be removed.
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Fig. 7. The network after the low centrality nodes (individuals) removal. The most
important nodes are preserved.

each with their own network (or better sub-network, if whole EAs dynamics is
taken like network itself). Each of them was evaluated using different centrality
measure type. After the less influential nodes are pruned and the networks reset,
the tournament selection of size two is performed to select every next-generation
solution of every sub-population, choosing the better of two solutions randomly
selected from all three sub-populations. In this way the information sharing
between sub-populations is ensured.

Third version, named Adaptive ABC 3 was created in order to explore the
influence of distinct centralities on the speed of convergence. It takes the central-
ity measure to be used for network analysis and nodes evaluation as a parameter.
The algorithm is fully described in [38].

Based on results reported in above referenced papers, it can be stated that
concept proposed here was successful and has improved ABC performance sig-
nificantly [38].

4.2 Case Study 2 - Differential Evolution

In this case of [37,40,41] is discussed use of the weighted clustering coefficient
[4,5] in order to improve DE performance. One of the main goals of weighted
clustering coefficient use on DE is to find the way how to select the parents in the
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mutation step to improve DE convergence rate. In the variant DE/best/1/bin,
the best individual is the individual with the smallest (in minimizing problems)
or greatest (in maximizing problems) fitness value. As it was described in for-
mer research, DE/best/1/bin does not reach the best results in the non-separable
and multimodal functions. This fact led us to search for another criterion of the
best individual selection. From the rules that we have presented, we know that
the edges between nodes representing the individuals are created only if the
individuals represented by these nodes contributed to the population improve-
ment. The nodes representing the individuals becoming the parents will have the
greater out-degree (the number of out-going edges will be greater) more often
and the weights of the edges leading from these nodes will be higher. Such parents
have the genomes of high quality and it is important to spread these genomes.
The weighted clustering coefficient is one of the most appropriate candidate to
be chosen as the criterion of parents selection in the mutation step from two
reasons:

1. It enables to capture spreading of the genomes from the node to another node
(individual).

2. Unlike the local clustering coefficient the weights of the edges are took into
consideration.

When the adjacency matrix AG for the generation G is created, the weighted
clustering coefficient of each node is computed. Then, for each individual the
probability of selection is computed according to the following equation:

pi =
C̃i,Z

∑NP
j=1 C̃j,Z

, (1)

where pi denotes the probability of the i -th individual selection and C̃i,Z is
the weighted clustering coefficient of the node representing the i -th individual.
Individual represented by the node with the higher weighted clustering coefficient
has the higher probability to be selected as the parent in the mutation step. As
reported in [40,41], this approach has improved DE’s performance significantly.
Similar research is reported in [37].

5 Conclusion

In this paper we refer possible interpretation [16] and use of selected well known
tools and terminology from complex networks analysis [1–6] to the evolution-
ary algorithms dynamics converted to the complex network structures as firstly
reported in [14]. This paper is only overview of our previous research presented
in above mentioned papers and latest research reported in [22,40,41], where we
proposed all necessary steps joining evolutionary dynamics, complex networks
and so called CML systems [7,8].

Based on many research papers more or less mentioned here it is clear that for
EAs applications as well as in EAs dynamics itself lot of open research questions
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can be raised. It is clear that EAs are nothing else than a kind of discrete dynam-
ical systems exhibiting complex structures and dynamics that can be studied by
means of various tools of mathematics as classical statistics or/an by tools of
complex networks and chaotic systems [1–26]. It is clear that there is a lot of
interesting questions like (for example) what is the impact of specific dynamic
regimes in EAs dynamics on its performance? What are limitations of EAs per-
formance when complex network methodology proposed here is used? or more
practical questions joined with EAs performance.

The volume of this paper is too small to mention and explain all the possible
interpretations and tools. This is only a mid-step in our research presented in
[10,12,23,36–39], where we proposed all necessary steps joining evolutionary
dynamics, complex networks and CML systems.

Acknowledgment. The following grants are acknowledged for the financial sup-
port provided for this research: Grant Agency of the Czech Republic - GACR
P103/15/06700S and SP2015/142.
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Abstract. In this paper, we present a hybrid evolutionary algorithm with
self-adaptive processes to solve a known project scheduling problem. This problem
takes into consideration an optimization objective priority for project managers: to
maximize the effectiveness of the sets of human resources assigned to the project
activities. The hybrid evolutionary algorithm integrates self-adaptive processes
with the aim of enhancing the evolutionary search. The behavior of these processes
is self-adaptive according to the state of the evolutionary search. The performance
of the hybrid evolutionary algorithm is evaluated on six different instance sets and
then is compared with that of the best algorithm previously proposed in the liter-
ature for the addressed problem. The obtained results show that the hybrid evo-
lutionary algorithm considerably outperforms the previous algorithm.

Keywords: Project scheduling � Human resource assignment � Multi-skilled
resources � Hybrid evolutionary algorithms � Evolutionary algorithms �
Simulated annealing algorithms

1 Introduction

Project scheduling is a really central, complex and costly task in most organizations
and companies. This task means defining start times and human resource assignments
feasible for the activities of a given project, in such a way that a given optimization
objective is achieved. In addition, defining human resource assignments for project
activities implies considering the available knowledge about the effectiveness of the
human resources with regard to project activities. This is because the results as well as
the development of any project activity depend on the effectiveness of the human
resource assignment defined for it [1, 2].

Based on the above-mentioned, a wide variety of project scheduling problems have
been presented and addressed in the literature. Nonetheless, only few of these project
scheduling problems consider that human resources usually have very different levels
of effectiveness [3–6, 10], a really essential aspect in the context of real project
scheduling problems. These project scheduling problems differ significantly in the
assumptions considered regarding the effectiveness of human resources.
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In the project scheduling problem formally described in [6], it is supposed that the
effectiveness level of a human resource depends on different factors inherent to its work
context (i.e., the project activity to which the resource is assigned, the skill to which the
resource is assigned within the project activity, the set of human resources assigned to
the project activity, and the attributes of the resource). This assumption about the
effectiveness of human resources is really valuable. This is mainly because, in the
context of real project scheduling problems, human resources have different levels of
effectiveness with regards to different work contexts, and therefore, the effectiveness
level of a human resource is usually considered in relation to its work context [1, 2]. To
the best of our knowledge, the influence of the factors inherent to the work context on
the effectiveness levels of human resources is not taken into account in other project
scheduling problems described in the literature. Therefore, the project scheduling
problem described in [6] supposes valuable and also novel assumptions regarding the
effectiveness levels of human resources in the context of project scheduling problems.

In this paper, we present a hybrid evolutionary algorithm with self-adaptive pro-
cesses to solve the project scheduling problem described in [6]. It is necessary to
mention that this problem takes into account an optimization objective priority for
project managers: to maximize the effectiveness levels of the sets of human resources
assigned to the project activities. This algorithm integrates self-adaptive processes
which adapt their behavior in accordance with the state of the evolutionary search. The
integration of self-adaptive processes has the aim of enhancing the evolutionary search,
in both exploration and exploitation [18–20].

We present this hybrid evolutionary algorithm mainly due to the next reasons. The
addressed project scheduling problem is a special case of the RCPSP (Resource
Constrained Project Scheduling Problem) [9], and therefore, is an NP-Hard problem. In
this respect, hybrid evolutionary algorithms that integrate self-adaptive processes have
been shown to be much more effective than hybrid evolutionary algorithms with
non-adaptive processes in the resolution of a wide variety of NP-Hard problems [18–20].
Thus, we consider that the hybrid evolutionary algorithm presented could outperform the
best algorithm previously presented in the literature for the addressed problem. We refer
to the hybrid evolutionary algorithm presented in [8].

The remainder of the paper is organized as follows. In Sect. 2, we present a
description of the addressed problem. In Sect. 3, we present the hybrid evolutionary
algorithm. In Sect. 4, we present the computational experiments developed in order to
evaluate the performance of the hybrid evolutionary algorithm and also an analysis of
the obtained results. In Sect. 5, we review reported project scheduling problems in
which the effectiveness of human resources is considered. Finally, in Sect. 6 we present
the conclusions of the present work.

2 Problem Description

In this paper, we address the project scheduling problem formally presented in [6]. We
give a description of this project scheduling problem below.

Consider that a project contains a set A of N activities, A = {1, …, N}, which have
to be scheduled (i.e., the starting time and the human resources of each activity have to
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be defined). The duration, precedence relations and resource requirements of each
activity are known.

The duration of each activity j is notated as dj. Moreover, it is considered that
pre-emption of activities is not allowed (i.e., the dj periods of time must be
consecutive).

Among some project activities, there are precedence relations. The precedence
relations establish that each activity j cannot start until all its immediate predecessors,
given by the set Pj, have completely finished.

Project activities require human resources – employees – skilled in different
knowledge areas. Specifically, each activity requires one or several skills as well as a
given number of employees for each skill.

It is considered that organizations and companies have a qualified workforce to
develop their projects. This workforce is made up of a number of employees, and each
employee masters one or several skills.

Considering a given project, set SK represents the K skills required to develop the
project, SK = {1,…, K}, and set ARk represents the available employees with skill
k. Then, the term rj,k represents the number of employees with skill k required for
activity j of the project. The values of the terms rj,k are known for each project activity.

It is considered that an employee cannot take over more than one skill within a
given activity. In addition, an employee cannot be assigned more than one activity at
the same time.

Based on the previous assumptions, an employee can be assigned different activ-
ities but not at the same time, can take over different skills required for an activity but
not simultaneously, and can belong to different possible sets of employees for each
activity.

As a result, it is possible to define different work contexts for each available
employee. It is considered that the work context of an employee r, denoted as Cr,j,k,g, is
made up of four main components. The first component refers to the activity j which
r is assigned (i.e., the complexity of j, its domain, etc.). The second component refers to
the skill k which r is assigned within activity j (i.e., the tasks associated to k within j).
The third component is the set of employees g that has been assigned j and that
includes r (i.e., r must work in collaboration with the other employees assigned to j).
The fourth component refers to the attributes of r (i.e., his or her experience level in
relation to different tasks and domains, the kind of labor relation between r and the
other employees of g, his or her educational level in relation to different knowledge
areas, his or her level with respect to different skills, etc.). It is considered that the
attributes of r could be quantified from available information about r (e.g., curriculum
vitae of r, results of evaluations made to r, information about the participation of r in
already executed projects, etc.).

The four components described above are considered the main factors that deter-
mine the effectiveness level of an employee. For this reason, it is assumed that the
effectiveness of an employee depends on all the components of his or her work context.
Then, for each employee, it is possible to consider different effectiveness levels in
relation to different work contexts.

The effectiveness level of an employee r, in relation to a possible context Cr,j,k,g for
r, is notated as erCr,j,k,g. The term erCr,j,k,g represents how well r can handle, within
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activity j, the tasks associated to skill k, considering that r must work in collaboration
with the other employees of set g. The mentioned term erCr,j,k,g takes a real value over
the range [0, 1]. The values of the terms erCr,j,k,g inherent to each employee available
for the project are known. It is considered that these values could be obtained from
available information about the participation of the employees in already executed
projects.

The problem of scheduling a project entails defining feasible start times (i.e., the
precedence relations between the activities must not be violated) and feasible human
resource assignments (i.e., the human resource requirements must be met) for project
activities in such a way that the optimization objective is reached. In this sense, a
priority objective is considered for project managers at the early stage of the project
schedule design. The objective is that the most effective set of employees be assigned
each project activity. This objective is modeled by Formulas (1) and (2).

Formula (1) maximizes the effectiveness of the sets of employees assigned to the
N activities of a given project. In this formula, set S contains all the feasible schedules
for the project in question. The term e(s) represents the effectiveness level of the sets of
employees assigned to project activities by schedule s. Then, R(j,s) is the set of
employees assigned to activity j by schedule s, and the term eR(j,s) represents the
effectiveness level corresponding to R(j,s).

Formula (2) estimates the effectiveness level of the set of employees R(j,s). This
effectiveness level is estimated calculating the mean effectiveness level of the
employees belonging to R(j,s).

For a more detailed discussion of Formulas (1) and (2), we refer to [6].

max
8s2S

eðsÞ ¼
XN
j¼1

eRðj;sÞ

 !
ð1Þ

eRðj;sÞ ¼
PRðj;sÞj j

r¼1
erCr;j;kðr;j;sÞ;Rðj;sÞ

Rðj; sÞj j ð2Þ

3 Hybrid Evolutionary Algorithm with Self-Adaptive
Processes

In order to solve the addressed problem, we present a hybrid evolutionary algorithm
with self-adaptive processes. This algorithm integrates self-adaptive processes which
adapt their behavior in accordance with the state of the evolutionary search. The
integration of self-adaptive processes has the aim of enhancing the evolutionary search,
in both exploitation and exploration [18–20].

The main behavior of the hybrid evolutionary algorithm is shown in Fig. 1 and is
described below.

Taking into account a given project to be scheduled, the algorithm creates a random
initial population of solutions. In this population, each solution encodes a feasible
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project schedule. Then, the algorithm decodes and evaluates each solution of the
population by a fitness function. Specifically, the schedule related to each solution is
built and then evaluated with respect of the optimization objective of the problem. As
was detailed in Sect. 2, the optimization objective implies maximizing the effectiveness
of the sets of employees assigned to the project activities. In relation to this objective,
the fitness function evaluates the employee assignments of each solution based on
knowledge of the effectiveness of the employees considered in the solution.

After each solution of the population is evaluated, a parent selection process is
utilized to determine which solutions of the population will integrate the mating pool.
The solutions with the highest fitness values will have more chance of being selected.
Once the mating pool is complete, the solutions in the mating pool are organized in pairs.
After that, a crossover process is applied to each pair of solutions with a self-adaptive
probability APc to generate new feasible ones. After that, a mutation process is applied to
each solution obtained by the crossover process, with a self-adaptive probability APm.
After that, a survival selection process is applied in order to determine which solutions
from the solutions in the population and the solutions generated from the mating pool
will integrate the new population. Finally, a self-adaptive simulated annealing algorithm
is applied to the solutions of the new population. The above-described process is repeated
until a predefined number of iterations is reached.

3.1 Representation of Solutions

We used the representation described in [6] in order to encode the solutions. By this
representation, each solution is encoded by two lists with as many positions as
activities in the project.

The first list is a traditional activity list. This list is a feasible precedence list of the
activities in the project (i.e., each activity j can appear on this list in any position higher
than the positions of all its predecessors). The activity list defines the order in which
activities shall be added to the schedule.

BEGIN 
      CREATE initial population; 
      EVALUATE each solution of the population; 
      REPEAT UNTIL ( number of iterations is reached ) DO 
           SELECT parents; 
           RECOMBINE pairs of parents to produce offspring; 
           MUTATE the resulting offspring;
           EVALUATE new solutions;
           CREATE new population;
           IMPROVE solutions via Simulated Annealing; 
      OD 
      PROVIDE best solution; 
END 

Fig. 1. Main behavior of the hybrid evolutionary algorithm
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The second list is an assigned resources list. This list details the employees assigned
to each activity of the project (i.e., position j on this list details the employees of every
skill k assigned to activity j).

In order to decode the schedule related to the representation, we used the serial
schedule generation process described in [6]. By this process, each activity j is
scheduled at the earliest possible time.

3.2 Fitness Function

To evaluate the encoded solutions, we used a fitness function specially designed. Given
an encoded solution, this function decodes the schedule s related to the solution by the
serial schedule generation process mentioned in Sect. 3.1. After that, the fitness
function calculates the value of the term e(s) corresponding to s (Formulas (1) and (2)).
This value defines the fitness level of the solution. The term e(s) takes a real value on
[0,…, N].

In order to calculate the value of term e(s), the fitness function utilizes the values of
the terms erCr,j,k,g inherent to s (Formula 2). In this respect, the values of the terms erCr,j,
k,g inherent to each available employee r are known, as was detailed in Sect. 2.

3.3 Parent Selection and Survival Selection

To develop the parent selection, we used the process named roulette wheel selection [18].
In this process, a selection probability is defined for each solution of the current
population. The selection probability of each solution is proportional to its fitness value.
Thus, the solutions with the best fitness values have more probability of being selected
for the mating pool.

To develop the survival selection, we utilized the process named fitness-based
steady-state selection [18]. By this process, the worst λ solutions of the current pop-
ulation are replaced by the best λ solutions generated from the mating pool. This
process preserves the best solutions reached by the hybrid evolutionary algorithm [18].

3.4 Self-Adaptive Crossover and Self-Adaptive Mutation

In respect of the crossover process and the mutation process, we utilized self-adaptive
processes feasible for the representation of the solutions.

The crossover process is composed by a crossover process feasible for activity lists
and a crossover process feasible for assigned resources lists. In respect of the crossover
for activity lists, we applied a process named two-point crossover [21]. For assigned
resources lists, we applied a process named uniform crossover [18].

The mutation process is composed by a mutation process feasible for activity lists
and a mutation process feasible for assigned resources lists. In relation to the mutation
for activity lists, we applied a process named adjacent pairwise interchange [21]. For
assigned resources lists, we applied a process named random resetting [18].
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In order to apply the crossover process and the mutation process, we considered
self-adaptive probabilities APc and APm, respectively. Specifically, we considered the
known self-adaptive probabilities APc and APm described in [11]. These probabilities
are defined by Formulas (3) and (4). In these formulas, fmax is the maximal fitness of the
population, favg is the average fitness of the population, and (fmax − favg) is a measure of
the state of the evolutionary search. In Formula (3), f’ is the higher fitness of the two
solutions to be crossed, and APcLA and APcUA are predefined values for the crossover
probability, considering 0 ≤ APcLA, APcUA ≤ 1. In Formula (4), f″ is the fitness of the
solution to be mutated, and APmLA and APmUA are predefined values for the mutation
probability, considering 0 ≤ APmLA, APmUA ≤ 1.

Probabilities APc and APm are adaptive according to the state of the evolutionary
search. Specifically, when the evolutionary search starts to converge, APc and APm are
increased in order to encourage the exploration of new regions of the search space and
therefore to avoid the premature convergence of the evolutionary search. In contrast,
when the evolutionary search is scattered in the search space, APc and APm are reduced
in order to encourage the exploitation of known regions of the search space.

APc ¼
APcUAðfmax�f 0Þ

ðfmax�favgÞ f 0 � favg

APcLA f 0\favg

(
ð3Þ

APm ¼
APmUAðfmax�f 00Þ

ðfmax�favgÞ f 00 � favg

APmLA f 00\favg

8<
: ð4Þ

3.5 Self-Adaptive Simulated Annealing Algorithm

We applied a self-adaptive simulated annealing algorithm to the solutions of the
population obtained by the survival selection process, except to the solution with the
highest fitness value of this population which is preserved. The applied self-adaptive
simulated annealing algorithm is a variation of the simulated annealing algorithm
presented in [8].

The main behavior of the self-adaptive simulated annealing algorithm is described
as follows. Given an encoded solution s, the algorithm generates a new encoded
solution s′ from the solution s by using a move process, and then decides if the solution
s must be replaced or not by the new solution s′. If the fitness value of the new solution
s′ is better than that of the solution s, the algorithm replaces to the solution s by the
solution s′. In contrast, if the fitness value of the new solution s′ is worse than or equal
to that of the solution s, the algorithm replaces to the solution s by the solution s′ based
on an acceptance probability which is exp(−delta / Tc). In this probability, term Tc is the
current value of the temperature parameter and delta is the difference between the
fitness values of the solutions s and s′. Thus, the acceptance probability is proportional
to the current value of the temperature parameter.
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The above-described process is repeated until a predetermined number of iterations
is reached. It is necessary to mention that, at the end of each iteration, the value of the
temperature parameter is reduced by a predefined cooling factor.

In relation to the initial value Ti of the temperature parameter, we defined the value Ti
based on the evolutionary search state reached after the survival selection process,
considering that such state is measured by calculating the term (fmax − favg) on the
population obtained by the survival selection process. Specifically, we calculated
the value Ti by using the next formula: Ti = 1 / (fmax − favg). By this formula, when the
evolutionary search is scattered in the search space, the value Ti is low, and thus the
acceptance probability of the algorithm is also low. As consequence of this, the algorithm
promotes the exploitation of known regions of the search space. When the evolutionary
search starts to converge, the value Ti increases, and thus the acceptance probability of
the algorithm also increases. As consequence of this, the algorithm promotes the
exploration of new regions of the search space. Based on the mentioned, the algorithm is
self-adaptive to promote either the exploitation or exploration of the search space,
according to the state of the evolutionary search.

Move Process. The self-adaptive simulated annealing algorithm utilizes a move pro-
cess to produce a new encoded solution from a given encoded solution. In this respect,
we applied a move process feasible for the representation of the solutions. The move
process is composed by a move process feasible for activity lists and a move process
feasible for assigned resources lists. In respect of the move process for activity lists, we
applied a move process named simple shift [21]. For assigned resources lists, we
applied a move process which is considered as a variation of the process named random
resetting [18].

4 Computational Experiments

4.1 Instance Sets

We used the six instance sets introduced in [7] in order to evaluate the performance of
the hybrid evolutionary algorithm. Each one of these six instance sets contains 40
instances. Each instance contains a number of activities to be scheduled as well as a
number of available employees for these activities. The main characteristics of these six
instance sets are presented in Table 1. For a more detailed description of these six
instance sets, we refer to [7].

It is necessary to mention that each instance of these six instance sets has a known
optimal solution with a fitness level equal to N. Note that N is the number of activities
to be scheduled in the instance. These known optimal solutions of the instances are
considered as references to evaluate the performance of the algorithm.

4.2 Main Results

We evaluated the performance of the hybrid evolutionary algorithm on each of the six
instance sets. Specifically, we run the algorithm a predetermined number t of times (i.e.,
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t = 30 times) on each instance of the six instance sets. In order to develop these runs,
we set the algorithm parameters as follows: population size = 90; number of genera-
tions = 300; crossover process: APcLA = 0.9 and APcUA = 0.6; mutation process:
APmLA = 0.1 and APmUA = 0.05; survival selection process: λ = 45; simulated annealing
algorithm: number of iterations = 25 and cooling factor = 0.9. It is necessary to mention
that we set the algorithm parameters with these values based on exhaustive preliminary
experiments. By these preliminary experiments, we considered many different settings
for the algorithm parameters, and then we selected the best of these settings for the
algorithm parameters.

We analyzed the results obtained by the hybrid evolutionary algorithm for each of
the six instance sets. Specifically, for each instance set, we analyzed the average
percentage deviation from the optimal value (Av. Dev. (%)) as well as the percentage
of instances for which the optimal value is reached at least once among the t runs
developed (Opt. (%)).

For j30_5, j30_10, j60_5 and j60_10, the algorithm obtained an Av. Dev (%) equal
to 0 % and an Opt. (%) equal to 100 %. These results indicate that the algorithm
reached an optimal solution in each run developed on each instance of these sets.

For j120_5 and j120_10, the algorithm obtained Av. Dev (%) values equal to 0.1 %
and 0.36 %, respectively. Because the optimal solutions of the instances of both sets
have a fitness level equal to 120, these results indicate that the average fitness level of
the solutions obtained by the algorithm for j120_5 and j120_10 is 119.88 and 119.57,
respectively. Therefore, the algorithm obtained very near-optimal solutions for the
instances of both sets.

Moreover, for j120_5 and j120_10, the algorithm obtained an Opt. (%) value equal
to 100 %. These results indicate that, for each instance of these two sets, the algorithm
reached an optimal solution at least once among the t runs developed on the instance.

4.3 Comparison

In this section, we compare the performance of the hybrid evolutionary algorithm with
that of the best algorithm previously presented in the literature for solving the
addressed problem. We refer to the hybrid evolutionary algorithm presented in [8].

For simplicity, we will refer to the hybrid evolutionary algorithm presented in [8] as
algorithm H. Like the hybrid evolutionary algorithm presented here, the algorithm

Table 1. Main characteristics of the instance sets

Instance set Number of activities
per instance

Number of possible sets
of employees per activity

j30_5 30 1 to 5
j30_10 30 1 to 10
j60_5 60 1 to 5
j60_10 60 1 to 10
j120_5 120 1 to 5
j120_10 120 1 to 10
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H integrates an adaptive simulated annealing algorithm into the framework of an
evolutionary algorithm. Unlike the hybrid evolutionary algorithm presented here, the
algorithm H uses non-adaptive crossover and mutation processes. These processes do
not consider the state of the evolutionary search.

In [8], the algorithm H has been evaluated on the six instance sets presented in
Table 1 and has obtained the following results. For j30_5, j30_10, j60_5 and j60_10,
the algorithm H obtained an Av. Dev (%) equal to 0 % and an Opt. (%) equal to 100 %.
For j120_5 and j120_10, the algorithm H obtained Av. Dev (%) values equal to 0.64 %
and 0.8 %, respectively. Moreover, for j120_5 and j120_10, the algorithm obtained an
Opt. (%) value equal to 100 %.

Comparing the results obtained by the algorithm H and the hybrid evolutionary
algorithm presented here, we can mention the following points. Both algorithms have
obtained an optimal effectiveness level for j30_5, j30_10, j60_5 and j60_10 (i.e., the
less complex instance sets). However, the effectiveness level obtained by the hybrid
evolutionary algorithm for j120_5 and j120_10 (i.e., the more complex instance sets) is
significantly higher than that obtained by the algorithm H. Therefore, the hybrid
evolutionary algorithm outperforms the algorithm H on the more complex instance sets.
This is mainly because of the following reasons.

The hybrid evolutionary algorithm integrates self-adaptive crossover and mutation
processes. These processes adapt their behaviour according to the state of the evolu-
tionary search, in order to promote either the exploitation or exploration of the search
space and thus enhance the evolutionary search. In contrast with the hybrid evolu-
tionary algorithm, the algorithm H utilizes non-adaptive crossover and mutation pro-
cesses. These processes do not consider the state of the evolutionary search and thus do
not have the possibility of enhancing the evolutionary search.

5 Related Works

A wide variety of reported project scheduling problems consider the effectiveness of
human resources. Nonetheless, these project scheduling problems differ significantly in
the assumptions considered regarding the effectiveness of human resources. In this
respect, only few of these project scheduling problems consider that human resources
usually have very different levels of effectiveness [3–6, 10], a really essential aspect in
the context of real project scheduling problems. In this section, we review the
assumptions considered about the effectiveness of human resources in reported project
scheduling problems.

In the multi-skill project scheduling problems reported in [12–17], each project
activity requires a given number of skills and a given number of human resources for
each required skill. Each available human resource masters one or several skills, and all
the human resources that master a given skill have the same effectiveness level in
relation to such skill.

In the multi-skill project scheduling problem reported in [3], hierarchical levels of
skills are considered. Given a skill, for each human resource that masters the skill, an
effectiveness level is defined in relation to the skill. Thus, the human resources that master
a given skill have different levels of effectiveness in relation to the skill. Then, each project
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activity requires one or several skills, a minimum effectiveness level for each skill, and a
number of human resources for each pair skill-level. This problem assumes that all sets of
human resources that can be assigned to a given activity have the same effectiveness on the
development of the activity. Specifically, with respect to effectiveness, such sets are
merely treated as unary resources with homogeneous levels of effectiveness.

In the multi-skill project scheduling problems reported in [4, 5], most activities
require only one human resource with a particular skill, and each available human
resource masters different skills. The human resources that master a given skill have
different levels of effectiveness with respect of such skill. Then, the effectiveness of a
human resource in a given activity is defined by considering only the effectiveness level
of the human resource in relation to the skill required for the activity.

In contrast to the problems above-mentioned, in the project scheduling problem
reported in [6], it is supposed that the effectiveness level of a human resource depends
on different factors inherent to its work context. Therefore, for each human resource, it
is possible to define different effectiveness levels with respect to different work con-
texts. This assumption about the effectiveness levels of human resources is really
valuable. This is mainly because, in the context of real project scheduling problems,
human resources have different levels of effectiveness with regards to different work
contexts, and therefore, the effectiveness level of a human resource is usually con-
sidered in relation to its work context [1, 2]. Based on the above-mentioned, the project
scheduling problem reported in [6] supposes valuable assumptions about the effec-
tiveness levels of human resources in the context of project scheduling problems.

6 Conclusions

In this paper, we addressed the project scheduling problem described in [6]. This
problem considers really valuable assumptions about the effectiveness of human
resources. Moreover, this problem considers an optimization objective priority for
project managers: maximizing the effectiveness levels of the sets of human resources
assigned to the project activities.

We presented a hybrid evolutionary algorithm with self-adaptive processes for
solving the addressed problem. This algorithm integrates self-adaptive processes which
adapt their behavior in accordance with the state of the evolutionary search. The
integration of self-adaptive processes has the aim of enhancing the evolutionary search,
in both exploration and exploitation.

We evaluated the performance of the hybrid evolutionary algorithm on different
instance sets. Then, we compared the performance of the hybrid evolutionary algorithm
with that of the best algorithm previously reported in the literature for solving the
addressed problem. Based on the obtained results, we may state that the hybrid evo-
lutionary algorithm considerably outperforms the previous algorithm.

In future works, we will evaluate the integration of other self-adaptive process into
the framework of the evolutionary algorithm. In particular, we will evaluate other
self-adaptive local search and optimization techniques, other self-adaptive crossover
processes, as well as other self-adaptive mutation processes.
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Abstract. This work proposes a new framework for implementing control
systems for distributed scheduling. The framework E-HIPS (Extended Hybrid
Intelligent Process Scheduler) aims to scale processes in production systems as
an extension to the framework HIPS, proposed by the authors in previous work.
The original proposal presented a methodology and a set of tools that use the
theory of agents and the heuristic search technique Genetic Algorithms (GA) for
the implementation of computer systems that have the purpose of managing the
scheduling of production processes in the industry. This article proposes an
extension to the framework HIPS, by substitution of GA on Memetic Algo-
rithms (MA). The article is an analysis of the problem, under the computational
viewpoint, a retrospective of the original proposal, and a new description of the
framework with these changes. Aiming to evaluate the framework and its
extension, an implementation was made of a control application for scheduling
flow to a section of a yarn dyeing industry raw materials for clothing. And a
comparison of the results with actual production data obtained from the ERP
industry where the system was applied.

Keywords: Multiagent systems (MAS) � Stagger of process � Job shop
schedule problem (JSSP) � Genetic algorithms � Memetic algorithms

1 Introduction

The demand for real-time information becomes reality every moment and production
systems require a continuous flow of information agile. This way can improve the
manufacturing processes, to meet the wide variety of settings that make up their
products, which flexibly, reduces costs, improves quality and delivering on time, and
the amount requested.

The study of techniques for process scheduling refers to the creation of the first
operating systems (OS) with the algorithms without preemption process schedulers
(FCFS - first come first run, SJF - first with less time), And algorithms with preemption
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(Round-Robin, Priority, SRTF - first the process missing less time, multilevel queues).
The use of schedulers also reaches other areas besides OS, and involves problems in
that there are a set of tasks to be performed and performing a number of units, and end
the execution time of the tasks is directly affected by execution sequence adopted.

Scheduling is the allocation of resources over time to perform a set of tasks.
Schedulers are devices that assign tasks to their respective resources, determining the
chronological sequence and satisfying the rules for assignment [9, 22, 32].

These types of problems are found in areas such as sequencing projects, Job Shop
Scheduling Problem (JSSP), production planning and others. Because it is a problem that
tends to be NP - Full and enable broad application, the problem of process scheduling in
production systems has been studied in this work, resulting in the framework proposed in
this paper.

The tools that allow the use of these techniques, independently or together, forming
new hybrid technologies allow satisfactory solution of complex problems from other
perspectives, making what was once unthinkable in real solutions [9, 11, 14].

The framework HIPS (Hybrid Intelligent Process Scheduler) are presented by
[28, 29], to perform distributed scheduling processes, applied to industrial production
systems, based on the theory of agents and the heuristic search technique Genetic
Algorithms. This paper presents an extension of the framework HIPS, which proposes
the use of Memetic Algorithms.

This new proposal is presented using another class of local search algorithm called
evolutionary Memetic Algorithms which is partly based on genetic algorithm but also
takes into account both the biological evolution, cultural evolution, in other words,
each individual help in the search process without a generation elapses.

The paper is organized into sections. In the next section an analysis is made of the
problem of process scheduling scenario in industrial production and its complexity,
from the point of view of computational treatment. In the following section, a brief
review is made of the theoretical framework used in the development of the proposal,
involving Multiagent Systems, genetic algorithms and Memetic Algorithms. The fol-
lowing is the Framework HIPS in its original proposal and its proposed new extension.
Finally, it is shown an implementation of the framework in an actual production
environment, the results obtained in a comparative assessment and final conclusions.

2 Problem

The planning of a production system is commonly done in three levels: the long,
medium and short term [27]. Long-term planning seeks to mount a Production Plan or
Strategic Planning Production that meets the needs determined by the sales forecast
long-term, and also the production capacity needed to meet it. This level of long-term
planning is called strategic because it is directly related to and will be directly affected
because of the strategy that the company will adopt the use of its financial resources
and infrastructure. The medium-term takes into account the production plan and
therefore already have definitions of needs, thus creating the Master Production Plan
(MPP). The MPP aims to operationalize the production, using the best tactic for the
production system, planning efficiently the capacity utilization (plant), which seeks to
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meet the needs of the production plan. This level is called tactical planning, considering
different ways of using the production system to accomplish their goals. In the short
term, the production system will run through the Production Scheduling, which the
production plan defined and operationalized through the PMP the best tactic. Thus, the
production schedule is the operational level [27].

The Production Scheduling taken by PPC (Planning and Production Control)
defines short-term and based on the MPP, as and when making raw material, and all
other items necessary for the production of the final product.

At this level of planning are defined production orders and also staggering, with the
goal of maximizing the use of productive resources. In the short term it is also made for
monitoring and control of production, through the analysis of data obtained at check-
points in production is possible to determine whether the production schedule is correct
and according to plan. Having problems in the production system, the PCP can define
corrective measures in order to meet planned. One of these measures is to make the
operation of production scheduling. Therefore, the production scheduling is to make the
production schedule, adding new orders to the production system, and also, by decision
of the PPC to identify a problem caused by a given event in production.

In summary, the activity scale production in the textile sector is held by the Planning,
Programming and Production Control (PPPC). To achieve this, analyzes strategic,
tactical and operational in the company, seeking to define the strategic planning and
master production. After these settings, the activity of production scheduling is per-
formed, thus generating production orders to be staggered [22, 27].

This research focuses on the production scheduling activity, so the steps mentioned
earlier production scheduling, and later, part of the activities performed by the ERP
system will not be described in detail, with specific literature on the subject [22, 27, 31].

Most production scheduling problems studied applies context known as Job Shop
Schedule Problem (JSSP). The traditional JSSP is characterized by enabling different
flows of orders between the machines and different numbers of order operations, which
are processed only once on each machine or device [22]. JSSP problems consist of a
finite set of processes Pi, i = 1, 2, … m, to be processed in a finite set of machines Mx,
x = 1, 2, … n. Each of the processes is processed on a machine, obeying the rules of
precedence and capacity, generating a sequence of operations on each machine. The
objective of the problem is to reduce the total process time, optimizing the deadlines,
delays [10].

A typical type JSSP is one in which the materials moving on the production line of
a factory with routes depending on the type of work to be performed. Already, on the
other hand, a flow shop type environment characterized by the fact that the materials
and parts to move routes set at the factory. The actual production situations fall
between these two types, or as a combination of both [22, 32].

The problem JSSP is a combinatorial problem, which become NP – complete in
certain situations (implicit or explicit enumeration of all possible alternatives to ensure
the optimal solution). Thus, algorithms are computationally feasible when applied to
real problems small, with limited objectives. For problems of similar size to those found
in the real environment, it is customary to sacrifice to obtain an optimal solution by
heuristic methods, which result in a suboptimal solution with reasonable computational
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time [10, 22]. The solution proposed in this paper considers a problem of composite
features job shop and flow shop which will be quoted in this just like JSSP.

Scheduling problems have been extensively studied in the last decades. Many
researches have been done in different areas to modeling and algorithms for JSSP
Problem. The reason for this popularity comes from the fact that the problem of
organizing the execution of a set of tasks by a group of finite resources is present in
almost any kind of productive activity and can be easily described, but their mathe-
matical complexity is extremely challenging. It is known that the problem JSS is a
combinatorial problem becomes NP-Hard in certain situations, especially when there
are explicit or implicit enumeration of all possible alternatives to ensure the optimal
solution [9, 20, 22].

The optimization approaches, which are included in dynamic programming and
branch-and-bound, performing a partial enumeration of the possible solutions, but the
number of possibilities grows exponentially as the problem variables increase [14, 23].
Thus, only optimization algorithms are computationally feasible when applied to real
problems, with limited objectives [32]. For problems of similar size to those found in
real production environment, customarily sacrifice to obtain the optimal solution by
heuristic methods, which result in a satisfactory solution with acceptable computational
time, for example: sequence rules, branch-and-bound, Lagrangian relaxation, bottle-
neck [30], dynamic programming and decision trees [17], neural networks [23] and
others local search and meta-heuristics.

The meta-heuristics for the JSS problem, are usually applied individually, such as
Tabu Search [19], GA [12, 20, 25], Ant Colony [7], Simulated Annealing and local
searches [33]. But there are cases where the combination of various techniques can
generate better results [3], according to studies by [19, 20, 28].

2.1 Scenario Production

A hypothetical scenario was developed for the production representation of the prob-
lem and follows the model shown in Fig. 1 below. The model shown in Fig. 1 rep-
resents the dyeing yarn [1] having a production stream consisting of seven distinct
phases (numbered 2 through 8 in the model) where transformation process material in
all of them, but not necessarily in sequence. The model also gives the Planning,
Programming and Production Control (PPPC) with the number one and ending
inventory of product, with the number nine, which depending on the sector to be
scaled, it may be the stock of finished product or a stock broker another sector, starting
a new model [28].

Enterprise Resource Planning are software systems that integrate applications in
finance, production, logistics, sales, marketing, human resources and other areas of a
company. This integration is performed through a database shared by all applications
[31].

Each production phase has a different set of processes having specific features for
performing each step in the production of the product. A stock broker may possibly
occur in the process, because of the production resources available do not meet the
demand or upon the occurrence of problems during process execution. Once the
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process performed in each production resource, the product resulting intermediate feed
stock another intermediate that will supply the productive resources of the next stage,
which may or may not be further presented.

Depending on the size of this intermediate stock, the number of alternatives to
select the next process to run and also the sequence that will be executed, control flow
optimally can become an operation that requires considerable time supervising the
production. This is multiplied a considerable number of times, if we consider that the
local choice in a certain stage, cause a change in sequencing all subsequent stages, may
cause advance or late deliveries of products at the end of the stream.

Sequencing of a phase or particular resource by imposing other commonly gen-
erates a loss of local efficiency, making the objectives are achieved at the expense of
overall system efficiency.

Characterized so therefore the need for a tool that enables communication between
the phases of production, seeking to strike a balance between local efficiency of each
phase and the overall efficiency of the sector, through communication, cooperation and
self-organization of resources. This is the problem that it intends to address through
modeling and development of a system, called TNT (TiNTuraria, portuguese transla-
tion of dyeing) framework implemented using the E-HIPS presented in the remaining
sections.

3 Theoretical Reference

The development of the framework HIPS based on the Theory of Multi-Agent Systems
[5, 6, 24] and heuristic search technique Genetic Algorithms. The extension proposed
in this paper seeks to improve the results obtained by extending this framework, using
for this the Memetic Algorithms. The following is a brief summary of the theoretical
framework used in this work, in order to contextualize the reader to the presentation of
the proposed model.

Fig. 1. Production scenario [28]
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The chosen platform is known for JADE (Java Agent Development Framework)
[2], which is a framework for developing agent-based applications in accordance with
the specifications FIPA (Foundation for Intelligent Physical Agents) for multi-agent
systems [13].

3.1 Genetic Algorithms and Memetic

GA not deterministic and probabilistic technique to search for the solution of complex
problems. With a population of initial problem solvers and the definition of certain
parameters can be found several different solutions each execution cycle. The algorithm
works by keeping a population of these structures, called individuals or chromosomes
that behave similar to the model of evolution in nature [15, 23]. The so called genetic
operators are applied to these structures, where each cycle, each individual receives an
evaluation, or passes through the objective function, which classifies the quality and
resolution of the problem. Analogous to the natural process, genetic operators are
applied to simulate the survival of the fittest individual.

The MA is a new class of evolutionary algorithm, partly based on GA. However,
while the GA was inspired to try to mimic the biological evolution, the MA tries to
imitate the cultural evolution [18, 26]. In MA each individual can come to make a
significant contribution to the search process, but while in the GA genes are passed
down through generations, memes (unit of cultural information) can be transmitted
from one individual to another without a generation elapse. This mechanism allows you
to have a higher evolution than only using crossover and mutation.

Figure 2 is a flowchart comparing MA and GA. Notice the similarity between the
two flows, however, it is important to check for new processes of local search in the
flow of MA, held shortly after the startup of the population, then the mutation. The
processes of local search performed by MA are performed independently for each
individual.

It should be clear that both GA and MA did not seek the optimal solution to the
problem, but a satisfactory solution in accordance with a function or processing time
established. During processing will be found local maxima and minima, coming or not
the global maximum.

Using memetic algorithms to solve complex problems, the computational point of
view, is widely explored in the literature. Some research in the area were made using
MA applying the JSSP problem, such as [34] proposed a clonal selection extending
memetic algorithms; reference [16] uses MA to improve the utilization of a Flow Shop
problem; reference [4] proposed an improvement in the activity of selection of parents
to produce a new generation. Thus, it is natural to extend the framework with the use of
HIPS MA, in view of the significant gains identified in the research cited.

GA and MA are not deterministic and probabilistic techniques, namely with the
same initial population and parameters, different solutions can be found for each
application. It should be clear that the use of GA and MA seek an optimal solution to
the problem, and this is a satisfactory solution according to a function or set processing
time. During processing will be found local maxima and minima, coming or not the
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global maximum, but the method itself does not guarantee obtaining the optimal
solution. However, for complex problems that require real-time solution or rapid
responses such as JSSP of these solutions appear quite adequate.

The combined use of two techniques: Multiagent Systems and Genetic Algorithms
(or memetic) has the advantage of using manipulation capabilities knowledge bases,
autonomous, distributed and cooperative resolution of problems, typical of multi-agent
systems, with the non-determinism of these algorithms.

4 Framework Hips and Extension

The framework HIPS proposed by [28] and presented in [29], allows modeling of
process scheduling problems in production scenarios that meet the specifications of the
type of problems JSSP and also execute and monitor the system through a multi-agent
environment associated with the application developed from it.

The HIPS framework has three stages: modeling, development and execution. The
modeling stage is done in HIPS Architect tool, which identifies the operations,
resources, methods and rules for scheduling optimization. The second stage, the

Fig. 2. Flowcharts of GA and MA
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development of agents use a structure of agents provided by the framework HIPS. This
basic structure, called JHIPS, assists in the implementation of agents and business rules
specific to the problem. It also able to use the model developed in HIPS Architect and
the base frame for the implementation of multi-agent system. This step also defines the
roles of agents and scheduling. One of the roles of greater importance is the agent
phase, which aims to define the operations to be scheduled and make the staggering
through metaheuristic GA. The third step, which is the execution is made in the tool
HIPS Architect. Agents are implemented as multi-agent system model and starts
executing its life cycle. Thus, the interaction of agents with each other and the envi-
ronment, generates the schedule of production.

4.1 The HIPS Architect

The HIPS Architect is the tool responsible for modeling the JSSP problem, and the
creation of the model production scenario you want to administer. It allows you to
configure the layout of production and define the parameters optimization and its form.
Thus, it composes the multiagent environment necessary for the execution of pro-
duction control. In Hips Architect can then run the scenario designed, integrated JADE
platform, in which agents run.

Figure 3 shows the interface of HIPS Architect, configuring Agent Phase. No detail
can be observed parameters [28] for the MA used by this agent. Recall that for com-
parison are the same ones used by GA originally.

Fig. 3. HIPS architect [28]
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4.2 JHIPS Package

The package implements JHIPS the basic classes needed to represent the production
scenario modeled on Hips Architect, structuring and loading the settings configured in
the model.

Fig. 4. Interaction Production × ERP × HIPS [28]
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Packages JHIPS are Java classes implemented from the JADE framework and are
divided into three groups:

• JHIPS Ontology: are the classes that make up the ontology of multi-agent system;
• JHIPS Base: agents are based HIPS, and have the basic structures for the imple-

mentation of multi-agent system to represent a production scenario modeled in
HIPS Architect;

• JHIPS Tools: are ancillary classes provided by the framework for data access and
GA. These classes were implemented the new requirements in order to extend the
HIPS in order to change to Memetic Algorithms (E-HIPS).

The model predicts the interaction of multi-agent system with the ERP system. The
type of interaction between production, ERP and HIPS framework is represented in
Fig. 4.

The package JHIPS base class is thus set of HIPS agents that implement the basic
structures for the implementation of multi-agent system, capable of representing a
production scenario modeled in the tool HIPS Architect.

The main agent class is HIPS Agent, integrated platform JADE, inheriting class
jade. core. AID. Class is the basis for the other agents, possessing the basic methods of
configuring Setup to begin () and end Takedown ().

The other classes of agents that inherit the characteristics of HIPS Agent are:

• HIPS Agent Resource: responsible for managing the resource production;
• HIPS Agent Phase: manage the production stage, scaling processes between the

available resources;
• HIPS Agent Monitor: responsible for informing the current state of multi-agent

system, bringing the status of each agent and started his standing before production;
• HIPS Agent Advisor: coordinates production priorities, defining the order in which

tasks are executed.

5 Application

In order to verify the applicability of the framework and its extension with HIPS MA,
the application was developed HIPS MA TNT (yarn dyeing).

Initially this was done the modeling methodology applied by Mase [8], defining the
goals, the agents using the proposed framework for the construction of HIPS dialogues
and classes. Subsequently, the model was constructed using the framework being
developed HIPS through Architect and packages JHIPS construction of classes of
agents.

The diagram presented in Fig. 5 shows the interaction between the agent super-
visor, monitor agent, agents phases with other agents phases and also with the resource
agents.
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5.1 Life Cycle

The life cycle defined for the application HIPS MA TNT starts with the instantiation
Advisor Agents (TNTAdvisorAgents) and Monitor Agents (TNTMonitorAgents).
Subsequently, are started Phase Agents (TNT Phase Agents) for each of the phases
making up the stage of production and, finally, the instantiation Resource Agents
(TNTResourceAgent).

The TNTAdvisorAgents initialize seeking production priorities, which were
defined as priorities Agent Advisor and also the policies for the delivery dates of the
requests for production, in order to determine the priority of applications. The update of
the priorities of production is done at intervals of a minute, through its own behavior
Agent Advisor. The TNTAdvisorAgent also has two other behaviors, which are: to
inform your agent status and return TNTMonitorAgent production priorities Phase
Agents TNTPhaseAgent.

Fig. 5. Diagram HIPS TNT MA [28]
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The agent responsible for informing the user what the status of each agent in the
production scenario is TNTMonitorAgent. Their behavior is based on monitoring the
production scenario, searching for new registered agents in JADE platform, through
constant consultation with the directory service platform (DF). Also monitor agent
assignment, ask the agents phases, information about resources and guidance, as well
as the current status of each, presenting the user through an interface, the information
for each registered agent in platform.

Agents Phase oversee the production phase defined for them in HIPS Architect.
Come to exercise monitoring of production resources when they are initialized. Once
you receive the request for early TNTResourcesAgent agents, they start to get the
processes to be scheduled.

After being started and loaded with information, the agents seek TNTResourceAgent
their respective Agent Phase, through the settings in HIPS Architect, informing him that
the resource production that are managing and what is the number of processes in its
queue fixed. Once initialized before his Agent Phase, agents TNTResourceAgent now
have to monitor the behavior of their respective resource production through integration
with the database of the ERP system. By realizing the expiration of any of the processes,
agents TNTResourceAgent ask the agent Phase the next order to be added to your queue
fixed, it works the way first-in, first-out, in other words, First In, First Out (FIFO).

Loaded all the processes to be scheduled, the TNTPhaseAgent performs scaling
procedure. The agent checks the parameters determined for the production scenario
through the HIPS Architect, which in turn are used by the optimization algorithm to
determine the most appropriate scaling. It was originally used in the application
HIPS TNT, Genetic Algorithm, but the extended version, this agent was changed to the
use of memetic algorithm (MA).

The optimization is performed by the MA TNTPhaseAgent at intervals of one
minute. Each execution of the optimization procedure updates the list of pending
production, checks for new features, check the fixed list of each feature, query priorities
Agent Advisor and Agents Phase neighbors, in other words, all agents Stage, which
orders to be scheduled later processes have to be scheduled.

These same criteria were used in the first version of the system that used the GA
and are used also for the new version that uses MA. Through this consultation, it is
possible, at each new moment, determine production priorities of the sector and also of
each production phase later, seeking to optimize the schedule periodically. To calculate
the score sequencing, i.e. the fitness AM is also considered weights defined in HIPS
Architect when configuring agent phase to each scoring rules.

The agents also have the type TNTPhaseAgent behaviors return the status to
TNTMonitorAgent, returning production orders sequenced agent TNTResourceAgent
and return to the other agents Stage your priority production also calculated through the
discretion of the delivery date.

Running this production scenario, by applying HIPS MA TNT can be visualized in
Fig. 6, which were also used, some features of the JADE platform for viewing the
agents and servants of the dialogue being exchanged at that moment.
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6 Results Obtained

To carry out a comparative study with the objective of evaluating the results obtained
from the implemented system, we used information from the real production sector
yarn dyeing, which contains all the productive resources of this sector and pending
orders production, from the system ERP and treated with HIPS MA TNT (imple-
menting the process of optimizing the production flow that sector). The results obtained
were compared with the results obtained in [28].

The analysis performed in this study is to examine the current situation of the
process scheduling in a production stage, the object of the study, carried out by spe-
cialists in charge of the management of the production process, termed ordinary
scaling, and compare them with the situation obtained, on the same production phase,
with resources being staggered by applying HIPS MA TNT over a period of time.

The phase chosen for this study was the fifth stage of the production scenario
shown in Fig. 1, in other words, the phase of the drying wire after the dyeing operation.
In real production scenario, this phase has six productive resources, but the application
was modeled with four features just because two were under maintenance. The period
chosen for analysis was a week, or seven days after a Monday.

The execution starts with seventy-four production orders waiting to be scheduled at
this stage. Among its features, however, three orders in each feature obey a scaling
existing, according to the parameters defined in HIPS Architect. Only at the end of the
day, agents TNTResourceAgent requested new orders to the agents TNTPhaseAgent.

Fig. 6. HIPS TNT MA executing
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A comparative analysis was made between the three schedules made as to the time
allocation of each resource in order to indicate which allocated in the best way, the
production resources available.

Determining the distribution of resources to the production processes, scaling
HIPS MA TNT got a better use of time, avoiding stops for process equipment con-
figuration. This difference in scaling relation to normal and scaling generated by the
application HIPS TNT GA can be seen in Fig. 7, which shows the comparative graph.
In red are shown the results obtained regarding time allocation (amount of time used in
relation to the time available) by scaling normal obtained from the data recorded in the
ERP system that controls the production line used in the research sector. In yellow
shows the results obtained by the system originally developed from the first version of
the implemented system using the model based on Genetic Algorithms. In green shows
the results obtained by the new system developed from the version of the system
implemented using the model E-HIPS, based on memetic algorithms. Each data set
refers to a resource on the production line.

As can be seen in three of the four available resources, scheduling HIPS TNT GA
took less time where the resource allocated more time compared to scaling usually
done, this is justified by better distribution processes. The application HIPS MA TNT
could better results than those obtained by experts and, in addition, in all cases
exceeded, the results obtained by the application based on GA.

Another analysis takes into account the total time used by schedules, in other
words, the sum of the times of all the resources of these two scales. In the graph of
Fig. 8, can be observed sums of the times of all the features of each and the staggering

Fig. 7. Charts of time allocation of resources
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number of days spent by scheduling more regular. Each color of the displayed graph
represents the results of each of the allocation modes as in the previous figure.

As can be observed in this comparison, the improvement obtained by use of MA
becomes even more evident considering that the gain GA using shown above in
staggered relation to normal but becomes even greater with the use of BF.

Directly comparing the scaling normal and HIPS TNT GA, we have HIPS TNT GA
scaling a saving of time of 5.8 days, which represents a gain of 27.98 % compared to
the usual scheduling. The gain between applications HIPS TNT GA and MA was 0.5
days, which represents 2.36 % compared to HIPS and 31 % TNT GA in relation to the
standard scheduling.

Whereas, according to the data used in the experiment obtained from the ERP
system, the seventy-four orders production were moving 12,943.97 kg of yarn, in
practical terms, scaling using the TNT HIPS GA and MA could have been dried
3621.72, 4012.63 kg and more KG respectively, therein.

Through these comparisons, you can check the amount of time used by scheduling
more regular and better distribution of cases between the resources available, carried
out by applying HIPS TNT GA and MA, respectively. Thus, the possibility of stag-
gering almost in real time, with heuristic optimization techniques and multi-agent
system can provide high productivity gains in the production process.

It is worth noting, too, that scaling standard has remained unchanged since the
beginning of the process, in other words, what is planned at the beginning of the period
of analysis is considered valid until the end of the production cycle. Interventions
undertaken by the supervision phase, or production management could assist in
obtaining the best values of efficiency scaling normal but decision making should occur
for this situation and actions should be performed in the ERP system. However this
process is not online and the production scenario is constantly changing.

7 Conclusion

Using memetic algorithms for agents allowed phase gains in choosing a satisfactory
place, avoiding the analysis of the entire set of possibilities to sequence the pending
cases. Another important advantage of MA is the processing time, making it possible to

Fig. 8. Charts of time allocation of total resources
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return a sequencing satisfactory, not requiring a large amount of time as needed agents
stage. Both inherited traits of GA.

Another situation was observed that due to the local search, and the processing time
relation, the execution of local search can consume considerable time, lowering thus
the generation of new individuals, thus reducing the exploration of space possibilities.
In this regard, a simulation may be performed by increasing the number of generations
GA and compared with the initial number of generations of the meme. Thus it can be
checked whether convergence due to local search can be overcome by a higher repe-
tition of the original algorithm GA.

In comparison, the use of MA obtained a significant result in relation to the GA,
and [4, 16, 34]. The real gain from the use of MA depends largely on the processing
time and the quality of local search heuristics employed, otherwise can aggravate the
situation where the search is exploring a local maximum, depending on the genetic
operators to evolve. In relation to those mentioned yet, the proposed solution is
dynamic, i.e. intermittently generates solutions to the problem of scaling. Moreover, it
allows if necessary, the distribution of processing by instantiating agents in multiple
locations.

Improvements can still be made in the framework HIPS, such as the inclusion of
techniques of negotiation between the agents and advisor for phase change priorities,
using their own strategies for dealing or stemmed from game theory, such as games of
incomplete information, such as auctions. Besides the change in the interaction of the
agents can be added more search options, an option to GA and MA, such as those cited
by [21]: Simulated Annealing, Ant Colony e Tabu Search. Having more search options,
can be modeled behavior of agents in phase that allows the choice of method to be
employed, including using more than one [11].
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Abstract. We describe in this paper a new approach to enhance the bat algo-
rithm using a fuzzy system to dynamically adapt its parameters. The original
method is compared with the proposed method and also compared with genetic
algorithms, providing a more complete analysis of the effectiveness of the bat
algorithm. Simulation results on a set of benchmark mathematical functions
show that the fuzzy bat algorithm outperforms the traditional bat algorithm and
genetic algorithms.
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1 Introduction

This paper focuses on the study of the Bat Algorithm, which has proven to be one of
the best to face problems of nonlinear global optimization.

The bat algorithm is a metaheuristic optimization method proposed by Yang in
2010 and this algorithm is based on the behavior of micro bats echolocation pulses with
different emissions and sound.

The bat algorithm has the characteristic of being one of the best methods to solve
problems of nonlinear global optimization. In this paper, the use of the bat algorithm
with a fuzzy system is presented in order to dynamically configure some parameters in
the algorithm to obtain improvement in performance against other metaheuristic
algorithms in optimization problems. To validate our proposed approach a set of
mathematical functions was used.

From a Literature survey, we found the following Bat Algorithm variants: a fuzzy
logic bat algorithm (FLBA) was presented in [2] as a variant by introducing fuzzy logic
into Bat Algorithm, a Multi-objective bat algorithm (MOBA) was presented in [8] as an
extended Bat Algorithm to deal with multi-objective optimization, which has
demonstrated its effectiveness for solving a few design benchmarks in engineering, a
K-means bat algorithm (KMBA) in [3] presented a combination of K-Means and bat
algorithm for efficient clustering, Chaotic bat algorithm (CBA) [4] presented a chaotic
bat algorithm using Levy flights and chaotic maps to carry out parameter estimation in
dynamic biological systems.

This paper is organized as follows in Sect. 2 describes the original bat algorithm,
Sect. 3 describes the benchmark mathematical functions, in Sect. 4 we describe the
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results between genetic algorithm and bat algorithm, in Sect. 5 we describe a statistical
test, in Sect. 6 we describe the proposed method and results, and in Sect. 7 we describe
the conclusions.

2 Bat Algorithm

This section describes the basic concepts of the Bat Algorithm. If we idealize some of
the echolocation characteristics of microbats, we can develop various bat-inspired
algorithms or bat algorithms. For simplicity, we now use the following approximate or
idealized rules [7]:

1. All bats use echolocation to sense distance, and they also know the difference
between food/prey and background barriers in some magical way.

2. Bats fly randomly with velocity vi at position xi which a fixed frequency fmin,
varying wavelength λ and loudness A0 to search for prey. They can automatically
adjust the wavelength (or frequency) of their emitted pulses and adjust the rate of
pulse emission r ϵ [0, 1], depending on the proximity of their target.

3. Although loudness can vary in many ways, we assume that the loudness varies from
a large (positive) A0 to a minimum constant value Amin.

For simplicity, the frequency f ϵ [0, fmax], the new solutions xi
t and velocity vi

t at a
specific time step t are represented by a random vector drawn from a uniform distri-
bution [1].

2.1 Pseudo Code for the Bat Algorithm

The basic steps of the bat algorithm, can be summarized as the pseudo code shown in
Fig. 1.

Fig. 1. Pseudo code of the bat algorithm
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2.2 Movements in the Bat Algorithm

Each bat is associated with a velocity vi
t and location xi

t, at iteration t, in a dimensional
search or solution space. Among all the bats, there exist a current best solution x*.
Therefore, the above three rules can be translated into the updating equations for xi

t and
velocities vi

t:

fi ¼ fmin þðfmax � fminÞb; ð1Þ

vti ¼ vt�1
i þðxt�1

i � x�Þfi; ð2Þ

xti ¼ xt�1
i þ vti; ð3Þ

Where β ϵ [0, 1] is a random vector selected from a uniform distribution [6].
As mentioned earlier, we can either use wavelengths or frequencies for imple-

mentation, and we will use fmin = 0 and fmax = 1, depending on the domain size of the
problem of interest. Initially, each bat is randomly assigned a frequency which is drawn
uniformly from [fmin − fmax]. The loudness and pulse emission rates essentially provide
a mechanism for automatic control and auto zooming into the region with promising
solutions [9].

2.3 Loudness and Pulse Rates

In order to provide an effective mechanism to control the exploration and exploitation
and switch to the exploitation stage when necessary, we have to vary the loudness Ai

and the rate ri of pulse emission during the iterations. Since the loudness usually
decreases once a bat has found its prey, while the rate of pulse emission increases, the
loudness can be chosen as any value of convenience, between Amin and Amax, assuming
Amin = 0 means that a bat has just found the prey and temporarily stop emitting any
sound, where α and γ are constants. In essence, here α is similar to the cooling factor of
a cooling schedule in simulated annealing. For any 0 < α < 1 and γ > 0, with these
assumptions, we have [1]

Atþ 1
i ¼ aAt

i; r
tþ 1
i ¼ r0i ½1� expð�ctÞ�; ð4Þ

3 Benchmark Mathematical Functions

This section lists a number of the benchmark mathematical functions used to evaluate
the performance of the optimization algorithms. The mathematical functions are
defined below:

• Sphere

f1ðxÞ ¼
Pnx

j¼1
x2j

where xj 2 ½�100; 100� and f �ðxÞ ¼ 0:0
ð8Þ
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• Rosenbrock

f2ðxÞ ¼
Pnz=2

j¼1
½100ðx2j � x22j�1Þ2 þð1� x2j�1Þ2�

where xj 2 ½�2:048; 2:048� and f �ðxÞ ¼ 0:0
ð9Þ

• Rastrigin

f3ðxÞ ¼
Pnx

j¼1
ðx2j � 10 cosð2pxjÞþ 10Þ

where xj 2 ½�5:12; 5:12� and f �ðxÞ ¼ 0:0
ð10Þ

• Ackley

f4ðxÞ ¼ �20e
�0:2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
nx

Pnx

j¼1

x2j � 1
enx

Pnx

j¼1

cosð2pxjÞ
r

þ 20þ e
where xj 2 ½�30; 30� and f �ðxÞ ¼ 0:0

ð11Þ

• Zakharov

f5ðx) ¼
Pn

i¼1
x2i þðP

n

i¼1
0:5ixiÞ2 þðP

n

i¼1
0:5ixiÞ4

where xi 2 ½�5; 10� and f �ðxÞ ¼ 0:0
ð12Þ

The mathematical functions were integrated directly into the code of the bat
algorithm and genetic algorithm.

4 Results Between GA and the Bat Algorithm

In this section the Bat algorithm is compared against the genetic algorithm. In each of
the algorithms, 5 Benchmark math functions were used separately for a dimension of
10 variables, and 30 tests were made for each function with different parameters in the
algorithms. The parameters in the Bat algorithm are as follows: Population size 2 to 40
Bats, Loudness 0.5 to 1, Pulse frequency 0.5 to 1, Frequency min 0 to 2, Frequency
max.: 0 to 2. The parameters for the genetic algorithm are shown: Number of Indi-
viduals 4 to 40, StochasticSelection, Remainder, Uniform, Roulette, Scattered Cross-
over, Single Point, Two Point, Heuristic, Arithmetic, Mutation Gaussian, and Uniform.

Once the modification in the bat algorithm is performed, tests were made with
benchmark mathematical functions to analyze its effectiveness. Also the original
method is compared with the proposed method and with genetic algorithms, providing
a more complete analysis of the effectiveness of bat algorithm. Simulation results with
the fuzzy bat algorithm outperform the traditional bat algorithm and genetic algorithms.

436 J. Pérez et al.



The results of the tests are shown below in Table 1.

5 Statistical Test of the Bat Algorithm and Genetic Algorithm

The statistical test was performed as follows: the comparison is made between the bat
algorithm and the genetic algorithm with the experiments corresponding to the results
of tests performed for each algorithm. In this case each algorithm is applied separately
to the benchmark mathematical functions. The experiments are with six functions for

Table 1. The comparison between the bat algorithm and genetic algorithm

Population Function Bat algorithm Genetic algorithm
Mean Mean

2/4 F1 0.366906 0.50145
F2 0.200877 0.56189
F3 0.610017 0.53238
F4 0.006825 0.34634
F5 0.404631 0.44289

5 F1 0.235177 0.29767
F2 0.097149 0.47668
F3 0.613184 0.48465
F4 0.098505 0.55591
F5 0.371813 0.36849

10 F1 0.000286 0.61649
F2 1.133775 0.21288
F3 0.530195 0.59146
F4 0.396806 0.30968
F5 0.000277 0.47577

20 F1 1.77E-05 0.25064
F2 0.02374 0.15163
F3 0.153645 0.41605
F4 0.198577 0.21732
F5 0.000221 0.44479

30 F1 0.00031 0.52185
F2 0.628592 0.05068
F3 0.576684 0.40294
F4 0.991825 0.0131
F5 1.73E-05 1.51853

40 F1 5.39E-05 0.55895
F2 0.178972 0.24298
F3 0.303122 0.30482
F4 0.098321 0.22942
F5 0.000116 1.30143
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algorithms and 30 experiments were performed for each function for a total 180
experiments for method.

The statistical test used for the comparison is the z-test, whose parameters are set
out in Table 2.

The alternative hypothesis states that the average performance of the bat algorithm
is lower than the average of the results of the genetic algorithm, and therefore the null
hypothesis tells us that the average bat algorithm is greater than or equal to the average
of the algorithm genetic, with a reject region for all values less than −1.96. The
equation of the statistical test is the following:

Z ¼ ðX1 � X2Þ � ðl1 � l2Þ
rX1�X2

ð14Þ

The data of the values of the mean, standard deviation are found in Table 3.

With a significance level of 95 % and a value of Z = −2.1888, we can affirm that the
alternative hypothesis is accepted that the average mentioning of the bat algorithm is
below the average of the genetic algorithm.

6 Proposed Method

The Bat Algorithm has the characteristic of being one of the best to face problems of
nonlinear global optimization. In this paper the enhancement of the bat algorithm using
a fuzzy system is presented with the objective of dynamically setting some of the
parameters in the algorithm. The goal is improving the performance of the algorithm
against other metaheuristics in optimization problems by testing through the use of
benchmark mathematical functions. In the area of fuzzy logic for adapting parameters

Table 2. Parameters for the statistical test

Parameter Value

Level significance 95 %
Alfa 5 %
Ha µ1 < µ2
H0 µ1 ≥ µ2
Critical value 1.96

Table 3. Statistical data of the comparison of the algorithms

Algorithm Number sample Mean Standard deviation Level significance α

Genetic 30 0.446659 0.306969 0.05
Bat 30 0.274021 0.303970
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in metaheuristics we can find as similar work: Dynamic Fuzzy Logic Parameter Tuning
for ACO and its Application in TSP Problems [5].

Usually in the bat algorithm, the modification of the parameters is done by trial and
error, modifying the parameters, which are wavelength λ, loudness (volume) A0, low
frequency and high frequency. In the present work an implementation of a fuzzy
system, which can be responsible for setting any of these parameters dynamically in
order to improve the performance of the algorithm achieving greater effectiveness is
presented. Once the modification in the bat algorithm is performed, tests were made
with benchmark mathematical functions to analyze its effectiveness. At the end, the
original method is compared with the proposed method and also compared with the
genetic algorithm, providing a more complete analysis of the effectiveness of the bat
algorithm. Simulation results with the fuzzy bat algorithm outperform the traditional
bat algorithm and genetic algorithms. The general approach of the proposed bat
algorithm method can be seen in Fig. 2.

The proposed fuzzy system is of Mamdani type because it is more common in this
type of fuzzy control and the defuzzification method was the centroid. The membership
functions are of triangular form in the inputs and Gaussian for the outputs. For the input1
variable (Iterations) the membership functions are of triangular form and shown in
Fig. 3. The output1 variable (Loudness) the membership functions are of Gaussian form
shown in Fig. 4. The output2 variable (Pulse) the membership functions are of Gaussian
as shown in Fig. 5 and the Mamdani fuzzy system has 9 rules is a show in Fig. 6.

To test the proposed approach, we use the benchmark mathematical functions. In
Table 4 we show for function 1 for the fuzzy bat algorithm the results of our proposed
approach, where we obtain on average better results when compared with the original
method.

Fig. 2. Proposed scheme of the bat algorithm.
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In Table 5 we show the function 2 for the fuzzy bat algorithm, the results show that
our proposed approach obtains on average better results when compared with the
original method.

Fig. 3. Variable input 1 Fig. 4. Variable output 1

Fig. 5. Variable output 2

Fig. 6. Rules of the fuzzy system
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7 Conclusions

In this paper we have presented a fuzzy logic approach for parameter adaptation in the
bat algorithm. In Sects. 4 and 6 of the paper the analysis of the comparative study of the
Bat Algorithm and the proposed fuzzy modification of the Bat Algorithm, we find that
there are promising results, but we plan to continue improving the algorithm. Based on
these results we can say that using fuzzy logic for parameter adaptation is a good
choice for metaheuristics, in particular for the bat algorithm. The application of the bat
algorithm to various problems has been a very wide field, where the revised items its
effectiveness is demonstrated in various applications, their use can be mentioned in the
processing digital pictures, search for optimal values, neural networks, and many
applications.
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Abstract. The aim of the present work is to describe the performance
of a fuzzy agent that is implemented in an embedded system to make an
on-line tuning of a embedded PID controller. The fuzzy agent inputs are
steady-state error, overshooting and settling time, with this input the
fuzzy agent is able to automatically adjust the PID parameter in order
to have a better performance. The Peltier cells are used to control the
temperature of a small chamber.
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1 Introduction

1.1 Fuzzy Logic Systems

Fuzzy logic has recently emerged as an important tool for controlling complex
systems and industrial processes. this is because fuzzy logic allows us to find
intermediate values in order to rate conventional statements as true or false, so
we can design applications for machines to respond with more intelligence to the
imprecision and conditions of the outside world, thereby imitate human behavior.
Creating a machine with fuzzy logic is the same as creating an expert system,
where the behavior of the machine will be solely based on expert knowledge or the
person who provides their empirical knowledge to operate it. Expert knowledge
is empirical knowledge of how to control the phenomenon, without knowing any
model of the system to be controlled.

1.2 PID Control Systems

Based on Classic Control Theory, the PID controller is a closed-loop feedback
controller that calculates an error value as the sum of the difference between a
measured process variable and a desired setpoint, the history of that difference
and how that difference has change through time. The objective of this con-
troller is to minimize error. This definition for PID in the continuous domains
is described as:

u(t) = Kpe(t) + Ki

∫ t

0

e(τ) dτ + Kd
d

dt
e(t) (1)
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In the PID formula the Kp is the proportional gain, the Ki is the integral
gain and the Kd is the derivative gain, the controller operates on the measured
reference error e(t). By tuning the three parameters (Kp Ki Kd) in the PID con-
troller algorithm, the controller can provide control action designed for specific
process requirements. The response of the controller can be described in terms
of the responsiveness of the controller to an error, the degree to which the con-
troller overshoots the setpoint, and the degree of system oscillation. Nowadays,
there is an existing problem generalized with the tuning of PID control systems,
which generally are set through the expert experience, which means, that the
gains are set in an heuristic way [1].

1.3 Fuzzy Logic in PID Control Systems

In terms of Control, fuzzy systems can be applied as controller or tuning system.
A controller based on fuzzy logic (FLC), gather information on how to control
a process. With this information set of rules can be expressed in the logical
structure (if A and B then C), which dictate how the controller should react
to changes in the controlled variable. A tuning system based on fuzzy logic in
nature an FLC in which the process to control is the controller [4].

Using constant values in the PID tuning parameters, gives a satisfactory per-
formance indices for first order linear systems, however it is not the case for the
higher order systems subject to load disturbances or noise. In this sense, this
opens the possibility of improving the performance of the classic PID controller
using the dynamic adjustment of the tuning parameters. Since there is no stan-
dardized method for tuning parameters to ensure good performance in general
method. This dynamic adjustment can be made by Intelligent PID control that
arise at the historic moment. The most common intelligent PID control meth-
ods are Fuzzy PID control, Neural Network PID control, genetic algorithm PID
control and hybrid PID control [1]. Fuzzy tuning of PID control is the outcome
combination of the fuzzy theory, the fuzzy technology and PID control algorithm.

The diagram for a Fuzzy Tuning PID is illustrated below [3] (Fig. 1).

Fig. 1. Basic diagram for a fuzzy self-tuning PID.

The fuzzy tuning system to perform the establishment of the parameters, we
have to settle rules in the fuzzy control chart which will connect the three para-
meters of the PID and the three properties of the steady-state, in the precisely
moment in which the control parameters are established [1].
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2 System Description

The fuzzy tuning system and the PID controller was implemented in a microcon-
troller (MCU), in order to have a full embedded system. We use the Arduino Due
a microcontroller board that is based on the Atmel SAM3X8E ARM Cortex-M3
CPU (Fig. 2).

The aim of the PID controller is to regulate the temperature of the Peltier
cells according to the value of a potentiometer (setpoint), this is accomplish by
using a PWM output as the controller output. The feedback of the temperature
is made by a temperature sensor (LM35). Basically the whole system can be
illustrate as:

Fig. 2. Description of the implemented system.

As we know the MCU operates in the discrete domain, so in order to imple-
ment the PID we have to use the discrete formula for The PID

u(n) = Kpe(n) + KiTs

N∑

n=1

e(n) +
Kd

Ts
Δe(n) (2)

Δe(n) = e(n) − e(n − 1) (3)

Where e(t) is the error, u(t) is the control signal and Ts is the sampled period.
For the tuning problem we apply the fuzzy agents, which are the ones that

manipulates Kp, Ki and Kd, by manipulating this parameters, the system pro-
vides different responses curves, so we measure steady-state properties, the prop-
erties that we considered are the overshoot, the settle time and the steady state
error, we use these properties as qualifiers that evaluate the performance of the
system response and therefore the input of the the fuzzy agents.
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Each Fuzzy Agent use a set of fuzzy rules in order to make the modification
of the PID controller’s gains. We use the Takagi-Sugeno-Kahn (TSK) model as
structure for the rule set, following the standard procedure of fuzzy controller’s
design, which consist of fuzzification, control rule base establishments, inference
engine, and defuzzifier [1].

1. Fuzzifier: a normalized input (value mapped between 0 and 1) is classified in
fuzzy values, which can be read in a linguistic way as very low, low, medium,
high, very high. The membership value is computed according to the value
of the input.

2. Knowledge base: where the rules that decide the behavior of the system
are stored as a IF-THEN rules, this rules are generally provided by experts.

3. Inference engine: the output is calculated but it has a fuzzy value, according
to the membership values from the Fuzzifier based on the knowledge base.

4. Defuzzifier: the stage in which the fuzzy output changes into a numerical
values that can be understandable to the mechanism.

The Fuzzy self-tuning PID controller was design with the following the steps:

Algorithm 1. The main steps of the Fuzzy Self-tuning PID controller
Initialize the System;
repeat

repeat
PID controller;

until until the system reaches the steady state;
Steady State properties are computed;
Fuzzification;
Inference Engine;
Defuzzification;

until requirements are met ;

Combining these fuzzy agents and the PID controller, creates an intelligent
tuning system that search for the optimal combination of PID parameter’s.

3 Implementation

We use Arduino DUE because it is based on a microcontroller that fits on our
needs. Since the Arduino Due board runs at 3.3V, we condition the system.

The proposed system for the application of the PID controller are Peltier cells
that are connected to the development board Arduino DUE (MCU) through an
Darlington NPN transistor (TIP122), in order to have a feedback of the temper-
ature of the Peltier cells we use the LM35 a temperature sensor a potentiometer
is used as setpoint.
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Table 1. Computational environment configuration

Microcontroller AT91SAM3X8E

Operating voltage 3.3 V

Digital I/O pins 54 (12 PWM output)

Analog input pins 12

Flash memory 512KB

SRAM 96KB

Clock speed 84MHz

When the system starts, the parameters of the PID controller is set as Kp =
0.1, Ki = 0.1 and Kd = 0.1. The fuzzy system is in charge of minimizing the
errors based on the response of the PID, when the system reach the steady state,
we measure the overshoot, steady state error and the settle time, these variables
are normalize so we use them as input of the fuzzy system, The TKS model was
designed for only one output and we need to modify three gains. So we use 3
complete system in order to calculate the gains value. Each fuzzy system has 3
inputs, 1 output and 5 fuzzy sets which are Very Low (1), Low (2), Medium (3),
High (4), Very High (5). Using a fuzzy rule set [1], each gain has 125 different
rules, as an example, a part of Fuzzy Rules for Kd is shown below (Table 2).

Table 2. Part of the Fuzzy Rules for Kd behaviour

OS ESS ST O

1 4 4 5
2 2 1 5
3 1 1 3
4 5 3 2
5 5 5 4

Where OS is the overshoot, ESS is steady-state error, ST is the settle time
and O is the output and the optimal value is Medium for all the inputs. The
rules of Table 1 can be describe as follows:

If OS is 1 AND if ESS is 4 AND if ST is 4 THEN O is 5.
If OS is 2 AND if ESS is 2 AND if ST is 1 THEN O is 5.
If OS is 3 AND if ESS is 1 AND if ST is 1 THEN O is 3.
If OS is 4 AND if ESS is 5 AND if ST is 3 THEN O is 2.
If OS is 5 AND if ESS is 5 AND if ST is 5 THEN O is 4.
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The output of the defuzzifier controls the change of the PID controller’s gains,
this output is normalized, so the gains are computed as.

Kx = Kx + βΔKx (4)

Where Kx represent any gain, and β is a factor that describes how Kx changes
(βKp = 10, βKi = βKd = 0.1), ΔKx represent the defuzzifier output and −l ≤
ΔKx ≤ 1.

4 Results

For this test, the setpoint is set to 41.5◦C, the system starts at room temperature
(30◦C), so we wait until the system reaches a steady state, the sample time (Ts)
is 100 ms. The performance of the system through iteration is shown in Table 3,
the table shows how the steady state properties and the value of the gains are
change through each iteration.

Table 3. Fuzzy self-tuning PID behavior through iterations

Iteration Kp Ki Kd OS ESS ST

1 0.10 0.10 0.10 0.78 0.66 0.99
2 8.79 0.11 -0.09 0.87 0.69 0.99
4 17.88 -0.05 0.10 0.64 0.79 0.83
6 19.97 0.30 0.30 0.85 0.70 0.99
8 20.06 0.20 0.20 0.63 0.33 0.99
12 21.95 -0.01 0.11 0.55 0.36 0.80
16 24.62 -0.07 0.20 0.49 0.30 0.75
20 29.54 -0.19 0.40 0.52 0.43 0.67

Where the optimum vale for the properties of the steady state are 0.5. The
complete description of the behavior of the system in each iteration exposed in
the table is shown below (Figs. 3, 4, 5, 6, 7, 8, 9 and 10).

As we can see the evolution of the behavior of the system depends on the
criteria used in the fuzzy rules, in this case we expect to see low values (three in
the fuzzy set) of steady-state error, overshoot and settling time.

Fig. 3. System behavior with kp = 0.1 Ki = 0.10 Kd = 0.1
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Fig. 4. System behavior with kp = 8.79 Ki = 0.11 Kd = −0.09

Fig. 5. System behavior with kp = 17.88 Ki = −0.05 Kd = 0.10

Fig. 6. System behavior with kp = 19.79 Ki = 0.30 Kd = 0.30

Fig. 7. System behavior with kp = 20.06 Ki = 0.20 Kd = 0.20
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Fig. 8. System behavior with kp = 21.95 Ki = −0.01 Kd = 0.11

Fig. 9. System behavior with kp = 21.95 Ki = −0.07 Kd = 0.20

Fig. 10. System behavior with kp = 29.54 Ki = −0.19 Kd = 0.40

5 Conclusion

Since the Peltier cells has non-linear behavior we use PID controller but there is
no standardized method for tuning parameters that ensure good performance,
this justifies the implementation of the Fuzzy Self-tuning PID controller. The
result of the experiment showed that for each iteration the performances of the
system response improves. Finally we can conclude that the Fuzzy Self-tuning
PID controller is a good option to solve complex objects control problems of
uncertainly, non-linearity, and time variances [1–4].



An Embedded Fuzzy Self-tuning PID Controller 451

References
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Abstract. In this paper, a Fuzzy Chemical Reaction Algorithm (FCRA) is pro-
posed. In order to overcome the problems of the basic Chemical Reaction
Algorithm (CRA), we improve the CRA by proposing a FCRA that takes into
account the diversity of the population. Comparative experimental results with
benchmark functions show that our proposed method performs much better than
the original algorithm in problems with many dimensions.
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1 Introduction

In this paper we propose a method based on CRA that automatically changes parameters
in adapting to the characteristics of the problem. It has been demonstrated [1–5], that the
combination of several systems offers new possibilities for solutions and improvements,
instead of using methods separately.

CRA is an optimization algorithm proposed by Astudillo et al. [6–10], this algorithm
is based on a static population metaheuristic, which applies an abstraction of several
chemical reactions as intensifiers (substitution, double substitution reactions) and other
reactions as diversifying (synthesis, decomposition reactions) mechanisms.

This paper is organized into four sections as follows: Sect. 2 describes the main
problem and recent research work is presented. Sections 3 and 4 describe the theory
underlying the present work, in which issues such as fuzzy logic, the CRA algorithm
and a little on the operation of autonomous mobile robot are discussed. Section 5 shows
the results of the simulations.

2 The Chemical Optimization Paradigm

The proposed chemical reaction algorithm is a metaheuristic strategy that performs a
stochastic search for optimal solutions within a defined search space. In this opti-
mization strategy, an element (or compound) represented every solution, and the fitness
or performance of the element is evaluated in accordance with the objective function.

This algorithm has the advantage of not having external parameters (kinetic/potential
energies, mass conservation, thermodynamic characteristics, etc.) as occurs in other
optimization algorithms; this is a very straight forward methodology that takes the
characteristics of the chemical reactions (synthesis, decomposition, substitution and
double-substitution) to find the optimal solution [6] (Fig. 1).
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This approach is based on a static population metaheuristic, which applies an
abstraction of chemical reactions as intensifiers (substitution, double substitution
reactions) and diversifying (synthesis, decomposition reactions) mechanisms. The
elitist reinsertion strategy allows the permanence of the best elements and thus the
average fitness of the entire element pool increases with each iteration. Figure 2 shows
the flowchart of the algorithm.

The main components of this chemical reaction algorithm are described below.
The synthesis and decomposition reactions are used to diversify the resulting

solutions; these procedures prove to be highly effective and rapidly lead the results to a
desired value.

The single and double substitution reactions allow the algorithm to search for optimal
values around a good previously found solution and they’re described as follows.

The algorithm works mainly with chemical reactions with a change in at least one
substance (element or possible solution), that changes its composition and property
sets. Such reactions are classified into 4 types, which are described below:

2.1 Type 1: Combination Reactions

B + X ! BX ð1Þ

Fig. 1. General flowchart of the chemical reaction algorithm

Fig. 2. Decomposition possibilities
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A combination reaction is a reaction of two reactants to produce one product. The
simplest combination reactions are the reactions of two elements to form a compound.
After all, if two elements are treated with each other, they can either react or not.

2.2 Type 2: Decomposition Reactions

BX ! B + X ð2Þ

The second type of simple reaction is decomposition. This reaction is also easy to
recognize. Typically, only one reactant is given. A type of energy, such as heat or
electricity, may also be indicated. The reactant usually decomposes to its elements, to
an element and a simpler compound, or to two simpler compounds.

Binary compounds may yield two elements or an element and a simpler compound.
Ternary (three-element) compounds may yield an element and a compound or two
simpler compounds (See Fig. 3).

2.3 Type 3: Substitution Reactions

X + AB ! AX + B ð3Þ

Elements have varying abilities to combine. Among the most reactive metals are the
alkali metals and the alkaline earth metals. On the opposite end of the scale of reac-
tivities, among the least active metals or the most stable metals are silver and gold,
prized for their lack of reactivity. Reactive means the opposite of stable, but means the
same as active.

When a free element reacts with a compound of different elements, the free element
will replace one of the elements in the compound if the free element is more reactive than
the element it replaces. In general, a freemetal will replace themetal in the compound, or a

Fig. 3. Fuzzy system for parameter adaptation
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free nonmetal will replace the nonmetal in the compound. A new compound and a new
free element are produced.

2.4 Type 4: Double-Substitution Reactions

Double-substitution or double-replacement reactions, also called double-decomposition
reactions or metathesis reactions, involve two ionic compounds, most often in aqueous
solution [4].

In this type of reaction, the cations simply swap anions. The reaction proceeds if a
solid or a covalent compound is formed from ions in solution. All gases at room
temperature are covalent. Some reactions of ionic solids plus ions in solution also
occur. Otherwise, no reaction takes place.

Just as with replacement reactions, double-replacement reactions may or may not
proceed. They need a driving force.

In replacement reactions the driving force is reactivity; here it is insolubility or
covalence.

At first sight, chemical theory and definitions may seem complex and none or few
are related to optimization theory, but only the general schema will be considered here
in order to focus on the control application.

The steps to consider in this optimization method are illustrated in Fig. 4 and given
as follows.

• First, we need to generate an initial pool of elements/compounds.
• Once we have the initial pool, we have to evaluate it.
• Based on the previous evaluation, we will select some elements/compounds to

“induce” a reaction.
• Given the result of the reaction, we will evaluate the obtained elements/compounds.
• Repeat the steps until the algorithm meets the criteria (desired result or maximum

number of iterations is reached) [6].

Fig. 4. CRA flowchart with fuzzy system
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3 Methodology

Normally the algorithm uses fixed parameters for each of the reactions: synthesis,
decomposition, substitution and double-substitution, propose the idea of adapting the
parameters of the reactions, to control the ability of exploration and exploitation, these
parameters will be used as output of a fuzzy system (Fig. 3) and as input the level of
diversity Eq. 4 which is in the population and the percentage of iterations Eq. 5 [1].

Diversity S tð Þð Þ ¼ 1
ns

Xns

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xnx

j¼1

xij tð Þ � �xj tð Þ
� �2

vuut ð4Þ

Iteration ¼ Curren Iteration
Maximum of Iterations

ð5Þ

Where current iteration is the number of iterations elapsed and maximum iterations
is the number of iterations established for CRA to find the best solution. In Eq. 4, S is
the population of the CRA; t is the current iteration or time, ns is the size of the
population, i is the number of the particle, nx is the total number of dimensions, j is the
number of the dimension, xij is the j dimension of the particle i, j is the j dimension of
the current best particle of the population.

Figure 3 shows the adaptation of the CRA fuzzy system for adjusting the param-
eters of the chemical reactions, which change at every iteration, before performing the
chemical reaction of the elements, then the elements are evaluated, this in order that
they can adapt to every possible circumstance.

We obtain the rule set for the fuzzy system used to adapt the parameters of the
CRA, using knowledge about the effects of the parameters as intensifiers (substitution,
double substitution reactions) and diversifying (synthesis, decomposition reactions)
mechanisms, for example: when we use a synthesis higher than decomposition reac-
tions and substitution lower than double substitution reactions the effect is that the
population will explore the space of search, and when we use a synthesis lower than
decomposition reactions and substitution higher than double substitution reaction the
effect is that the population will exploit the best area of the space of search found.

With the fuzzy rule set shown in Fig. 5, we want that in early iterations the CRA
algorithm will explore the space of search and in final iterations the CRA will exploit
the best area of the space of search found so far.

Fig. 5. Fuzzy rules set
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4 Simulation Results

To validate the proposed approach we performed some tests with benchmark functions,
and these functions are described below in Table 1.

Testing was performed using 30 and 1500 dimensions. Table 2 shows the mean and
standard deviation obtained for each function.

Table 1. Benchmark functions.

Table 2. Mean and standard deviation of FCRA.

Function Dimensions Mean Standard deviation

F1 30 1.39E-74 5.14E-74
1500 4.57E-84 2.35E-83

F2 30 4.83E-74 2.09E-73
1500 9.41E-75 5.15E-74

F3 30 6.60E-21 3.62E-20
1500 7.72E-09 4.14E-08

F4 256 7.45E-70 4.08E-69
1500 3.75E-78 2.03E-77

F5 30 2.90E+01 1.87E-02
1500 1.50E+03 3.84E-02

F6 30 0 0
1500 0 0

F7 30 −1.05E+08 −3.78E+08
1500 8.48E+07 2.31E+08
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5 Comparison of Results

We made comparisons against others works and these works are briefly described
below.

The first comparison is against Astudillo et al. [4], Tables 3 and 4 summarize the
results presented in [4], and we add our results using the proposed approach (FCRA).

Table 3. Mean and standard deviation 30 dimensions.

Function Mean Standard deviation t P

F1 CRA 9.51E-33 3.41E-32 −0.02 0.494
FCRA 1.39E-74 5.14E-74

F2 CRA 6.78E-31 3.70E-30 −1 0.162
FCRA 4.83E-74 2.09E-73

F3 CRA 6.78E-31 3.70E-30 1 0.837
FCRA 6.60E-21 3.62E-20

F4 CRA 2.38E-26 1.54E-25 −0.85 0.202
FCRA 7.45E-70 4.08E-69

F5 CRA 2.9E+01 2.62E-02 0 0.50
FCRA 2.90E+01 1.87 E-02

F6 CRA 0 0
FCRA 0 0

F7 CRA −3.96E+04 4.19E+04 −6.78 0
FCRA −1.05E+08 8.48 E+04

Table 4. mean and standard deviation 1500 dimensions.

Function Mean Standard deviation t P

F1 CRA 9.03E-27 2.83E-26 −1.75 0.046
FCRA 4.57E-84 2.35E-83

F2 CRA 1.14E-25 3.78E-25 −1.65 0.055
FCRA 9.41E-75 5.15E-74

F3 CRA 1.31E-25 6.52E-25 1.02 0.842
FCRA 7.72E-09 4.14E-08

F4 CRA 3.86E-24 1.99E-23 −1.06 0.148
FCRA 3.75E-78 2.03E-77

F5 CRA 1.50E+03 1.04E-02 0 0.50
FCRA 1.50E+03 3.84E-02

F6 CRA 0 0
FCRA 0 0

F7 CRA −4.05E+05 6.82E+05 −8.95 0
FCRA −3.78E+08 2.31E+08
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6 Conclusion

This paper proposed a fuzzy system for the CRA algorithm. The CRA is a new
optimization algorithm for optimization problem inspired by the nature of chemical
reactions. We improve this algorithm by using a fuzzy system in the adaptation of
parameters of the chemical reactions. So our proposed FCRA method is better than
CRA. The comparative experiments show that our proposed method is more efficient
and robust in problem with many dimensions.
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Abstract. A new fuzzy Bee Colony Optimization (FBCO) algorithm with
dynamic adaptation in the alpha and beta parameters using an Interval Type-2
Fuzzy Logic System is presented in this paper. The Bee Colony Optimization
meta-heuristic belongs to the class of Nature-Inspired Algorithms. The objective
of the work is based on the use of Interval Type-2 Fuzzy Logic to find the best
Beta and Alpha parameter values in BCO. We use BCO specifically for tuning
membership functions of the fuzzy controller for stability of the trajectories in a
mobile robot. We implemented the IAE and MSE metrics as performance
metrics of control. We added perturbations in the model with the pulse generator
so that the Interval Type-2 Fuzzy Logic System is better analyzed under
uncertainty and to verify that the FBCO shows better results than the traditional
BCO.

Keywords: Bee � Colony optimization algorithm � Interval Type-2 Fuzzy
Logic System � Dynamic adaptation � Mobile robots

1 Introduction

In recent years, many works have been developed on control and system stabilization.
However, all these control design methods require the exact mathematical model of the
physical systems which may not be available in practice. On the other hand, fuzzy logic
control has been successfully applied for solving many nonlinear control problems
[1, 2, 5]. Fuzzy Logic or multi-valued logic is based on fuzzy set theory proposed in
[17–19], which helps us in modeling knowledge, through the use of if-then rules. In
Type-2 fuzzy systems, the membership functions can now return a range of values,
which vary depending on the uncertainty involved in not only the inputs, but also in the
same membership functions [10, 12, 19].

BCO has recently received many improvements and applications. The BCO
algorithm mimics the food foraging behavior of swarms of honey bees [9]. Honey bees
use several mechanisms, like the waggle dance to optimally locate food sources and
search new ones. It is a very simple, robust and population based stochastic opti-
mization algorithm [15].

Mobile robots have attracted considerable interest in the robotics and control research
community; because they have non-holonomic properties caused by non-integrable
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differential constrains [10]. The main contribution of the paper is the proposed fuzzy
BCO approach using Interval Type-2 Fuzzy Logic System to provide efficient control of
mobile robots.

This paper starts with related works in Sect. 2. Section 3 describes the Theoretical
basis. Section 4 describes the problem statement. Section 5 describes the Bee Colony
Optimization algorithm. Section 6 describes the proposed method. Section 7 describes
the experimental results, Sect. 8 describes a comparison of results, and finally Sect. 9
presents the conclusion and future works of this research.

2 Related Works

Many intelligent optimization techniques, such as Ant Colony Optimization [8, 13],
and Particle Swarm Optimization [11], Differential Evolution [13] have been proposed
to tune Fuzzy Controllers. However, the BCO algorithm is a new technique to solve
complex problems and can also be used for tuning fuzzy controllers.

The problem of controlling the trajectory of the amobile robot, such as in [7, 10],
with different meta-heuristics algorithms. In addition, most related works are realized
with the classical algorithm, in [7, 11, 13] implemented the dynamic adaptation of the
parameters in bio-inspired algorithms finding good results. In [1] fixed values are
recommended for the Alpha and Beta parameters in the BCO algorithm are both 1.0,
and several experiments were realized to find the optimum values of these parameters.
To overcome this problem, we proposed to use the dynamic adaptation parameter of the
BCO with type-1 fuzzy logic and interval type-2 fuzzy logic system to find the best
values of the Alpha and Beta parameters in the BCO algorithm.

3 Theoretical Basis

The main idea of fuzzy logic systems was introduced by Zadeh in 1965 [17–19], and
was first applied to control theory in 1974 by Mamdani [5]. Based on these works, the
fuzzy controllers have successfully been used in various applications [1, 5, 7, 8, 10, 13,
14, 16].

3.1 Interval Type-2 Fuzzy Logic Systems

If we have a type-1 membership function, and we are blurring it to the left and to the
right, then, for a specific value x’, the membership function (u’), takes on different
values, which are not all weighted the same, so we can assign an amplitude distribution
to all of those points. Doing this for all x ϵ X, we create a three-dimensional mem-
bership function – a type-2 membership function – that characterizes an interval type-2
fuzzy set [6, 14]. Figure 1 shows the Interval Type-2 membership function.
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A Type-2 fuzzy set, ~A, is characterized by Eq. (1).

~A ¼ fðx; uÞ; u~Aðx; uÞÞj8x 2 X; 8u 2 Jx�½0; 1�g ð1Þ

Where 0� u~Aðx; uÞ� 1
The footprint Uncertainty affects decisions in a number of different ways. The

concept of information is fully connected to the concept of uncertainty. The most
fundamental part of this connection is that the uncertainty involved in any solution of a
problem is the result of poor information, which may be incomplete, imprecise,
fragmentary, not fully reliable, vague, contradictory, or deficient in some way or
another [1, 2].

4 Problem Statement

4.1 General Description of the Problem

The model that is used is of a unicycle mobile robot [10, 16], consisting of two driving
wheels located on the same axis and a front free wheel. Figure 2 shows a graphical
description of the robot model.

The robot model assumes that the motion of the free wheel can be ignored in its
dynamics, as shown in Eqs. (2) and (3).

M qð Þ _vþC q; _qð ÞvþDv ¼ sþP tð Þ ð2Þ

Where,

Fig. 1. Interval Type-2 membership function.
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q ¼ x; y; hð ÞT is the vector of the configuration coordinates,
t ¼ v;wð ÞT is the vector of velocities,
s ¼ s1; s2ð Þ is the vector of torques applied to the wheels of the robot where s1 and
s2 denote the torques of the right and left wheel,
P 2 R2 is the uniformly bounded disturbance vector,
M qð Þ 2 R2�2 is the positive-definite inertia matrix,
C q; _qð Þ# is the vector of centripetal and Coriolis forces, and
D 2 R2�2 is a diagonal positive-definite damping matrix.

The kinematic system is represented by Eq. (3).

_q ¼
cos h
sin h
0

0
0
1

2

4

3

5

|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
J qð Þ

v
w

� �

|ffl{zffl}
t

ð3Þ

Where,

x; yð Þ is the position in the X – Y (world) reference frame,
h is the angle between the heading direction and the x-axis,
v and w are the linear and angular velocities.

Furthermore, Eq. (4) shows the non-holonomic constraint, which this system has,
which corresponds to a no-slip wheel condition preventing the robot from moving
sideways.

_y cos h� _x sin h ¼ 0 ð4Þ

The system fails to meet Brockett’s necessary condition for feedback stabilization,
which implies that no continuous static state-feedback controller exists that can stabilize

Fig. 2. Mobile robot model.
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the closed-loop system around the equilibrium point. The control objective is to design a
fuzzy logic controller of τ that ensures:

lim
s!1 jjqdðtÞ � qðtÞjj ¼ 0 ð5Þ

4.2 Design of the Fuzzy Logic Controller

The main problem to study is controlling the stability of the trajectory in a mobile
robot. The mobile robot was modeled with a Mandani Fuzzy Controller [16]. The linear
#dð Þ and the angular wdð Þ velocity errors are taken as input variables and the right s1ð Þ
and left s2ð Þ torques as the outputs.

The Fuzzy Controller has two inputs and two outputs. The membership functions
used in the input are of trapezoidal form for the Negative (N) and Positive (P) and
triangular for the Zero (Z) linguistics terms. The first input is called ev (error in linear
velocity), which has three membership functions with linguistic values of N (Negative),
Z (Zero) and P (Positive). The second input variable is called ew (error in angular
velocity) with three membership functions with the same linguistic values. The Outputs
are called T1 (Torque 1), and T2 (Torque 2), which are composed of three triangular
membership functions with the following linguistic values, respectively: N (Negative),
Z (Zero), P (Positive). Figures 3 and 4 show the representation of the rules and the
design of the Type-1 Fuzzy Logic System, respectively.

The test criteria is a series of Performance Indices; where the MSE (Mean Square
Error), and the IAE (Integral Absolute Error) were used, and are respectively shown in
Eqs. (6–7).

MSE ¼ 1
n

Xn

i¼1

ðYi � YiÞ2 ð6Þ

Minimize IAE ¼
Z t

0

ðjDPðtÞj þ jDQðtÞjÞdtÞ ð7Þ

Fig. 3. Rules of the Fuzzy Logic System.
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5 Bee Colony Optimization Algorithm

The BCO is inspired by the bees´ behavior in the nature. The basic idea behind the
BCO is to create the multi agent system (colony of artificial bees) capabilities to
successfully solve difficult combinatorial optimization problems [15]. The BCO
metaheuristic [3, 4] has been introduced fairly recently by Lučić and Teodorović as a
new direction in the field of Swarm Intelligence, and has not previously been applied in
Interval Type-2 FLS applied to Fuzzy Controller design. The general steps are shown
in the flowchart in Fig. 5.

6 Proposed Method

The dynamics of BCO are defined in Eqs. (8-11).

Pij; n ¼
½qij; n�a:½ 1dij�b

P

j2Ai;n
½qij; n�a:½ 1dij�b

ð8Þ

Di ¼ K:
Pfi

Pfcolony
ð9Þ

Pfi ¼ 1
LI

; Li ¼ Tour Length ð10Þ

Pfcolony ¼ 1
NBee

XNBee

i¼1

Pfi ð11Þ

Fig. 4. Design of the Type-1 Fuzzy Logic System.
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Equation (8) represents the probability of a bee k located on a node i selects the
next node denoted by j, where β is the probability of visiting the following node. Note
that the ρij is inversely proportional to the city distance. dij represents the distance of
node i until node j, for this algorithm indicates the total the dance that a bee have in this
moment. Finally ∝ is a binary variable that is used for to find better solutions in the
algorithm.

Equation (9) represents that a waggle dance will last for certain duration, deter-
mined by a linear function, where K denotes the waggle dance scaling factor, Pfi
denotes the profitability scores of bee i as defined in Eq. (10) and Pfcolony denotes the

Fig. 5. Flowchart of BCO.
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bee colony’s average profitability as in Eq. (11) and is updated after each bee completes
its tour.

For measuring the iterations of the algorithm, it was decided to use the percentage
of iterations as a variable, i.e. when we are at the initial stages of the algorithm the
iterations will be considered ‘‘low’’, and when the iterations are completed it will be
considered ‘‘high’’ or close to 100 %. To represent this idea we use:

Iteration ¼ Current Iteration
Maximum of Iterations

ð12Þ

The diversity measure is defined by Eq. (13), which measures the degree of dis-
persion of the bee, i.e. when the bees are closer together, there is less diversity as well
as when bees are separated then diversity is high. As the reader will realize the equation
of diversity can be considered as the average of the Euclidean distances between each
bee and the best bee.

Diversity(S(t)) ¼ 1
ns

Xnx

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XijðtÞ � �X j(t))

2
q

ð13Þ

We realized three FLSs; the design in inputs for each FLS is with two inputs called
Iteration and Diversity; each input has three triangular membership functions with the
linguistic value of Low, Medium and High. The output changed depending on the type
of the FLS implemented; i.e. the first is FBCO1 has dynamic adjustment the value of
alpha and value of beta is 2, the second is FBCO2 with dynamic value of the beta and
value of alpha is 0.01. Finally, the third is FBCO3 with dynamic adjustment in alpha
and beta. The outputs have five triangular membership functions granulated as; Low,
Medium Low, Medium, Medium High and High for alpha and beta. The design and the
rules of the fuzzy system are shown in Figs. 6 and 7, respectively.

In BCO the value of alpha indicates the exploitation; and beta represents the
exploration. With the same methodology, we can design the Interval Type-2 Fuzzy
Logic Systemand both are Mamdani style.

Fig. 6. Type-1 Fuzzy Logic System.
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7 Experimental Results

The experimentation was performed with perturbations. We used some specific noise
generators,like the Pulse Generator noise. Where the height of the Power Spectral
Density of set to 0.5. The configuration of the experiments is shown in Table 1.

Simulation results in Table 2 show the best experiments without perturbation in the
fuzzy logic controller for each bio-inspired algorithm. These results are of the best
results and average of the MSE of 30 experiments for each method.

Table 2 shows the best result of the proposed method, with the traditional method
the MSE was of 0.006 and with the Interval Type-1 FLS the best result was 0.004 when
we used the dynamic adjustment in alpha and beta. We implemented levels of noise in
0.5 in the model, the goal is to analyze the uncertainty with Interval Type-2 FLS and
minimize the error and finally controlling the trajectory of the mobile robot. In Table 3
shows the experimental results.

In Table 3 we can observe that the added level of noise in the model the MSE
minimizes the error and the behavior in the model gets a better trajectory in the
simulation. The best results were obtaining when visiting the dynamic adjustment in

Fig. 7. Rules for the Type-1 Fuzzy Logic System.

Table 1. Parameters for each method

Parameters Traditional 
BCO

Fuzzy BCO 1 Fuzzy BCO 2 Fuzzy BCO 3

Population 50 50 50 50
Bee Follower 30 30 30 30
Iterations 20 20 20 20
Alpha 0.01 Dynamic 0.01 Dynamic
Beta 2 2 Dynamic Dynamic
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Alpha because the exploitation is very important for BCO algorithm and Interval
Type-2 FLS shows that the evaluation of the uncertainty applied level of noise obtain
better results.

8 Comparison of Results

The experimental results realized with levels of noise allow to observer a better tra-
jectory in the mobile robot when, we used the Interval Type-2 FLS in the adjustment
dynamic in parameters alpha and beta. The behavior in the model of the two proposed
methods when we applied noise level is shown in Fig. 8.

Table 2. Simulation results without a noise level.

Simulation Error
Type of 

the FLS
Index

Traditional 
BCO

Fuzzy BCO 1 Fuzzy BCO 2 Fuzzy BCO 3

Type-1
FLS

IAE 14.382 74.622 66.218 146.485

MSE 0.006 0.048 0.017 0.004

Average: 4.319 3.616 3.559 2.737

Interval 
Type-2 FLS

IAE
Not

Applicable

394.639 394.63 490.7488

MSE 0.079 0.079 0.0207

Average: 4.328 4.328 3.6818

Table 3. Simulation results with noise level.

Simulation Error
Type of 

the FLS
Index

Traditional 
BCO

Fuzzy BCO 1 Fuzzy BCO 2 Fuzzy BCO 3

Type-1 FLS
IAE 290.311 112.8783 374.74 221.2159

MSE 0.11 0.0443 0.0657 0.0338

Average: 4.4039 4.5121 3.6887 4.1498

Interval Ty-
pe-2 FLS

IAE
Not

Applicable

347.5412 435.17 349.65

MSE 0.0352 0.0033 0.005

Average: 4.3857 3.5905 3.9874
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9 Conclusions

We conclude that dynamically adjusting parameters of an optimization method (in this
case the Bee Colony Optimization BCO), can improve the quality of results and
increase the diversity of solutions to a problem. By comparing the proposed methods
and the traditional BCO, in the design of fuzzy logic systems applied to fuzzy controller
it was found that in method based on the experiments that in developing this work, it
was possible to develop a BCO for the optimization of FLS for controlling the tra-
jectory in a mobile robot and we design a FBCO with adjusting in the alpha and beta
parameters with Type-1 FLS and Interval Type-2 FLS. Finally, we find the optimal
values in Alpha and Beta to improve the results when compared with the traditional
method of BCO.

References

1. Amador-Angulo, L., Castillo, O., Pulido, M.: Comparison of fuzzy controllers for the water
tank with type-1 and type-2 fuzzy logic. In: IFSA World Congress and NAFIPS Annual
Meeting (IFSA/NAFIPS), pp. 1062–1067. IEEE (2013)

2. Amador-Angulo, L., Castillo, O.: Comparison of the optimal design of fuzzy controllers for
the water tank using ant colony optimization. In: Castillo, O., Pedrycz, W., Kacprzyk,
J. (eds.) Recent Advances on Hybrid Approaches for Designing Intelligent Systems,
pp. 255–273. Springer International Publishing (2014)

Fig. 8. (a) Behavior the Traditional BCO, (b) Behavior the FBCO3 with Type-1 FLS, and
(c) Behavior the FBCO3 with Interval Type-2 FLS.

470 L. Amador-Angulo and O. Castillo



3. Biesmeijer, J.C., Seeley, T.D.: The use of waggle dance information by honey bees
throughout their foraging careers. Behav. Ecol. Sociobiol. 59(1), 133–142 (2005)

4. Bonabeau, E., Dorigo, M., Theraulaz, G.: Swarm Intelligence: From Natural to Artificial
Systems (No. 1). Oxford University Press, Oxford (1999)

5. Castillo, O.: Interval type-2 mamdani fuzzy systems for intelligent control. In: Trillas, E.,
Bonissone, P.P., Magdalena, L., Kacprzyk, J. (eds.) Combining Experimentation and
Theory, pp. 163–177. Springer, Berlin (2012)

6. Castillo, O.: Type-2 Fuzzy Logic in Intelligent Control Applications, vol. 272. Springer,
Heidelberg (2012)

7. Castillo, O., Neyoy, H., Soria, J., Garcia, M., Valdez, F.: Dynamic fuzzy logic parameter
tuning for ACO and its application in the fuzzy logic control of an autonomous mobile robot.
Int. J. Adv. Rob. Syst. 10, 1–10 (2013)

8. Castillo, O., Martínez-Marroquín, R., Melin, P., Valdez, F., Soria, J.: Comparative study of
bio-inspired algorithms applied to the optimization of type-1 and type-2 fuzzy controllers for
an autonomous mobile robot. Inf. Sci. 192, 19–38 (2012)

9. Chong, C.S., Sivakumar, A.I., Low, M.Y.H., Gay, K.L.: A bee colony optimization
algorithm to job shop scheduling. In: Proceedings of the 38th Conference on Winter
Simulation, pp. 1954–1961 (2006)

10. Martinez, R., Castillo, O., Aguilar, L.T.: Optimization of interval type-2 fuzzy logic
controllers for a perturbed autonomous wheeled mobile robot using genetic algorithms. Inf.
Sci. 179(13), 2158–2174 (2009)

11. Melin, P., Olivas, F., Castillo, O., Valdez, F., Soria, J., Valdez, M.: Optimal design of fuzzy
classification systems using PSO with dynamic parameter adaptation through fuzzy logic.
Expert Syst. Appl. 40(8), 3196–3206 (2013)

12. Mendel, J.M.: Uncertain Rule-Based Fuzzy Logic System: Introduction and New Directions.
Practice Hall, New Jersey (2001)

13. Ochoa, P., Castillo, O., Soria, J.: Differential evolution with dynamic adaptation of
parameters for the optimization of fuzzy controllers. In: Castillo, O., Melin, P., Pedrycz, W.,
Kacprzyk, J. (eds.) Recent Advances on Hybrid Approaches for Designing Intelligent
Systems, pp. 275–288. Springer International Publishing (2014)

14. Sepúlveda, R., Rodriguez, A., Castillo, O.: A New Approach to Inference him in Type-2
fuzzy systems and its application to intelligent control, pp. 8–10, Tijuana, B.C. (2006)

15. Teodorović, D.: Swarm intelligence systems for transportation engineering: principles and
applications. Transp. Res. Part C Emerg. Technol. 16(6), 651–782 (2008)

16. Wang, T., Tong, S.C., Li, Y.M.: Robust adaptive fuzzy control for nonlinear system with
dynamic uncertainties based on backstepping. Int. J. Innovative Comput. Inf. Control 5(9),
2675–2688 (2009)

17. Zadeh, L.A.: The concept of a linguistic variable and its application to approximate
reasoning—I. Inf. Sci. 8(3), 199–249 (1975)

18. Zadeh, L.A.: Fuzzy sets. Inf. Control 8(3), 338–353 (1965)
19. Zadeh, L.A.: The concept of a lingüistic variable and its application to approximate

reasoning, part II. Inf. Sci. 8, 301–357 (1975)

A Fuzzy Bee Colony Optimization Algorithm 471



Time Series Prediction Using Ensembles
of ANFIS Models with Particle Swarm
Optimization of the Fuzzy Integrators

Jesus Soto(&), Patricia Melin, and Oscar Castillo

Division of Graduates Studies and Research,
Tijuana Institute of Technology, Tijuana, Mexico

jesvega83@gmail.com, {pmelin,ocastillo}@tectijuana.mx

Abstract. This paper describes the Particle Swarm Optimization of the Fuzzy
integrators in Ensembles of ANFIS (adaptive neuro-fuzzy inferences systems)
models for the prediction time series. A chaotic system is considered in this
work, which is the Mackey-Glass time series, that is generated from a model is
in the form of differential equations. This benchmark time series is used to test
of performance of the proposed optimization of the fuzzy integrators in
ensemble architecture. We used interval type-2 and type-1 fuzzy systems to
integrate the output (forecast) of each Ensemble of ANFIS models. Particle
Swarm Optimization (PSO) was used for the optimization of membership
function parameters of each fuzzy integrator. In the experiments we optimized
Gaussian, Generalized Bell and Triangular membership functions parameters for
each of the fuzzy integrators. Simulation results show the effectiveness of the
proposed approach. Therefore, a comparison was made against another recent
work to validate the performance of the proposed model.

Keywords: ANFIS � Ensemble learning � Fuzzy integrators � Particle swarm
optimization

1 Introduction

Time series are usually analyzed to understand the past and to predict the future,
enabling managers or policy makers to make properly informed decisions. Time series
analysis quantifies the main features in data, such as the random variation.

These facts, combined with improved computing power, have made time series
methods widely applicable in government, industry, and commerce. In most branches of
science, engineering, and commerce, there are variables measured sequentially in time
[1, 2]. For example, reserve banks record interest rates and exchange rates each day.

This paper reports the results of the simulations, in which the Mackey-Glass [3, 4]
time series prediction using ensembles of ANFIS models with particle swarm opti-
mization of the fuzzy integrators is achieved, where the results for each ANFIS are
evaluated by the method of the root mean square error (RMSE).

The selection of the time series for the simulations was based on the fact that these
time series are widely quoted in the literature by different researchers [5–8], which
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allows comparing results with other approaches, such as neural networks and linear
regression.

This paper is organized as follows: the next section briefly describes ensemble
learning. Section 3 presents the ANFIS models architecture. Section 4 presents the
Mackey-Glass time series that we used for the experiments. Section 5 presents a brief
review of interval type-2 fuzzy systems. Section 6 presents the particle swarm opti-
mization that we used to optimize the fuzzy integrators. Section 7 presents the proposed
architecture for time series prediction. Section 8 presents the simulation results
obtained from the experiments. The last section presents the conclusions of this work.

2 Ensemble Learning

The Ensemble consists of a learning paradigm where multiple component learners are
trained for a same task, and the prediction of the component learners are combined for
dealing with future instances [9]. Since an Ensemble is often more accurate than its
component learners, such a paradigm has become a hot topic in recent years and has
already been successfully applied to optical character recognition, face recognition,
scientific image analysis, medical diagnosis and time series [10].

3 ANFIS Models

There have been proposed systems that have fully achieved the combination of fuzzy
systems with neural networks, one of the most mentioned in the literature is the ANFIS
(Adaptive Neuro Fuzzy Inference System) as referred to by Jang [5] (Fig. 1), which is a
method for creating the rule base of a fuzzy system, using the backpropagation training
algorithm from the data collection process. Its architecture is functionally equivalent to
a fuzzy inference system of Takagi-Sugeno-Kang form.

The basic learning rule of ANFIS is the gradient descent backpropagation, which
calculates the error rates (defined as the derivative of the squared error for each output
node) recursively from the output to the input nodes.

Fig. 1. ANFIS architecture.
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4 Mackey-Glass Time Series

The problem of predicting future values of a time series has been a point of reference
for many researchers. The aim is to use the values of the time series known at a point
x = t to predict the value of the series at some future point x = t + P. The standard
method for this type of prediction is to create a mapping from D points of a Δ spaced
time series, is (x (t − (D − 1) Δ)… x (t − Δ), x (t)), to a predicted future value x (t + P).
To allow a comparison with previous results in this work [5–8] the values D = 4 and
Δ = P = 6 were used.

The chaotic time series data that was used is defined by the Mackey-Glass [3, 4]
time series, whose differential equation is given by Eq. (1):

x tð Þ ¼ 0:2x t � sð Þ
1� x10 t � sð Þ � 0:1x t � sð Þ ð1Þ

For obtaining the values of the time series at each point, we can apply the
Runge-Kutta method for the solution of Eq. (1). The integration step was set at 0.1,
with initial condition x (0) = 1.2, τ = 17, x (t) is then obtained for 0 ≤ t ≤ 1200, (Fig. 2)
(We assume x (t) = 0 for t < 0 in the integration).

5 Interval Type-2 Fuzzy Logic Systems

Type-2 fuzzy sets are used to model uncertainty and imprecision; originally they were
proposed by Zadeh [11, 12] and they are essentially ‘‘fuzzy–fuzzy’’ sets in which the
membership degrees are type-1 fuzzy sets.

The basic structure of a type-2 fuzzy system (Fig. 3) implements a nonlinear
mapping of input to output space. This mapping is achieved through a set of type-2
fuzzy if-then rules, each of which describes the local behavior of the mapping.

The uncertainty is represented by a region called footprint of uncertainty (FOU).
When l~A x; uð Þ ¼ 1; 8u 2 lx� 0; 1½ � we have an interval type-2 membership function.

Fig. 2. The Mackey-Glass time series.

474 J. Soto et al.



The uniform shading for the FOU (Fig. 4) represents the entire interval type-2 fuzzy
set and it can be described in terms of an upper membership function �l~A xð Þ and a lower
membership function l~A

xð Þ [13].
A fuzzy logic systems (FLS) described using at least one type-2 fuzzy set is called a

type-2 FLS. Type-1 FLSs are unable to directly handle rule uncertainties, because they
use type-1 fuzzy sets that are certain [14]. On the other hand, type-2 FLSs are very
useful in circumstances where it is difficult to determine an exact certainty value, and
there are measurement uncertainties [15–17].

6 Particle Swarm Optimization (PSO)

Particle Swarm Optimization (PSO) is a metaheuristic search technique based on a
population of particles (Fig. 5). The main idea of PSO comes from the social behavior
of schools of fish and flocks of birds [18]. In PSO each particle moves in a
D-dimensional space based on its own past experience and those of other particles.

Fig. 3. Structure of the interval type-2 fuzzy logic system.

Fig. 4. Interval type-2 membership function.
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Each particle has a position and a velocity represented by the vectors xi ¼
xi1; xi2; . . .; xiDð Þ and Vi ¼ vi1; vi2; . . .; viDð Þ for the i-th particle. At each iteration, par-
ticles are compared with each other to find the best particle [19, 20]. Each particle
records its best position as Pi ¼ pi1; pi2; . . .; piDð Þ. The best position of all particles in
the swarm is called the global best, and is represented as G ¼ G1;G2; . . .;GDð Þ. The
velocity of each particle is given by Eq. (2).

Vid ¼ wvid þCi � rand1ðÞ � pbestid � xidð ÞþC2 � rand2ðÞ � gbest � xidð Þ ð2Þ

In this equation i ¼ 1; 2; � � � ;M; d ¼ 1; 2; � � � ;D, C1 and C2 are positive constants
(known as acceleration constants), rand1ðÞ and rand2ðÞ are random numbers in [0,1],
and w, introduced by Shi and Eberhart [21] is the inertia weight. The new position of
the particle is determined by Eq. (3):

xid ¼ xid þ vid ð3Þ

7 Problem Statement and Proposed Method

The proposed general architecture combines the ensemble of ANFIS models and the
use of interval type-2 and type-1 fuzzy systems as response integrators (Fig. 6) for time
series prediction.

This architecture is divided into 5 sections, where the first phase represents the data
base to simulate in the Ensemble of ANFIS, which in our case is the dataset of the

Fig. 5. Flowchart of the PSO algorithm.
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Mackey-Glass time series. From the Mackey-Glass time series we extracted the first
800 pairs of data points (Fig. 1), similar to [6–8].

We predict x (t) from three past (delays) values of the time series, that is, x (t − 18),
x (t − 12), and x (t − 6). Therefore the format of the training data is:

x t � 18ð Þ; x t � 12ð Þ; x t � 6ð Þ; x tð Þ½ � ð4Þ

Where t = 19 to 818 and x(t) is the desired prediction of the time series.
In the second phase, training (the first 400 pairs of data are used to train the ANFIS)

and validation (the second 400 pairs of data are used to validate the ANFIS models) is
performed sequentially in each ANFIS model, where the number of ANFIS models to
be used can be from 1 to n depending on what the user wants to test, but in our case we
are dealing with a set of 3 ANFIS in the Ensemble. Therefore each ANFIS model used
in the Ensemble training is formed differently, for example each of these ANFIS model
uses different type of (Gaussian, triangular and Generalized Bell) MFs and different
type of error goal [0.001,0.000001].

In the third phase we have to generate the results of each ANFIS used in the
previous section and in the fourth phase we integrate the overall results of each ANFIS,
such integration will be done by type-1 and interval type-2 fuzzy integrators of
Mamdani type, but each fuzzy integrator is optimized with PSO in the membership
functions. Finally the outcome or the final prediction of the Ensemble ANFIS learning
is obtained.

Fig. 6. Theproposed general architecture.
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8 Simulation Results

This section presents the results obtained through experiments on the architecture of
genetic optimization of type-2 fuzzy integrators in ensembles of ANFIS models fortime
series prediction, which show the performance that was obtained from each experiment
to simulate the Mackey-Glass time series.

8.1 Design of the Fuzzy Inference Systems Integrators

The design of the type-1 and interval type-2 fuzzy inference systems integrators are of
Mamdani type and have 3 inputs (ANFIS1, ANFIS2 and ANFIS3 predictions) and 1
output (Forecast), so each input is assigned two MFs with linguistic labels “Small and
Large” and the output will be assigned 3 MFs with linguistic labels “OutANFIS1,
OutANFIS2 and OutANFIS3” (Fig. 7) and have 8 rules if-then. The design of the
if-then rules for the fuzzy inference system depends on the number of membership
functions used in each input variable using the system (e.g. our fuzzy inference system
uses 3 input variables which each entry contains two membership functions, therefore
the total number of possible combinations for the fuzzy-rules is 8 (e.g. 2*2*2 = 8)),
therefore we used 8 fuzzy-rules for the experiments (Fig. 8) because the performance is
better and minimized the prediction error of the Mackey-Glass time series.

Fig. 8. If-then rules for the fuzzy integrators.

Fig. 7. Structure of the type-1 FIS (a) and interval tyep-2 FIS (b) integrators.
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In the type-1 FIS integrators we used different MFs (Gaussian, Generalized Bell,
and Triangular) (Fig. 9(a)) and for the interval type-2 FIS integrators we used different
MFs (igaussmtype2, igbelltype2 and itritype2) (Fig. 9(b)) [13] to observe the behavior
of each of them and determine which one provides better forecast of the time series.

8.2 Design the Representation of the Particle Swarm Optimization

The PSO is used to optimize the parameters values of the MFs in each type-1 and
interval type-2 fuzzy integrator. The representation in PSO is of Real-Values and the
particle size will depend of the number of MFs that are used in each design of the fuzzy
integrators.

The objective function is defined to minimize the prediction error as follows in
Eq. (5):

f tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

t¼1 at � ptð Þ2
n

s

ð5Þ

Where a, corresponds to the real data of the time series, p corresponds to the output
of each fuzzy integrators, t is de sequence time series, and n is the number of data
points of time series.

The general representation of the particles represents the utilized membership
functions. The number of parameters varies according to the kind of membership
function of the type-1 fuzzy system (e.g. two parameter are needed to represent a
Gaussian MF’s are “sigma and mean”) (Fig. 10(a)) and interval type-2 fuzzy system
(e.g. three parameter are needed to represent “igaussmtype2” MF’s are “sigma, mean1
and mean2”) (Fig. 10(b)).

Therefore the number of parameters that each fuzzy inference system integrator has
depends of the MFs type assigned to each input and output variables.

The parameters of particle swarm optimization used for optimizing the type-1 and
interval type-2 fuzzy inference systems integrators are shown on Table 1.

Fig. 9. Type-1 MFs (a) and interval type-2 MFs (b) for the fuzzy integrators.
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We performed experiments in time-series prediction, specifically for the Mackey-
Glass time series in ensembles of ANFIS models using fuzzy integrators optimized
with PSO.

The obtained results with the optimized type-1 fuzzy integrator (using Gaussian
MFs) with particle swarm optimization are shown on Table 2. The best error is of
0.03154 and the average error is of 0.03848. The forecasts, evolution errors (for iter-
ation), the membership functions and generated output surface were obtained for the
optimized type-1 FIS integrator with PSO are shown (Fig. 11).

The obtained results with an optimized the interval type-2 fuzzy integrator (using
igaussmtype2 MFs) and particle swarm optimization are shown on Table 2. The best
error is of 0.01891 and the average error is of 0.01999. The forecasts, evolution errors
(for iteration), the MFs and generated output surface were obtained for the optimized
the interval type-2FIS integrator with PSO and are shown in Fig. 12.

In this proposal we can notice the accurate results in the prediction error of the time
series Mackey-Glass. In Table 3 you can find the best results obtained by the proposed
method and we also made a comparison with the proposed method by Gaxiola et al. [8].

Fig. 10. Representation of the particles structure of the type-1 (a) and interval type (b) fuzzy
integrators.

Table 1. Parameters of the particle swarm optimization

Parameters Value

Particles 100
Iterations 65
Inertia Weight “ω” Linear decrement [0.88–0]
Constriction “C” Linear increment [0.01–0.9]
r1, r2 Random
c1 Linear decrement [2–0.5]
c2 Linear increment [0.5–2]
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Most of the results obtained by the proposed method are better than the results
obtained in the work of Gaxiola et al. [8].

9 Conclusions

Time series prediction using ensembles of ANFIS models with particle swarm opti-
mization of the fuzzy integrators was proposed. The best result with the optimized
interval type-2 fuzzy inference systems (using igaussmtype2 MFs) integrator with
particle swarm optimization for the Mackey-Glass time series is a prediction error of
0.01891 (as shown in Fig. 12 and Table 2). The type-1 fuzzy inference systems (using

Table 2. Resultsof the ensembles of ANFIS models using fuzzy integrators optimized with
particle swarm optimization for the Mackey-Glass time series.

# Iterations Particles
(Real)

Type-1 fuzzy integrator Interval type-2 fuzzy integrator

Gaussian Generalized
bell

Triangular igaussmtype2 igbelltype2 itritype2

1 65 100 0.03932 0.04397 0.10962 0.0194 0.02178 0.02413
2 65 100 0.04470 0.03669 0.10844 0.01971 0.02018 0.02057
3 65 100 0.03951 0.04897 0.10786 0.02051 0.02188 0.02458
4 65 100 0.03988 0.03484 0.11012 0.01942 0.02065 0.02337
5 65 100 0.03988 0.03484 0.11012 0.01942 0.02065 0.02337
6 65 100 0.03829 0.04585 0.10677 0.02062 0.02029 0.02338
7 65 100 0.03498 0.04027 0.10772 0.01947 0.0208 0.024
8 65 100 0.03667 0.05111 0.10625 0.01891 0.02081 0.02408
9 65 100 0.03154 0.04013 0.10798 0.02241 0.02021 0.0218
10 65 100 0.04003 0.04432 0.1073 0.02012 0.02007 0.02279

Fig. 11. The forecast time series (a), evolution error of “65 iterations” (b), inputs/output MFs
(c) and surface output (d) are generated for the optimized of the type-1 FIS integrator with PSO.
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Gaussian MFs) were optimized with particles warm optimization obtaining a prediction
error of 0.03154 (as shown in Fig. 11 and Table 2).

The proposed method presents better accuracy in almost all the experiments than
the proposal by Gaxiola et al. [8] (as shown in Table 3).

These results showed efficient results in the prediction error of the time series
Mackey-Glass generated by proposal method.
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Abstract. Data clustering means to partition the samples in similar clusters; so
that each cluster’s samples have maximum similarity with each other and have a
maximum distance from the samples of other clusters. Due to the problem of
unsupervised clustering selection of a specific algorithm for clustering a set of
unknown data is involved in much risk, and we usually fail to find the best
option. Because of the complexity of the issue and inefficacy of basic clustering
methods, most studies have been directed toward combined clustering methods.
We name output partition of a clustering algorithm as a result. Diversity of the
results of an ensemble of basic clusterings is one of the most important factors
that can affect the quality of the final result. The quality of those results is
another factor that affects the quality of the final result. Both factors considered
in recent research of combined clustering. We propose a new framework to
improve the efficiency of combined clustering that is based on selection of a
subset of primary clusters. Selection of a Proper subset has a crucial role in the
performance of our method. The selection is done using intelligent methods. The
main ideas of the proposed method for selecting a subset of the clusters are to
use the clusters that are stable. This process is done by the intelligent search
algorithms. To assess the clusters, stability criteria based on mutual information
has been used. At last, the selected clusters are going to be aggregated by some
consensus functions. Experimental results on several standard datasets show that
the proposed method can effectively improve the complete ensemble method.

Keywords: Combined clustering � Cluster analysis � Mutual information �
Genetic algorithm � Simulated annealing algorithm � Extended evidence accu-
mulation clustering � Correlation matrix

1 Introduction

The main idea of information clustering, is to separate samples from each other and
placing them in similar groups. This means that similar samples should be placed in a
group and they should have the most differences with the samples from other groups [1, 2].
In fact, data clustering is an essential tool for finding groups with unlabeled data [3].

The next section is about the required background. The third part is about a brief
review of activities in the field of combined clustering based on a subset of primary
results. The proposed method for a combined clustering based on a subset of results has
been described in the fourth Section. The fifth section is about interpretation of results.
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The conclusion of this thesis has been collected in sixth section. Future work is going
to be introduced in this section.

2 Background

In this section we are going to study the prerequisite data of this article.

2.1 Genetics Algorithm

Genetic algorithm is an approach that considers the natural evolution as a model [4].
This method is an imitation of development process using computer algorithms. The
most basic principle of development is inheritance. Each generation inherits the char-
acteristics of the previous generation and transfer it to the next generation. The char-
acteristics transfer from one generation to the next, is done by our genes. The world
which we live in is constantly changing. To survive in this dynamic system, people
should be the able to fit themselves with environment. Fitness is determined that how
much chances are there to survive and pass their genes to the next generation. In
biological development, only winners can participate in the development process.
Characteristics of all beings are coding in their genes, and during the process of
inheritance, the genes transported to the Offspring.

2.2 Simulated Rolling

Simulated rolling is an optimization method that is similar to the process for metal
heating and comfort cooling and this is the reason of its nomenclature [5]. At the end of
the physical annealing process, the solid material is crystalline. In the optimization
method, target function shows the thermodynamic process energy and optimum
solution considered to be solid crystalline mode. The difference between this method
and metal’s heat process is that variable of basic local searching mode, searching
process, will chose the best answer between the points that are in the neighborhood of
the primary answer. If the best answer is not better than the original solution search
process stops and the assumption is that the optimal solution is found. This method is
effective for target functions that are simple and only has one point of local extreme
(for minimum or maximum issues). For complex functions, for example, for mini-
mizing problems, the optimal local point may be quietly different from general opti-
mization and optimization model can’t provide the optimal solution which is desired.

2.3 Combination of Clustering

Due to the most of basic clustering methods insist on specific features, so it works only
on specific datasets. So we need the methods that can produce more optimum results,
using combining the algorithm and catch their strong. In fact the main reason of com-
bined clustering is to search better and stronger results using information combination
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and results of several primary clustering [3, 6]. Many studies have been done on the
combination classification [7–9]. Combined clustering in this area has been considered
the same as combined classification. Recent studies have shown that the clustering of
data in this field can significantly benefit from the combination of several data partition.
In addition, their parallel power has natural adaptation to the needs of distributed data
mining. Combined clustering can has express better results in comparison with data
methods in the term of, strong, novelty, stability and flexibility. In short, combined
clustering has two main phases [1, 3]:

1. Produces different results from clustering, as primary results clustering based on
different methods of the process, called phase variation or dispersion.

2. Combining results from different factions primary cluster for the final clustering
which performed by the agreement function (combinatory algorithm).

3 Related Work

Combined clustering methods will try to produce a robust partitioning by combining
different partitions which produced by basic clustering methods [3, 13, 14].

In the most recent studies, all partitions with equal weight are in the final combi-
nation, and all clusters in all partitions with equal weight are in the final combina-
tion [15]. Strehl and Ghosh [3] introduce a criterion for selecting between possible
combinations based on the general quality of a cluster. For doing this they considered
the stability within basic and combined partitions, and then they use a constant com-
bined rule to have a pairwise similarity criterion on the D dimensional property area.

Azimi [16] used the concept of distribution to make combined clustering intelli-
gent. This method dynamically select an optimum subset of results in the final com-
position, the simple combined clustering is done. Then this method is going to measure
all the results of primary clustering and data, then tries to classified data in three levels:
easy, normal and hard. In this classification, easier data collection is a data collection
that the primary clustering is not such a different from obtained combined clustering.
This means that a simple clustering can provide similar results about such combined
clustering. This event indicates that the data set is quite a common border and a
common simple method for clustering as complex and powerful combined clustering
methods which are not able to isolate subjects. Then the results of all primary clustering
divided into the four sub- clusters based on different factions of their carefully matched
with a simple combination of clustering, each set of data categories (easy, normal and
hard) are going to select one of these sub for the final result. Experimental results in
[16] have also shown that the combination of primary clusters with the highest, the
lowest, and the average degree of clustering will have better results in easy, hard and
normal datasets. The method tries to remove the results of primary clustering. Another
method that is closed to this one is Alizadeh’s method [17], that all dataset sorted in the
term of stability, the 33 % which are more stabled are going to be selected.

In the most of the basic algorithms, combined clustering for data sampling is going
to be used. The main issue is how to evaluate clusters and clustering. In [18], authors
presented a method based on resampling to investigate validation of fuzzy clustering.
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In recent years, the stability of the cluster has been noticed as a cluster evaluation
criterion [15, 19–21]. The initial ideas for cluster validating using resampling have
been presented in [22] and have later completed in [23] and [24]. Ras and his assistants
[25, 26] also, presented a method based on resampling to investigate validation of fuzzy
clustering. The main element of this method that is the former completed method is the
cluster stability. A stability criterion is going to measure the partitions’ correlation from
two independent samplings of a dataset. More stability for a cluster means that if we
use clustering algorithm on samples more and more, similar results are going to be
obtained [27, 28]. Also, Roth and Lange [29] presented a new algorithm for clustering
that is based on the feature selecting. In this method they have used stability criterion
based on data resampling, to select clustering algorithm parameters.

Some clustering validation methods have been presented based on using stability.
Ben-Hur and partners [31] also provides a method for calculating the stability which
based on the similarity between samples which act different in clustering. In this way,
the correlation matrix obtained by using resampling. The Jaccard coefficient as a
measure of stability is calculated based on the matrix. Also, Estivill-Castro and
Yang [32] have presented a method for evaluating clustering partitions using Support
Vector Machine (SVM). This method uses noise detection outliner data clustering to
gain strength. Moller and Radke [33] use nearest neighbor resampling to validate the
clustering results. This resampling method has been used in time series analysis the first
time [34]. Inokuchi and partners [35] have proposed kernelized validity measure. In this
method core means central function is used in support vector machine. In this method
two functions have been considered: first one is total value of the fuzzy covariance in
clusters, and second one is index based on Zhi-ben. In this method, two indices for
evaluating the results of clustering and determining the number of clusters with
non-linear boundaries have been used. Das and Sil [37] have presented a method for
determining the number of clusters uses clusters validating to divide and merge them.
Fern and Lin [38] have proposed a method for clustering combination that effectively
subdivides the primary partitions used in the final combination. In this method, although
the number of members participating in the final composition is less than a combination
of clustering because of the selecting partitions with higher performance, the results will
improve. The parameters considered in this study include: quality and distribution. This
method tries to enter the partitions with the preliminary results into a final composition,
which has the highest quality and also have the highest distribution. In this method, the
measure of total normalized mutual information (for partitioning in comparison with
other partitions) is used to measure the quality of a partition.

The normalized mutual information criterion (between all partitions in combina-
tion) is used to measure the distribution for the combination. Fern and Lin [38] show
that their method in comparison with total combined clustering or random selection
method has better performance. Law and others [19] have proposed a multi objective
clustering method based on the selection of clusters generated by different algorithms
for clustering, in an optimization routine. In this method, the best set of objective
functions for the various sections of feature area is selected. Fred and Jain [15] have
presented a mixed clustering, in which similarities between the two taught using the
stability of the cluster criteria. In this method, instead of using evaluation criteria based
on the final partition, partitions of fundamental algorithms in different parts of
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d-dimensional feature area is evaluated. In most of the above methods correlation
matrix for the aggregation of primary clustering information is used. If several matrixes
are present, there are various ways to produce the final correlation matrix using merge.
Brossier [39] presented a method to merge multiple distance matrixes to a distance
matrix. Necessary and sufficient condition for the integration process has been con-
sidered. Also Lapointe and Legendre [40] presented a method to produce random
dandrogram. They have done this by associated cophenetic matrix. Each incoming dC(i,
j) in the cophenetic matrix presented a level which xi and xj have met for the first time
in a cluster [41]. Benfield [42] presented an algorithm to calculating distance for single
connected dandrogram. This algorithm will catch a distance matrix from the entrance
and minimum spanning tree is used. Distance in this algorithm is the maximum of
chained connections which is going to connect any double dots of tree. In fact distances
are levels from dandrogram that both of the dots are connected on that level.

3.1 Variety in Clustering

In the first stage of combined clustering, some clusters which emphasize on unique
feature are going to be created. The first and simplest way to create and spread of a data
set, is using different clustering algorithm. Each clustering algorithm will look at this
problem with particular aspect. Thus, errors in different ways can be different. This can
be cause variation in the results of basic clustering algorithms. The most important basic
clustering algorithms that commonly used in combined clustering, are consist of: hier-
archical algorithm [1, 10] and [43], and partitioned clustering algorithms [41, 43–45].
K-means algorithm is going to be used as basic clustering algorithm due to its simplicity
and ability to fit in clusters. Another way to gain distribution is to have different results
from a basic clustering method using one of these methods:

• Initialization for selected clustering algorithm [6]
• Change the selected parameters for clustering algorithm [49]
• Use the different subset of features [3, 11]
• Mapping data to another features area
• Divide main data to different subsets (resampling) [3, 46, 51]

3.2 Problems of Combined Clustering

A factor that is often used to improve the performance of combined clustering is the
quality of primary results. It has been shown that the quality of the final clusters will be
better if the primary results are in higher quality, as well as the required distribution [14].
Although Fern and Lin [38] have shown that simultaneous optimization of the distri-
bution and quality in the primary results of combined clustering can significantly
improve the efficiency of clustering, to compromise these two factors is a problem that is
still facing many difficulties to be properly solved.

In this study, we tried to find a relatively optimized subset of the results of the
primary clustering in order to be a part of the final composition and to improve the
efficiency of combined clustering. For this purpose, a general framework is proposed.
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3.3 Collector Function

After the preliminary results (with as much distribution as possible) are produced, these
results are usually combined by using a combining function. One of the most common
methods to combine the results is the correlation matrix which will be thoroughly
discussed in Sects. 3–5. Extended evidence combined clustering method which is based
on the correlation matrix has been introduced by Fred and Jain [6] for the first time and
soon became popular. Today, other methods based on the correlation matrix have been
proposed [12].

Strehl and Ghosh [3] have represented the concept of convention with the
hyper-graph viewpoint. They proposed three methods based on Hyper-graph for con-
sensus methods. They have converted data areas to a hyper-graph form in the first stage
of all three consensus methods. In those hyper-graphs, clusters are known as
hyper-edges and peaks are the data. Cluster-based Similarity Partitioning Algorithms
can be used to separate the peaks or data points. Using minimum k cutting algorithm,
k areas of this hyper-graph will be extracted. There are efficient heuristics in order to
solve the problem of cutting the minimum k on a hyper-graph. Some of them have
computational complexities of (|ε|) grade. ε represents the number of hyper-edges.
Cluster-based Similarity Partitioning Algorithm (CSPA), Hyper-Graph Partitioning
Algorithm (HGPA) and Meta-Clustering Algorithm (MCLA) will be discussed here.

• CSPA

In CSPA, the data points feature area is first mapped by feature area of hyper-graph
correlation. Then a METIS-like minimum cutting hyper-graph algorithm is used on the
recently interspaced points. As before, this method assumes that if the number of data
points in a cluster in the primary partition increase, then it is more likely that those data
points belong to a single cluster. CSPA is the simplest heuristic among hyper-graph-
based methods. The calculation complexity is O kN2Mð Þ in which k is the number of
clusters, N is the number of points and M is the number of areas. The next two methods
are of less computational complexity.

• HGPA

HGPA Algorithm assumes that peaks are the data points and clusters which have come
out of the primary partition, are their hyper-edges. Now a METRIS-like minimum
cutting hyper-graph algorithm is used on the hyper-graph in order to separate the peaks,
the data points of the hyper-graph, into k components. The calculation complexity is
OðkNMÞ in which k is the number of clusters, N is the number of data points and M is
the number of areas.

• MCLA

MCLA algorithm first separates the cluster obtained from the primary partition and
then uses a mechanism based on polling in order to produce the partitions of the
convention. Clustering has been performed by means of METIS. The calculation
complexity is O k2NM2ð Þ in which the elements are as before. Refer to chapter [3] for
more details on hyper-graph-based methods.
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4 Framework of Proposed Procedure

The main idea of this method is to use a subset of primary clusters instead of all clusters
in combined clustering. In this method, using the methods of development of distri-
bution, B primary clustering is created. This can be done using data sampling, using
different algorithms for clustering, using a subset of selected features or parameters for a
clustering algorithm. K-means algorithm has been used here to generate primary results.
The required distribution of primary results in K-means algorithm is obtained by random
selection of primary points of the clusters’ centers as well as sampling. In addition, a
method for the production of the required distribution has been obtained from K-means
with different K’s. Then the normalized mutual information of each of the obtained
clusters are calculated and put into a square matrix with all obtained clusters.

After stability was calculated for each cluster in comparison with other clusters, the
next step is to choose the clusters in two subdivisions. In the first subdivision with the
help of genetic algorithm a subset of the cluster is selected in a way that the selected
clusters have together the greatest stability. In the second subdivision, to produce
variability in the selected clusters, by means of genetic algorithm we choose those
clusters which together have less stability. The suggested method for selecting clusters
will be discussed in Sect. 4.2.

The next step is to combine the selected clusters and obtain the final clusters. There
are different ways to combine the initial and acquire final clusters. The difference here
is that in this method, of each initial clustering may exist only a number of clusters in
the final convention. In this paper, the two methods suggested by Alizadeh [17] are
used to combine the results of the basic clusters and to obtain the final clusters using the
basic ones. These methods which can be used to generate the correlation matrix for the
samples, when only a number of clusters are available, will be discussed in Sect. 4.3.
After making the correlation matrix, we can obtain the final clusters using one of the
hierarchical algorithms or hyper-graph-based methods.

Since combined clustering is a complicated process including several steps, its
calculation is of high complexity and therefore it is a prolonged and offline process.
Accordingly, there is little discussion on the computational complexity of the proposed
methods in researches done in this area.

After finishing the calculation of the stability of each cluster, the next step is
selection of clusters regarding their stability. A method based on evolutionary algo-
rithms has been presented to selecting a subset of primary clusters which will be
discussed in this section.

Selection of clusters is done in two phases. In phase 1, an evolutionary algorithm
tries to find a subset of clusters with the most stability. This algorithm includes a
bite-size chromosome with a length of the total number of produced clusters in different
clustering production section. Each gene in this chromosome can take 1 or zero value.
Value 1 shows that the respective cluster is among the selected clusters and value 0 in
gene number m, shows that cluster number m is not among selected clusters. To assess
the goodness function of this evolutionary algorithm, we calculate the difference
between the stability of selected clusters’ average and value 1(average of selected
clusters has the maximum stability).
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FitnessFunction ¼ 1�
X
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SimilarityðCi;CjÞ
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; i; j 2 SelectedClusters

ð1Þ

Similarity (Ci, Cj) is calculated via the following equation:

SimilarityðCi;CjÞ ¼ NMIðPðCi;D=CiÞ;PðCj;D=CjÞÞ ð2Þ

In Eq. 2 P Ci;DjCið Þ is a clustering including two clusters: Ci and DjCi (the cluster
that includes all data except those of Ci). In phase 2, by means of an evolutionary
algorithm a subset of the clusters is selected that has the least stability in order for the
final selected clusters to be of more diversity. Here the evolutionary algorithm has one
bite-size chromosome with a length of the total number of clusters. Goodness function
for this algorithm is the amount of stability in selected clusters.

FitnessFunction ¼
X

i

X

j

SimilarityðCi;CjÞ
Card:ðSelectedClustersÞ2

; i; j 2 SelectedClusters

ð3Þ

It should be noted that in any case, our goal is to minimize the goodness function,
therefore, whatsoever the smaller is the function, the higher will be the goodness of the set
of clusters selected by chromosome. Here, the set selected by the first evolutionary algo-
rithm is called S1 and the set selected by the second evolutionary algorithm is called S2.

5 Experiments

For a comparison between the results of the research methods at Iran University of
Science and Technology, results of Table 1 have been presented with single linkage as
a collecting function. As you can see in result, this method has better performance

Table 1. Comparison of the accuracy of proposed methods by the full assembly and former’s

Data collection Full Assembly GA SA Alizadeh Azimi

Wine 96.75 96.64 96.63 96.63 96.64
Breast-Cancer 97.04 95.3 95.18 95.74 95.92
BUPA 55.03 55.09 55.07 54.33 54.73
Galaxy 30.03 32.81 30.66 31.26 29.98
Glass 56.82 56.87 45.79 57.74 55.05
Half-Ring 76.39 74.5 74.5 74.47 67.69
Iris 89.6 89.33 89.33 89.33 89.33
Ionosphere 70.72 70.67 70.66 70.6 70.73
SA-Heart 63.43 63.29 63.27 63.37 56.06
Yeast 39.43 42.76 43.06 42.93 43.39
ALL 67.524 67.726 66.415 67.64 65.952
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sometimes and as a whole. The reason of this work is the selected set by primary
genetic algorithm is very stable and in fact it will show the simple clusters correctly.
Also the second genetic algorithm will select the clusters which have most diversity
and it will help the result diversity.

6 Conclusions

In this paper, a method has been proposed to improve the efficiency of combined
clustering. This method is similar to previous works of Alizadeh’s and Azimi’s is based
on the use of a subset of results. To select a subset of the initial results, we need to
define the measurement criteria and in this research, NMI criterion has been used.

Experimental results on 10 datasets show the effectiveness of standard on 10
datasets in comparison with other ensemble clustering. Also results shows, although
only a small amount of the preliminary results of the proposed methods are employed
in the ensemble, the performance of these methods can be even improved in com-
parison with the complete ensemble. Edited normalized mutual information methods,
in combination with ITOU (Intersection TO Union) to build the co-association matrix,
indicates the most improvement in results. This improvement is tested on all 10 tested
set of full ensemble method in comparison with Azimi and Alizadeh method. We can
do some other works after this research such as: more searching to represent the criteria
for evaluating a cluster or a partitioning of the data. If we find a criterion or a set of
criteria to evaluate the clusters, without considering the clusters or data type, intelligent
search methods can be employed using them. Also we can use boosting and bagging
methods in production level. There are several ways in the combination of classifiers to
produce diversity. By using them we can we can select more diverse classifiers. We can
use these methods for ensemble clustering.
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Abstract. It is well-known that every classifier method or algorithm,
being Multi-Layer Perceptrons, Decisions Trees or the like, are heavily
dependent on data. That is to say, their performance varies significantly
whether training data is balanced or not, multi-class or binary, or if
classes are defined by numeric or symbolic variables. Some unwanted
issues arise, for example, classifiers might be over-trained, or they could
present bias or variance, all of which lead to poor performance. The
classifiers performance can be analyzed by metrics such as specificity,
sensitivity, F-Measure, or the area under the ROC curve. Ensembles
of Classifiers are proposed as a means to improve classifications tasks.
Classical approaches include Boosting, Bagging and Stacking. However,
they do not present cooperation among the base classifiers to achieve a
superior global performance. For example, it is desirable that individual
classifiers are able to communicate each other what tuples are classified
correctly and which are not so errors are not duplicated. We propose an
Ensemble of Classifiers that relies on a cooperation mechanism to iter-
atively improve the performance of both, base classifiers and ensemble.
Information Fusion is used to reach a decision. The ensemble is imple-
mented as a Multi-Agent System (MAS), programmed on the JADE
platform. The base classifiers are taken from WEKA, as well as the cal-
culation of the performance metrics. We prove the ensemble with a real
dataset that is unbalanced, multi-class, and high-dimensional, obtained
from a psychoacoustics study.

Keywords: Classifiers ensemble · Multi-agent systems · Information
fusion · Cooperation

1 Introduction

One of the most common data mining tasks consists in assigning a set of inputs to
a given class or classes, for which it is required a statistical model representing
a mapping from input data (normally described by several attributes) to the
appropriate category. This model approximates the true mapping from inputs
to outputs. A decision of to which category a new, unseen input belongs, can be
reached [11].
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Classification focuses on methods that establish a dependency within data,
concentrating on the so-called target attribute [1]. Classification algorithms are
intended for modeling the dependency between input attributes and the target
attribute. Each object x is described by its attributes, which in turn define the
value of the target attribute Y. Thus, the dataset D from which the model is
constructed consists of a finite set of tuples such as D = {(xi, Yi), i = 1 · · ·n}.
If the target attribute Y possesses nominal values, we are dealing with a clas-
sification problem. If the target attribute is described by continuous numeric
values, we face a regression problem. Along this text we employ the term clas-
sification referring to both tasks, and classifier to the algorithm that computes
classification.

However, the usage of a single classifier might not be the best decision to
complete a classification task because its performance is affected by several fac-
tors i.e. the initial parameters of the algorithm, the distribution of the training
dataset, risk of overtraining, among others. This provokes that the arrival of
new objects that do not match the statistical model decreases the performance
of the classifier. These problems are aggravated when classifiers learn from real
datasets, where the distribution of input objects might be unbalanced.

The performance of classifiers is quantified by using the confusion matrix and
derived metrics such as the F-Measure and the area under the ROC curve. The
F-Measure is used in multi-class problems, while the area under the ROC curve
serves only for binary problems. The Weka platform implements the method
proposed by Mann Whitney [15] to compute the area of the ROC curve.

It is thought that Ensembles of Classifiers (EoC) have better performance
than single classifiers because they benefit from diversity. In an EoC the final
conclusion is obtained by aggregating individual decisions. Information fusion
is largely employed to that end. As reported in [11] the concept of EoC’s has
been studied at large: Stacking [4], bagging [2], boosting [5], model averaging and
forecast combining are classic methods to form ensembles. A survey of Ensembles
of Classifiers can be found in [17].

The main challenges regarding EoC’s consist in finding a procedure to employ
base classifiers and rules to combine their individual solutions. One of the essen-
tial requirements to form ensembles is that two base classifiers do not make
the same mistakes on new input data. That is to say, the errors made by the
individual predictors must be uncorrelated. For example, if the final solution is
obtained by simple majority voting, and if it is assumed that the mistakes made
by the classifiers are independent, then the ensemble will misclassify a new input
object only if more than half the base classifiers make mistakes. This situation
in highly unlikely in heterogeneous EoC.

Thus, the design of EoC’s should include a set of base classifiers so the
ensemble yields the highest possible performance [13]. To increase the efficiency
of the EoC it has been suggested that each base classifier learn from a subset of
the original dataset, without duplicating training subsets [7].

We explore the multi-agent paradigm to form ensembles of classifiers. We call
this approach a Multi-Agent Ensemble of Classifiers (MAEoC). A software agent
is a computer system that is situated in some environment and possesses a strong
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notion of agency (self-directed behavior). That is to say, an agent is capable of
performing autonomous actions within an environment [14,16]. A Multi-Agent
System (MAS) consists of agents that respond to changes in the environment
and interact with other agents by using a communication language, such as the
Agent communication Language (ACL).

MAS are suitable for building dynamic ensembles of classifiers: It is feasible
to develop an environment with a number of classifier agents where each of them
performs its duties (a classification task), communicate to other agents its results
(what instances where correctly and incorrectly classified), and learn from what
other classifier agents do well. Classifier agents complement each other. To the
best of the authors’ knowledge, MAEoC constitute a novel approach to designing
Ensembles of Classifiers.

In Sect. 2 we describe the main notions to form EoC with MAS. We test our
MASEoC on a demanding classification task: To determine to which emotional
tag some well-defined input parameters used to create fractal music belong. The
dataset for this task is described in Sect. 3. The experimental results and com-
parisons with other types of ensembles is given is Sect. 4. We apply our MAEoC
to assist in the creation of musical fragments. Conclusions and a roadmap leading
to improvements are delineated in Sect. 5.

2 The Multi-agent Ensemble of Classifiers

The algorithm we propose to form an Ensemble of Classifiers relies on two
premises: (i) the performance of base classifiers and (ii) the communication of
hits (H) and failures (F) obtained by base classifiers. The steps of the algorithm
are outlined next:

1. At time t = 0
– Coordinator agent recruits m classifiers, m > 2, and launches m classifier

agents.
– Coordinator agent broadcasts dataset D to classifier agenti, ∀i, i · · ·m.
– Classifier agenti performs a ten fold cross-validation. F-Measurei is calcu-

lated.
– Classifier agenti, ∀i, i · · ·m, informs Coordinator Agent two subsets. Subset
Hi contains objects correctly classified; subset Fi contains objects incor-
rectly classified.

2. At time t = 1
– Coordinator agent forms two aggregated sets: AH and AF . AH = ∪Hi;
AF = ∪Fi.

– Coordinator agent launches classifierm+1, based on the highest F-Measurei
obtained at t = 0.

– Classifierm+1 is trained with set AF . Model Mm+1 is added to the ensemble.
F-Measure Cm+1 is obtained by ten fold cross validation on AF .

– Classifiers1···m are trained with set AH. Models M1···m are added to the
ensemble. F-Measures1···m are obtained by ten fold cross-validation on AH.
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3. At time t = 2
– Classifiers1···m+1 are given weights according to their updated F-Measure

at t = 1.
– Weighted voting is used to reach a final conclusion.

To validate our EoC, we perform a classification task whose objective is to
assign an input object xinput to one of the sixteen emotional tags of Russell’s
Circumplex Model of Affect [12]. Input object xinput possesses attributes to
create fractal music as described in [9]. Target attribute Y is the emotional tag.

3 The Psychoacoustics Dataset

To test our ensemble we employ a psychoacoustic dataset, which contains the
emotional responses to fractal music, as reported in [8]. It is a challenging dataset
because:

– It is a multi-class dataset. There are sixteen different emotions as values of
the target variable.

– It is an unbalanced dataset.
– It is a high-dimension dataset. Each object xi is defined by fifteen attributes,

on which fractal musical fragments are created.
– Each object xi is defined by mixed attributes i.e. nominal and numeric values.
– The target attribute Yi is an emotional tag associated to each object xi.

Thus, D = {(xi, Yi), i = 1 · · ·n} contains diverse combinations of input para-
meters, and the corresponding emotional tag. Input parameters refer to the
chaotic system i.e. Lorenz equations, and musical parameters.

The Lorenz equations [10] are defined by variables x, y, and z, which represent
the initial values of the attractor. In this case such variables represent initial
notes. Variables sigma, r and b help determine the actual trajectory. Table 1
displays the range of values that were used to compute the Lorenz attractor (as
a generator of melodic sequences).

To complete the creation of musical fragments, musical parameters are paired
with the sequence yielded b the Lorenz equations. Musical parameters are: Tem-
pos, Notes Durations, Musical Scales, Chords and Instruments.

Values for variable Tempo are in the interval (60, 220) beats per minute.
Notes Durations are tied to Tempos, so they are expressed in values such as whole
duration (1), half duration (1/2), a quarter (1/4), and so on. For the present
study, Notes Durations lie between 1/16 and 1. Instruments are: (i) Grand Piano,
Bright Acoustic and Harpsichord; (ii) Acoustic Guitar, Steel String Guitar;

Table 1. Range of Lorenz Parameters

Lorenz Parameters

x y z sigma r b

[0,127] [-200, 200]
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Table 2. Sample of the psychoacoustics dataset

Instrument Scale Chord TempoX TempoY TempoZ DuraX DuraY DuraZ x y z sigma r b Emotion

Piano PGMayor none 145 145 150 0.1 0.12 0.2 12 15 16 4 23 2 Happiness
Piano CNMenor major 140 165 150 0.125 0.1 0.25 23 56 16 4 23 2 Sadness

Distortion Guitar PGMayor none 125 135 145 0.125 0.115 0.13 23 34 67 4 8 7 Stress
Guitar Harmonics PEMenor none 187 180 199 0.175 0.195 0.145 63 40 77 30 57 11 Excitation
PizzicatoStrings PCMenor none 187 180 199 0.205 0.275 0.345 65 41 79 40 23 115 At ease
Overdriven Gtr GAMenorr major 255 255 255 1 1 1 80 119 90 43 14 37 Stress
String ensemble PGMenor major 255 255 255 0.125 0.13 0.12 67 65 68 100 100 100 Euphoria

Electric Muted Gtr PEMenor diminished 255 255 255 0.132 0.137 0.131 12 120 92 200 200 200 Astonishment
StringEnsemble PGMayor none 124 124 124 0.55 0.5 0.45 15 15 15 -10 -10 -10 Droopiness

Piano PEMenor minor 90 90 90 0.065 0.065 0.065 12 100 45 -3 3 -3 Satisfied
Overdriven Gtr PGMenor add9 80 80 80 0.125 0.125 0.125 120 12 24 -65 -65 -65 Tiredness

Piano BMelMinor none 60 60 60 .125 .125 .125 23 45 78 -100 -100 -100 At ease
Bright Acoustic CMelMinor Minor 60 60 60 .125 .125 .125 67 10 9 -100 -100 -100 At ease
Bright Acoustic CMelMinor Minor 60 60 60 .125 .125 .125 67 10 9 -100 -100 -100 Tiredness

Piano GBlues Major 220 220 220 0.125 0.125 0.125 61 9 3 -150 -150 -150 Euphoria
Cello CBlues Minor 140 140 140 0.125 0.125 0.125 2 2 2 150 150 150 Anger

Fig. 1. Distribution of evaluations by emotional label

(iii) Electric Clean Guitar, Electric Jazz Guitar, Guitar Harmonics, Distorted
Guitar, Overdriven Guitar, Electric Muted Guitar; (iv) Violin, Viola, Cello,
Tremolo, Pizzicato, Orchestral Strings, String Ensembles; and Acoustic Bass,
Electric Bass Finger, Electric Bass Pick, Fretless Bass, Slap Basses, Contrabass.

The Chord variable accepts the following values: Mayor chords; Minor chords;
Augmented chords; Diminished Chords; Other chords, and No chords. Musical
Scales are: Pentatonic Scales; Harmonic Scales; Natural Scales; Blues Scales;
Melodic Scales; No scale.

Some (xi, Yi) ∈ D are shown in Table 2. Altogether, dataset D contains
2312 objects at the time of performing the experiments. Figure 1 illustrates the
distribution of objects by emotional label.

4 Experimental Results

The proposed algorithm is implemented on the JADE platform [3]. Classifiers
and performance measures are obtained from Weka [6]. The psychoacoustics
dataset is stored on a relational database implemented in the MySQL database
management system. We now present the experimental results. To do so, we
follow the steps of the proposed algorithm (see Sect. 2).

The Multi-Agent Ensemble of Classifiers (MAEoC) is composed of the fol-
lowing base classifiers Ci: (i) Naive Bayes, (ii) k-Nearest Neighbors, k = 5,
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Table 3. Performance of the EoC vs other techniques

Ci Cit0 Bagging Boosting Stacking Meta Ci Oversampling Undersampling Cit1

NB 0.129 0.13 0.129 0.15 0.146 0.105 0.181

5-NN 0.201 0.201 0.201 0.167 0.305 0.154 0.277

J48 0.161 0.164 0.161 0.151 0.273 0.146 0.236

SVM 0.183 0.184 0.183 0.189 0.243 0.157 0.248

MLP 0.191 0.199 0.191 0.171 0.261 0.156 0.253

MAEoC 0.337

(iii) Decision Tree J48, (iv) Support Vector Machine, and (v) Multi-Layer Per-
ceptron. This ensemble ensures diversity of algorithms. The main results are
summarized in Table 3.

Firstly, the F-Measure was quantified for each classifier Ci when they were
trained with original dataset D. These results are presented in column Cit0.

A second experiment consisted in forming ensembles using bagging, boosting,
and stacking on every classifier Ci.

Since dataset D is unbalanced, we modify it via Oversampling and Under-
sampling. Then each classifier Ci was trained with those modified datasets. The
F-Measures are given in columns Oversampling and Undersampling, respectively.

We also present how the MAEoC behaves at time t = 1. Column Cit1 shows
the F-Measure when base classifiers Ci are trained with dataset AH. We urge
reader to remember that AH is the aggregated dataset of the objects correctly
classified.

Finally, the performance of the MAEoC is given.
The performance of the MAEoC can be observed in Figs. 2 and 3.
We normalized the performances based on the highest F-Measure obtained

when the base classifiers were trained with original dataset D. In this experi-
ment, that honor corresponds to k-Nearest Neighbors, k = 5. F-Measure = 0.201

Fig. 2. Performance of classifiers at t = 0 and t = 1 (Color figure online)
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Fig. 3. Performance of base classifiers vs MAEoC

corresponds to a baseline of 100. In Fig. 2 the blue dots correspond to the nor-
malized F-Measure obtained by the base classifiers when they were trained with
the original dataset D. Thus, it can be seen that the Naive - Bayes classifier
(NB) has a performance 36 % worse than 5-NN. Conversely, The red dots reflect
the normalized F-Measure when the base classifiers were trained with dataset
AH, that is to say, the aggregated set of correctly classified instances. Based on
this data, we support our claim that communicating hits and fails is a way of
reducing the influence of the data distribution in the creation of its statistical
model.

Figure 3 presents a comparison of the F-Measures obtained at t = 0 and
the final F-Measure obtained with the MAEoC, which improved in the order
of 67 %.

4.1 Application to Computer-Assisted Creativity

The application to Computer-Assisted Creativity is presented in the following
screenshots. As one of the applications of the MAEoC, we use it to help a
creative subject to know what emotions will most likely be evoked by the para-
meters s/he enters in order to create a musical fragment. The MAEoC is used
as follows. Once the MAEoC is launched, the training phase begins. This is
show in Fig. 4. As stated before, dataset D contains the emotional responses to
fractal music obtained in a psychoacoustics study [8]. In the let frame of the
screenshot the communication among classifier agents and coordinator agent is
shown.

As soon as the MAEoC is trained, the final weights are given to each classifier.
This includes the classifier m + 1 contemplated as part of the algorithm. These
results are show in Fig. 5.

When the voting weights are assigned to the classifiers, the MAEoC is ready
to classify new objects. This is illustrated in Fig. 6. Variables x, y, and z are the
initial values of the Lorenz attractor. Variables sigma, r, and b define its trajec-
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Fig. 4. Training of the MAEoC

Fig. 5. Voting weights obtained by the members of the ensemble

Fig. 6. Example 1. Classification of a new input object

tory. The remaining of the variables refer to the musical parameters necessary to
create a musical fragment: Instrument (Instrumento) is Piano; Chord (acorde) is
null; Musical Scales (Escala) is set to be G Major Pentatonic. Variables Tempo
and Notes Durations defined the rhythm of the musical fragment. The MAEoC
classifies this new input object Xi belongs to the class of objects that evoke
happiness (alegŕıa).
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Fig. 7. Example 2. Classification of a new input object

If that were the creative subject’s intention, then those input parameters
would be used to render musical fragments; otherwise, the creative subject
would be free to change their values. Figure 7 shows a different input object.
The MAEoC determines that it belongs to the class of objects that provoke
Distress (estres).

When the MAEoC is incorporated into a system that creates music, it guides
the creative subject in her/his endeavor. The MAEoC classifies newly input
values into one of the sixteen classes of the CMoA, preventing the creative subject
from doing educated guesses.

5 Conclusions and Future Work

We propose a Multi-Agent Ensemble of Classifiers (MAEoC). The algorithm
employed to construct and exploit such ensemble is based on the dynamic cal-
culation of a performance measure, communication, and information fusion. We
tested our proposal on a demanding classification tasks: determine the most
likely emotional tag based on a number of musical and fractal parameters on
which a musical fragment is created. A psychoacoustics dataset is used as train-
ing source. We also compared he MAEoC with aggregation techniques (bagging,
boosting, stacking), and with data manipulation techniques (undersampling and
oversampling). On our experiments the MAEoC obtained the highest F-Measure.

Future work includes development of different versions of the algorithm. For
instance, we can proposed a version where objects in subset AH are weighted
according to the number of classifiers that predicted them correctly. We will test
the MAEoC with different datasets, taken mostly from the UCI repository. We
will continue acquiring data regarding the emotional responses, and train the
MAEoC with upgraded versions of the dataset.
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Abstract. A novel methodology has been suggested to automatically recognize
mine in SONAR data. The suggested framework employs a possibilistic
ensemble method to classify SONAR instances as mine or mine-like object. The
suggested algorithm minimizes an objective function that merges background
identification, multi-algorithm fusion criteria and a learning term. The opti-
mization wants to discover backgrounds as solid clusters in subspaces of the
high-dimensional feature-space via a possibilistic semi-supervised learning and
feature discrimination. The proposed clustering element allocates a degree of
typicality to each data instance in order to recognize and decrease the power of
noise instances and outliers. After that the approach results in optimal fusion
parameters for each background. The trials on artificial datasets and standard
SONAR dataset show that our proposed ensemble does better than individual
classifiers and unsupervised local fusion.

Keywords: Unsupervised learning � Ensemble learning � Classifier fusion

1 Introduction

Classifiers ensemble has nowadays emerged as successful methods that assume com-
plementary information yields more accurate decisions. In other words, if the Classi-
fiers collaborate, combined results would take advantage of the strengths of the
individual Classifiers, and decrease the impact of their errors in order to improve the
ultimate classification performance. A host of models have been suggested for classifier
ensembles. Most of them count on the hypothesis that classifiers are not dependent to
each other. This hypothesis hardly ever holds, and the opinions of several classifiers are
highly likely to be dependent in reality. A fuzzy optimization to partition the feature
space has been adopted for classifier ensembles [1].

In the current paper, we suggest a possibilistic local methodology that adjusts
multi-classifier ensemble to diverse areas of the feature space. The suggested method-
ology begins by placing the training samples into a set of dissimilar groups. This stage is
a difficult optimization problem that is prone to local optimum. To resolve this problem
we introduce a semi-supervised learning term in the proposed objective function [2].
This grouping procedure allocates a possibilistic membership, characterizing the grade
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of typicality, to each instance in order to recognize and decrease the power of noisy
instances and outliers [6]. Furthermore a classifier is employed for each group. These
classifiers determine the best classifiers for the related context (group). After that the
weights are approximated by the combining component for each classifier. Each weight
reveals the performance of the classifier in its context. Finally, for a test instance, the
fusion of the individual confidence values is attained using the aggregation weights
allocated with the closest context.

2 Proposed Method

Let T ¼ tjjj ¼ 1; . . .N
� �

be the preferred output of N training instances. These outputs

are obtained using K classifiers. Each classifier k uses its own feature set Xk ¼ xkj jj ¼
n

1. . .Ng and creates the confidence values Yk ¼ ykj jj ¼ 1. . .N
n o

. The K feature sets are

then concatenated to produce one global descriptor, v ¼ SK
k¼1

vk ¼ xj ¼ x1j ; . . .; x
K
j j

hn

j ¼ 1; . . .;N�g. The possibilistic context extraction for local fusion algorithm has been
formulated as partitioning the instances into C groups minimizing an objective func-
tion. However, this grouping approach requires the estimation of various parameters
using complex optimization and is prone to local optimum. To overcome this draw-
back, we suggest a semi-supervised version of the algorithm in [6]. The supervision
information relies on two sets of pairwise constraints. The first one is Should-link (SL)
ones which specify the instance pairs that are expected to belong to the same cluster.
The second set of constraints is the ShouldNot-link (NL) which specifies that the
instance pairs that are expected to belong to dissimilar clusters. Let SL be the set of SL
pairs of instances. If a pair ðXi;XjÞ belongs to SL, then Xi and Xj are expected to be
assigned to the same cluster. Similarly, let NL be the set of NL pairs. If a pair ðXi;XjÞ
belongs to NL, then Xi and Xj are expected to be assigned to different clusters. We
reformulate the problem of discovering the C clusters as a constrained optimization
problem as follows.

J ¼
XN
j¼1

XC
i¼1

umij
XK
k¼1

vqikd
2
ijk þ

XN
j¼1

XC
i¼1

biu
m
ij

XK
k¼1

xikykj � t3

 !2

þ
XC
i¼1

gi
XN
j¼1

1� uij
� �m

þ l
X

ðXt ;Xk2NLÞ

XC
i¼1

umij u
m
kj þ

X
ðXt ;Xk2SLÞ

XC
i¼1

XC
p¼1;p 6¼i

umij u
m
kj

2
4

3
5

ð1Þ

subject to
PC
i¼1

uij ¼ 18j; uij 2 0; 1½ �8i; j,
PK
k¼1

vik ¼ 18i; vik 2 0; 1½ �;P
K

k¼1
xik ¼ 18i.
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In (1), uji represents the possibilistic membership of Xj in cluster i [6]. The C � N
matrix, U ¼ uij

� �
is named a possibilistic partition if it satisfies:

uij 2 0; 1½ �; 8j

0\
PC
i¼1

uij\N; 8i; j

8><
>:

ð2Þ

On the other hand, the C � d matrix of feature subset weight, V ¼ vik½ � satisfies

vik 2 0; 1½ �; 8i; k
PK
k¼1

vij ¼ 1; 8i

8><
>:

ð3Þ

The first term in (1) corresponds to the objective function of the SCAD algo-
rithm [7]. It aims to categorize the N instances into C clusters centered in ci such that
each sample xj is assigned to all clusters with fuzzy membership degrees. Also, it is
intended to simultaneously optimize the feature relevance weights with respect to each
cluster. SCAD term is minimized when a partition of C compact clusters with mini-
mum sum of intra-cluster distances is discovered. The second term in (1) intends to
learn cluster-dependent aggregation weights of the K algorithm outputs. xik is the
aggregation weight assigned to classifier k within cluster i. This term is minimized
when the aggregated partial output values match the desired output. The third term in
(1) yields the generation of the possibilistic memberships uji which represent the
degrees of typicality of each data point within every cluster, and reduce the effect of
outliers on the learning process. In (1), m 2 1;1½ Þ is called the fuzzier, and gi are
positive constants that control the importance of the third term with respect to the
first/second one. This term is minimized when uij are close to 1, thus, avoiding the

trivial solution of the first term (where uij ¼ 0). Note that
PC
i¼1

uij is not constrained to be

1. In fact, instances that are not representative of any cluster will have
PC
i¼1

uij close to

zero and will be considered as noise. This constraint relaxation overcomes the disad-
vantage of the constrained fuzzy membership approach which is the high sensitivity to
noise and outliers. The parameter gi is related to the resolution parameter in the
potential function and the deterministic annealing approaches. A point Xj will have

little influence on the estimates of the model parameters of a cluster if
PK
k¼1

v2ik dsijk
� 	2

is

large when compared with gi. On the other hand, the “fuzzier” m determines the rate of
decay of the membership value. When m ¼ 1, the memberships are crisp. When
m ! 1, the membership function does not decay to zero at all. In this possibilistic
approach, increasing values of m represents increased possibility of all points in the
data set completely belonging to a given cluster. The last term in (1) represents the cost
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of violating the pairwise SL, and NL constraints. These penalty terms are weighted by
the membership values of the instances that violate the constraints. In other words,
typical instances of the cluster which have high memberships yield larger penalty term.
The value of l controls the importance of the supervision information compared to the
other terms.

The performance of this algorithm relies on the value of b. Overrating it results in
the domination of the multi-algorithm fusion criteria which yields non-compact clus-
ters. Also, underestimating b decreases the impact of the proposed method and
increases the effect on the distances in the feature space. When appropriate b is chosen,
the algorithm yields compact and homogeneous clusters and optimal aggregation
weights for each algorithm within each cluster. Minimizing J with respect to U yields
the following necessary condition to update uij:

uij ¼ 1

1� D2
ij

gi

� 	 1
m�1

ð4Þ

where

Dij ¼
XK
k¼1

vqikd
2
ijk þ bi

XK
k¼1

vqik
XK
l¼1

xilylj � tj

 !2

þ l
X

ðXt ;Xk2NLÞ
umkj þ

X
ðXt ;Xk2SLÞ

XC
p¼1;p 6¼i

umkp

2
4

3
5

ð5Þ

Dij represents the total cost when we consider instance Xj in cluster i. As it can be
seen, this cost depends on the distance between point Xj and the cluster’s centroid ci,
the cost of violating the pairwise SL, and NL constraints (weighted by l), and the
deviation of the combined algorithms’ decision from the desired output (weighted by
b). More specifically, instances to be assigned to the same cluster: ið Þ are close to each
other in the feature space, and iið Þ their confidence values could be combined linearly
with the same coefficients to match the desired output. Minimizing J with respect to the
feature weights

vik ¼
XK
t¼1

D2
ik=Dil

� � 1
q�1

h i
ð6Þ

where Dil ¼
PN
j¼1

umij d
2
ijl. Minimization of J with respect to the prototype parameters, and

the aggregation weights yields

512 M. Hamzeh-Khani et al.



cik ¼
PN

j¼1 u
m
ij XikPN

j¼1 u
m
ij

ð7Þ

where

wik ¼

PN
j¼1 u

m
ij ykj tj �

PK
l ¼ 1
l 6¼ k

xilylj

0
B@

1
CA� fi

PN
j¼1 u

m
ij y

2
kj

ð8Þ

where fi is a multiplier that assures the constraint (2) is satisfied, and is defined as

fi ¼
PK

k¼1

PN
j¼1 u

m
ij ylj tj �

PK
k¼1 xikykj

� �� 	 PN
j¼1 u

m
ij y

2
lj

� 	�1

PK
l¼1

PN
j¼1 u

m
ij y

2
lj

� 	�1 ð9Þ

The obtained iterative algorithm starts with an initial partition and alternates
between the update equations of uij; vik; wik and cik as shown in Fig. 1.

Fig. 1. The proposed semi-supervised possibilistic clustering.
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The time complexity of one iteration of this first component is OðN � d � K � CÞ,
where N is the number of data points, C is the number of clusters, d is the dimen-
sionality of the feature space, and K is the number of feature subsets. The computa-
tional complexity of one iteration of other typical clustering algorithms (e.g. FCM [4],
PCM [5]) is OðN � d � CÞ. Since we use small number of feature subsets K ¼ 3ð Þ, one
iteration of our algorithm has a comparable time complexity to other similar algo-
rithms. However, we should note that since we optimize for more parameters, it may
require a larger number of iterations to converge.

After training the algorithm described above, the proposed local fusion approach
adopts the steps below in order to generate the final decision for test samples:

1. Run the different classifiers on the test sample within the corresponding feature
subset space, and obtain the decision values, Y j ¼ ykjjk ¼ 1; . . .k

� �
.

2. The unlabeled test sample inherits the class label of the nearest training sample.
3. Assign the membership degrees uij to test sample j in each cluster i using Eq. (4).
4. Aggregate the output of the different classifiers within each cluster using

ŷij
PK
k¼1

wikykj.

5. The final decision confidence is estimated using ŷ ¼P
C

i¼1
uijŷij.

The flowchart in Fig. 1 describes the proposed method.

3 Experiments

We illustrate the performance of the proposed algorithm using synthetic datasets. For
these datasets, we compare our approach to individual classifiers.

In this experiment, we illustrate the need for semi-supervised possibilistic local
fusion. We use our approach to classify the synthetic 2-dimensional dataset in Fig. 2
(Left). Let each sample be processed by two single algorithms (K-Nearest Neighbors
(K-NN) with K ¼ 3). Each algorithm, k, considers one feature Xk; and assigns one

Fig. 2. Synthetic 2-dimensional dataset. Class 0 samples are shown as blue dots and class 1
samples are shown as red dots (Left). Clustering results of the synthetic data using the method
in [3]. Magenta points correspond to the identified noise samples (threshold = 0.1) (Right) (Color
figure online).
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output value yk. As shown in Fig. 2 (Left), samples from Class 0 are represented using
blue dots and samples from Class 1 are displayed in red. Black samples represent noise
samples. The dataset consists of four clusters. Each of them is a set of instances from
the two classes. In Fig. 2, we show the clustering result of this dataset using possi-
bilistic clustering and feature weighting algorithm [8]. As it can be seen, points
assigned low memberships (< 0.1) with respect to all clusters (i.e. noise points) are
shown in magenta.

Figure 3 shows the classification results obtained using individual learners. As one
can notice, both learners fail to optimally categorize the data, and their accuracies are
69 % and 81 %, for learner 1 and learner 2, respectively. The accuracy of each learner
depends on its region of feature space. More specifically, Fig. 3(a) illustrates how
learner 1 classifies correctly most of the instances in the top right ellipsoidal cluster.
However, it achieves 48 % accuracy on the three spherical clusters. Also, learner 1
performs better for the top right ellipsoidal cluster as shown in Fig. 3(b). This example
proves the need for local fusion approach combine strengths of the classifiers in dif-
ferent regions of the feature space. In order to construct the set pairwise constraints, we
randomly select samples that are at the boundary of each cluster. We consider 7 % of
the total number of instances as SL and NL sets. Pairs of instances belonging to the

Fig. 3. Classification result of (a) the first algorithm (based on feature x1). (b) the second
algorithm (based on feature x2).

Fig. 4. Local possibilistic fusion results (threshold = 0.1) using (a) method in [6] and (b) the
proposed semi-supervised approach with 7 % pairwise constraints
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same cluster (based the ground truth) form the SL set. Similarly, pairs that belong to
different clusters form the NL set. The results obtained using the unsupervised local
fusion approach (with a threshold = 0.1) in [6] and the proposed approach are shown in
Fig. 4. As it can be seen in Fig. 4(b), the supervision information has improved the
overall performance compared to the method in [6].

We use the accuracy as performance measure to evaluate the performance of our
semi-supervised method. The overall accuracy of the partition is computed as the
average of the individual class rates weighted by the class cardinality. To take into
account the sensitivity of the algorithm to the initial parameters, we run the algorithm
10 times using different random initializations. Then, we compute the average accuracy
values for each supervision rate. As it can be seen in Fig. 5, the accuracy increased at a
much lower rate with supervision rate larger than 7 %. Thus, for the rest of the
experiments we set the supervision rate used to guide our clustering algorithm to 7 %.
We compare the obtained average accuracy, precision, recall, and F-measure values
obtained using individual K-NN learners, the method in [6], and the proposed method
with the SONAR dataset in Table 1. Our semi-supervised approach outperforms other
classifiers on this dataset based on the four performance measures.

4 Conclusion

In this paper we have proposed a novel approach in ensemble learning. This approach
consists in a semi-supervised local fusion algorithm which categorizes the feature space
into homogeneous clusters, learns optimal aggregation weights for individual classifiers

Fig. 5. Accuracy of our method on dataset in Fig. 2 varying supervision rate.

Table 1. Performance comparison of the learners for SOANR dataset.

Accuracy Precision Recall F-measure

1NN 82.69 76.80 88.03 82.03
2NN 84.16 79.72 88.42 83.84
3NN 85.11 81.42 88.08 84.61
[6] 86.04 86.36 84.31 85.32
Our Approach 90.24 90.90 89.47 90.17
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and optimal fusion parameters for each context in a semi supervised manner. The
experiments have shown that the semi-supervised fusion approach yields more accurate
classification than the unsupervised version in [6] and the individual classifiers on
synthetic and real datasets.
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Abstract. At present very large volumes of information are being regularly
produced in the world. Most of this information is unstructured, lacking the
properties usually expected from, for instance, relational databases. One of the
more interesting issues in computer science is how, if possible, may we achieve
data mining on such unstructured data. Intuitively, its analysis has been attempted
by devising schemes to identify patterns and trends through means such as sta-
tistical pattern learning. The basic problem of this approach is that the user has to
decide, a priori, the model of the patterns and, furthermore, the way in which they
are to be found in the data. This is true regardless of the kind of data, be it textual,
musical, financial or otherwise. In this paper we explore an alternative paradigm
in which raw data is categorized by analyzing a large corpus from which a set of
categories and the different instances in each category are determined, resulting in
a structured database. Then each of the instances is mapped into a numerical value
which preserves the underlying patterns. This is done using a genetic algorithm
and a set of multi-layer perceptron networks. Every categorical instance is then
replaced by the adequate numerical code. The resulting numerical database may
be tackled with the usual clustering algorithms. We hypothesize that any
unstructured data set may be approached in this fashion. In this work we exem-
plify with a textual database and apply our method to characterize texts by dif-
ferent authors and present experimental evidence that the resulting databases yield
clustering results which permit authorship identification from raw textual data.

Keywords: Data bases � Neural networks � Genetic algorithms � Categorical
encoding

1 Introduction

The problem of analyzing large sets of unstructured data sets has grown in importance
over the last years. As of April 2014 there was an estimated 958,919,789 sites in the
world [1]. Due to corrections to Metcalfe’s law [2], which states that the value of a
telecommunications network is proportional to n (log2 n) of the number of connected
users of the system, there is a network world value of O(28.9e + 09). The associated
amount of data generatedmay be inferred from this number and even conservativemetrics
yield very large estimates. Most of these data are unstructured and recent commercial [3]
approaches to the problem attest to the increasing importance assigned to this fact. In the
computer science community, data mining of texts [4], music [5] and general information
[6, 7] is being approached with growing interest. In the vast majority of the cases,
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information extraction (IE) is highlighted and emphasizes the use of anaphora: the use of
an expression the interpretation of which depends upon another expression in context.
This approach, although intuitive and natural, suffers from the obvious disadvantage of
being case-based. That is, amethod developed for, say, texts in Englishwill not be directly
applicable to other languages and much less to other kinds of information. For example,
even when limiting our range of study to, say, (a) Texts stemming from corporate finance
(i.e. mining industry literature for business intelligence), (b) “Horizontal” test mining (i.e.
patent analysis) or (c) Life sciences research (i.e. mining biological pathway information)
every one of (a), (b) or (c) relies on a case-by-case determination of the anaphoric usage.

The problem at the very heart of this issue is the fact that we must preserve the
patterns underlying the information and it had not been treated with success in the past.
In [8], however, a method to encode non-numerical data in mixed (numerical and
categorical) data bases was shown to be effective in preserving the embedded patterns.
In what follows, we denote with G the number of generations of a genetic algorithm
(EGA), with n the number of attributes in the database. MLP denotes a multi-layered
perceptron network. MD denotes a data base where some of the attributes may be
numerical and others are categorical. ND denotes the data base where all instances of
the categories have been replaced by a numerical code. The algorithm developed
therein was dubbed CENG and may be succinctly described as follows.

CENG: An algorithm for categorical encoding
1. Specify the mixed database MD. 
2. MD is analyzed to determine c (the number of categorical attributes) and t (the

number of instances of all categories). The size of the genome (the number 
of bits needed to encode the solution)  is L=22ct. EGA (the Eclectic Genetic 
Algorithm [9]) is programmed to minimize the fitness function; it randomly 
generates a set of PS (the number of individuals) strings of size L. This is 
population P0. Every one of the PS strings is an individual of EGA. 

for i=1 to G
for j=1 to PS

From individual j, ct numerical codes are extracted and NDij is generated 
by replacing the categorical instances with their numerical counterparts. 
Numerical variables are left undisturbed.

MLPij's architecture (for EGA's individual j) is determined. 
for k=1 to n-1

MLPij is fed with a data matrix in which the k-th attribute of ND 
is taken as a variable dependent on the remaining n-1. MLPij is
trained and the maximum error eijk (i.e. the one resulting by feeding 
the already trained MLPij with all tuples vs. the dependent variable) 
is calculated.

            endfor
            Fitness(j) = max(eijk )

Endfor
If an ending condition is reached the EGA ends. Otherwise the PS individuals of
Pi are selected,  crossed over and mutated yielding the new Pi.

endfor
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CENG delivers the codes for every one of the ct instances of the categorical
variables and ND: a version of MD in which all categorical instances are replaced by
the proper numerical codes.

An example of a Mixed Database and the resulting Numerical Database after
CENG is shown in Fig. 1. All numerical values have been mapped into [0,1).

The corresponding codes are shown in Fig. 2.

Once having shown that CENG does find the correct codes for categorical attributes
in mixed data bases, a corollary is that classic numerical clustering algorithms (such as
Fuzzy C-Means [10], Self-Organizing Maps [11] or Entropy Based Clustering [12])
may be used and, furthermore, any text (indeed, any collection of tokenizable data)
may be treated as a set of categorical variables provided categories and their corre-
sponding instances are identified.

The rest of the paper is organized as follows. In Sect. 2 we describe the method we
applied to tokenize Spanish texts. In Sect. 3 we describe the process of encoding the
tokenized data base to obtain the corresponding clusters. In Sect. 4 we present an
algorithm developed to identify the correspondence of the clusters in a labeled data
base. In Sect. 5 we describe the experiments we performed to test the viability of our
method. In Sect. 6 we present our conclusions.

2 Tokenizing Spanish Texts

To tokenize unstructured data we first have to find a representative sample which
adequately characterizes the universe of data (U). Once having done so we select the
number of categories (c). The next step is to determine the instances within every

Fig. 1. Example of Mixed and Numerical Data after CENG.

Fig. 2. Code for categorical instances.
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category (t). The number of tokens (k) per tuple determines the form of the structured
data base. The final step is to select the text to tokenize and identify the tokens which
will populate the structured data base. Notice that these steps are independent of the
nature of U.

2.1 Tokenizing the Universe of Data

We started by selecting a collection of Spanish texts from different authors: Gabriel
García Márquez, Julio Cortázar, Miguel de Cervantes, Jorge Luis Borges, Amado
Nervo and Spanish translations of James Joyce and William Shakespeare. 125,882
words were extracted, from which 15,031 distinct ones were identified (i.e.
|U| = 15,301). We then made c = 12 and t = 4. This was achieved by obtaining the
frequencies of every one of the 15,301 words and dividing them into 12 equally
distributed intervals. That is, every one of the intervals in category i consists of as many
words as those needed to account for 1/12 of the total. An index was generated wherein
up to 4 equally spaced subintervals were defined. This translates into the fact that there
are more words in the initial intervals (more finely split frequencies) whereas those
intervals where the more probable words lie consist of less words. An example taken
from the actual database is shown in Fig. 3.

In the third column we find the token number. In the category there are one or more
tokens. In category 1, for instance all the words illustrated (“ESTIRABAN”,…,
“ESTRAÑO”) map into token 3 (“T3”). On the other hand, category 12 consists of
three tokens and category 14 consists of only one token. Any word in the text may be
either matched up with a token (if it is found in the catalog) or is assigned a special
“null” token. There is one possible null token for every category. Under this classifi-
cation, the sentence “Tomaré el autobús a las dos y llegaré por la tarde” is represented
by the set of tokens <T6> <T62> <T21> <T61> <T54> <T42> <T65> <T4> <T56>
<T64> <T34> . However, this simple approach is not the one we took. Rather, we
define <zentence ≡ 12 tokens>. Our program reads words from a text and would “like”
to find one representative for every category. This is attempted by reading up to 26
words or when all the 12 categories are filled-in. The number “26” was calculated so
that the average number of unfulfilled categories is approximately 15 %. If, after having

Fig. 3. An example of categories and instances.
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read 26 words, a category is still not yet filled-in, a null token is assigned to the empty
position of the zentence. If a word is a representative of a category which has already
been filled-in, that word is not discarded and a new one is read. A zentence has the
structure illustrated in Table 1.

2.2 Obtaining the Tokenized Data Base

As described, not all zentences include instances of all categories and, therefore, a
special token (“nuli”) may appear in the i-th position of the zentence. That is, if no
representative of category 1 appears in the zentence, it will be filled-in with the first
null; if no representative of category 2 appears it will be filled-in with the second null
and so on. In other words, there are up to (c + 1)t symbols present in the database. In
the example database there are up to 60 different categorical instances present. This is
illustrated in Fig. 4.

Once U is determined and categorized any given selected text in Spanish may be
mapped into a relational data base formed of zentences. We selected three texts by
García Márquez and three by Julio Cortázar and tokenized them accordingly. These
texts were then encoded by CENG and finally clustered using Self-Organizing Maps.
The resulting clusters were labeled and then tested for similarity. Clusters whose tuples
are similarly labeled indicate the same author; different authors otherwise.

3 Coding and Clustering the Tokenized Data Base

Once the tokenized data base has been obtained we proceed to encode the attributes,
which correspond to the tokens determined as above. These tokenized database is one in
which all attributes are categorical. The idea is to find a set of codes (one for each

Table 1. Structure of a zentence

Zentence No. Token No.

1 1 2 3 4 5 6 7 8 9 10 11 12
2 1 2 3 4 5 6 7 8 9 10 11 12

Fig. 4. A segment of a tokenized data base.
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different instance of all categories) such that the structures present in the non-numerical
data set are preserved when every instance of every category is replaced by its numerical
counterpart. CENG is an algorithm based on the premise that patterns are preserved if all
attributes are adequately expressed as a function of all others and that this is true for all
attributes simultaneously. Let us assume that we have a hypothetical perfect set of pattern
preserving codes. Assume, also, that there are n attributes and p tuples. Given such
perfect set it would be, in principle, possible to express attribute i as a function of the
remaining n − 1 with high accuracy since this perfect code set will lend itself to a close
approximation. Therefore, the first problem to solve, in this approach, is to find f1 = f
(x2…,xn): a multivariate function with no predefined model for f1; that is to say, without
restricting the form of the approximant. In this regard Cybenko [13] showed that a
3-layered perceptron network (MLP) is able to approximate arbitrarily closely a function
from a known data set. This theorem is not constructive and one has to design the MLP
adequately. The issues involved in its design are discussed and solved in [14]. To
complete the argument regarding the preservation of patterns we must find the whole
collection f2,…, fn where fi ¼ f ðx1; . . .; xi�1; xiþ 1; . . .; xnÞ such that the approximation
error should be the smallest for all attributes given the same fixed codes. This
multi-objective optimization problem [since minimizing the approximation error for fi
may be in conflict with minimizing the corresponding error for fj (i ≠ j)] is the second
problem to solve. On the other hand, it is clear that we do not know the values of what we
have called the perfect code. These issues are solved in CENG by using EGA andMLPs.

In every generation PS individuals are delivered to a MLP for evaluation. Every
individual consists of a set of possible codes which are to be assigned to every instance
in the database. An individual for the database illustrated in Fig. 5a is shown in Fig. 5b.
Figure 5c illustrates the database resulting from replacing the instances of MD with the
codes of Fig. 5b. The numbers illustrated in Fig. 5b are actually encoded in binary with
22 bits each. Numerical variables are mapped into [0,1) so that all numbers lie in the
same range.

Every (binary string) individual of EGA is transformed to a decimal number and its
codes are inserted into MD, which now becomes a candidate numerical data base.
A MLP (whose architecture is determined as per [14]) is trained (for 1000 epochs with
backpropagation [15]) using the first attribute as the output and the remaining n� 1 as
inputs to the MLP. The associated absolute error is calculated and temporarily stored.
This process is repeated n − 1 more times using every attribute as the output of a MLP
and the remaining n − 1 as its inputs. The largest of the stored errors is returned to EGA
as the fitness of the individual. EGA runs for 500 generations thus minimizing the
maximum absolute error. This strategy guarantees that the resulting set of codes cor-
responds to the best global behavior. That is, the final set of codes encompasses the best
combinations of the fi’s minimizing the approximation error and the multi-objective
optimization is solved within the practical limits of the EGA. Additionally it delivers a
practical approximation of the perfect set: the one preserving the patterns embedded in
the data base.

Since both initial values of the weights during the training phase of the MLPs and
the initial population of EGA are random any two runs of CENG, in general, will result
in different sets of codes, say S1 and S2. This fact allows us to verify that, as postu-
lated, patterns will be preserved. This is done by applying a clustering algorithm which
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yields an assignment of every tuple to one of m clusters. Under the assumption of
pattern preservation, clustering with S1 and S2 should yield analogous clusters. This is,
indeed, the fact, as was shown in [8].

4 Identification of Cluster Matching in Labeled Databases

The correct identification of analogous clusters is compulsory if, as intended, we are to
determine whether two texts correspond (or not) to the same author. Texts T1A and T2A
both authored by A should correspond to similar clusters whereas texts T1A and T1B
(authored, respectively, by A and B) should correspond to different clusters. To test the
purported cluster similarity poses the technical problem we describe in what follows.

4.1 The Problem of Cluster Matching

Assume that tables T1 and T2 consisting of attributes V1,…,VC have been classified
into 4 clusters and labeled as illustrated in Figs. 6a and 6b. This labeling convention is

Age
Place of 

Birth
Years of 

Study Race Sex Salary
55 North 9 White M 2,932.49
62 North 7 Asian F 23,453.37
57 South 24 Indian F 1,628.61
56 Center 18 White M 4,069.62
49 South 22 Indian F 3,650.23

Fig. 5a. A mixed database (MD)

North Center South White Asian Indian Other M F
0.0002 0.2691 0.2209 0.8304 0.0668 0.4084 0.7472 0.1332 0.1283

Fig. 5b. Instances of MD and possible codes

Age Place of Birth Years of Study Race Sex Salary
0.4928 0.0002 0.2000 0.8304 0.1332 0.0226
0.5942 0.0002 0.1200 0.0668 0.1283 0.1896
0.5217 0.2209 0.8000 0.4084 0.1283 0.0120
0.5072 0.2691 0.5600 0.8304 0.1332 0.0318
0.4058 0.2209 0.7200 0.4084 0.1283 0.0284
0.0870 0.0002 0.8400 0.0668 0.1332 0.2306

Fig. 5c. Numerical database (ND) with codes from Fig. 2b
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convenient since one may easily count the number of matches between two clusters.
However, clustering algorithms do not necessarily yield the same order of the label
columns. For example, in Fig. 7 we have compared column C11 to C21, on the one
hand and C11 to C24 on the other. The first choice yields a count of 6 matches leading
us to the conclusion that sets C11 and C21 do not match and that, therefore, T1 and T2
do not share the same clusters.

The second choice, however, yields the full 12 matches. Therefore, in this instance
one must conclude that column C11 (from set 1) actually corresponds to column C24
(from set 2). Accordingly, we should also conclude that T1 and T2 correspond to the
same set for cluster 1. The correct pairing has to be achieved in similar fashion for all
clusters.

If there are m clusters and p tuples there are mp possible combinations of valid
labeling sets. We need to investigate which of these does actually correspond to the
proper matching of the m clusters in T1 with those of T2. Only then we may compare

Fig. 6a. A segment of labeled Numerical Data Base T1.

Fig. 6b. A segment of labeled Numerical Data Base T2.
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T1 and T2 and determine their similarity. To achieve this identification we designed the
following algorithm.

4.2 An Algorithm to Optimize Cluster Matching

Fig. 7. Similarity for different choices of cluster columns
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The core of the algorithm lies in step 4.1 where the valid matching sequences are
determined. This algorithm will find the sequence which maximizes the number of
matches between the clusters of T1 and T2 with high probability provided Q is large
enough. In our experiments we made Q = 1000. Given the large number of possible
pairings between the clusters of T1 and T2 the algorithm is a practical way to select
which cluster of T1 should be paired with which cluster of T2.

5 Experimental Authorship Identification

At this point we are in a position which allows us to test the initial hypothesis of
authorship identification. As already stated, we selected 3 texts from Gabriel García
Márquez (GM) and 3 from Julio Cortázar (JC). These were, consecutively, tokenized,
CENG-encoded, clustered with SOMs and labeled. Previous analysis led us to the
conclusion that there were 4 clusters, as may be seen from the graph in Fig. 8.

In this graph we display the results of having trained texts from GM and JC for up
to 6 clusters with SOMs. The maximum errors relative to the mean were smallest for 4
clusters and the calculated standard deviation with a 0.05 p-value [16] was, likewise,
smallest for the same number.

The texts we selected were of roughly the same size: ≈ 16,000 words. They were
then tokenized and CENG-encoded. The resulting data bases were clustered and
labeled. Next the cluster matching was performed and adjusted when needed. We then
proceeded to obtain a matrix of coincidences for the 15 possible combinations of the 6
texts. These are shown in Table 2. GMi denotes the i-th text by García Márquez;
likewise JCi denotes the texts by Cortázar.

Fig. 8. Standard deviation for training errors
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The texts pairings were ordered according to the percentage of matches we
obtained. We observed the following behavior:

• All matching text matches were higher when the authors were the same, with the
exception of item 6, where the texts by GM vs JC had higher matches than
expected.

• The correct assessment of authorship matches for the first 5 couples remains very
close or above 75 % Therefore, a matching percentage of 75 % appears to be
sufficient to ascertain similar authorship.

• There appears to be no possible definitive conclusions of the purported authorship
in the borderline percentages for items 6-8.

• Matching percentages below 60 % seem to imply negative authorship for the
analyzed couples.

• The identification percentage falls smoothly so that there is not a clear cut threshold
dividing correctly assessed authorship from the alternative.

6 Conclusions

We have described a method to identify the authorship of selected Spanish texts which
is not based on linguistic considerations. Rather, it relies on the identification and
preservation of the patterns embedded in the texts by the intelligent encoding of the
data. This method is computationally intensive, requiring the training of a large set of
candidate codes and, therefore, CPU consuming. Execution time was improved using
parallel computation from which genetic algorithms benefit considerably. On the other
hand, there are several parameters which were heuristically determined and have to be
further explored. For instance, the size of the zentences is arbitrary. Likewise, the fact
of having defined the number of categories and the corresponding instances as they
were is arbitrary and we expect that a more elaborate selection of these (after systematic
experimental tests) may improve the algorithm significantly. Furthermore, the selected
texts and their lengths may affect the efficiency of the algorithm one way or the other.
Finally, the results, which seem to be promising, are only valid, in general, if we
assume that the method will behave similarly if the restricted number of authors we
selected were to be expanded. Even if it is not reasonable to assume that the reported

Table 2. Comparison of clusters obtained

Text 1 Text 2 Cluster matches Text 1 Text 2 Cluster matches

1 JC1 JC2 98.23 % 9 GM2 JC1 57.14 %
2 JC2 JC3 86.43 % 10 GM3 JC2 57.14 %
3 JC1 JC3 82.50 % 11 GM1 JC2 54.29 %
4 GM1 GM2 78.54 % 12 GM2 JC3 54.29 %
5 GM1 GM3 74.69 % 13 GM3 JC1 54.29 %
6 GM3 JC3 68.60 % 14 GM1 JC1 51.52 %
7 GM2 GM3 66.77 % 15 GM2 JC2 48.57 %
8 GM1 JC3 65.71%
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results should be much different for a different selection of authors it could be that such
is the case. Much experimental work remains to be done.

At any rate this is a novel and possibly promising alternative. Particularly in view
of the fact, that as pointed out in the introduction, it may be applied to any kind of
unstructured data. We expect to report on the application of our method to more general
and non-textual data in the near future.
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Abstract. High-utility itemset mining (HUIM) is an important data
mining task with wide applications. In this paper, we propose a novel
algorithm named EFIM (EFficient high-utility Itemset Mining), which
introduces several new ideas to more efficiently discovers high-utility
itemsets both in terms of execution time and memory. EFIM relies on
two upper-bounds named sub-tree utility and local utility to more effec-
tively prune the search space. It also introduces a novel array-based util-
ity counting technique named Fast Utility Counting to calculate these
upper-bounds in linear time and space. Moreover, to reduce the cost of
database scans, EFIM proposes efficient database projection and trans-
action merging techniques. An extensive experimental study on var-
ious datasets shows that EFIM is in general two to three orders of
magnitude faster and consumes up to eight times less memory than
the state-of-art algorithms d2HUP, HUI-Miner, HUP-Miner, FHM and
UP-Growth+.

Keywords: High-utility mining · Itemset mining · Pattern mining

1 Introduction

Frequent Itemset Mining (FIM) [1] is a popular data mining task that is essential
to a wide range of applications. Given a transaction database, FIM consists of
discovering frequent itemsets. i.e. groups of items (itemsets) appearing frequently
in transactions [1,14]. However, an important limitation of FIM is that it assumes
that each item cannot appear more than once in each transaction and that all
items have the same importance (weight, unit profit or value). To address these
issues, the problem of High-Utility Itemset Mining (HUIM) has been defined
[2,6–9,11,12]. As opposed to FIM [1,14], HUIM considers the case where items
can appear more than once in each transaction and where each item has a
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weight (e.g. unit profit). Therefore, it can be used to discover itemsets having
a high-utility (e.g. high profit), that is High-Utility Itemsets. HUIM has a wide
range of applications [2,7,12]. The problem of HUIM is more difficult than the
problem of FIM because the utility of an itemset is neither monotonic or anti-
monotonic (a HUI may have a superset or subset with lower, equal or higher
utility) [2,7,12]. Thus techniques to prune the search space developed in FIM
based on the anti-monotonicity of the support cannot be directly applied to
HUIM.

Several algorithms have been proposed for HUIM. A popular approach to
HUIM is to discover high-utility itemsets in two phases. This approach is adopted
by algorithms such as PB [6], Two-Phase [9], BAHUI [11], UP-Growth and
UP-Growth+ [12]. However, the two-phase model suffers from the problem of
generating a huge amount of candidates and repeatedly scanning the database.
Recently, to avoid the problem of candidate generation, the HUI-Miner [7] and
d2HUP [8] algorithms were proposed to mine high-utility itemsets directly using
a single phase. Then, improved versions of HUI-Miner named HUP-Miner [8] and
FHM [2] were proposed, and are to our knowledge the current best algorithms
for HUIM. However, despite all these research efforts, the task of high-utility
itemset mining remains very computationally expensive.

In this paper, we address this need for more efficient HUIM algorithms by
proposing a one-phase algorithm named EFIM (EFficient high-utility Itemset
Mining), which introduces several novel ideas to greatly decrease the time and
memory required for HUIM. First, we propose two new techniques to reduce the
cost of database scans. EFIM performs database projection and merges trans-
actions that are identical in each projected database using a linear time and
space implementation. Both operations reduce the size of the database as larger
itemsets are explored. Second, we propose two new upper-bounds on the utility
of itemsets named sub-tree utility and local utility to more effectively prune the
search space. Third, we introduce a novel array-based utility counting technique
named Fast Utility Counting (FAC) to calculate these upper-bounds in linear
time and space.

We conducted an extensive experimental study to compare the performance
of EFIM with the state-of-the-art algorithms d2HUP, HUI-Miner, HUP-Miner,
FHM and UP-Growth+ on various datasets. Results show that EFIM is in gen-
eral two to three orders of magnitude faster than these algorithms, consumes
up to eight times less memory.

The rest of this paper is organized as follows. Sections 2, 3, 4, 5 and 6 respec-
tively presents the problem of HUIM, the related work, the EFIM algorithm, the
experimental evaluation and the conclusion.

2 Problem Statement

The problem of high-utility itemset mining is defined as follows. Let I be a finite
set of items (symbols). An itemset X is a finite set of items such that X ⊆ I.
A transaction database is a multiset of transactions D = {T1, T2, ..., Tn} such
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Table 1. A transaction database

TID Transaction

T1 (a, 1)(c, 1)(d, 1)

T2 (a, 2)(c, 6)(e, 2)(g, 5)

T3 (a, 1)(b, 2)(c, 1)(d, 6)(e, 1)(f, 5)

T4 (b, 4)(c, 3)(d, 3)(e, 1)

T5 (b, 2)(c, 2)(e, 1)(g, 2)

Table 2. External utility values

Item a b c d e f g

Profit 5 2 1 2 3 1 1

that for each transaction Tc, Tc ⊆ I and Tc has a unique identifier c called its
TID (Transaction ID). Each item i ∈ I is associated with a positive number p(i),
called its external utility (e.g. unit profit). Every item i appearing in a transac-
tion Tc has a positive number q(i, Tc), called its internal utility (e.g. purchase
quantity). For example, consider the database in Table 1, which will be used as
the running example. It contains five transactions (T1, T2..., T5). Transaction T2

indicates that items a, c, e and g appear in this transaction with an internal
utility of respectively 2, 6, 2 and 5. Table 2 indicates that the external utility of
these items are respectively 5, 1, 3 and 1.

Definition 1 (Utility of an item/itemset). The utility of an item i in a
transaction Tc is denoted as u(i, Tc) and defined as p(i) × q(i, Tc) if i ∈ Tc. The
utility of an itemset X in a transaction Tc is denoted as u(X,Tc) and defined
as u(X,Tc) =

∑
i∈X u(i, Tc) if X ⊆ Tc. The utility of an itemset X is denoted

as u(X) and defined as u(X) =
∑

Tc∈g(X) u(X,Tc), where g(X) is the set of
transactions containing X.

For example, the utility of item a in T2 is u(a, T2) = 5 × 2 = 10. The utility
of the itemset {a, c} in T2 is u({a, c}, T2) = u(a, T2) + u(c, T2) = 5 × 2 + 1 × 6 =
16. Furthermore, the utility of the itemset {a, c} is u({a, c}) = u({a, c}, T1) +
u({a, c}, T2)+u({a, c}, T3) = u(a, T1) +u(c, T1) +u(a, T2) +u(c, T2) + u(a, T3)+
u(c, T3) = 5 + 1 + 10 + 6 + 5 + 1 = 28.

Definition 2 (Problem definition). An itemset X is a high-utility itemset if
u(X) ≥ minutil. Otherwise, X is a low-utility itemset. The problem of high-
utility itemset mining is to discover all high-utility itemsets.

For example, if minutil = 30, the high-utility itemsets in the database of
the running example are {b, d}, {a, c, e}, {b, c, d}, {b, c, e}, {b, d, e}, {b, c, d, e},
{a, b, c, d, e, f} with respectively a utility of 30, 31, 34, 31, 36, 40 and 30.
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3 Related Work

HUIM is harder than FIM since the utility measure is not monotonic or anti-
monotonic [9,12], i.e. the utility of an itemset may be lower, equal or higher than
the utility of its subsets. Thus, strategies used in FIM to prune the search space
based on the anti-monotonicity of the frequency cannot be applied to the utility
measure to discover high-utility itemsets. Several HUIM algorithms circumvent
this problem by overestimating the utility of itemsets using the Transaction-
Weighted Utilization (TWU) measure [6,9,11,12], which is anti-monotonic, and
defined as follows.

Definition 3 (Transaction weighted utilization (TWU)). The transaction
utility of a transaction Tc is defined as TU(Tc) =

∑
x∈Tc

u(x, Tc). The TWU of
an itemset X is defined as TWU(X) =

∑
Tc∈g(X) TU(Tc).

Example 1. The TU of transactions T1, T2, T3, T4 and T5 for our running example
are respectively 8, 27, 30, 20 and 11. TWU(a) = TU(T1) + TU(T2) + TU(T3) =
8 + 27 + 30 = 65.

For any itemset X, it can be shown that TWU(X) ≥ u(Y )∀Y ⊇ X (the
TWU of X is an upper-bound on the utility of X and its supersets) [9]. The
following properties of the TWU is used to prune the search space.

Property 1 (Pruning search space using TWU). For any itemset X, if TWU(X)
< minutil, then X is a low-utility itemset as well as all its supersets [9].

Algorithms such as PB [6], Two-Phase [9], BAHUI [11], UP-Growth and
UP-Growth+ [12] utilize Property 1 to prune the search space. They operate in
two phases. In the first phase, they identify candidate high-utility itemsets by
calculating their TWUs. In the second phase, they scan the database to calculate
the exact utility of all candidates to filter low-utility itemsets. UP-Growth is one
of the fastest two-phase algorithm. Recent two-phase algorithms such as PB and
BAHUI only provide a small speed improvement.

Recently, algorithms that mine high-utility itemsets using a single phase were
proposed to avoid the problem of candidate generation. The d2HUP and HUI-
Miner algorithms were reported to be respectively up to 10 and 100 times faster
than UP-Growth [7,8]. Then, improved versions of HUI-Miner named HUP-
Miner [8] and FHM [2] were proposed to reduce the number of join operations
performed by HUI-Miner, and are to our knowledge the current best algorithm
for HUIM. In HUI-Miner, HUP-Miner and FHM, each itemset is associated with
a structure named utility-list [2,7]. Utility-lists allow calculating the utility of an
itemset by making join operations with utility-lists of smaller itemsets. Utility-
lists are defined as follows.

Definition 4 (Remaining utility). Let � be a total order on items from I,
and X be an itemset. The remaining utility of X in a transaction Tc is defined
as re(X,Tc) =

∑
i∈Tc∧i�x∀x∈X u(i, Tc).
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Definition 5 (Utility-list). The utility-list of an itemset X in a database D
is a set of tuples such that there is a tuple (c, iutil, rutil) for each transaction Tc

containing X. The iutil and rutil elements of a tuple respectively are the utility
of X in Tc (u(X,Tc)) and the remaining utility of X in Tc (re(X,Tc)).

For example, assume the lexicographical order (i.e. e � d � c � b � a). The
utility-list of {a, e} is {(T2, 16, 5), (T3, 8, 5)}.

To discover high-utility itemsets, HUI-Miner, HUP-Miner and FHM perform
a database scan to create utility-lists of patterns containing single items. Then,
larger patterns are obtained by joining utility-lists of smaller patterns (see [7,8]
for details). Pruning the search space is done using the following properties.

Definition 6 (Remaining utility upper-bound). Let X be an itemset. Let
the extensions of X be the itemsets that can be obtained by appending an item
i to X such that i � x, ∀x ∈ X. The remaining utility upper-bound of X is
defined as reu(X) = u(X) + re(X), and can be computed by summing the iutil
and rutil values in the utility-list of X.

Property 2 (Pruning search space using utility-lists). If reu(X) < minutil, then
X is a low-utility itemset as well as all its extensions [7].

One-phase algorithms [2,7,8,10] are faster and generally more memory effi-
cient than two phase algorithms. However, mining HUIs remains very computa-
tionally expensive. For example, HUI-Miner, HUP-Miner, and FHM still suffer
from a high space and time complexity. The size of each utility-list is in the worst
case O(n), where n is the number of transactions (when a utility-list contains
an entry for each transaction). The complexity of building a utility-list is also
very high [2]. In general, it requires to join three utility-lists of smaller itemsets,
which thus requires O(n3) time in the worst case.

4 The EFIM Algorithm

We next present our proposal, the EFIM algorithm. It is a one-phase algorithm,
which introduces several novel ideas to reduce the time and memory required for
HUIM. Subsection 4.1 briefly reviews definitions related to the depth-first search
of itemsets. Subsections 4.2 and 4.3 respectively explain how EFIM reduces the
cost of database scans using an efficient implementation of database projection
and transaction merging. Subsection 4.4 presents two new upper-bounds used by
EFIM to prune the search space. Subsection 4.5 presents a new array-based util-
ity counting technique named Fast Utility Counting to efficiently calculate these
upper-bounds in linear time and space. Finally, Subsect. 4.6 gives the pseudocode
of EFIM.

4.1 The Search Space

Let � be any total order on items from I. According to this order, the search
space of all itemsets 2I can be represented as a set-enumeration tree. For exam-
ple, the set-enumeration tree of I = {a, b, c, d} for the lexicographical order is
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Fig. 1. Set-enumeration tree for I = {a, b, c, d}

shown in Fig. 1. The EFIM algorithm explores this search space using a depth-
first search starting from the root (the empty set). During this depth-first search,
for any itemset α, EFIM recursively appends one item at a time to α accord-
ing to the � order, to generate larger itemsets. In our implementation, the �
order is defined as the order of increasing TWU because it generally reduces the
search space for HUIM [2,7,12]. However, we henceforth assume that � is the
lexicographical order, for the sake of simplicity. We next introduce definitions
related to the depth-first search exploration of itemsets.

Definition 7 (Items that can extend an itemset). Let be an itemset α.
Let E(α) denote the set of all items that can be used to extend α according to
the depth-first search, that is E(α) = {z|z ∈ I ∧ z � x,∀x ∈ α}.

Definition 8 (Extension of an itemset). Let be an itemset α. An itemset
Z is an extension of α (appears in a sub-tree of α in the set-enumeration tree)
if Z = α ∪ W for an itemset W ∈ 2E(α) such that W 
= ∅. Furthermore, an
itemset Z is a single-item extension of α (is a child of α in the set-enumeration
tree) if Z = α ∪ {z} for an item z ∈ E(α).

For example, consider the database of our running example and α = {d}.
The set E(α) is {e, f, g}. Single-item extensions of α are {d, e}, {d, f} and {d, g}.
Other extensions of α are {d, e, f}, {d, f, g} and {d, e, f, g}.

4.2 Reducing the Cost of Database Scans Using Projections

As we will explain, EFIM performs database scans to calculate the utility of
itemsets and upper-bounds on their utility. To reduce the cost of database scans,
it is desirable to reduce the database size. An observation is that when an itemset
α is considered during the depth-first search, all items x 
∈ E(α) can be ignored
when scanning the database to calculate the utility of itemsets in the sub-tree
of α, or upper-bounds on their utility. A database without these items is called
a projected database.



536 S. Zida et al.

Definition 9 (Projected database). The projection of a transaction T using
an itemset α is denoted as α-T and defined as α-T = {i|i ∈ T ∧ i ∈ E(α)}. The
projection of a database D using an itemset α is denoted as α-D and defined as
the multiset α-D = {α-T|T ∈ D ∧ α-T 
= ∅}.

For example, consider database D of the running example and α = {b}.
The projected database α-D contains three transactions: α-T3 = {c, d, e, f},
α-T4 = {c, d, e} and α-T5 = {c, e, g}.

Database projections generally greatly reduce the cost of database scans since
transactions become smaller as larger itemsets are explored. However, an impor-
tant issue is how to implement database projection efficiently. A naive and inef-
ficient approach is to make physical copies of transactions for each projection.
An efficient approach used in EFIM is to sort each transaction in the original
database according to the � total order beforehand. Then, a projection is per-
formed as a pseudo-projection, that is each projected transaction is represented
by an offset pointer on the corresponding original transaction. The complexity of
calculating the projection α-D of a database -D is linear in time and space with
respect to the number of transactions. The proposed database projection tech-
nique generalizes the concept of database projection from pattern mining [14]
for the case of transactions with internal/external utility values. Note that FP-
growth based HUIM algorithms [6,12] and hyper-link based HUIM algorithms
[8] also perform projections but differently than the proposed EFIM algorithm.

4.3 Reducing the Cost of Database Scans by Transaction Merging

To further reduce the cost of database scans, EFIM also introduce an efficient
transaction merging technique. It is based on the observation that transaction
databases often contain identical transactions. The technique consists of iden-
tifying these transactions and to replace them with single transactions. In this
context, a transaction Ta is said to be identical to a transaction Tb if it contains
the same items as Tb (i.e. Ta = Tb) (but not necessarily the same internal utility
values).

Definition 10 (Transaction merging). Transaction merging consists of
replacing a set of identical transactions Tr1, T r2, ...T rm in a database D by
a single new transaction TM = Tr1 = Tr2 = ... = Trm where the quantity of
each item i ∈ TM is defined as q(i, TM ) =

∑
k=1...m q(i, T rk).

But to achieve higher database reduction, we also merge transactions in pro-
jected databases. This generally achieves a much higher reduction because pro-
jected transactions are smaller than original transactions, and thus are more
likely to be identical.

Definition 11 (Projected transaction merging). Projected transaction
merging consists of replacing a set of identical transactions Tr1, T r2, ...T rm in a
database α-D by a single new transaction TM = Tr1 = Tr2 = ... = Trm where
the quantity of each item i ∈ TM is defined as q(i, TM ) =

∑
k=1...m q(i, T rk).
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For example, consider database D of our running example and α = {c}.
The projected database α-D contains transactions α-T1 = {d}, α-T2 = {e, g},
α-T3 = {d, e, f}, α-T4 = {d, e} and α-T5 = {e, g}. Transactions α-T2 and α-T5

can be replaced by a new transaction TM = {e, g} where q(e, TM ) = 3 and
q(g, TM ) = 7.

Transaction merging is obviously desirable. However, a key problem is to
implement it efficiently. The naive approach to identify identical transactions is
to compare all transactions with each other. But this is inefficient (O(n2), where
n is the number of transactions). To find identical transactions in O(n) time, we
propose the following approach. We initially sort the original database according
to a new total order �T on transactions. Sorting is achieved in O(n log(n)) time,
and is performed only once.

Definition 12 (Total order on transactions). The �T order is defined as
the lexicographical order when the transactions are read backwards. Formally,
let be two transactions Ta = {i1, i2, ...im} and Tb = {j1, j2, ...jk}. The total order
�T is defined by four cases. The first case is that Tb � Ta if both transactions are
identical and Tb is greater than the TID of Ta. The second case is that Tb �T Ta

if k > m and im−x = jk−x for any integer x such that 0 ≤ x < m. The third case
is that Tb �T Ta if there exists an integer x such that 0 ≤ x < min(m, k), where
jk−x � im−x and im−y = jk−y for all integer y such that x < y < min(m, k).
The fourth case is that otherwise Ta �T Tb.

For example, let be transactions Tx = {b, c}, Ty = {a, b, c} and Tz = {a, b, e}.
We have that Tz �T Ty �T Tx.

A database sorted according to the �T order provides the following property
(proof omitted due to space limitation).

Property 3 (Order of identical transactions in a �T sorted database). Let be a
�T sorted database D and an itemset α. Identical transactions appear consecu-
tively in the projected database α-D.

Using the above property, all identical transactions in a (projected) data-
base can be identified by only comparing each transaction with the next trans-
action in the database. Thus, using this scheme, transaction merging can be
done very efficiently by scanning a (projected) database only once (linear time).
It is interesting to note that transaction merging as proposed in EFIM can-
not be implemented efficiently in utility-list based algorithms (e.g. FHM and
HUP-Miner) and hyperlink-based algorithms (e.g. d2HUP) due to their data-
base representations.

4.4 Pruning Search Space Using Sub-tree Utility and Local Utility

To propose an efficient HUIM algorithm, a key problem is to design an effective
pruning mechanism. For this purpose, we introduce in EFIM two new upper-
bounds on the utility of itemsets named sub-tree utility and local utility. The key
difference with previous upper-bounds is that they are defined w.r.t the sub-tree
of an itemset α in the search-enumeration tree.
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Definition 13 (Sub-tree utility). Let be an itemset α and an item z that can
extend α according to the depth-first search (z ∈ E(α)). The Sub-tree Utility of z
w.r.t. α is su(α, z) =

∑
T∈g(α∪{z}) [u(α, T ) + u(z, T ) +

∑
i∈T∧i∈E(α∪{z}) u(i, T )].

Example 2. Consider the running example and α = {a}. We have that su(α, c) =
(5 + 1 + 2) +(10 + 6 + 11) +(5 + 1 + 20) = 61, su(α, d) = 25 and su(α, e) = 34.

The following theorem of the sub-tree utility is proposed in EFIM to prune
the search space (proof ommited due to space limitation).

Property 4 (Overestimation using the sub-tree utility). Let be an itemset α and
an item z ∈ E(α). The relationship su(α, z) ≥ u(α ∪ {z}) holds. And more
generally, su(α, z) ≥ u(Z) holds for any extension Z of α ∪ {z}.

Theorem 1 (Pruning a sub-tree using the sub-tree utility). Let be an
itemset α and an item z ∈ E(α). If su(α, z) < minutil, then the single item
extension α ∪ {z} and its extensions are low-utility. In other words, the sub-tree
of α ∪ {z} in the set-enumeration tree can be pruned.

Thus, using Theorem 1, we can prune some sub-trees of an itemset α, which
reduces the number of sub-trees to be explored. To further reduce the search
space, we also identify items that should not be explored in any sub-trees.

Definition 14 (Local utility). Let be an itemset α and an item z ∈ E(α).
The Local Utility of z w.r.t. α is lu(α, z) =

∑
T∈g(α∪{z}) [u(α, T ) + re(α, T )].

Example 3. Consider the running example and α = {a}. We have that lu(α, c) =
(8 + 27 + 30) = 65, lu(α, d) = 30 and lu(α, e) = 57.

Property 5 (Overestimation using the local utility). Let be an itemset α and an
item z ∈ E(α). Let Z be an extension of α such that z ∈ Z. The relationship
lu(α, z) ≥ u(Z) holds.

Theorem 2 (Pruning an item from all sub-trees using the local utility).
Let be an itemset α and an item z ∈ E(α). If lu(α, z) < minutil, then all exten-
sions of α containing z are low-utility. In other words, item z can be ignored when
exploring all sub-trees of α.

The relationship between the proposed upper-bounds and the main ones used
in previous work is the following.

Property 6 (Relationships between upper-bounds). Let be an itemset Y = α∪{z}.
The relationship TWU(Y ) ≥ lu(α, z) ≥ reu(Y ) = su(α, z) holds.

Given, the above relationship, it can be seen that the proposed local utility
upper-bound is a tighter upper-bound on the utility of Y and its extensions
compared to the TWU, which is commonly used in two-phase HUIM algorithms.
Thus the local utility can be more effective for pruning the search space. Besides,
one can ask what is the difference between the proposed su upper-bound and
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the reu upper-bound of HUI-Miner and FHM since they are mathematically
equivalent. The major difference is that su is calculated when the depth-first
search is at itemset α in the search tree rather than at the child itemset Y .
Thus, if su(α, z) < minutil, EFIM prunes the whole sub-tree of z including
node Y rather than only pruning the descendant nodes of Y . Thus, using su
instead of reu is more effective for pruning the search space. In the rest of
the paper, for a given itemset α, we respectively refer to items having a sub-
tree utility and local-utility no less than minutil as primary and secondary
items.

Definition 15 (Primary and secondary items). Let be an itemset α. The
primary items of α is the set of items defined as Primary(α) = {z|z ∈ E(α) ∧
su(α, z) ≥ minutil}. The secondary items of α is the set of items defined as
Secondary(α) = {z|z ∈ E(α)∧ lu(α, z) ≥ minutil}. Because lu(α, z) ≥ su(α, z),
Primary(α) ⊆ Secondary(α).

For example, consider the running example and α = {a}. Primary(α) =
{c, e}. Secondary(α) = {c, d, e}.

4.5 Calculating Upper-Bounds Efficiently Using Fast Utility
Counting

In the previous subsection, we introduced two new upper-bounds on the utility
of itemsets to prune the search space. We now present a novel efficient array-
based approach to compute these upper-bounds in linear time and space that
we call Fast Utility Counting (FUC). It relies on a novel array structure called
utility-bin.

Definition 16 (Utility-Bin). Let be the set of items I appearing in a database
D. A utility-bin array U for database D is an array of length |I|, having an entry
denoted as U [z] for each item z ∈ I. Each entry is called a utility-bin and is used
to store a utility value (an integer in our implementation, initialized to 0).

A utility-bin array can be used to efficiently calculate the following upper-
bounds in O(n) time (recall that n is the number of transactions), as follows.

Calculating the TWU of all Items. A utility-bin array U is initialized. Then,
for each transaction T of the database, the utility-bin U [z] for each item z ∈ T
is updated as U [z] = U [z] + TU(T ). At the end of the database scan, for each
item k ∈ I, the utility-bin U [k] contains TWU(k).

Calculating the Sub-tree Utility w.r.t. an Itemset α. A utility-bin array
U is initialized. Then, for each transaction T of the database, the utility-bin
U [z] for each item z ∈ T ∩ E(α) is updated as U [z] = U [z] + u(α, T ) + u(z, T ) +∑

i∈T∧i�z u(i, T ). Thereafter, we have U [k] = su(α, k) ∀k ∈ I.

Calculating the Local Utility w.r.t. an Itemset α. A utility-bin array U
is initialized. Then, for each transaction T of the database, the utility-bin U [z]
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for each item z ∈ T ∩ E(α) is updated as U [z] = U [z] + u(α, T ) + re(α, T ).
Thereafter, we have U [k] = lu(α, k) ∀k ∈ I.

Thus, by the above approach, the three upper-bounds can be calculated
for all items that can extend an itemset α with only one (projected) database
scan. Furthermore, it can be observed that utility-bins are a very compact data
structure (O(|I|) size). To utilize utility-bins more efficiently, we propose three
optimizations. First, all items in the database are renamed as consecutive inte-
gers. Then, in a utility-bin array U , the utility-bin U [i] for an item i is stored
in the i-th position of the array. This allows to access the utility-bin of an item
in O(1) time. Second, it is possible to reuse the same utility-bin array multiple
times by reinitializing it with zero values before each use. This avoids creating
multiple arrays and thus reduces memory usage. In our implementation, only
three utility-bin arrays are created, to respectively calculate the TWU, sub-tree
utility and local utility. Third, when reinitializing a utility-bin array to calculate
the sub-tree utility or the local utility of single-item extensions of an itemset
α, only utility-bins corresponding to items in E(α) are reset to 0, for faster
reinitialization of the utility-bin array.

4.6 The Proposed Algorithm

In this subsection, we present the EFIM algorithm, which combines all the ideas
presented in the previous section. The main procedure (Algorithm 1) takes as
input a transaction database and the minutil threshold. The algorithm initially
considers that the current itemset α is the empty set. The algorithm then scans
the database once to calculate the local utility of each item w.r.t. α, using a
utility-bin array. Note that in the case where α = ∅, the local utility of an item
is its TWU. Then, the local utility of each item is compared with minutil to
obtain the secondary items w.r.t to α, that is items that should be considered in
extensions of α. Then, these items are sorted by ascending order of TWU and
that order is thereafter used as the � order (as suggested in [2,7]). The database
is then scanned once to remove all items that are not secondary items w.r.t
to α since they cannot be part of any high-utility itemsets by Theorem2. If a
transaction becomes empty, it is removed from the database. Then, the database
is scanned again to sort transactions by the �T order to allow O(n) transaction
merging, thereafter. Then, the algorithm scans the database again to calculate
the sub-tree utility of each secondary item w.r.t. α, using a utility-bin array.
Thereafter, the algorithm calls the recursive procedure Search to perform the
depth first search starting from α.

The Search procedure (Algorithm 2) takes as parameters the current itemset
to be extended α, the α projected database, the primary and secondary items
w.r.t α and the minutil threshold. The procedure performs a loop to consider
each single-item extension of α of the form β = α ∪ {i}, where i is a primary
item w.r.t α (since only these single-item extensions of α should be explored
according to Theorem 1). For each such extension β, a database scan is performed
to calculate the utility of β and at the same time construct the β projected
database. Note that transaction merging is performed whilst the β projected
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Algorithm 1. The EFIM algorithm
input : D: a transaction database, minutil: a user-specified threshold
output: the set of high-utility itemsets

1 α = ∅;
2 Calculate lu(α, i) for all items i ∈ I by scanning D, using a utility-bin array;
3 Secondary(α) = {i|i ∈ I ∧ lu(α, i) ≥ minutil};
4 Let � be the total order of TWU ascending values on Secondary(α);
5 Scan D to remove each item i �∈ Secondary(α) from the transactions, and delete

empty transactions;
6 Sort transactions in D according to �T ;
7 Calculate the sub-tree utility su(α, i) of each item i ∈ Secondary(α) by

scanning D, using a utility-bin array;
8 Primary(α) = {i|i ∈ Secondary(α) ∧ su(α, i) ≥ minutil};
9 Search (α, D, Primary(α), Secondary(α), minutil);

database is constructed. If the utility of β is no less than minutil, β is output as a
high-utility itemset. Then, the database is scanned again to calculate the sub-tree
and local utility w.r.t β of each item z that could extend β (the secondary items
w.r.t to α), using two utility-bin arrays. This allows determining the primary and
secondary items of β. Then, the Search procedure is recursively called with β to
continue the depth-first search by extending β. Based on properties and theorems
presented in previous sections, it can be seen that when EFIM terminates, all
and only the high-utility itemsets have been output.

Complexity. A rough analysis of the complexity is as follows. To process each
primary itemset α encountered during the depth-first search, EFIM performs
database projection, transaction merging and upper-bound calculation in O(n)
time. In terms of space, utility-bin arrays are created once and require O(|I|)
space. The database projection performed for each primary itemset α requires at
most O(n) space. In practice, this is small considering that projected databases
become smaller as larger itemsets are explored, and are implemented using offset
pointers.

5 Experimental Results

We performed experiments to evaluate the performance of the proposed EFIM
algorithm. Experiments were carried out on a computer with a fourth generation
64 bit core i7 processor running Windows 8.1 and 16 GB of RAM. We compared
the performance of EFIM with the state-of-the-art algorithms UP-Growth+,
HUP-Miner, d2HUP, HUI-Miner and FHM.

Algorithms were implemented in Java and memory measurements were done
using the Java API. Experiments were performed using a set of standard datasets
used in the HUIM literature for evaluating HUIM algorithms, namely (Accident,
BMS, Chess, Connect, Foodmart and Mushroom). Table 3 summarizes their char-
acteristics. Foodmart contains real external/internal utility values. For other
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Algorithm 2. The Search procedure
input : α: an itemset, α-D: the α projected database, Primary(α): the

primary items of α, Secondary(α): the secondary items of α, the
minutil threshold

output: the set of high-utility itemsets that are extensions of α

1 foreach item i ∈ Primary(α) do
2 β = α ∪ {i};
3 Scan α-D to calculate u(β) and create β-D; // uses transaction merging

4 if u(β) ≥ minutil then output β;
5 Calculate su(β, z) and lu(β, z) for all item z ∈ Secondary(α) by scanning

β-D once, using two utility-bin arrays;
6 Primary(β) = {z ∈ Secondary(α)|su(β, z) ≥ minutil};
7 Secondary(β) = {z ∈ Secondary(α)|lu(β, z) ≥ minutil};
8 Search (β, β-D, Primary(β), Secondary(β), minutil);

9 end

Table 3. Dataset characteristics

Dataset # Transactions # Distinct items Avg. trans. length

Accident 340,183 468 33.8

BMS 59,601 497 4.8

Chess 3,196 75 37.0

Connect 67,557 129 43.0

Foodmart 4,141 1,559 4.4

Mushroom 8,124 119 23.0

datasets, external/internal utility values have been respectively generated in the
[1, 000] and [1, 5] intervals using a log-normal distribution, as done in previ-
ous state-of-the-art HUIM studies [2,7,12]. The datasets and the source code of
the compared algorithms can be downloaded as part of the SPMF data mining
library http://goo.gl/rIKIub [3].

Influence of the minutil Threshold on Execution Time. We first compare
execution times of the various algorithms. We ran the algorithms on each dataset
while decreasing the minutil threshold until algorithms were too slow, ran out
of memory or a clear winner was observed. Execution times are shown in Fig. 2.
Note that for UP-Growth+, no result is shown for the connect dataset and that
some results are missing for the chess dataset because UP-Growth+ exceeded
the 16 GB memory limit. It can be observed that EFIM clearly outperforms UP-
Growth+, HUP-Miner, d2HUP, HUI-Miner and FHM on all datasets. EFIM is in
general about two to three orders of magnitude faster than these algorithms. For
Accident, BMS, Chess, Connect, Foodmart and Mushroom, EFIM is respectively
up to 15,334, 2, 33,028, –, 17 and 3,855 times faster than UP-Growth+, 154,

http://goo.gl/rIKIub
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Fig. 2. Execution times on different datasets

741, 323, 22,636, 2 and 85 times faster than HUP-Miner, 89, 1,490, 109, 2,587,
1 and 15 times faster than d2HUP, 236, 2,370, 482, 10,586, 3 and 110 times
faster than HUI-Miner and 145, 227, 321, 6,606, 1 and 90 times faster than
FHM. An important reason why EFIM performs so well is that the proposed
upper-bounds allows EFIM to prune a larger part of the search space compared
to other algorithms (as will be shown). The second reason is that the proposed
transaction merging technique often greatly reduces the cost of database scans.
It was observed that EFIM on Chess, Connect and Mushroom, EFIM is up to
116, 3,790 and 55 and times faster than a version of EFIM without transaction
merging. For other datasets, transaction merging reduces execution times but
by a lesser amount (EFIM is up to 90, 2 and 2 times than a version of EFIM
without transaction merging on Accident, BMS and Foodmart). The third reason
is that the calculation of upper-bounds is done in linear time using utility-bins.
It is also interesting to note that transaction merging cannot be implemented
efficiently in utility-list based algorithms such as HUP-Miner, HUI-Miner and
FHM, due to their vertical database representation, and also for hyperlink-based
algorithms such as the d2HUP algorithm.

Influence of the minutil Threshold on Memory Usage. In terms of memory
usage, EFIM also clearly outperforms other algorithms as shown in Table 4. For
Accident, BMS, Chess, Connect, Foodmart and Mushroom, EFIM uses 1.8, 4.4,
14.9, 27.0, 1.3 and 6.5 times less memory than the second fastest algorithm
(d2HUP). Moreover, EFIM uses 1.6, 9.2, 4.6, 8.1, 3.2 and 3.1 times less memory
than the third fastest algorithm (FHM). It is also interesting that EFIM utilizes
less than 100 MB on four out of the six datasets, and never more than 1 GB,
while other algorithms often exceed 1 GB.
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Table 4. Comparison of maximum memory usage (MB)

Dataset HUI-MINER FHM EFIM UP-Growth+ HUP-Miner d2HUP

Accident 1,656 1,480 895 765 1,787 1,691

BMS 210 590 64 64 758 282

Chess 405 305 65 – 406 970

Connect 2,565 3,141 385 – 1,204 1,734

Foodmart 808 211 64 819 68 84

Mushroom 194 224 71 1,507 196 468

Table 5. Comparison of visited node count

Dataset HUI-MINER FHM EFIM UP-Growth+ HUP-Miner d2HUP

Accident 131,300 128,135 51,883 3,234,611 113,608 119,427

BMS 2,205,782,168 212,800,883 323 91,195 205,556,936 220,323,377

Chess 6,311,753 6,271,900 2,875,166 – 6,099,484 5,967,414

Connect 3,444,785 3,420,253 1,366,893 – 3,385,134 3,051,789

Foodmart 55,172,950 1,880,740 233,231 233,231 1,258,820 233,231

Mushroom 3,329,191 3,089,819 2,453,683 13,779,114 3,054,253 2,919,842

A reason why EFIM is so memory efficient is that it use a simple database
representation, which does not requires to maintain much information in mem-
ory (only pointers for pseudo-projections). Other algorithms relies on complex
structures such as tree-structures (e.g. UPGrowth+) and list-structures (e.g.
HUP-Miner, HUI-Miner and FHM), which requires additional memory. More-
over, projected databases generated by EFIM are often very small due to transac-
tion merging. Another reason is that the number of projected databases created
by EFIM is small, because EFIM visits less nodes of the search-enumeration tree
(as we will show later). EFIM is also more efficient than two-phase algorithms
such as UPGrowth+ since it is a one-phase algorithm. Lastly, another important
characteristic of EFIM in terms of memory efficiency is that it reuses some of
its data structures. For example, FAC only requires to create three arrays that
are reused to calculate the upper-bounds of each itemset considered during the
depth-first search.

Comparison of the Number of Visited Nodes. We also performed an exper-
iment to compare the ability at pruning the search space of EFIM to other
algorithm. Table 5 shows the number of nodes of the search-enumeration tree
(itemsets) visited by EFIM, UP-Growth+, HUP-Miner, d2HUP, HUI-Miner and
FHM for the lowest minutil values on the same datasets. It can be observed that
EFIM is much more effective at pruning the search space than the other algo-
rithms, thanks to its proposed sub-tree utility and local utility upper-bounds.
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6 Conclusion

We have presented a novel algorithm for high-utility itemset mining named
EFIM. It relies on two new upper-bounds named sub-tree utility and local utility.
It also introduces a novel array-based utility counting approach named Fast Util-
ity Counting to calculate these upper-bounds in linear time and space. Moreover,
to reduce the cost of database scans, EFIM introduces techniques for database
projection and transaction merging, also performed in linear time and space.
An extensive experimental study on various datasets shows that EFIM is in
general two to three orders of magnitude faster and consumes up to eight times
less memory than the state-of-art algorithms UP-Growth+, HUP-Miner, d2HUP,
HUI-Miner and FHM. The source code of all algorithms and datasets used in the
experiments can be downloaded as part of the SPMF data mining library http://
goo.gl/rIKIub [3]. For future work, we will extend EFIM for popular variations
of the HUIM problem such as mining closed+ high-utility itemset [13], high-
utility sequential rules [15], generators of high-utility itemsets [5], and on-shelf
high-utility itemsets [4].
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Abstract. Filtering low-quality workers from data sets labeled via
crowdsourcing is often necessary due to the presence of low quality
workers, who either lack knowledge on corresponding subjects and thus
contribute many incorrect labels to the data set, or intentionally label
quickly and imprecisely in order to produce more labels in a short time
period. We present two new filtering algorithms to remove low-quality
workers, called Cluster Filtering (CF) and Dynamic Classification Fil-
tering (DCF). Both methods can use any number of characteristics of
workers as attributes for learning. CF separates workers using k-means
clustering with 2 centroids, separating the workers into a high-quality
cluster and a low-quality cluster. DCF uses a classifier of any kind to
perform learning. It builds a model from a set of workers from other
crowdsourced data sets and classifies the workers in the data set to filter.
In theory, DCF can be trained to remove any proportion of the lowest-
quality workers. We compare the performance of DCF with two other
filtering algorithms, one by Raykar and Yu (RY), and one by Ipeirotis
et al. (IPW). Our results show that CF, the second-best filter, performs
modestly but effectively, and that DCF, the best filter, performs much
better than RY and IPW on average and on the majority of crowdsourced
data sets.

1 Introduction

Crowdsourcing is “an online, distributed problem-solving and production model
that has emerged in recent years” [2]. It allows simple tasks to be outsourced
to online workers at a very cheap price. Any cognitive task that has value and
that an ordinary person is capable of can be crowdsourced. Just a few tasks to
which crowdsourcing has been applied with success include the production of
quality photographs and videos [7], rating the quality of images [10], gathering
c© Springer International Publishing Switzerland 2015
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geographic information for creating maps to aid disaster relief [14], and trans-
lating text [13].

Crowdsourcing is proof that ordinary people are capable of extraordinary
things. Alonso and Mizzaro [1] experimented on Amazon Mechanical Turk, a
popular crowdsourcing platform, having workers assess the relevance of a set
of documents regarding a specific topic. The authors compared the workers’
answers with that of experts and concluded that in some cases the workers were
capable of being “more precise than the original experts”.

However, not all workers can contribute such good work. One study of Amer-
ican and Indian workers showed that 75 % of Indian workers had an accuracy
of less than 50 %, and only one worker had an accuracy of more than 60 %
while performing 250 or more tasks [4]. Downs et al. [5] stated that some work-
ers do not perform their tasks with the appropriate rigor. That is, they might
just answer with random, meaningless clicks. The authors suggested that factors
contributing to this behavior include easy cash, anonymity, and lack of account-
ability. These workers, who consciously output bad responses, are referred to as
spammers in this paper. Workers may have low quality for other reasons as well,
including carelessness and lack of knowledge on corresponding subjects. Spam-
mers tend to perform the worst simply because they expend no effort in their
annotations. Their responses are therefore worthless at best, and detrimental at
worst.

These findings imply a need for detecting and removing low-quality workers,
so that requesters will see an improvement in the overall quality of their results.
The goal of our research, then, is to discover a method to find the low-quality
workers and to filter them out. Given the versatility of crowdsourcing, it is
unlikely that one single method can detect low-quality workers for any type of
task—we must narrow our focus. In this paper, we focus on the crowdsourcing
scenario in which a worker is presented with a number of tasks and is asked to
label them. The task could be a text document, a picture, or any other digital
object. The worker is asked to classify the object of the task by annotating it
with one label. That is, we consider only the single-label scenario.

Our research drove us to analyze characteristics of workers, and how they
might provide clues as to their quality. The characteristics we define measure
how evenly distributed the workers’ labels are among the possible class values,
how different the workers’ labels are from the average, what proportion of the
data set the workers labeled, and how accurate the worker is estimated to be
using an EM learning algorithm. We find that these characteristics can often be
good predictors of the workers’ quality. We define the workers’ quality as the
accuracy of their labels, defined as the proportion of their labels that match the
true label for the corresponding task.

Next, we take a machine learning approach to discover which workers are of
low quality based on their known characteristics. We develop two algorithms:
one uses unsupervised learning, and the other uses supervised learning. Our
first algorithm, which we call Cluster Filtering (CF), performs k-means cluster-
ing, treating each worker as a data point, and the characteristics of the worker
are the attributes of each point. CF separates the workers into two groups,
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which conceptually signify the group of high-quality workers and the group of
low-quality workers. CF filters the group belonging to the low-quality worker
cluster. Our second algorithm, called Dynamic Classification Filtering (DCF),
requires a crowdsourced set of auxiliary data, so that the characteristics of work-
ers from other sets can help DCF learn a model to detect low-quality workers.
The characteristics for these workers are treated as attributes, and a training set
is formed in which the workers are instances. Then, DCF requires the workers
of the data set in which the true labels are unknown in the form of a testing set.
This testing set contains workers as instances with the same attributes (based
on their characteristics) as in the training set. DCF then builds a model repeat-
edly on the training set, adjusting the proportion of workers who are classified
as being of low quality until some predefinded proportion of the labels belong
to one of the workers whom the classifier believes is of low-quality. Note that
this predefined proportion is not a parameter we focus on finding an optimal
value for. Instead, we use the value 50 % for simplicity. Finally, those labels that
belong to a worker who was classified as being of low quality are filtered. Because
any number of worker characteristics and any type of classifier can be used with
DCF, the algorithm has a lot of versatility.

Finally, we compare the effectiveness of CF and DCF with that of Raykar and
Yu (2011) and Ipeirotis et al. (2010). Overall, we achieve superior label quality
improvement over their methods.

2 Related Work

One indirect method of dealing with low-quality workers is to retrieve multiple
labels for each task, and to use a consensus method to infer one integrated label
for each task [11]. The authors show that higher-quality results can be achieved
by this method. Worker filtering would not be effective without this method,
because if each task has only one label, removing a worker will leave several
tasks without a label.

Venetis and Garcia-Molina [12] perform some experiments in improving data
quality by removing low-quality workers. Specifically, they compare two met-
rics for detecting low-quality workers: gold standard performance and plurality
answer agreement. Gold standard performance uses a gold set, which is a set
of tasks whose true labels are already known, and calculates the proportion of
these tasks each worker labels correctly. Gold standard tasks should appear no
different from normal tasks so that spammers cannot pay special attention in
answering them correctly. Plurality answer agreement calculates the proportion
of tasks on which each worker agreed with the most commonly chosen label.
Using this metric, workers who disagree with the majority are assumed to be of
low quality, roughly speaking. The authors conclude that although the worker’s
gold standard performance has a higher correlation with the worker’s accuracy
on average than plurality agreement does, the cost of generating gold standard
tasks outweighs the accuracy benefit. They determined that filtering by plural-
ity agreement has a lower cost/benefit ratio, making it more efficient than using
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gold standard sets. In another concluding remark, they stated that although they
were able to improve the data accuracy after removing labels from low-quality
workers, the improvements were minimal.

Raykar and Yu [9] proposed the idea of a “spammer score,” a quantitative,
scalar measurement of how much a given worker resembles a spammer in his or
her work. Below is their spammer score calculation formula:

Sj =
1

K(K − 1)

∑

c<c′

∑

k

(aj
ck − aj

c′k)
2

where Sj is the spammer score of worker j, K is the number of possible values a
label can take (i.e., the number of classes), c and c′ are two distinct label values,
and aj

ck is the probability that worker j assigns label k to a task given that
the ground truth label is c. The calculation is normalized such that the most
spam-like workers receive a score of 0, and the least spam-like workers receive a
score of 1. In their paper, Raykar and Yu maintained the notion that a spammer
is a worker whose labels are completely random. While a worker who labels
completely randomly represents one kind of spammer, there are other types,
such as a worker who chooses one label and assigns that label to every task he
or she labels. Regardless, we use their method of calculating the spammer score
(to later filter workers) and compare it to our method of filtering low-quality
workers. We refer to their method as RY in the remainder of this paper.

Ipeirotis, Provost, and Wang [8] took the approach of identifying bias within
a worker’s labeling habits, and eliminating the bias by converting all labels to
“soft” labels. Specifically, their approach converts labels as follows.

〈πj
1cPr{C = 1}, · · · , πj

LcPr{C = L}〉

given that worker j assigned label c and πj
c′c is the probability that worker j

assigns label c to a task whose ground truth label is c′. These soft labels must
be normalized such that the components sum to 1. In effect, this process creates
a weighted label resulting from the removal of detected bias of a worker. They
then define the cost of a soft label as the following:

Cost(p) =
L∑

m=1

L∑

n=1

pmpnθmn

where the soft label p has the form < p1, p2, · · · , pL >. θmn is the cost of
assigning label n to a task with ground truth label m, which is defined to be 0
if m = n and 1 otherwise. Finally, they define the total cost of a worker j as the
following:

Cost(j) =
∑

c

[
Cost(softj(c)) × Pr{AC = c}

]

where c is the value of each label, softj(c) is worker j’s label c converted to a
soft label, and Pr{AC = c} is the prior probability that worker j labels a task
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as c. As a threshold for determining which workers are good quality and which
are low quality (perhaps spammers), the authors suggest using the total cost of
a worker who always uses the label with the highest prior probability (i.e., the
majority class, or the mode). In our experiments, we calculate the total cost of
the workers using this method, filter workers based on the suggested threshold,
and compare it to our method. Throughout the rest of this paper, we refer to
their method as IPW.

3 Characteristics of Workers

In our research, we analyze several characteristics of workers from nine crowd-
sourced data sets, shown in Table 1. Table 1 shows the number of workers, the
total number of tasks, and the distribution of true class values for each data
set. We will analyze four different characteristics of workers from these data sets
and discuss what the characteristics imply about the quality of the labels the
workers provide.

Table 1. Summary of crowdsourced data sets

Data Set #Workers #Classes Distribution

Adult2 269 4 187:61:36:49

FEJ2013 48 3 19:531:26

Anger 38 2 96:4

Duck 53 2 100:140

Disgust 38 2 96:4

Fear 38 2 91:9

Joy 38 2 87:13

Sadness 38 2 92:8

Surprise 38 4 91:9

3.1 Evenness

The evenness of a worker is a measure we devise to quantify how equally dis-
tributed a worker’s labels are among the possible classes. Suppose v is a vector
where vc contains the proportion of tasks labeled c by worker j, and l, the length
of v, is the number of classes. Then the evenness is calculated by

Evenness(j) =
l

C(l, 2)

l∑

c=1

l∑

c′=c+1

(1 − |vc − v′
c|)(min(vc, v′

c))

The constant l
C(l,2) represents the number of classes divided by the number of

pairs of classes (l choose 2, denoted as C(l, 2)). The evenness calculation sums
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over each pair. Based on how large or small the difference between the distribu-
tions of the two elements of each pair, the total will be inversely small or large.
The evenness is therefore 1 if and only if all of the proportions are equal. Also,
a proportion of 1 for one class value and 0 for all others results in an evenness
value of 0. Any other distribution of classes results in an intermediate evenness
value. Evenness can also be applied to individual workers. A worker supplies
labels, and each label corresponds to a class value. Therefore, the distribution
of class values of a worker’s labels has an evenness value as well.

Note that in our experiments, we do not use the raw evenness measure. We
instead compute the average evenness over all workers in the data set, then find
the difference of each worker’s evenness from the average, or |Evenness(j) −
avgEvenness| and use that as the evenness metric.

3.2 Log Distance

The log distance of a worker is used to measure how far away the worker is
from the rest of the workers in terms of label similarity. If the worker’s labels
agree with most or all of the other workers’ labels, then the log distance will be
small. Likewise, if the worker’s labels are drastically different from that of most
workers, then the log distance will be large. The log distance formula is given by:

ld(j) = − 1
n

n∑

i=1

ln(p(ti))

where j is the worker in question, n is the total number of tasks labeled by j, ti
is task i, and p(ti) is the proportion of labels that are the same as j’s (including
j’s own label).

Intuitively, workers who are of low quality have a high probability of con-
tributing minority labels in most cases. That is, workers whose labels are different
from the others are likely to be of low quality. Indeed, using random guessing
techniques instead of human reason is likely to lead to anomalous results. Also,
non-spammers who have poor judgment regarding a task will tend to differ in
their annotations from those who apply good judgment when labeling. Therefore,
spammers and other low-quality workers should tend to have high log distance
measures.

3.3 Proportion

The proportion characteristic for a worker is used to analyze the number of labels
the worker has contributed. We calculate it by dividing the number of labels the
worker has given by the total number of labels contributed by all workers in the
data set.

3.4 EM Accuracy

Dawid and Skene [3] used an Expectation Maximization (EM) technique to infer
the true labels of tasks after several workers have labeled them. From this estima-
tion of the true labels, it becomes possible to estimate the accuracy of workers.



Improving Label Accuracy by Filtering Low-Quality Workers 553

The more reliable the true label estimation, the more reliable the worker accu-
racy estimate is.

We define EM accuracy as the estimated accuracy of a worker after using
Dawid and Skene’s consensus method to estimate the true labels.

3.5 Correlation Summary

Table 2 shows the correlation coefficients of each characteristic with accuracy of
all workers for all the data sets in our experiments. The correlations for all data
sets are calculated, using Pearson’s R value, by the following formula:

cov(char, acc)
σcharσacc

where cov(char, acc) is the covariance between all workers’ values for the given
characteristic and all workers’ accuracy values, σchar is the standard deviation
of all workers’ values for the given characteristic, and σacc is the standard devi-
ation of all workers’ accuracy values. The most clear relationship here is the
negative correlation between log distance (LD) and accuracy. In every case, log
distance is negatively correlated with accuracy. This means that as a worker’s
labels become more dissimilar with the other workers’ labels, his accuracy tends
to decrease. Difference from average evenness (DAE) is also usually somewhat
strongly associated with accuracy, but the direction of the correlation is not uni-
form. On heavily biased data sets such as the emotion sets (e.g. Anger, Disgust,
and Fear), there is a relatively strong negative correlation between evenness and
accuracy. Proportion is correlated with accuracy to the weakest degree. This is
due in part to the fact that most workers contributed a relatively small number
of labels, and the accuracy of those workers tends to vary a lot. Even so, it still
shows some indication of being able to predict a worker’s accuracy, because the
correlation is almost always positive. Finally, EM accuracy is usually positively
correlated with accuracy to a considerable degree. Again, the reliability of this
metric is dependent on how well the true labels were predicted in the first place.
These four characteristics together contain a lot of information that can be used
to determine whether the worker is low quality or not.

4 Detecting and Filtering Low-Quality Workers

To detect low-quality workers, we have two different methods: one supervised,
and one unsupervised. With both, we use the characteristics we describe in the
previous sections, but the methods are general enough so that any characteristic
of workers could be used for learning and predicting worker quality.

4.1 Cluster Filtering

Our first low-quality worker filtering method consists of constructing a data set
of workers, where the workers’ characteristics represent attributes. We perform
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Table 2. Correlation coefficient of all four characteristics vs. accuracy.

Data Set DAE LD Prop. EM Acc.

Adult2 −.0303 −.4673 .0450 .3828

FEJ2013 .0760 −.1261 .0220 −.0548

Anger −.4433 −.7912 .1274 .2786

Duck .1831 −.2329 .1280 −.1970

Disgust −.3415 −.7206 .0084 .0950

Fear −.0852 −.4528 .0338 .3845

Joy −.5331 −.5625 −.0586 .1006

Sadness −.5454 −.6021 −.0898 .3558

Surprise −.5435 −.8405 .1551 .7766

k-means clustering on the data set, with 2 centroids. This separates all workers
into two groups of points in R

n where n is the number of attributes all workers
have. Conceptually, one group corresponds to the workers who have a set of
characteristics generally held by high-quality workers, and one group corresponds
to the set of workers whose attributes generally correspond to those held by low-
quality workers. We then predict the cluster that corresponds to the low-quality
workers by computing the average EM accuracy for each cluster, and picking
the cluster that has the lower average EM accuracy. Finally, we filter all workers
who belong to that cluster.

4.2 Dynamic Classification Filtering

Our second low-quality worker filtering method, called Dynamic Classification
Filtering (DCF), uses a supervised learning approach. We construct a testing
data set of workers who labeled the data set we requested labels for, where the
attribute values are three of the values of the characteristics we discussed earlier:
difference from average evenness, log distance, and proportion. We use EM accu-
racy to estimate the true labels of the tasks. Then, we train a classifier on a train-
ing data set of workers who have the same attribute types. That is, we use other
crowdsourced data sets, calculate the same characteristic values for all of the
workers, and form a training set from the workers in the crowdsourced data sets.
Therefore, the algorithm relies upon other crowdsourcing data. Note that we do
not use the true labels for the tasks in the training set. We use the EM-estimated
labels instead because they are inexpensive to obtain, whereas true labels are
not always known and may be very expensive to obtain. Thus, our method can
be more widely applied using EM-estimated labels in the training set.

DCF removes a fixed proportion, say p, of all labels in a data set. That is,
we identify some number of workers as low quality such that the total number
of labels they contribute is arbitrarily close to p. The proportion we choose in
our experiments is 50 %, but our method can operate using any proportion. The
process of our method (DCF) is depicted in Fig. 5. First, we sort the workers in
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the training set according to their EM accuracy. Then, we label the lower half
(i.e., the workers who fall below the median in EM accuracy) as being of low
quality. We train a classifier on these workers, and classify the workers in the
testing set. We count the number of labels contributed by the workers in the
testing set who are classified as being of low quality. If it is approximately equal
(we use a tolerance of ± 5 % in our experiments) to the desired amount (50 %
in our case), then we filter those workers from the data set. In other words, we
throw away their labels. If the number of labels contributed by the workers in
the testing set who are classified as being of low quality is less than the desired
amount, we only label the lowest quarter of workers in the training set as low
quality this time. Likewise, if the number of labels is greater than the desired
amount, we label the lowest three quarters of workers as low quality. As DCF
continues to search for the perfect threshold, it uses the same binary-search
process to select the cutoff point regarding which workers to label as being of
low quality.

Dynamic Classification Filtering represents a novel use of classifiers. True to
its name, DCF dynamically selects class values for instances in the training set,
in order to achieve a desired result for the classifier it uses. This differs from
traditional classification, which is to build one model and to classify members of
the testing set without any expectations as to the classifier’s behavior except its
precision. Our dynamic use of classifiers is necessitated by the unclear boundary
between high-quality and low-quality workers; our method, which coerces the
classifier into classifying a fixed number of workers as being of low quality, can
be modified to fit the expected proportion of labels that are contributed by low-
quality workers. By finding this boundary, the classifier can achieve the best
accuracy regarding the particular data set.

DCF’s use of crowdsourced data sets for building a classifier gives it an advan-
tage over the other filtering methods. Given enough data, DCF is easily able to
learn patterns regarding workers’ characteristics and their resulting accuracy,
which is crucial to determining which workers are of low quality. Underlying
behaviors of low-quality workers that other techniques might not detect can be
detected by DCF, using knowledge from workers in other crowdsourced data sets.

Although we discuss four specific characteristics of workers in this paper,
any number of characteristics of workers can be used with DCF. The resulting
effectiveness of the algorithm depends highly upon how correlated with worker
quality the characteristics are. In fact, in our experiments, we also use the two
quantities on which the filtering algorithms RY and IPW rest upon: spammer
score and worker cost, respectively, to train our classifier.

5 Experiments

Our results consist of a comparison for each dataset between the consensus
accuracy using Dawid and Skene’s method (DS) before filtering the workers,
and consensus accuracy using DS again after filtering workers. We compare our
spam-filtering method DCF with that of Raykar and Yu (RY) and Ipeirotis et al.
(IPW).
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5.1 Experimental Setup

Raykar and Yu discuss in their paper a possible threshold for filtering spammers.
A worker’s threshold spammer score is the score he would obtain if he were to
label all tasks as belonging to the majority class. We calculate that score and
compare it to the worker’s actual score. If the worker’s actual spammer score is
less than or equal to the threshold score, he is filtered (using the RY method),
i.e., his labels are not considered in consensus. Ipeirotis et al. also mention the
same threshold as being a good baseline for filtering spammers. To apply it to
their method, we calculate the total cost of each worker given the labels he
provided, and the total cost each worker would have if he had labeled all tasks
as belonging to the majority class. If the worker’s cost is greater than or equal
to the cost he would have if he had labeled all tasks as the majority class, he is
filtered (using the IPW method).

In our Cluster Filtering implementation, we use the characteristics of pro-
portion, difference from average evenness, log distance, EM accuracy, spammer
score, and worker cost as our attributes. We perform clustering using the k-means
algorithm, with 2 centroids.

For our DCF method, we allow a 5 % tolerance from exactly half of the
testing data set workers being labeled as being of low quality. We allow the
binary-search process to continue for 10 iterations, saving the proportion of labels
belonging to workers classified as being of low quality each time. If the algorithm
cannot find a case in which 45-55 % of labels belong to workers classified as low
quality, we select the training set that yielded the value closest to 50 %, then
filter using the classifier’s model built from that training set. We use a holdout
scheme in our experiments, treating each of our data sets as the test set once,
and combining the remaining data sets into the training set. As our attributes,
we use the characteristics of proportion, difference from average evenness, log
distance, spammer score, and worker cost. We do not use EM accuracy as an
attribute, because we use that characteristic to determine which workers in the
training set to label as being of low quality, and that would give the classifier
unwanted bias.

The consensus method used is Dawid and Skene’s label integration algorithm
[3]. The clustering algorithm we used is Weka’s SimpleKMeans algorithm [6]. For
our classifier, we use Weka’s IBk algorithm [6], with k set at 7.

5.2 Experimental Results

The results are shown in Table 3. Our DCF method performs best overall, achiev-
ing the best label quality improvement on four of the nine data sets. DCF’s and
CF’s greatest improvements are made on the emotion data sets. One reasons for
this is that the workers on the emotion data sets are most predictably correlated
with the characteristics we chose for learning. Another reason DCF is able to
perform so well on the emotion data sets is because there are six emotion data
sets, and a large proportion of the training set is composed of workers from
these data sets, which helps the classifier learn a better model for the workers
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Table 3. Accuracy increase after filtering low-quality workers using three filtering
techniques

Data Set DS DCF CF RY IPW

Adult2 .736 .745 .742 .748 .742

FEJ2013 .877 .885 .885 .877 .877

Anger .820 .860 .820 .830 .820

Duck .608 .604 .588 .608 .608

Disgust .840 .820 .830 .860 .840

Fear .870 .900 .880 .890 .870

Joy .830 .870 .850 .830 .830

Sadness .850 .850 .880 .850 .850

Surprise .880 .900 .890 .860 .880

Average .812 .826 .818 .817 .813

of the emotion testing set. The label quality of the data sets Disgust and Duck
is slightly reduced by DCF.

Although RY performs best on two data sets (Adult2 and Disgust), and CF
only performs best on one (Sadness), CF performs slightly better on average. It
is the second best low-quality worker filtering algorithm.

Raykar and Yu’s method is third best overall. It performs best on the emo-
tional data sets also. On four out of the nine data sets, it cannot improve data
set label quality at all. This is likely because it does not filter any workers on
these data sets, a sign that the threshold is inappropriate for those data sets.
On one data set, it harms label quality.

Ipeirotis et al.’s method performs worst overall. It can only improve accu-
racy on the data sets that are improved by Raykar and Yu’s method (except
Surprise), indicating a similarity in the two methods. This similarity likely lies
in the method of calculating the threshold for filtering. At least on these data
sets, a more aggressive threshold is needed to make significant accuracy improve-
ment possible.

In summary, our supervised method of detecting and filtering low-quality
workers, DCF, has proven to be very successful. It performs better than all
other methods on four of the nine data sets. On three of the data sets, our
method was able to achieve great gains in accuracy (3 % or more). CF typically
improves label quality modestly, outperforming the other three methods on only
one data set, but performing second best on average. The other two filtering
methods we considered, Raykar and Yu’s method and Ipeirotis et al.’s method,
usually fail to increase label quality significantly. In Ipeirotis et al.’s defense,
they use a technique to generate soft labels with which to perform consensus
that we did not analyze in this paper, because it went beyond our focus. The
issue with both Raykar and Yu’s and Ipeirotis et al.’s methods is their technique
of calculating the threshold with which to filter workers, a topic discussed very
briefly in both their papers but a topic definitely worth exploring in more detail.
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6 Conclusions

The advent of crowdsourcing has greatly increased labeling productivity. How-
ever, with increased efficiency comes increased risk due to spammers and other
low-quality workers. To greatly benefit overall label quality of data, we seek to
detect and filter spammers and other low-quality workers from data sets so that
their labels are thrown away.

Before we developed our worker filtering methods, we analyzed four charac-
teristics of workers who label crowdsourced data sets: label evenness, log dis-
tance, proportion of labels contributed, and EM accuracy. We showed that these
characteristics are generally correlated with worker accuracy. Therefore, we use
these characteristics to predict whether a worker is of low quality.

We composed two methods to filter low-quality workers: Cluster Filtering
(CF) and Dynamic Classification Filtering (DCF). CF separates the workers into
two groups based on their characteristics. The algorithm chooses the cluster of
workers that is approximately more similar to low-quality workers, and filters
all workers in that cluster. DCF uses a classifier in a unique manner, repeatedly
building a model from a training set of workers until it classifies an appropriate
number of workers as low quality. DCF is very powerful, because it learns a
model from workers in other crowdsourced data sets, which provides a diverse
set of data to build a classifier.

We compared overall label quality improvement (determined by performing
Dawid and Skene’s consensus method without and with filtering) with Raykar
and Yu’s method (RY) and Ipeirotis et al.’s method (IPW). Our results showed
that DCF performs the best out of all four methods on average, making it
a viable algorithm for filtering low-quality workers. CF is the second best. It
performs better than the other three methods on only one data set, whereas
DCF outperforms the other three methods on four data sets. RY is the third
best, improving overall label quality on only about half of all data sets. Finally,
IPW performs the worst, barely imroving overall label quality from DS at all.
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Abstract. This paper shows the application of an embedded system
with a wireless sensor network to collect atmospheric pollutants data
obtained from sensors placed into micro-climates; such dataset provides
the information required to test classification algorithms, that helps to
develop applications to improve air quality in specific areas.
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1 Introduction

Throughout the history, man has created devices that help to track the action
course, as time goes by, of several phenomena, some of those devices that include a
groupof computing resources, peripherals, and sensors received thenameof embed-
ded systems. According to the task required, some of those embedded systems has
been incorporated to consumer electronics such as cell phones, calculators, audio
players [3], major household appliances, smart thermostats, video surveillance,
lighting systems, among others [18,26]. It is important to mention that an embed-
ded system is less expensive than a computer equipment, and have specific char-
acteristics which distinguishes it of a general-purpose computer [20]. An embed-
ded system can be used for several tasks, the goal is turn easy users work in all of
them, as in the case of monitoring air pollutants. To perform this tasks, sensors and
new technologies are combined to monitor and quantify pollutants under demand
c© Springer International Publishing Switzerland 2015
G. Sidorov and S.N. Galicia-Haro (Eds.): MICAI 2015, Part I, LNAI 9413, pp. 560–571, 2015.
DOI: 10.1007/978-3-319-27060-9 46
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[2,21]. Human activities have dealing with enhance the quality of life around the
world, however in recent years pollution has increased and is an important factor
that affect the health of most vulnerable society groups, so public policies should
be applied to decrease their effects, supporting their actions by means of environ-
mental alerts, problems identification to fight themandapply security protocols for
contingency [14]. All these effects are present in a more specific level such a micro-
climate, that is, a climate variation in small area. Some examples of micro-climates
are housing, industrial areas, shopping areas, schools, research centers, and green
areas in citis [1,19]. Those micro-climates are susceptible of being analyzed using
a wireless sensor network and an embedded system. This paper presents a case
of study where data, obtained and processed inside a research building facility, is
taken as an example of school’s micro-climate.

2 Development Platform

The use of data acquisition equipment is common to data measurement and reg-
istration processes. There are several examples where such technologies are used
for environmental purposes, not only to characterize certain situations, as climate
fluctuations, but also to have data that can be process to help us understand
some phenomena, to support decision making. Examples of these applications
include: portable and wireless sensors system to monitor volatile organic com-
pounds [24], geo-sensors network for air pollutants, which sends automatic alarm
messages depending on the type of pollutant detected in the field [12], wireless
embedded microprocessors network, composed of multiple sensors, which mon-
itors and transmits atmospheric environmental parameters to a control center
[9], the use of ZigBee networks to cover a larger urban area [7], and others. It
is important to have specific environmental information of our living place, that
can be used to apply statistical analysis, classification and prediction methods
that help to identify instantly the health risks that pollutants levels produced.

2.1 Waspmote

Waspmote was the platform defined in this work for data acquisition, due to their
characteristics. It is a module-based hardware and an open source technology,

Fig. 1. Waspmote top view (Libelium’s courtesy).
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Fig. 2. Waspmote bottom view (Libelium’s courtesy).

Fig. 3. Gas sensor board V2.0 (Libelium’s courtesy).

which has been developed in order to be the spearhead for smart cities, Figs. 1
and 2. Waspmote has different parameters and characteristics similar to other
well known platform called Arduino [17]. Many authors compare this boards with
commercial platforms mentioned before. The main difference between Arduino
and Waspmote is that the former has been developed to create small-scale
projects, and it is consider accessible for developers, while the latter was devel-
oped for durability and deployment in real scenarios, such as a smart cities.
Waspmote present terminals that are use to connect several boards for different

Table 1. Features Waspmote platform [27]

Features Waspmote

Microcontroller ATmega 1281

SRAM 8 KB

Storage Micro-SD

Dimensions 73.5 × 51 × 13 mm

Clock RTC(32KHz)

Consumption ON: 15 mA
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Fig. 4. Waspmote 3G/Cloud.

applications: security, industrial control, environment, mining, and others. This
work used a gas sensor board v 2.0, Fig. 3.

Table 1 shows main characteristics of the used platform.
When two or more sensors are connected through Waspmote, it is possible

to communicate the measurements through a wireless sensor network, capturing
data over a specific geographic area, and as seen in Fig. 4. It is possible to
transmit such data by using the 3G protocol to the cloud, and all this under the
coordination of a gateway called Meshlium. There are different communication
protocols for the target platform: ZigBee, Wi-Fi, and 3G protocols. In the case
of this work ZigBee protocol was used.

The main characteristics of platform communication protocols used are pre-
sented (Table 2):

Table 2. Comparative of characteristics of communication protocols in Waspmote [27]

Features protocols ZigBee WI-FI 3G

Protocols ZigBee-PRO 802.11b/g - 2.4 GHz 3G

TX Power 50 mW 0 dBm–12 dBm GSM

850 MHz/900 MHz

2 W

Security AES128 WEP, WPA, WPA2 -

Topologies Star, Tree, etc AP and Adhoc -

To collect data, the gas sensor board used a ZigBee protocol, so it is possible
to detect atmospheric pollutants levels. Data collected has several uses:
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– To compare pollutants levels with the recommended ones according to the
norm provided by local environmental authorities.

– From the previous point, be aware of an environmental emergency, or if there
is specific conditions that must be critical to human health.

– To take actions according to the environmental situation, aimed to human
health and improving life’s quality.

3 Algorithms Classifiers

3.1 Machine Learning Algorithms

This section shows a brief description of each algorithms used during the experi-
mental phase. It must be mentioned that a Java Data Mining Software platform
called WEKA 3 (Waikato Environment for Knowledge Analysis) [29] is the soft-
ware tool that supports tests. It has collection of state-of-art machine learning
algorithms implemented, but we only test the following nine algorithms for com-
parison purposes.

3.2 Bagging

Bagging predictors is a method that generates multiple versions of a predictor
and uses these to obtain an associated predictor. When it is predicting a numer-
ical outcome, the multiple versions of a predictor are averaged by contrast when
it is predicting a class, each predictor takes a plurality voting scheme. The mul-
tiple versions are formed by making bootstrap replicates of the learning set and
using these as new learning sets [4].

3.3 BayesNet

Bayesian networks are a different form to represent a conditional probability
distribution through directed acyclic graphs (DAGs). In graphical model, each
node represents a random variable and there are two kinds of nodes: parent and
child node. Arrow between them shows its relationship [6], calculated in terms
of conditional probability of these two variables.

3.4 Dagging

Ting and Witten [23], proposed this meta-classifier, that creates a number of
disjoint, stratified folds out of the data and feeds each amount of data to a copy
of the supplied base classifier. The majority votes made predictions, since all the
generated base classifiers are put into the Vote meta-classifier.

3.5 Decision Stump

It is an operator that can take any type of data and is used for generating
one-level decision trees. The resulting tree can be used for classifying unseen
examples. The leaf nodes of a decision tree contain the class name whereas a
non-leaf node is a decision node. The decision node is an attribute test with each
branch (to another decision tree) being a possible value of the attribute [13].
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3.6 IBK

It is a kind of K-NN algorithm (supervised learning algorithm), where user sepa-
rates his dataset in a specified number of clusters (K) [10]. Training phase of the
classifier stores the features and the class label of the training sets. New objects
are classified based on the voting criteria [15].

3.7 Logistic

This algorithm builds and uses a multinomial logistic regression model with a
ridge estimator. Le Cessie and van Houwelingen [5] showed how ridge estimators
improve the estimate parameters in a logistic regression and decrease error of
further predictions.

3.8 Multilayer Perceptron

It is a finite directed acyclic graph and the most use type of Neural Networks,
because is a general-purpose model, with a huge number of applications, able to
modeling complex functions. Has robustness and can adapt its weights and/or
topology in response to environmental changes [8].

3.9 Naive Bayes

Algorithm NaiveBayes assumes that predictive attributes are conditional, inde-
pendent of the given class, and it proposes that no hidden or latent attributes
that influence the prediction process [11]. Numeric estimator precision values are
chosen based on analysis of training data.

3.10 Simple Logistic

LogitBoost with simple regression functions as base learners is used for fitting the
logistic models. The optimal number of LogitBoost iterations to perform is cross-
validated, which leads to automatic attribute selection. For more information,
see [16,22].

4 Dataset and Wireless Sensor Network

The topology used for data collection is describe below, where three boards
Waspmote are used with their respective sensor board gas V 2.0 distributed
in the research center, specifically in a computer lab (micro-climate), covering
most of it, these platforms collect data in a 6 min interval each of them because
embedded system needs 120 s to take measurements, and are sent through the
Zigbee protocol to the aforementioned Gateway (Meshlium), which contains a
database where the frames, obtained by the sensors are stored as shown in Fig. 5.

The gas sensor board v 2.0. has the capacity to contain multiple gas sensors,
which are not by themselves calibrated for detection thereof, the calibration
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Fig. 5. Topology of the entire nodes used for the application.

of each sensor is performed in programming of the platform and according to
manufacturer specifications, assigning resistance and gain [28].

Dataset has 830 instances, 5 numerical attributes, and 3 categorical classes
(Fig. 6). Data obtained could be used as a time series, however they were classified

Fig. 6. Dataset shown in WEKA interface
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and assigned to three different class labels (bad, regular and good) taking three
Mexican Standards as a reference (NOM-020-SSA1-2014, NOM-021-SSA1-1993
and NOM-023-SSA1-1993) that need a 75 % of the concentrations data in an
hour, for some of the most important atmospheric pollutants: O3, CO and NO2.
Each dataset register has the average information of 8 h of the air pollutants
concentration measurement, to comply with air quality regulations mentioned
before, to establish previous labels.

Samples of atmospheric pollutants and weather factors (WF) (temperature
and humidity), were taken inside the building of a research and education cen-
ter. Data obtained were organized in 8 h periods in order to have a good con-
trast with Mexican Environmental Regulations for permissible concentrations
levels.

This is an example of a frame obtained from Waspmote:

<=>#TIME:7-6-8+31#TCA:24.97#HUMA:46.8#O3:0.275#CO:0.512#NO2:1.413#

Pollutants monthly average registrations are presented in Tables 3 and 4
shows weather factors average found.

Table 3. Atmospheric pollutants monthly average concentration registered during
10months (ppm) and NO2 (ppb)

Month O3 CO NO2

February 0.02184 0.512 1.413

March 0.03681 0.459 1.393

April 0.02915 0.415 1.355

May 0.02656 0.343 1.329

June 0.01986 0.330 1.231

July 0.02103 0.327 1.139

August 0.01953 0.332 1.028

September 0.01493 0.324 1.216

October 0.01265 0.336 1.298

November 0.01789 0.342 1.355

5 Experimental Phase

The experimental phase was conducted with nine previous algorithms, all of
them are different methods of classification and other datasets obtained from
the UCI: Machine Learning Repository [25]; these algorithms are implemented
in JAVA (WEKA), that test the efficiency of each one of them. In order to
explore results, test was evaluated with the validation method: k-fold cross
validation.
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Table 4. Monthly average of weather factors found during 10months

Month ◦C RH %

February 24.5739 28.6540

March 25.9254 27.7649

April 25.3562 37.2448

May 25.5793 39.2659

June 25.5154 47.1457

July 24.9795 45.1539

August 26.1798 40.7152

September 25.8456 44.2424

October 25.3956 45.2533

November 24.4285 39.3901

Table 5. Efficiency of classifier algorithms with k-fold cross validation (k = 10)

Algorithm Atmospheric Pollutants* Breast-cancer Iris-Plant Parkinson

Bagging 99.63 96.63 93.28 87.69

BayesNet 97.46 97.21 94.63 80

Dagging 84.09 96.77 87.24 85.12

DecisionStump 92.16 91.65 66.44 83.07

IBK (K = 1) 93.37 95.75 95.30 96.41

IBK (K = 3) 93.25 96.92 95.97 93.33

IBK (K = 5) 93.49 97.21 95.30 93.33

Logistic 90.72 96.63 97.98 86.66

MultilayerPerceptron 97.59 96.33 96.64 91.28

NaiveBayes 94.21 96.19 94.63 69.23

SimpleLogistic 90.72 96.63 95.97 84.61

Table 5 shows the efficiency results of the algorithms executed under WEKA
environment with the dataset proposed* and other UCI datasets.

6 Results, Analysis and Conclusions

Data inconsistencies coming from the measurements were checked and cleaned
using the mean of data, in order to have good results in the experimental
phase. As it is shown in Fig. 7, classification algorithms applied over the dataset
(Atmospheric Pollutants*) results in a good performance, where Bagging, Mul-
tilayer Perceptron and BayesNet algorithms had the best performance with the
dataset proposed.
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The algorithms used in the dataset, provides good performance in comparison
with other datasets used for other applications and validated many times, this
results in a dataset that represents reliability and also guarantees reliable data,
and can be used in conjunction with algorithms for classification analysis.

Fig. 7. Efficiency of classifier algorithms with k-fold cross validation (k = 10)

Dataset obtained by the aforementioned embedded system, provides good
performance when classification algorithms are implemented regardless valida-
tion method applied, therefore this system could be used in cooperation with
Mexico City Atmospheric Monitoring System (SIMAT: Sistema de Monitoreo
Atmosférico) for micro-climates in small areas areas. This open up a range of
different applications for the proposed dataset, that can be collected with Wasp-
mote from the atmospheric pollutants in different environments, implementing
predictive algorithms for time series, or establish levels of pollutant classes sup-
ported by national environmental standards.
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