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Abstract. The increasing use of electronic medical records (EMR) makes the
medical data mining becomes a hot topic. Consequently, medical privacy
invasion attracts people’s attention. Among these, we are particularly interested
in the privacy preserving for association rule mining (ARM). In this paper, we
improve the traditional reconstruction-based privacy preserving data mining
(PPDM) and propose a new architecture for medical data publishing with pri-
vacy preserving, and we present a sanitization algorithm for the sensitive rules
hiding. In this architecture, the sensitive rules are strictly controlled as well as
the side effects are minimized. And finally we performed an experiment to
evaluate the proposed architecture.
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1 Introduction

As the size of healthcare data increase dramatically, more and more medical infor-
mation system are using digitalized technology to realize the storage of the big data.
The electronic form of healthcare data is called EMR (electronic medical records). The
storage of these information are all precious wealth of human being. These medical
information resources are very valuable for disease treatment, diagnosis and medical
research. And data mining, that is to find the valuable knowledge hidden in these
massive medical data resources, has become a very important research topic. One of the
typical application conditions of data mining is association rule mining(ARM). ARM is
to find a rule set such that the support and confidence value of each rule is bigger than
the giving threshold.

Despite that a great number of valuable knowledge are discovered by ARM, these
rules may include some privacy information for the patients and medical department,
people have shown increasing concern about privacy violation brought by the tech-
nology. Because there are person-specific information contained in the medical system,
publish of data will cause unconscious privacy leakage, which may bring some bother
to victim. Typically privacy information can be classified into two categories [1]: one is
that you can get directly from the original data, which can be protected by the
methodologies like perturbation, sampling, generalization/suppression, transformation,
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or anonymity technology etc. The other is sensitive knowledge patterns, which is
hidden in the data. You can get them only in the results of data mining. To avoid the
disclosure, you have to use privacy-preserving data mining (PPDM).

Take the medical data publishing as example: a typical EMR(Electronic Medical
Record) template in China contains <Name, ID Number, Gender, Age, Birth Place,
Nationality, Symptoms, Physical Examination, Diagnosis,…>. We suppose there is a
medical institution negotiating with a medical factory. The medical factory offers the
institution with a reduced-price products if they publish their database of EMR to the
factory. The medical institution accepts the deal and preprocesses data to hide the
sensitive information like name, ID number etc. However factory starts mining the data
using ARM, they find a woman who bought Zyban is most likely pregnant. The female
customers who has bought Zyban in the medical factory would receive some promotion
of maternal medicine from the factory, and some of them are indeed pregnant, then they
will feel a strong privacy invasion. And how to hide these sensitive association rules in
order to avoid this kind of privacy invasion is this paper mainly focuses on.

Privacy preserving of ARM is to process the original medical dataset to get a new
dataset, so that the sensitive association rules cannot be mined from the new dataset but
all the non-sensitive rules can still be mined from it.

To complete the above process, we propose a new architecture of privacy pre-
serving for medical data publishing. The rest of this paper will be organized as follows:
we describe the related work in Sect. 2. Section 3 provides the system architecture we
proposed and some preliminary we use in this paper. The specific procedure of the
architecture and all of the algorithm details in each step are described in Sect. 4.
Section 5 discusses performance evaluation of our architecture and algorithms.

2 Related Works

Since the concept of PPDM was first proposed in 1999 by Agrawal [2], there were a
great number of achievements in this field by now [3–5]. Data mining technology is an
inter-discipline includes lots of data analysis techniques like statistics and machine
learning, and hence the diversity of privacy-preserving techniques on it.

Lei Chen identifies the incompatibilities between the traditional PPDM and the
typical free text Chinese EMR. And he proposed a series of new algorithms to solve the
problem in [6]. Then he also designed a new framework of privacy preserving for
healthcare data publishing based on the method in [7]. There are also some achieve-
ments for medical data protection in [8, 9].

Typically, privacy-preserving technology in the field of data mining can be divided
into two categories. For one kind is to protect the sensitive data itself, like name, ID
number. For medical data, the Health Insurance Portability and Accountability Act
(HIPAA) was enacted in US in 1996 [10]. The Act announced the personal health
information privacy standards and guidelines for implementation. There are many
kinds of technologies to protect it. The most common one is anonymization, including
k-anonymity [11], l-diversity [12], t-closeness [13]. In [14] Aristides Gionis and Tamir
Tassa extended the framework of k-anonymity to include any type of generalization
operators and define three measures to count the loss of information more accurately.
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They also proved that the problem of k-anonymity with minimal loss of data is
NP-hard. And then proceed to describe an approximation algorithm with an approxi-
mation guarantee of O(ln k).

Another kind of category is to protect the sensitive data mining results that were
produced in the process of data mining [15]. Generally, these techniques are focusing
on the improvement of data mining algorithms. Among them, we are particular
interested in approaches proposed to perform association rule hiding [16, 17]. In [18] a
new algorithm for hiding sensitive rules using distortion techniques are proposed by
Jain. The confidence of the sensitive rules are reduced by altering the position of them.
In [19] Le proposed a heuristic algorithm to identify the items which has the least
impact on the mining results, and remove these items from the original data set. There
are also many achievements in [20–22]. In [23] Verykios proposed three groups of
algorithms to hide the sensitive rules based on reducing the support and confidence
values, which can be seen as the precursors to the algorithms we proposed in this paper.

3 Arm-Based System Architecture of Privacy-Preserving
for Medical Data Publishing

As showed in Fig. 1, in our architecture, there are three types of data characters: data
owner, data collector, and data user. Data owner provides the original medical dataset
and privacy definition and policy; data collector processes ARM and sanitization
algorithm and publishes new dataset to data user. And we assume that data collector
and network communications are reliable.

Data owner could be a healthcare institution, hospital or individual patients, who
has a collection of medical data provided to data collector. We use notation D ¼
fT1;T2;T3; . . .;Tmg to represent original medical dataset, and I ¼ fi1; i2; i3; . . .; ing to
represents a set of items, Ti�I is a transaction. We use TID to identify every
transaction.

Fig. 1. ARM-based system architecture of privacy preserving for medical data publishing
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Data collector could be a healthcare institution or some third party(sometimes data
owner and data collector could be the same one). Data collector’s work includes: data
storage, data processing(ARM and sanitization algorithm), and data publish. In this
paper, we suppose that data storage and data publish are finished, and we only consider
the data processing.

Data collector applied ARM algorithm on the dataset provided by data owner. We
use r or X =[ Y to denote a rule, where X � I,Y � I, and X\Y = ;: Given an itemset
X, support of an itemset is the number of transactions that contains the itemset, which
is denoted as s(X). X =[ Y means the number of occurrence of Y on condition of
occurrence of X. Given an rule r(or X =[ Y), X is denoted as rl, and Y is rr, support of
the rule is the number of transactions that contain both X and Y,
sðX =[ YÞ ¼ sðX[YÞ. Confidence of a rule is the frequent of itemsets that contain Y
appear in transactions that contain X, c X =[ Yð Þ ¼ PðYjXÞ ¼ PðX[YÞ=PðXÞ. We
define two threshold: a for minimum support value, e for minimum confidence value.
And ARM is to find all the rules that satisfy s X =[ Yð Þ� a, c X ¼ [ Yð Þ� e. We use
R ¼ rjall rules such that s rð Þ� a and c rð Þ� ef g to denote the mining result.

Then data collector identifies the privacy rules according to the privacy definition
and policy. Here let Rh be a set of sensitive rules to be hidden, Rh � R.

And finally data collector clean Rh directly from original dataset by sanitization
algorithm. For a rule r 2 R, we use Tr to denote a set of transactions that r appears,
Tr ¼ ft 2 Djr�tg. If there exists a rule r' 2 R such that, the number of items appears
both in r and r′ is larger than |r|/2 and |r′|/2, as well as r and r′ both appear in one or more
transaction, Tr\Tr0 6¼ ;, we call r and r’ are brother rules. We use Rb to denote a set of
brother rules, Rb ¼ fr0 jr0 2 R; r' and r are brother rulesg. After the sanitization algo-
rithm, we got a new data set D

0 ¼ fT0
1;T

0
2;T

0
3; . . .;T

0
ng. D′ is a “clean” dataset that

satisfy the condition: no rules in Rh can be mined from D′, but all rules in (R-Rh) can
still be mined from it.

Data user could be research institution, pharmaceutical factory etc. We consider
data user is unreliable. The new dataset D′ is the final dataset to be published to data
user.

4 Processing of the Archetecture

The process of the architecture is showed in Fig. 2. Data owner provides original
datasets D and privacy definition and policy. Data collector is the main part of the
procedure who transforms the original datasets D into a “clean” datasets D′ by applying
a series a privacy-preserving algorithms, and finally publishes D’ to data user.

The procedure of the framework is as follows:

step 1: Data owner provides the original datasets D ¼ fT1T2;T3; . . .;Tmg and
privacy definition and policy to data collector.
step 2: Data collector uses ARM algorithm to generate association rule set R.
step 3: Data collector identifies corresponding sensitive association rules Rh for
different data users according to the privacy definition and policy.
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step 4: Data collector performs sanitization algorithm to hide the rules in Rh from
the dataset.
step 5: Step 2 to step 5 is repeated until there are no sensitive rules could be found in
the mining results. The rest of the dataset are “clean”.
step 6: The new dataset D’ with no sensitive patterns will be published to data user.

As depicted in Fig. 2, we do not use a reconstruction algorithm after sanitization as
traditional framework does. Because it has been proven that the relationship between
the transactions and their k-itemsets is one to one correspondence [24]. That is to say,
direct modification in dataset D during sanitization algorithm, or cleaning sensitive
rules from k-itemsets and then reconstructing a new dataset D′ using the clean
k-itemsets, we can get the same result. In order to improve the efficient of our archi-
tecture, we hide rules directly from dataset D.

4.1 Applying Framework on Medical Data

A typical EMR(Electronic Medical Record) template in China contains <Name, ID
Number, Gender, Age, Birth Place, Nationality, Symptoms, Physical Examination,
Diagnosis,…>. For most of healthcare institution, the datasets stored in the system are
in free text form instead of structured data. In order to apply the architecture on
datasets, we shall label the EMRs at first place. Because our algorithms process involve
only the patterns of datasets rather than specifics, it’s OK to use just numbers to label
the records.

Take the heart diseases diagnosis dataset as example, few samples of labeling
EMRs is described in Tables 1 and 2.

TD = {T 21 ,T ,..., m }

Fig. 2. Process of architecture
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After the labeling, an item can be transformed into a transaction format as shown in
the Table 3. The first column represents transaction ID, namely the patient number. The
second column represents all the items recorded in his(her) EMR. The set of items
I = {1, 2, 3, 4, 5, 6,…}. Our medical datasets can be transformed into a transaction
format D ¼ fT1T2;T3; . . .;Tmg. After the labeling, our framework can be easily used
on the medical data.

4.2 Sanitization Algorithm

After ARM process, we have the association rule set R and the support, confidence
values of each rule. In this part, we will use the sanitization algorithm to hide the
sensitive patterns Rh by altering the support or confidence values of related items. The
algorithm is depicted in the following codes. It starts by generating the transaction set
Tr where the rule r comes from, and sort Tr in ascending order of transaction size |t|.
Then it determines whether there exists brother rules of r in Rh. If there are brother
rules, it would compute the loop_num of each rule in Rb and choose one of them to
represent the Rb to be hidden in order to minimize the impact on the database. If there
are no brother rules in Rh, it would compute the loop_num of rule r, and choose the
smallest transaction t in Tr. Then it deletes the rr of rule r from t. When the rule r is
hidden, another rule is selected from set Rh. In the following codes, symbol [x) means
the minimal integer that larger than but not equal to x.

Table 1. Sample of physical examination and Symptoms labeling

Code Physical examination Code Symptoms

1 High blood cholesterol 31 Palpitation
2 High blood pressure 32 Dizzy
3 Subclinical atherosclerosis 33 Chest tightness
… … … …

Table 2. Sample of age and diagnosis labeling

Code Age Code Diagnosis

51 [0,5) 71 No heart disease
52 [5,10) 72 Heart disease
… … … …

Table 3. Sample of datasets D

TID Records

1 1-2-31-55-72
2 1-2-3-34-58-72
3 5-11-40-64-71
… …

ARM-Based Privacy Preserving for Medical Data Publishing 67



In our architecture, the sanitization algorithm will be repeated until there exists no
sensitive patterns in the discovered rules. This will ensure that no unexpected infor-
mation from Rh will be published to unreliable party.
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5 Performance Evaluation

In this part, we perform our framework on a computer running windows server 2008
R2 operating system. The dataset we use is generated by ourselves as shown in the
Table 4. In order for a more realistic simulation, we make the length of a transaction
ranges from 2 to 7. All the performance are implemented on matlab R2012b.

We use three criteria to evaluate the performance of our framework: 1. time
required of sanitation algorithm. 2. Number of lost rules. 3. Number of new rules. Lost
rules are the non-sensitive rules that can be mined before the sanitization algorithm and
lost after that. New rules are the non-sensitive rules that cannot be mined before the
sanitization algorithm and being introduced to the mining result after that. Rules hiding
would have some side effect on the mining result. Number of lost rules and new rules
are used to evaluate the side effect of our sanitization algorithm.

5.1 Time Requirement

The main contribution of our framework is on the sanitization algorithm component, so
we only consider the time requirement of that part. As shown in Fig. 3, the time
required by sanitization algorithm is linear in |D|.

5.2 Lost Rules

Figure 4 shows the number of lost rules in different size of dataset. We can see it is
almost a horizontal line except two peaks of 25 k and 50 k. By looking at the five
hiding rules of the two dataset can explain the peaks.

As Table 5 shows that, in 25 k dataset, the first hiding rule [14,22,23=>5] and
second hiding rule [5,22,23=>14] are brother rules. As depicted in our sanitization
algorithm, only one of the two will represent the Rb to be hidden. Because they come
from the same transactions, hiding one of them will cause the hiding of the other. That
is to say, we only hide four rules in the 25 k dataset, which causes the lower values than
other datasets. Then we look at the hiding rules in the 50 k dataset. The first hiding rule
[9,27=>8] has a support value of 6, which is much larger than other support values.
According to our sanitization algorithm, it has to make four loops to hide the rule. This
is why the 50 k dataset has a much larger number of lost rules. Now we know that the
number of lost rules does not depend on the volume of dataset, but the number of
hiding rules and how many times the loop is performed. And proposing the concept of
“brother rules” can effectively reduce the number of hiding rules, and in consequence
of reducing number of lost rules.

Table 6 shows a comparison between hiding rules and lost rules of the 25 k dataset.
It is obviously that almost all the lost rules are brother rules of the hiding rules except
the last one [8,23=>5]. Actually [8,23=>5] and the hiding rules [14,22,23=>5],
[5,22,23=>14] are very much alike though they are not brother rules. And in realistic
EMR condition, for example, rule [12,22,23=>5] is sensitive rule, then rule
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[5,14,22=>23] and [5,14,23=>22] are very likely also sensitive rules. Consequently,
the side-effect of lost rules is minimized in our architecture.

5.3 New Rules

As depicted in Fig. 5 that only one new rule appears in the 20 k dataset. The number of
new rules generated during our sanitization algorithm is quite low and it tends to
decrease with the increasing of dataset size. So we can say there is almost no effect of
introducing new rules to the mining result during our sanitization algorithm.

Table 4. Data set used in experiment

|D| |I| TL |Rh|

15 k 50 2 * 7 5
20 k 50 2 * 7 5
25 k 50 2 * 7 5
30 k 50 2 * 7 5
35 k 50 2 * 7 5
40 k 50 2 * 7 5
45 k 50 2 * 7 5
50 K 50 2 * 7 5

Fig. 3. Time requirement

Fig. 4. Lost rules
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6 Conclusion

We proposed an architecture of privacy preserving for medical data publishing. We
don’t use the traditional reconstruction algorithm to reconstruct a new dataset, but
direct modification in original dataset, by which can effectively reducing the cost of
time.

In addition, we propose a fundamental sanitization approaches in our architecture.
The approach hides a sensitive rule by reducing its rr until either support value or
confidence value of the rule below the threshold. We also put forward a concept of
brother rules to reduce the execution of the algorithm.

Table 5. Five Rules to be Hidden

|D| Rh S C |D| Rh S C

25 k 14,22,23=>5 3 50 % 40 k 25,45,48=>2 3 75 %
5,22,23=>14 3 75 % 4,16,34=>28 3 60 %
21,31,43=>47 3 100 % 12,39,44=>35 3 75 %
27,43=>22 3 50 % 9,24=>36 3 50 %
3,44=>23 4 57.143 % 26,35=>50 3 50 %

30 k 5,36=>34 3 50 % 50 k 9,27=>8 6 100 %
12,39=>32 3 60 % 2,28,30=>46 3 50 %
9,33,48=>43 3 75 % 24,25,45=>5 3 50 %
13,30,31=>22 3 50 % 8,21,42=>15 3 75 %
25,28,50=>26 3 100 % 23,24,42=>14 3 51.423 %

Table 6. Hiding Rules and Lost Rules

Rh Lost Rules

14,22,23=>5
5,22,23=>14

5,14,22=>23
5,14,23=>22

21,31,43=>47 21,31,47=>43
21,43,47=>31

27,43=>22 22,43=>27
3,44=>23

8,23=>5

Fig. 5. New rules
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Finally, we experiment the algorithm on seven sets of dateset. And we use three
criteria to evaluate the performance of algorithm: 1. time requirement of the process. 2.
number of lost rules. 3. number of new rules. Lost rules are the rules mined before the
algorithm but can’t be mined after that. New rules are the rules can’t be mined before
the algorithm but being introduced to the mining result after the process. We believe
that the proposed architecture could satisfy the demands of the health department on
medical data publishing.

Our future plan is to work on the privacy measurement issues. We hope to develop
different hiding strategies and different arguments according to different privacy met-
rics, in order to adapt to different data users. Moreover, we hope to use the actual
medical dataset to perform the experiment in order to get a more real mining results.
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