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Abstract. Software Defined Network (SDN) has emerged as a promising
network architecture that enables flexible management and global vision for
network resource. The centralized control and programmability provide a novel
approach to realize resource management for supporting end-to-end quality of
service (QoS) guarantee. For real-time computing system and applications,
cloud computing provider has to consider QoS metrics when they provide
services for cloud user. In this paper, we propose an end-to-end QoS manage-
ment framework in SDN-based cloud computing architecture. Depending on the
characteristic of control plan separates from data plan in SDN, we present a QoS
guaranteed approach with allocate resource dynamically for all cloud users by
route optimization algorithm. Besides, we combine the queue technology to
ensure high priority users request when there no candidate path calculating by
routing algorithm. Numerical experiment results show that our propose frame-
work can provide QoS guaranteed for cloud users’ requirement.

Keywords: Software defined networking � Cloud computing � Quality of
service � Queue

1 Introduction

Cloud computing is a model for enabling ubiquitous, convenient, on-demand network
access to a shared pool of configurable computing resources (e.g., networks, servers,
storage, applications, and services) that can be rapidly provisioned and released with
minimal management effort or service provider interaction [1]. It is parallel and dis-
tributed system that provides services dynamically depending on service level agree-
ment (SLA) of cloud computing provider and user. There are three fundamental service
models offered by cloud computing provider that are Software as a Service (SaaS),
Platform as a Service (PaaS) and Infrastructure as a Service (IaaS). The objective of
cloud computing is provide high available, high reliable and elastic service that sup-
ported by data center management, virtualization, ability of massive data processing,
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security etc. And virtualization technology is the core of cloud computing that allows
user to access network resources by renting virtual machines (VMs) [2].

There are various network data on cloud as the result of Internet users have
increased tremendously over the past few years. Some applications, such as multi-
media, video conferencing and voice over IP (VoIP) need high bandwidth resource and
computer power, for example throughput for real-time multimedia services, low latency
(delay) for VoIP, or online gaming with low jitter. Cloud providers encounter several
challenges when they provide services for many cloud users simultaneously [3]. One of
the most important is satisfy QoS requirement for each multimedia user or each
application user. In the IP network, a variety of techniques have been proposed to
achieve preferable quality of service including overprovisioning, buffering, traffic
shaping, the bucket algorithm, resource reservation etc. Over the past decade, the
Internet Engineering Task Force (IETF) has explored several QoS (quality of service)
architectures, but none has been truly successful and globally implemented.

Software Defined Networking (SDN) is a novel network paradigm that decouples
the forwarding plane and control plane [4]. The most significant feature of SDN is to
provide centralized control and global view of the network. Then it can realize
fine-grained control for network flows and allocate the resource reasonably. It enables
network as a programmable component of the larger cloud infrastructure and provides
virtualization of the underlying network [5]. However, SDN has not been used
extensively as the cloud computing provider. Therefore, we present a QoS management
framework in SDN-based cloud computing environment, which take full advantage of
centrality and programmability of SDN. And the network controller serves as service
manager in cloud computing architecture, which offers resource reservation and
on-demand bandwidth. OpenFlow is the communication interface between the con-
troller and forwarding layers of SDN architecture. The forwarding layer can be com-
posed of abundant virtual machines (VMs) acting as cloud providers. Our work is focus
on SDN controller to implement bandwidth allocation and resource management for
the requirement of cloud users.

We classify cloud user service traffic flows into QoS flow and best-effort flow
which following shortest path originally. The QoS flow means that it needs more
network resource and QoS parameters, such as bandwidth, packet loss, jitter, delay,
throughput, must be guaranteed. The controller will run dynamically routing algorithms
to calculate available route when the current link load exceed the load threshold.
Depending on the requirement of users or application feature, we differentiate traffic
flows into different level priority and combine the queue technique to guarantee the
transmission of the high priority flow. Some numerical results are provided and ana-
lyzed to show that our framework can guarantee the QoS and satisfy the quality of
experience (QoE) for cloud users.

The rest of this paper is organized as follows. Section 2 reviews the main work for
QoS provisioning in cloud computing environment. Section 3 discusses the QoS
implement framework we proposed in this paper and optimization scheme for route
calculate. Section 4 presents the experiments verification for bandwidth allocation and
resource reservation for cloud users. Finally, Sect. 5 concludes the research work.
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2 Related Work

Internet users have shared amount of data such as multimedia data and real-time data
on the cloud. Therefore, QoS is one of the essential characteristic to be achieved in the
field of cloud computing and SDN. Service Level Agreements (SLAs) are established
and managed between cloud service provider and cloud user to negotiate the resource
allocation and service requirement [6]. However, SALs are mostly plain written doc-
uments from lawyers, which are static and published on the providers’ web sites. It is
restrict to achieve service satisfaction between network service provider and user
dynamically.

Reference [6] presents an automated negotiation and creation of SLAs for network
services through combining WS-agreement standard with OpenFlow standard, which
deliver QoS guarantees for VMs in the cloud. Their approach allows customers to
query and book available network routes between their hosts including a guaranteed
bandwidth. Reference [7] proposes a unified optimal provisioning algorithm that places
VMs and network bandwidth to minimize users’ costs. They have accounted for
uncertain demand by formulation and solving a two-stage stochastic optimization
problem to optimally reserve VMs and bandwidth. Akella [8] proposes a QoS-
guaranteed approach for bandwidth allocation by introducing queue techniques for
different priority users in SDN based cloud computing environment. The flow con-
troller selects the new path by using greedy algorithm. However, their approach is
implemented in OpenVswitch [9] and they have not employed the SDN controller.
Then their scheme lacks of centralized control and programmability. Besides, they will
contribute much work in OpenVswitch to meet their design.

In order to implement QoS control, there are many innovation approaches have
been researched in SDN. Reference [10] describes an adaptive measurement frame-
work that dynamically adjusts the resources devoted to each measurement task, while
ensuring a user specified level of accuracy. To efficiently use TCAM resources, [11]
proposes a rule multiplexing scheme, which study the rule placement problem with the
objective of minimizing rule space occupation for multiple unicast sessions under QoS
constraints. Reference [12] proposed CheetahFlow that a novel scheme to predict
frequent communication pairs via support vector machine and detect the elephant flows
and rerouted to the non-congestion path to avoid congestion.

Some routing algorithms have been used to realize dynamical management of
network resource. Reference [13] describes the two algorithms that are randomized
discretization algorithm (RDA) and path discretization algorithm (PDA) to solve the -
approximation of delay constrained least-cost routing (DCLC). Their simulations show
that RDA and PDA runmuch faster than other route algorithm on average. Reference [14]
described the distributed QoS architectures for multimedia streaming over SDN. They
consider an optimization model to meet the multimedia streaming requirements in the
inter-domain. However, they only employing dynamic routing to minimize the adverse
effects of QoS provisioning on best-effort flows. It is possible that there are no enough
available paths to be rerouted for QoS flows which will lead to poor performance for
transmission of QoS flow in complex network. In this research, we select available
path by routing algorithm when the current link cannot meet the users’ requirement.
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Particularly, we combine the queue technique to satisfy the requirement of high priority
flow when there no candidate paths calculated by routing algorithm.

3 The Propose QoS Controller Architecture

The proposed QoS architecture is designed in SDN controller which provides reser-
vation and on-demand bandwidth service. We send statistics request to forwarding
devices by using OpenFlow protocol to acquire state information such as network load,
delay, jitter, and available bandwidth of link, which are indispensable element to
implement QoS control [15]. In order to mitigate the overload of communication
between controller and switches, we create the address resolution protocol (ARP) proxy
to learn MAC address. OpenFlow standard, which enables remote programming of the
forwarding plan, is first SDN standard and a vital element of an open software defined
network architecture. Therefore, our framework can run multiple routing algorithms
simultaneously to allocate network resource dynamically in SDN controller. The design
principle is that our architecture must be compatible with current OpenFlow specifi-
cation which need not extra modification for switch hardware, OpenFlow protocol and
end hosts. This approach ensures that our solution is practical with little extra effort to
upgrade.

3.1 System Modules

The QoS framework our proposed in SDN-based cloud computing environment is
shown in Fig. 1. It includes six modules to implement QoS control in SDN controller.

1. State Collector: Controller will send state request instruction periodically to
OpenFlow enabled switches to collect the resource state. There are several state
messages supported by OpenFlow protocol including port message, flow entry
message, queue message etc.

2. State Manager: This function will process the resource statistics received from state
collector. It will analysis the state massage and determine whether the link load
exceeds the threshold or trigger reroute module to calculate new path.

3. Topology Finder: This module is responsible for discovering the forwarding
devices and maintaining the connectivity through data received from switches. It
will real-time update the topology structure when the network elements have
changed.

4. Flow Classifier: This module will differentiate the traffic flow type depending on
type of service (ToS) field in IPv4 header or source IP address when they get to
controller. We classify traffic flows into QoS flow and best-effort flow. Furthermore,
all traffic flows will be set different priority depending on cloud users’ level.

5. Routing Calculation: This function run two routing algorithms in parallel depending
on the performance requirements and objective of different flows. It will select the
shortest path by Dijkstra algorithm for raw traffic and calculate feasible path for
high priority flow according to routing optimization algorithm when their service
request cannot be satisfied.
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6. Rule Generator: This function will package the route and control information into
flow entry and send it to forwarder devices.

In addition to this, we combine queue technique to guarantee high priority flow
when there no candidate path calculated by routing optimization algorithm, which will
lead to heavy congestion and packet loss. We will configure the multiple queues on
forwarders to support resource reservation when the topology starts up.

To implement QoS control in SDN, we ignore the communication overhead pro-
duced between controller and forwarder devices and the extra cost from routing
optimization algorithm. We assume that there exists multipath in the topology so that
the rerouting module can select the candidate path. Our framework resolves three
challenge problems. Firstly, we send the stats request message which supported by
OpenFlow specification to the OpenFlow-enable switch to acquire the statistics that
will be analyzed to determine resource scheduling. Secondly, In order to improve the
efficiency of controller, we delete the original flow entry to update flow entry generated
by route calculation algorithm instead of modifying the original flow entry directly.
Finally, we map different level flow marked by flow classifier module into corre-
sponding queue that had configured by OVSDB protocol. The workflow of our
framework is described below:

• We will configure different level queues on each port of OpenFlow switches by
using the OVSDB protocol. It is performed when the controller establishes an
OpenFlow session with OpenFlow switches.

• When the new flow gets to network, the controller will choose the shortest path
depending on Dijkstra algorithm supported by routing calculation module.

• Flow and port statistics are collected from the switches periodically through
OpenFlow protocol. They are analyzed in state manager module to estimate the
network condition.

User

State Manager

Routing Calculate

Rule Generator

State Collector

Flow Classifier

Topology Finder

OpenFlow
switch/router

Fig. 1. System Framework
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• In order to mitigate the impact on best-effort flow, routing calculate function
reroutes the feasible path for QoS flow when the state manager module detects the
congestion or packet loss. The initial flow entry will be deleted before the new flow
entry is installed.

• The QoS flow and best-effort flow are mapped into the different level queues
configured in the step 1 when they fight the common path which cannot provide
enough bandwidth for all flows.

3.2 Route Optimization

We will reroute the available path for QoS flow by using route optimization algorithm
when there exist congestion on shortest path shared by QoS flow and best-effort flow.
We consider the route optimization as a Constrained Shortest Path (CSP) Problem,
which is the important part in select a cost metric and constrains where they both
characterize the network conditions and support the QoS requirements. There are many
QoS parameters such as packet loss, delay, delay variation (jitter), bandwidth and
throughput to measure the performance of network. Hilmi et al. [14] described that
some QoS indicators may differ depending on the type of the application. For example,
multimedia applications that have sensitive requirement for total delay and video
streaming are based on delay variation to guarantee the quality of experience. There-
fore, in this paper we employ the packet loss and delay variations that are universal
QoS indicators for a lot of service requirement as the constrained parameters.

We regard a network as a directed simple graph G (N, A), where N indicates the set
of node s and A is the set of links. Rs,t represents a set of all routes between source node
s and destination node t. For any route r 2 Rs,t we define cost fC(r) and fD(r) delay
variation as,

fCðrÞ ¼
X

ði;jÞ2r
cij; fDðrÞ ¼

X

ði;jÞ2r
dij: ð1Þ

Where ci,j and di,j are cost and delay variation coefficients for the arc (i,j),
respectively. The CSP problem is to minimize path cost function fC(r) of routing path r
subject to a given constraint Dmax as below,

min fC rð Þjr 2 R s; tð Þ; fDðrÞ\Dmaxf g ð2Þ

We select the cost metric as follows,

cij ¼ 1� bð Þdij þ bpij for 0� b� 1; 8 i; jð Þ 2 A: ð3Þ

The variable di,j indicates the delay variation for traffic on link (i,j), pi,j is the packet
loss measure, and β is the scale factor.

We employ the LARAC (Lagrange Relaxation based Aggregated Cost) algorithm
to resolve CSP problem, which follows Hilmis scheme [16, 17]. Firstly, it will find the
shortest path rC by Dijkstra algorithm depending on path cost c. If the shortest path rC
satisfies the constrain condition Dmax, it will be the feasible path; otherwise, it will
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calculate the shortest path rD constrained by delay variation. If this path does not satisfy
the delay variation constrain Dmax, there will no feasible path in the current network
and the algorithm will stop; otherwise, it will call circulation iteratively until finding the
feasible path that satisfies constraint.

It is shown that LARAC is a polynomial time algorithm that efficiently finds a good
route in O ([n + mlogm]2), where n and m are the number of nodes and link, respec-
tively. LARAC also provides a lower bound for the theoretical optimal solution, which
leads us to evaluate the quality of the result. Moreover, by further relaxing the opti-
mality of paths, an easy way is provided to control the trade-off between the running
time of the algorithm and the quality of the found paths.

3.3 Queue Technique and Policy

There exist multiple types of cloud users on the Internet, which have different needs for
network resource. Then we classify the traffic flows into two types implemented by
flow classifier module that are QoS flow and best-effort flow. There are many methods
to differentiate the type of flows such as the type of service, application type and IP
address. We will allocate priority for different level cloud users by above method which
will be mapped into corresponding queues. Furthermore, QoS flow was classified as
two subtypes in this research, QoS flow-1, QoS flow-2 that represent different level
priority. Similarly, it also can be divided into more subtypes depending on the real
situation. The QoS flows having higher level than best-effort flow will enter the higher
priority queue to acquire sufficient bandwidth resource.

For every router or switch, QoS configurations are assigned to queues, which are
related to ports. Each port has a number of queues that have been divided into different
levels, assigned to it (The number is about 8). Packets which are going to be forwarded
are first assigned to one of these queues, and then getting forwarded from that port.
Different QoS parameters, such as maximum and minimum bandwidth cap are con-
figured to these queues. Combining the queue technique in QoS control approach, it
can dispose the troublesome situation that there is no candidate path calculated by
routing optimization algorithm and have to satisfy the requirement of QoS flow.

4 Experiment Validation

In this section, we introduce the prototype implementation and validation for our
approach presented in Sect. 3. We test the emulation experiment in Mininet 2.2.0 [18]
environment that will construct the network topology. The hosts created by Mininet can
be regard as cloud provider and cloud user. The SDN controller is responsible for
resource management and control by connecting the Mininet environment.

Our scheme is implemented in RYU controller 3.15 [19] which is a component
based software defined networking framework and it provides software components
with well-defined API that make it easy for developers to create new network man-
agement and control applications. The experiment topology is shown in Fig. 2.
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It consists of eight OpenFlow enabled switches to build prototype network. In this test
scenario, we use OpenVswitch 2.3.1 which is a production quality multi-layer virtual
switch as forwarding devices and OpenFlow 1.3 as communication protocol between
controller and forwarder. We define the H1 as cloud user and H2, H3, H4 is cloud
provider that will provide service for H1. We will observe the performance of our QoS
control approach by measure the bandwidth, packet loss and delay variation.

In order to simulate the actual cloud user application requirement, we customize
iperf network test tool to generate traffic flows [20]. In this test scheme, we employ
three test flows shown in the Table 1 as cloud users’ application requirement. QoS flow
1 need more network resource then it is given highest priority among the network. The
best-effort traffic is the background flow to change the congestion degree in test net-
work. To observe the direct effect of QoS control on the flow performance, we use
UDP to set specified bandwidth for two QoS flows and best-effort traffic.

For QoS flow1, QoS flow 2 and best-effort traffic, they have different level priority
and bandwidth requirement. For the purpose of achieving to congestion, we set
specified bandwidth constraint for all links in test network. Firstly, H1 send the QoS
flow 1 and QoS flow 2 to the corresponding destination hosts H2 and H3 while
background flow started at 20 s. Initially, the controller will calculate shortest path for

Fig. 2. Network Topology

Tab.1. Network Experiment Flows

Src Dst FlowType Rate

H1 H2 QoS Flow1 50Mbps
H1 H3 QoS Flow2 40Mbps
H1 H4 Best-Effort 80Mbps
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new flow by Dijkstra algorithm and install flow entries into OpenFlow switches.
The total bandwidth of three traffic flows will exceed the link threshold when the best-
effort traffic gets to network at 20 s. Then it will be congestion condition on shortest
path and cannot guarantee the requirement of services without QoS control. However,
our QoS control framework will reallocate the network resource for traffic flows to
avoid the congestion problem occurred on shared path.

In the Fig. 3, we present a comparison of our experiment results by using the
proposed approach with the ones without a use of the proposed approach. We
implement our QoS control scheme at 40 s and observe the change of throughput. The
throughput of two QoS flows and best-effort have increased and trended to steady state
quickly. The routing algorithm calculates an available route for QoS flow1. Then QoS
flow 1 can be guaranteed by selecting another lowest load path. Experiment shows that
routing algorithm has not found appropriate route for QoS flow 2 because of the
constraint of cost and delay. However, QoS flow 2 has higher priority than best-effort
so it can be guaranteed by mapping into high priority queue. In general, our scheme
ensures highest priority traffic firstly and tries to mitigate the effect on best-effort traffic.

The delay variation of three test flows is shown in Fig. 4. The QoS flow 1 and QoS
flow 2 have suffered from great fluctuation when best-effort gets to network at 20 s.
Three test flows keep jittering between 20 s and 40 s because of without our QoS
control scheme. The delay variation of QoS flow 1 and QoS flow 2 has decreased after
we turn on QoS control at 40 s. Although QoS flow 2 still exist fluctuation that
influenced by best-effort. It is acceptable for many applications to satisfy the quality of
transmission. The background traffic is limited to provide available bandwidth for QoS
flow. We also evaluate the packet loss ratio among the implement for our proposed
scheme in Fig. 5. Similarly, the phenomenon of packet loss has disappeared when QoS
flow 1 reroute another path and best-effort is mapped into low priority queue.
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5 Conclusion

We have studied a QoS-guaranteed approach in software defined networking
(SDN) based cloud computing environment. SDN provides grate benefit for cloud
computing provider to make the network easy to manage and customize. The cloud
services usually need to be distinguished according to their services priority and
requirement. In this paper, we differentiate the traffic flows into QoS flow and
best-effort traffic for different service level. We propose the routing optimization
algorithm to reroute feasible path for high priority flow when their service requirement
cannot be guaranteed. Furthermore, we combine the queue technique to allocate suf-
ficient bandwidth for high priority flow when the routing algorithm cannot find the
available path. We have implemented and tested our approach in Mininet based on
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OpenVswitch. Experimental results have shown that our approach can provide an
end-to-end QoS guarantees for cloud user. In the future work, we will validate our QoS
framework by OpenFlow physical switch in the large-scale network.
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