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Preface

This book includes extended and revised versions of a set of selected papers from
WEBIST 2014 (the 10th International Conference on Web Information Systems and
Technologies), held in Barcelona, Spain, in 2014, organized and sponsored by the
Institute for Systems and Technologies of Information, Control and Communication
(INSTICC). The conference was technically sponsored by the European Research
Center for Information System (ERCIS).

The purpose of the WEBIST series of conferences is to bring together researchers,
engineers, and practitioners interested in technological advances and business appli-
cations of Web-based information systems. WEBIST had five main topic areas, cov-
ering different aspects of Web Information Systems, including “Internet Technology,”
“Web Interfaces and Applications,” “Society, e-Business, e-Government,” “Web
Intelligence,” and “Mobile Information Systems.”

The conference was also complemented by one special session, namely, the Special
Session on Business Apps — BA 2014 (chaired by Tim A. Majchrzak).

WEBIST 2014 received 153 paper submissions from 49 countries on all continents.
A double-blind review process was enforced, with the help of 214 experts from the
International Program Committee; each of them specialized in one of the main con-
ference topic areas. After reviewing, 23 papers were selected to be published and
presented as full papers and 41 additional papers, describing work-in-progress, as short
papers. Furthermore, 35 papers were presented as posters. The full-paper acceptance
ratio was 15 %, and the total oral paper acceptance ratio was 42 %.

The papers included in this book were selected from those with the best reviews
taking also into account the quality of their presentation at the conference, assessed by
session chairs. Therefore, we hope that you find these papers interesting, and we trust
they may represent a helpful reference for all those who need to address any of the
research aforementioned areas.

We wish to thank all those who supported and helped to organize the conference.
On behalf of the conference Organizing Committee, we would like to thank the
authors, whose work mostly contributed to a very successful conference and to the
members of the Program Committee, whose expertise and diligence were instrumental
to ensure the quality of final contributions. We also wish to thank all the members
of the Organizing Committee whose work and commitment was invaluable. Last but
not least, we would like to thank Springer for their collaboration in getting this book to
print.

April 2015 Valérie Monfort
Karl-Heinz Krempels
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The Three ‘W’ of the World Wide Web Call
for the Three ‘M’ of a Massively
Multidisciplinary Methodology

Fabien Gandon™®

INRIA, Sophia Antipolis, France
fabien. gandon@inria. fr

Abstract. This position paper defends the idea that the development of the
Web to its full potential requires addressing the challenge of massive
multidisciplinarity.

Keywords: Web - Multidisciplinarity

1 Introduction: Social, Political and Economic Implications
of the Web

This position paper was triggered by the topic of a joint panel at the conferences
CLOSER and WEBIST 2014. The topic of the panel was: “social, political and eco-
nomic implications of the cloud and the Web”. I focused on the Web and the position
that I defended during the panel, and that I report here, is that, while implications of the
Web can be identified in social, political and economic domains, the global challenge
raised by the Web is the need for massive multidisciplinarity to lead it to its full
potential [1] that goes beyond any individual prediction. This article starts with three
sections respectively confirming the social, political and economic impacts of the Web.
The Sect. 4 shows that in fact many other domains are impacted and the Sect. 5
proposes that this spreading is in fact due to several existential characteristic of the
Web. The Sect. 7 concludes insisting on the importance of preserving this open nature
of the Web, of assisting it and of addressing the challenge of a massive multidisci-
plinary approach for developing the Web.

2 On Social Implications of the Web

The Web was initially conceived as a read-write space [2, 3]. But it took the advent of
wikis in 1994, with WikiWikiWeb by Ward Cunningham, to really have a read-write
Web. With wikis we moved away from a rather static document-oriented Web where a
page was essentially published by one user and read by several others. This change
suddenly also supported social interactions on the Web by allowing several users and
even lay persons in terms of Web technologies, to contribute and interact through shared
Web resources leading toward what is now sometime referred to as a global conversation.

© Springer International Publishing Switzerland 2015
V. Monfort and K.-H. Krempels (Eds.): WEBIST 2014, LNBIP 226, pp. 3-15, 2015.
DOI: 10.1007/978-3-319-27030-2_1



4 F. Gandon

Almost ten years before the term “Web 2.0” was coined, Wikis were adopted and
then followed by blogs, forums, social networks and a wealth of social Web applica-
tions providing new means of social interaction (e.g. object-centered sociality as in
Flickr with photos, YouTube with videos, etc.) and social relations (e.g. followers,
groups, circles). These agile ways of supporting social linking foster self (re)organi-
zation, collaboration, and transfers between social structures.

Therefore social constructs are impacted by Web applications. In particular, the
Web can make boundaries between social groups more porous (cultures, languages,
institutions, etc.). It can also bridge scales, for instance bringing local initiatives to the
global scene and more generally fostering “glocal” connections [4].

Social Web networks support strong ties but also foster weak ties. For some users
they increase socialization time, leading even sometime to over-socialization. Com-
panies also started to hire “community managers” and other job titles dedicated to
manage their presence and image on the Web. New practices of users creating and
maintaining several online identities question the very notion of identity.

The resulting interconnectivity impacts not only online activities but propagates to
offline activities. Massive socialization is spreading to many objects and activities of
our lives for instance:

cars (blablacar, zilokaoto, voiturelib)

sailing (vogavecmoi.com, co-navigation.fr, equipier.fr)
taxi (provoiturage.fr)

package delivery (expediezentrevous.com)
parking, car park (monsieurparking.com)
housing, accommodation (AirBnB, Couchsurfing)
storage (costockage.fr)

funding (kisskissbankbank, kickstarter)

offices (coworking)

food (colunching.com, cookening.com)

sport (Unlish.com, Cleec.com, kikourou.net)
washing machines (lamachineduvoisin.fr)

clothes (pretachanger.fr, vestiairecollective.com)
etc.

The Web is not only increasing the amount of social activity, it actually creates new
socialization objects. So called « social » bookmarks are an example of a personal
object - the bookmark - that was massively published, shared and linked by social Web
applications like delicious.com.

As soon as the Web was reopened to write access, the log files of the social
applications showed how powerful the Web could be in tracing and capturing very large
social activities. But an important property of the Web is that it is supporting active
social media i.e. media that not only communicate but store, process, reuse, enrich,
route, manage the information far beyond plain passive communication. This active
nature is both an opportunity of enrichment and a concern. For instance the implications
of over-customization and its impact in terms of socialization and knowledge diffusion
are raised by the filter bubble phenomenon [5] making it harder and harder for us to find
different or alternative points of view.
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The Web never sleeps and these evolutions are getting faster and faster, each
evolution building on the network effect of the previous one. It took 89 years for the
telephone to reach 150 million users, 38 years for television to reach the same number,
14 years for the cell-phones, 8 years for the internet, 5 years for Facebook and 3 years
for Instagram.

Meanwhile, with recent economic events, many people realized that in flash trading
some algorithms were already taking decisions at a speed of more than 500 000 times
per seconds. Hybrid communities on the Web are not only bridging different scales in
terms of spaces or communities, they are also bridging different time scales. The human
heart beats roughly once per second. A double click on the mouse is roughly two clicks
in one second. The images of a movie are typically 24 per seconds and they are already
below our ability to perceive them individually. An algorithm taking 500 000 decisions
per second is far beyond our direct control for any of the individual decision it takes.
When such an algorithm is acting not in the stock market but in a social network with
more than a billion users, if things go wrong they can go wrong very far and very fast.

Taking a step back, the Web is raising the question of the limits and rules we should
master before coupling automation and human on large scales and at high speeds as we
are doing right now in social media for instance. This automation and acceleration
might be alienating us [6] or hurting us.

The Web both traces and changes the social activity and therefore has become the
subject of sociological studies (e.g. sociology of the internet) and at the same time a
sociological probe to get social data and run social studies. For any domain, the Web
now provides observatories [7] (data on users, practices, products) and active inter-
action media (communication, collaboration, online services). Social machines asso-
ciating people and software online [8] are being created on the Web for a huge variety
of topics of interests and reasons. This trend of designing and growing hybrid Web
communities is requiring massive interaction design and new social theories to allow
all the participants to interact with all the actors around them.

Finally, at the time of writing the Web has nearly 3 billion direct users and we
could think it impacts everyone indirectly. But is that really true? More precisely is this
impact as democratic and fair as it should be? It appears the answer is no, as soon as we
consider the price or even the availability of an internet connection. The open fracture
of the digital divide means that 60 % of the world population does not have access to
the Web, its resources, its services, its wealth. And because the Web impacts many
domains and activities when it does not actively contribute to reduce the divide, it ends
up making it worse. In particular a digital divide on the Web will propagate in all the
domains we will mention in this article. This is one of the reasons why the Web must
always tend toward the largest accessibility.

3 On Political Implications of the Web

The Web and its social applications are now heavily used to run political campaigns,
encourage donations, perform recruiting, etc. Web-based political campaigns are now
spreading in all democratic systems.
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Fig. 1. Web platform of the Obama campaign in 2008.

Among the many social interactions the Web is supporting, the e-government
applications are changing the relations between a government and the citizens, the
businesses and the other governments it interacts with, at all the scales of government
(citizen, city, region, state, province and nation). Obama’s campaigns (Fig. 1) made
extensive used of data analysis and his administration is responsible for the initiative
DATA.GOV pushing the publication of governmental data to allow new applications
(e.g. comparators), new analysis (e.g. data journalism) and more generally to improve
the access the public has to this data, including his campaign team.

Web-based government services do not only provide new democratic means, they
also raise new challenges for instance to manage this enlarged democratic bandwidth
between all the actors and instances of a government in general and between the
citizens and their representatives in particular. For instance the social networks and
online forums have opened a new way for citizen to voice their opinions and concerns
and the political system is often not ready to receive and process that massive feedback.

The effects of Web applications and the weight of Web actors have political
impacts in particular because Web communities can grow to sizes comparable to
largest nations. At the time of writing, Facebook for instance announces more than
1 billion active users If Facebook was a country it would be the third largest country in
the world and it is currently the dominant social network in many real countries
(Fig. 2). When Facebook started to adapt the content of time lines by filtering what it
displays based on the profiles they learned from users and their friends, this had an
impact in terms of the propagation of political views [5].

Not only could the governmental processes be impacted: the political norms and rules
that govern their functions could also be influenced by and modified on the Web. For
instance ConstituteProject.org provides a repository to read, search, and compare con-
stitutions from around the world in particular to assist the creation of new constitutions.
And outside the political systems themselves, Web activism now refers to the use of Web
technologies to campaign and bring about political changes [9]. Designing efficient and
trusted Web-based ways to manage our political systems remains an open-question.
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Fig. 2. World map of social networks, December 2013 by Vincenzo Cosenza and Alexa.
Facebook is the dominant social network in 127 out of 137 countries analyzed and has 1,189
billion monthly active users.
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Fig. 3. World map and distribution of the Web index ranking 81 countries with a measure of the
Web’s contribution to development and human rights. The higher the index is, the better the
situation in that country is. Scores are given by the World Wide Web foundation in the areas of:
access; freedom and openness; relevant content; and empowerment.
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The Web does not only impact our political activities and structures, it also calls
itself for new political practices and institutions to maintain and organize this new
space. In particular, a very important question today is the defense of the Web in
general and of neutrality, free speech, and privacy on the Web in particular. As in any
country this is a never ending fight and it will require us to always stay vigilant [10].
Again the Web can be its own support and for instance TheWeblIndex.org (Fig. 3)
monitors the state of the Web providing country-level data on Web usage, readiness,
and human impact.

4 On Economic Implications of the Web

Because of the ability it provides to gather and share knowledge the Web has a huge
impact on knowledge intensive work and in general on any human activity that can
benefit from data, information and service sharing. This leads to the emergence of new
giants (e.g. Google) providing services on the Web (e.g. search engine).

But new markets also appeared. For instance, initially, the URL of a page wasn’t
supposed to be used directly by persons surfing on the Web. It was a technical identifier
essentially internal to the Web architecture. Now with the advent of the Web, domain
names became a market and some domains are worth a fortune. Likewise Google ads
are creating a world-wide word market (Fig. 4) and impact our languages [11, 12].

mars 2009
\A\
= computer: 43
= tablet 2

M phone: 65

hh S 'y
ﬁfﬁw
||

Fig. 4. Evolution of the interest and price of words in Google AdWords.

The Web impacted traditional business at their core, changing the way business is
done in many sectors. For instance Amazon started by revolutionizing bookstores
business before expending its activity to many other domains and becoming the most
well-known electronic commerce company. And as already mentioned for the social
impacts, the Web is creating “glocal links” [4] for instance, in an economic perspective,
supporting a global market access even for SMEs.

With more and more content and services available on the Web the attention of the
users is becoming a scarce commodity for which a growing number of Web applica-
tions compete. The approach of attention economy applies economic theory to manage
attention as a resource or a currency. In 2004 the chairman of the first TV channel in
France (Patrick Le Lay, TF1) declared his job was to sell “available human brain time”.
This could now be extended to a number of Web media competing for brain time. Of
course selling a product or a service is the most obvious way of cashing attention -
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thanks to advertisement for instance. But they are other ways of paying. User profiles,
and private data such as tastes, hobbies, whereabouts or address books are valuable
information gathered and exploited. Privacy in particular is a new currency and, more
generally speaking, data is the new oil, raising concerns even at the international level
as to where the data flows.

But, to put it bluntly, to more and more Web actors, available brain time also means
available powerful processors. The Web has offered a perfect programming framework
for crowdsourcing applications. These applications implement services, gather data and
information by soliciting contributions from large groups of Web users. They rely on
very different strategies. Some crowdsourcing approaches are explicit such as explicit
gamification (FoldlIt, GalaxyZoo), crowdfunding (e.g. KissKissBankBank, Kickstarter),
surveys or votes, collaborative design or problem solving, etc. Others are implicit in the
sense the user is not even aware of being used as a processor such as when the task
achieved is side effect of another task (e.g. form validation and Re-Captcha for OCR)
or mines the data of another activity (e.g. piggyback analysis of users’ search history to
tune AdWords). These approaches can be generalized to the domain of human com-
puting where the machines outsource certain tasks to humans. Human-based compu-
tation finds on the Web an ideal platform where to recruit persons through different
kinds of incentives: money as with Amazon Mechanical Turk; fun as with gamified
tasks like the ESP Game; volunteerism as in Wikipedia; recognition and ego as in many
Q&A forums like StakOverFlow. For instance, some companies now include their
clients in the design of new products either indirectly by mining their feedback or
directly and explicitly by turning them into “prosumers” who document, evaluate,
suggest and design products on online platforms as Lego does with its Web platform
Lego Ideas.

And again we have to be extremely vigilant here to make sure that humans don’t
end-up being used as just another resource.

5 On the Many Implications of the Web

The three previous sections tried to show that indeed there are important impacts of the
Web in social, political and economic domains. The choice of these three domains was
imposed by the topic of the joint panel at WebIST/CLOSER 2014. However the
implications of the Web can in fact be found in almost all the domains of human
activities. To show this, the following list mentions a number of domains of activity
and interest impacted by the Web. The list in itself does not seek to be homogeneous or
exhaustive. The point we are making here is that the Web has impacted not only the
social, political and economic domains but virtually any domain. Consider for instance:

e Psychological implications: hypertext-based Web surfing have changed our way of
reading, working and maybe memorizing and thinking; machine learning and Web
mining discover very personal characteristics, profiling our inner self; online image
and presence are directly transferred to our everyday lives.

e Philosophical and ethical implications: the Web offers a new space for naming,
describing and linking anything and this raises new philosophical questions at the
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heart of the Web architecture [13, 14]; the Web is also a platform to build social
machines [8] coupling human and software on large scales thus raising ethical and
moral questions; the Web architecture could support all sorts of forums and social
medias and there is an important challenge to ensure the Web becomes a public
space that effectively allows us to debate and philosophize.

Educational implications: the Web changed the way we access, diffuse and assess
information; pedagogical materials and methodology are adapted to the Web media
in e-learning applications; traditional teaching practices are directly impacted by the
availability of the Web, its resources and the interactions it supports; massive online
courses also emerged on the Web as a completely different way to teach some
topics.

Scientific implications: peer-to-peer review, conference and journal processes are
completely supported by Web applications now and sometime they even experi-
ment with new approaches such as open online reviewing; data from experiences
and service composition for analysis are shared and combined on the Web; runnable
papers available on the Web propose a new way to support reproducibility of
results.

Medical and healthcare implications: healthcare protocols and drugs are described
on the Web; patients and doctors exchange their experiences and expertize in
forums; Web mining provides new indicators for epidemics.

Statistics implications: surveys are democratized by Web applications supporting
their full management; logs of Web platforms and Web usage in general provide a
huge amount of data to analyze and mine.

Legal implications: Web applications very easily cross frontiers and jurisdictions
raising new problems in terms of legal status of their resources and legal actions that
can be taken; terms and conditions of Web applications are not only hard to write
they are also hardly read, raising the issue of creating, ensuring and conveying the
legal and security context of the users.

Linguistic implications: linguistic minorities can keep in touch through social media
platform and gather linguistic resources; practices like AdWords, suggestion,
auto-completion or domain names may influence the salience of words and
expressions in our languages; huge corpora are now available for natural language
processing leading for instance to new approaches for translation.

Cultural implications: cultural heritage and its transmission are supported by Web
applications; the cohesion of micro-culture can survive geographical and temporal
distance; intermingling of communities in social medias foster the cultural
exchanges;

Artistic implications: the Web and its design is the subject of artistic creation; the
Web provides new approaches to galleries and expositions; the Web provides new
materials and new formats of creation; the Web supports new relations between the
creators, the creation and the public.

Media implications: our relation to classic Medias (TV, radio, newspapers) changed
with the Web and the ability to influence, react, participate to the programs; the
online archiving of audiovisual resources and the availability on demand of many
programs revolutionized our access and use of medias; Web TVs and programs
provide alternative channels for independent content creators.
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e Design implications: collaboration platforms support the exchange of blue-prints,
and also the co-design of products and services; coupled with other technologies
like 3D printing the Web provides a social space to exchange, reproduce, adapt and
reuse designs.

e Geographic implications: cartography was revolutionized by participatory approa-
ches like OpenStreetMap.org; geolocation and navigation are impacted by Google
maps and equivalent services.

e efc.

Arguably, the most important entry in the list above is “etc.” in the sense that this
list is by no means exhaustive. On the contrary this heterogeneous accumulation is just
to show that we have in fact an open set of domains and activities impacted by the
Web. This list could grow not only with additional aspects for each entry but also, and
more importantly, with many other domains: mathematics, ecology, history, sexuality,
dietetics, transportation, meteorology, food, religions, defense, diplomacy, sport,
criminality, agriculture, etc.

Considering all the domains the Web impacts, the multidisciplinary development of
the Web is both a characteristic and an issue of the Web.

6 On the Evolution of the Open Web Platform

From an architectural point this tendency of the Web to diffuse itself everywhere and in
all our activities is strongly related to the very reasons that made the Web a success
from the beginning. The Web became what we know today primarily because its
architecture is that of a decentralized, universal, free and open platform. These char-
acteristics are what made the Web so viral.

The Web architecture is inherently open, down to its three basic components,
namely:

e open addresses (URL) or identifiers (URIs) to talk about anything on the Web;
open languages (HTML, RDF, XML) to articulate anything on the Web;
open protocols (HTTP, SOAP, SPARQL) to interoperate with everything on the
Web.

This openness of the Web is a key reason of its adoption by many applications and
through them by many domains. It is also a powerful enabler of interoperability and
consequently it of cross-pollination.

A second important aspect is the change that happened in the perception of the Web
itself: why do we now speak of a Web platform where before we spoke of Web pages
and Web sites? We all witnessed Web pages becoming more beautiful, more interac-
tive, more powerful, more ... application-like. Languages like HTMLS5, CSS3 and
JavaScript are now at the heart of the Web platform. With this integration we defini-
tively turned the page of a documentary Web for a Web of interlinked applications.
Each page is a potential application or service to a user or another program. The Web
still links documents but also, increasingly, data, software and objects.
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The Web has become the defacto standard open platform for applications on the
internet. The Web technologies cover all aspects of an application including:

e Access to material resources: geolocation, gyroscopes, cameras, NFC...
Multimedia interactions: audio and video, graphics, animations, 3D...
Multimodal interactions and device independence: changes in resolutions, adapta-
tion of virtual keyboards, analysis and synthesis of voice, touch interactions,
vibration, mobile Web applications...

e Communications: client-server, real-time, peer to peer, sockets...
Security: keys, signatures, encryption, authentication...
Automatic data processing: format interoperability, data integration, semantics of
schemas...

e etc.

We went from the idea of “write once, publish everywhere” to the idea of “code
once, use everywhere”.

Even more important is to realize that in fact the Web never was a hypertext. It was
initially perceived as a flexible and clever documentary system but the nature of the
Web is now closer to a resource-oriented hyper program (Fig. 5). It is even going
beyond the classical view of programming by supporting applications calling on users
for some processing.

The Web also moved from URLS to identify what “exists on the Web” (Web pages,
images, etc.) [15] to URIs to identify on the Web what exists in general (a person, a
topic, a place, etc.) [16]. IRIs go a step further allowing these identifiers to be written in
any language [17]. This change of paradigm for the Web identifier is a key enabler of
the expansion of the Web turning anything we might think of into a potential subject of
documents, data and services on the Web.

In parallel, references to the Web became extremely common and not necessarily
technologically complex (e.g. QR codes) and the access is no longer limited to
browsers on a desktop (e.g. mobile phones, TVs, cars, etc.). So, anything is now
potentially subject to representations (pages, images, data, etc.) exchanged on the Web
and more and more things are interacting with these representations. These parallel
evolutions of the Web combine themselves in making it even more viral.

To summarize, the Web is now an open platform consisting of free technologies
that allow everyone to publish and implement a new component of the Web without
having to get or to waive licenses. These non-proprietary and domain-independent
technologies allow an open and distributed worldwide innovation in any domain.

But we should not take these important characteristics of the Web for granted [18].
There is always a risk to loose decentralization, universality, freedom or openness with
the next evolution or the next major application of the Web.

For instance, if the Web is decentralized in principle, it can be re-centralized in
practice by the tools that are deployed. Continued vigilance is needed. The concen-
tration of applications, the ensiling of data and any form of recentralization by an
organization must be avoided as much as possible. The interests of an organization is
not always the public interest.

Because the Web is of public interest, opening the Web is of public interest. And it
is a challenge both for its technical architecture and for its governance. Beyond passive
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Fig. 5. Behind an HTTP GET call a whole chain reaction can now be triggered calling upon
many different resources to provide an answer.

browsing, and even beyond content contribution, we must move towards a more
comprehensive stakeholder participation across the Web and beyond, towards a
multi-participatory governance.

Open Web is open-mindedness. By establishing a global conversation Web par-
ticipates significantly to the establishment of freedom of speech. To keep the Web open
is also to give a chance to preserve the global conversation it established. The Web has
become a very powerful artifact of our situated cognition, our augmented intelligence.
This raises the issue of the preservation of the new abilities we attained [18].

To summarize, the open Web platform calls for global developments in all aspects
of our societies (economic, legal, political, etc.) and in particular to ensure an equi-
librium between the sake of individuals and the sake of collectives.

7 Conclusion: MMM for WWW

If it is true to say that the Web architecture is designed through standards, its partic-
ipatory nature makes the Web emerge from it as an openly co-constructed global
object. This makes it one of the most complex artifacts ever produced by mankind. This
complexity explains both its richness and issues. In some ways we do not know the
Web, or very little. We design the architecture but the Web object that emerges and
constantly evolves, needs to be studied and followed in all its developments.

And the “world-wide way” of deploying the Web everywhere and for everything
implies that, as the Web is spreading in the world, the world is spreading in the Web.
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The resulting world “wild” Web created and evolving every day is contaminated by the
complexity of our world.

This complexity and co-evolution of what could have been initially perceived as an
engineered technical artefact implies that a huge challenge for the Web development is
its need for a massively multidisciplinary cooperation. By its very nature and evolution
the Web calls for a multidisciplinary development.

The perception of the Web must once and for all go beyond its initial computational
perspective to a truly multidisciplinary Web development. This is the only way for the
Web to reach its full potential.

The Web can create problems and at the same sometime provide new solutions. The
collaborative landscape the Web can be used to support new co-design and
cross-fertilization to help us achieve this Massively Multidisciplinary Making. Hence
the title of this position paper: the three ‘W’ of the World Wide Web call for the three
‘M’ of a Massively Multidisciplinary Methodology.

Acknowledgements. I would like to thank Catherine Faron-Zucker and Alexandre Monnin for
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1 Introduction

With the recent boom in Web 2.0 technologies (e.g., JSON and AJAX) and
applications (e.g., Facebook! and Twitter), there is a major trend in blending
social computing with other forms of computing for instance, service comput-
ing [1,2] and mobile computing [3,4]. In this paper, we look into the blending of
Web 2.0 concepts and technologies with enterprise computing that results into
the development of Social Business Processes (SBP)s [5,6]. In particular, SBPs
capitalize on Web 2.0 technologies and applications to ensure that the social
dimension of the enterprise (aka Enterprise 2.0 [7,8]) is not overlooked dur-
ing BP design and enactment. This dimension sheds the light on the informal
networks that co-exist perfectly with formal networks where relations like super-
vision and substitution occur [9]. Different studies have shown the value-added
of weaving social computing into enterprise operations in terms of demystifying
who does what, profiling customers, and even re-engineering processes [10,11].
Moreover, many enterprises recognize the need of rethinking their strategies and
reevaluating their operating models, as the world is getting more “social” [12].

Despite the growing interest in enterprise 2.0 in general and SBPs in par-
ticular, several limitations continue to hinder this interest. For instance, how to
equip BP engineers with the necessary methods and techniques that will assist
them capture the requirements of SBPs. Enterprises are still unsure about the
return-on-investment of Web 2.0 technologies [13]. A recent study by Gartner
reveals that “...many large companies are embracing internal social networks,
but for the most part they’re not getting much from them” [14]. Over the last
2-3years, our international research group has put efforts into enterprise 2.0
topic from different perspectives with focus on social design, social coordination,
and social monitoring in this paper. Some of these efforts’ results are reported
in [6,15]. Contrary to traditional enterprises with top-down command flow and
bottom-up feedback flow, the same flows in Enterprise 2.0 cross all levels and in
all directions bringing people together in the development of creative and inno-
vative ideas. In principle, the power of Web 2.0 technologies stems from their
ability to capture real-world phenomena such as collaboration, competition, and
partnership that can be converted into useful and structured information sources
from which enterprises can draw information about markets’ trends, consumers’
habits, suppliers’ strategies, etc.

The remainder of this paper is organized as follows. Section 2 briefly describes
a case study to be used for illustration purposes. Section 3 provides an overview
of three of our initiatives that look into enterprise 2.0 from the following per-
spectives: social design, social coordination, and social monitoring of business
processes. Finally, we conclude the paper in Sect. 4.

L “By the end of 2013, Facebook was being used by 1.23 billion users worldwide,
adding 170 million in just one year”, www.theguardian.com/technology/2014/feb/
04 /facebook-10-years-mark-zuckerberg.
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2 Illustrative Case Study

Our case study refers to the electronic-patient-folder system at Anderson Hospi-
tal that handles approximately 6000 annual inpatient admissions?. We leverage
this system to identify first, some business processes’ components (tasks, persons
and machines) and second, the execution nature of some tasks. When a patient
shows up at the hospital, the necessary documentation is scanned into a system
known as ImageNow. Upon completion the scanned documentation is linked to
the patient’s MEDITECH record. An advantage of this linkage is that different
stakeholders like billing staff, coders, and other authorized people have imme-
diate, electronic access to the necessary information instead of waiting for the
paper documentation to arrive. Prior to implementing the new system Ander-
son Hospital faced different challenges such as paper records limit access to one
user at a time and paper and manual processes hamper compliance with some
healthcare standards.

3 Challenges and Opportunities

Our international research group has launched several initiatives to tackle the
challenges that enterprise 2.0 faces and tap into the opportunities that enter-
prise 2.0 offers. In the following, we discuss three of these initiatives that look into
enterprise 2.0 from the following perspectives: social design, social coordination,
and social monitoring of business processes.

3.1 Social-Design Research Initiative

According to Faci et al. [16], the lack of design approaches for modeling SBPs is
not helping enterprises capitalize on Web 2.0 applications’ capabilities such as
reaching out to more customers, collecting customers’ online posts, and profiling
customers. A recent study of 1,160 businesses and IT professionals reveals that
“only 22 percent of organizations believed that managers are prepared to incor-
porate social tools and approaches into their processes. Moreover, two-thirds of
respondents said they were not sure they sufficiently understood the impact these
technologies would have on their organizations over the next three years” [17].

Our initiative on BP social design sheds the light on the three components of
a process as well as the relations that connect these components, i.e., task (t),
person (p), and machine (m) [6]. A task is a work unit that constitutes with
other tasks a business process and that a person and/or machine execute. Task
execution is either manual, automatic, or mixed. Figure1 illustrates a simple
healthcare-driven BP along with some components for instance, t;: scan docu-
mentation, ma: ImageNow system, and p;: cashier. To execute tasks and hence
complete processes, resources are required (Sect. 3.2).

In addition to the traditional execution relation that connects per-
sons/machines to tasks, we establish social relations between tasks, between
persons, and between machines. The following are examples of social relations [6]:

2 www.perceptivesoftware.com/pdfs/casestudies/psi_cs_anderson.pdf.
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p,: operator p,: operator p;: cashier

® & ] ©)

t,: scan t,: update tysetup | t;: prepare
documentation records appointment bill
Patient
m,: scanner m,: ImageNow m,: App. IS

Business Process

Legend

t: Task; p: Person; m: Machine

Fig. 1. Example of a business process’s components.

— Interchange: t; and t; engage in an interchange relation when both produce
similar output with respect to similar input submitted for processing and
their requirements do not overlap (e.g., ti: scan documentation and tll: enter
patient details manually). The non-overlap condition avoids blockage when t;’s
requirements (e.g., online data entry) cannot be met due to absence of executors
and thus, t; needs to be interchanged with t; that has different requirements
(e.g., manual data entry).

— Backup: m; (e.g., scanner in main reception) and m; (e.g., three-function printer
in nurse station) engage in a backup relation when both have similar capaci-
ties.

— Delegation: p, and p; engage in a delegation relation when both are already
engaged in a substitution relation based on their respective capacities and
p; decides to assign a task that she will execute or is now executing to p;
due to unexpected changes in her status, e.g., call-in-sick or risk of overload
(e.g., general practitioner transferring patient to emergency physician due to
case severity).

Table 2 summarizes the social relations between tasks, between machines, and
between persons along with their respective pre-conditions, conditions, and post-
conditions. Pre-condition defines the rationale of establishing a social relation
between a process’s components. Condition indicates when a network built upon
a social relation is used so that solutions to conflicts that prevent a business
process completion are addressed (Sect.3.2). Finally post-condition indicates
when to stop using a network.

Figure2 depicts examples of networks related to the case study that are
generated at run-time. For example, a network of machines is built to specify
the backup relation between m; (scanner) and msy (three-function-printer)
since both machines have similar capacities. A configuration network of
tasks is also constructed to express the interchange relation between
t; (scan-documentation) and ts (enter-patient-details-manually). Both
tasks produce similar output and their requirements do not overlap. Last and not
least, a social network of persons is built to describe the peering relation between
p2 (cashier) and ps (financial-manager) since both persons have complemen-
tary capacities that are necessary to achieve t5 (prepare- bill). This social net-
work expresses also a substitution relation between p; (general-practitioner)
and p, (emergency-physician) since both have the same capacity.
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Fig. 2. Screenshot of the BP execution social analysis component. A demo video is
available at https://www.youtube.com/watch?v=Py50GPQot64.

3.2 Social-Coordination Research Initiative

According to Faci et al. [16], agility of today’s enterprises should not be confined
to the organizational borders of the enterprise. Other vital aspects of the enter-
prise need to be taken into account such as re-engineering business processes,
revisiting the practices of those executing these processes, and redefining the
nature of resources that are made available for these processes at run-time. Since
resources (e.g., data, power, and CPU time) do not sometimes last forever and
are not unlimited and/or shareable, tasks and persons/machines need to coor-
dinate the consumption and use of these resources so that conflicts are avoided
and addressed, if they occur. Besides regular conflicts in terms of data and pol-
icy incompatibilities between enterprise systems, additional conflicts exist due
to time constraints and/or simultaneous access to limited and/or non-shareable
resources. Coordination is the best way to address these conflicts.

Our initiative on BP social coordination includes four steps [15]: categorize
resources that tasks require for their execution, define how tasks/
machines/persons of a BP bind to resources in order to achieve this execution,
categorize conflicts on resources that arise between tasks, between machines, and
between persons, and finally analyze the appropriateness of certain networks of
tasks/persons/machines for addressing these conflicts. These networks are estab-
lished during BP social design as per Sect. 3.1.

We categorize resources into () logical, i.e., their use/consumption does not
lead into a decrease in their reliability /availability level and (i) physical, i.e., their
use/con-sumption does lead into a decrease in their reliability /availability level.
This decrease requires resource replacement? /replenishment at a certain stage.
We also define a set of properties that permit to describe a resource. These

3 Replacement can be the result of degradation.
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Table 2. Resource categories and examples.

Resource Tasks Examples of resources
Category | Property
Logical | Unlimited (ul) Put together medical | Patient medical record
team for surgery (read mode)
Limited (I) Prepare on-call shifts | Doctors’ weekly schedules
(valid for one week
only)
Limited but Prepare interns’ File of interns (internship
renewable (Ir) access rights to possible extension)
labs
Shareable (s) Prepare patient for Patient lab results
surgery
Non-shareable (ns) Report on surgery Patient medical record
outcome (update mode)
Physical | Unlimited (ul) Not applicable Not applicable
Limited (I) Prepare patient for Anesthetic injection
surgery
Limited but Carry out surgery on | Surgical staple cartridge
renewable (Ir) patient
Shareable (s) Carry out surgery on | Oxygen tank
patient
Non-shareable (ns) Check patient’s vitals | Blood pressure
tensiometer

properties are limited (I - when a resource use/consumption is measured or a
resource ceases to exist either in compliance with its use/consumption cycle - to
be introduced later - or because of constraints like temporal), limited but renew-
able (Ir - when a resource use/consumption either hits a certain threshold or is
subject to constraints like temporal; in either case renewal is possible), and non-
shareable (ns - when a resource simultaneous use/consumption has to be sched-
uled). Unless stated a resource is by default unlimited (ul) and/or shareable (s).
Table 2 suggests some examples of resources per category and property. To iden-
tify these examples we rely on the business process of Fig. 1.

Figure 3 shows a state transition diagram of a resource. The diagram is devel-
oped independently of whether the resource is logical or physical, takes into
account the properties of Tablel, and permits to establish a resource’s con-
sumption cycle (cc) per property. On the one hand, the states (s;) of a resource
include not made available (neither created nor produced yet), made available
(either created or produced), not consumed (waiting to be bound by a task),
locked (reserved for a task in preparation for consumption), unlocked (released
by a task after consumption), consumed (bound by a task for ongoing perfor-
mance), withdrawn (ceased to exit after unbounding all tasks if necessary), and
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done (updated as per relevant property if necessary, and unbound by task).
It should be noted that other states in a consumption cycle’s diagram can be
adopted if different properties are used without deviating from the aforemen-
tioned purpose of using this diagram. On the other hand, the transitions (trans;)
connecting a resource’s states together include start, waiting to be bound, con-
sumption approval, consumption update, lock, release, consumption rejection, con-
sumption completion, renewable approval, and no-longer useful. Upon a transition
satisfaction, a resource takes on a new state.

renewable approval

. consumptiol
sart_s{ Made available-22"9_~ Not consumed |~ rejection ~| Withdrawn
to be bound Legend
no-longer @ Initial state
(® End state

(O Entry-point state

useful

consumptiol
Consumed }W‘% Done

consumption update

N d lock

ot made

o available ‘ ‘ Locked consumption
approval

release
Unlocked

Fig. 3. State transition diagram of a resource.

|enosdde
tondwnsuod

consumption
completion

We list below some sequences of states (s) and transitions (trans)

that represent a resource’s consumption cycle per property denoted as

trans; trans;y1 trans; 1 . .
r(CCproperty) = Si — Sit1  —  Siy2...Sj-1 —> S; (subscripts in state

and transition names are given for notational purposes, only).

. start . waiting to be bound
— r(cey): not made available =—— made available — not
consumption approval

consumed — consumed withdrawn. The
resource (e.g., patient medical record) remains available for additional
consumption until the transition from consumed to withdrawn is satis-
fied (e.g., patient discharge).

no—longer useful
EANY

. start . waiting to be bound
— r(cey): not made available = made available 227 not

consumption approval
consumed — consumed
consumption completion
—

consumption update
oy e done

withdrawn. The transition from done to withdrawn then
end-of-state shields a resource (e.g., patient list with contagious diseases) from
any new or additional tentative of consumption by tasks (e.g., submit patient
list to healthcare authorities upon disease detection) after completing a con-
sumption cycle. In done state a resource’s parameters (e.g., accuracy level
such as patient list obsolete) are updated and the resource is detached (or

unbound) from tasks.
. start . waiting to be bound
— r(cey): not made available =—— made available — not

consumption approval
consumed — consumed
renewable approval
—

consumption update
oy b done

made available. The transition from done to made available
permits to regenerate a resource (e.g., file of interns) for another round of
consumption (e.g., internship extension).
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Based on resource categories and their properties and how tasks/persons/
machines bind to resources, we examine conflicts over resources between tasks,
only for illustration purposes. The following notation is adopted: t;/m;/p; — r;
means that a resource is made available for a task/machine/person; r; ; means
that a resource produced by a certain task (resp. machine/person) is transferred
to another similar (resp. similar/different) peer for the needs of consumption
(resp. use); and, 7; (; x....} generalizes r; ; but this time the resource is shared
between peery; . ...}. 7-Conflict; is an example of conflicts between tasks with
emphasis on resource consumption and not data (inputs and outputs) and policy
incompatibilities between these tasks. 7-Conflict; arises when (i) a prerequisite
relation between t; and t; exists, (i2) consume(t;,r;) — produce(t;,r;;), and
(#4) t; needs r; ; (i.e., t; - rj;, no r; is made available for t;). Potential conflicts
on r; ; (and eventually rg; .1 ; and r; 154 ...1) because of the limited property
of r; ;, include:

— |: two cases result out of the prerequisite relation between ty; ...y (e.g., complete
necessary paperwork) and t; (e.g., direct patient to appropriate department) on
top of the same relation between t; (e.g., check patient vitals) and t;:

(a) r;; (e.g., report on vital levels) ceases to exist (e.g., blood sample no longer
valid) before the execution of t; begins; t; waits for t; ...} to produce
f{k,...},j (€-g., insurance provider approval); (at least one) ty ...} either is
still under execution (e.g., due to delay in receiving approval from insurance
provider) or failed.

(b) Only one consumption cycle of r; ; is permitted (per type of property)
but it turns out that several consumption cycles of r; ; are required to
complete the execution of t; and finish the consumption of rg; ...y ; that
t{k,...} produce.

After identifying the different task conflicts on resources, we suggest solutions
for these conflicts based on the networks that are established in Sect. 3.1. These
solutions consider the fact that tasks are associated with transactional properties
(e.g., pivot, retriable, and compensatable) that limit their re-execution in the case
of failure [18]. The following examines briefly how the interchange and coupling
networks of tasks are used to address 7-Conflict;-Case a.

(a) r;; ceases to exist before the execution of t; begins; t; waits for tg ...y to
produce ryy ...} ;; at least one t; either is still under execution or failed.
Current statuses of tasks and resources are: state(t;): done; state(r; ;): with-
drawn; state(t;): not-activated; and state(ty): either activated (still under
execution) or failed with focus on the latter state below. Because t; now
takes on done state, pivot (canceling t;) and retriable (re-executing t;) trans-
actional properties are excluded from the analysis of developing solutions to
address resource conflicts. This analysis is given in Table 3. The objective
is to re-produce r; ; (or produce ry ; with t; being obtained through the
interchange network of t;). Because of t; failure, r j 1s produced using t;
that is obtained through the interchange network of tg.
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Table 3. Possible coordination actions for 7-Conflict; /limited property/case>a.

Transactional property Coordination actions Network involved
t T
Null Null — re-execute t; to re-produce r; ; N/A
— re-execute tj to produce ry ;
Pivot Deadlock N/A
Compensatable | Deadlock N/A
Retriable — re-execute t; to re-produce r; ;

— replace tp with t,, then execute Interchange(tk,tk/)
t,/ to produce r,/ ;

Compensatable | Null

— compensate t;; either re-execute Interchange(ti,ti/)
t; to re-produce r; ; or replace
t; with t, then execute t, to
produce N
— either re-execute tj to produce | Interchange(ty, tk')
rg,; or replace t with t,, then
execute t;/ to produce r

k

’o.
J

Pivot

Deadlock N/A

Compensatable | — compensate t;; either re-execute Interchange(ti,ti/)

t; to re-produce r; ; or replace
t; with t,r then execute t, to
produce r/ j
— replace tj with t;/ then execute Interchange(tk,tk/)

t,s to produce r

’o.

k .J

Retriable

— compensate t;; either re-execute Interchange(ti,ti/)
t; to re-produce r; ; or replace
t; with t, then execute t, to
produce N

— re-execute t; to produce Ik,
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Fig. 4. System’s screenshots.
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Figure4 illustrates a screenshot for an under-development proof-of-concept
for a rule-based engine that focuss on implementing the strategies reported in
Table 3.

3.3 Social-Monitoring Research Initiative

According to Faci et al. [16], monitoring seems to be the commonly-used tech-
nique for tracking the execution progress of BPs. Besides providing a real-time
and end-to-end view of this progress, monitoring should also offer an organi-
zational and social view over this progress in terms of who executes what, who
delegates to whom, and who sends what, to whom, and when. Obstacles that hin-
der BP successful completion are multiple (e.g., lack of necessary machines that
can execute tasks) and hence, will impact the enterprise effectiveness (e.g., delay
in delivery) and efficiency (e.g., costly machine re-allocation). The difficulty of
measuring intangible and ad-hoc exchanges between people when executing tasks
represents a major barrier to social interaction pattern recognition like collabo-
ration and delegation, as well as the role of these patterns in BP improvement.
The way these exchanges should happen can be part of a social monitoring
framework in which specialized flows connecting these messages are developed
to detect anomalies.

Our initiative on BP social monitoring aims of ensuring the successful com-
pletion of BPs despite obstacles that could arise and hence, delay this comple-
tion. Absence of necessary machines to execute tasks is an example of obstacle.
We develop specialized flows known as control, communication, and navigation
and enact the development of these flows in conjunction with the completion of
a BP. The control flow connects tasks together with respect to the BP’s business
logic. The communication flow connects the BP’s executors (machines and/or
persons) together when they execute tasks. Finally, the navigation flow con-
nects networks of tasks, networks of machines, and networks of persons together
when the BP completion runs into difficulties. These networks are established in
the BP social design (Sect.3.1). We recall that BP completion and hence, task
execution requires resources that are sometimes limited, not shareable, and/or
not renewable (Sect. 3.2).

BP social monitoring looks into the exchanges of messages that occur between
tasks, between executors (persons/machines), and between networks during task
execution and conflict resolution. These exchanges lead into developing flows that
help identify who supports whom, who sent what, to whom, and when. Figure 5
illustrates the architecture of our flow-based approach for BP social monitoring.
Three levels along with their respective flows constitute this architecture. The
process level is linked to the control flow, the execution level is linked to the
communication flow, and the network level is linked to the navigation flow.

In the following, we examine the interactions between the social, configu-
ration, and/or support networks during a control-flow execution. These inter-
actions establish navigation flows as per the nature of scenario that shapes
the progress of this execution. We identify two scenarios: task replacement
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(explained hereafter) and task delay and decompose the messages supporting
network interactions into vertical (v, between the control flow and networks) and

horizontal (h, between networks). We associate each network with an authority
component (Ngyen, [19]).

Network
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Fig. 5. Cross-flow interactions for BP social monitoring.

Assigning tasks (e.g., scan documentation and enter patient details manually)
to potential executors (persons and/or machines) might turn out unsuccessful
when the capacities of these executors do not satisfy the requirements of these
tasks (Sect.3.1). Using specific networks, an option consists of replacing tasks
that cannot be executed with similar ones and then, looking for executors who
have the capacities of satisfying the requirements of the replacement tasks. For
illustration purposes, let us assume a control flow that consists of t1, ta, and t; ;«3
and that t;’s requirements are not satisfied.

First t; needs to be replaced with another similar task using the interchange
network. The control flow sends this network’s authority (Nauth(mterchmge)) a v-
message as shown below asking to find a replacement for t;. t; now acts as an
entry node in the interchange network:

v-query(
from Flow®
to Nauth(interehange)/ntl
subject findReplacement(t1))

After screening the edges that connect t; to other tasks in the interchange
network, t3 is selected using the highest weight among all these edges as a selec-
tion criterion, for example. Prior to confirming t3 as a replacement for t; the
Nouth(interchange) Sends the Noyin(coupting) @ h-message asking to check for the
coupling level between t3 and those tasks, i.e., to, that are dependent on t; in
the control flow. This message sending is shown below:
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h-query(
from ¢ Nauth(interchange)/nt1
to : Nauth(coupli’ng)/nt3
subject ¢ requestCouplingLevel(ts, t2))

Upon receipt of the coupling level from the Ngyin(interchange) through the
Nauth(coupling) using the h- and v-messages shown below, the control flow com-
pares this level to a threshold that the BP engineer has set up earlier. Assuming
the comparison is valid, t3 is now confirmed as a replacement for t; in the con-
trol flow with t3 being connected to ty. Otherwise the search for another task
continues.

h-reply(
from : Nauth(coupling)/nt3
to : Nauth(interchange)/ntl
subject : couplingLevel(ts, t2))
v-reply(
from : Nauth(interchange)/ntl
to : Flow®
subject : couplingLevel(ts, t2))

After updating the control flow, the next step is to identify executors for
t3. Assuming a successful match between t3’s requirements and some executors’
capacities two exclusive cases arise, which means more messages need to be
exchanged. For illustration purposes we assume that executors correspond to
persons (pg for ts).

1. Substitution: if there is a concern over pe;’s availability level, the con-
trol flow sends the substitution network’s authority (Ngutn(substitution)) & v-
message asking to find a substitute for p; with respect to a certain availability
threshold (T,.;). This message along with its response are shown below with
p:g being the new executor for ts.

v-query(
from : Flow*
to : Nauth(substitution)/nPS
subject . findSubstitute(ps, Trer))
v-reply(
from © Nauth(substitution)/NPs
to : Flow®
subject . substitute(py:ps)

2. Delegation: if p; turns out unavailable unexpectedly or will become over-
loaded by receiving t3 for execution, the Ngyn(substitution) Sends the delega-
tion network’s authority (Ngu¢h(delegation)) @ h-message asking for identifying
a delegate, e.g., p;,, who could execute the task.
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4 start
< Substitution
4 Initial 4 v_message
4 findSubstitute
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Fig. 6. Partial navigation flow for an example of business process.

The aforementioned horizontal messages constitute a navigation flow in which
states and transitions correspond to nodes in networks and messages between
nodes, respectively. Vertical messages trigger the establishment of navigation
flows (Fig. 6).

4 Conclusion

In this paper we discussed the blend of Web 2.0 concepts and technologies with
enterprise computing. This blend results into the development of Social Busi-
ness Processes (SBP)s. A SBP exposes the social relations that exist between
tasks, between machines, and last but not least between persons. These rela-
tions led into developing specialized networks that are used to solve conflicts
over resources as well as monitoring the enterprise performance. Although we
acknowledges that tasks and machines cannot “socialize” (in the strict sense) like
persons do in real life, putting tasks together and machines together suggests
a lot of similarities with how persons behave in their daily life. Supporting our
claims that tasks and machines can to a certain extent socialize, Tan et al. state
that “... Currently, most social networks connect people or groups who exrpose
similar interests or features. In the near future, we expect that such networks will
connect other entities, such as software components, Web-based ser-
vices, data resources, and workflows. More importantly, the interactions
among people and nonhuman artifacts have significantly enhanced data scien-
tists’ productivity” [20].
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Abstract. Debugging Web applications is difficult because of their dis-
tributed nature and because the server-side and the client-side of the
application are generally treated separately. The multitier approach,
which reunifies the two ends of the application inside a unique execution
environment, helps the debugging process because it lets the debugger
access more runtime informations.

We have built a multitier debugger for an extension of JavaScript.
Its advantage over most debuggers for the Web is that it reports the full
stack trace containing all the server-side and client-side frames that have
conducted to an error. Errors are reported on their actual position on
the source code, wherever they occur on the server or on the client. This
paper presents this debugger and sketches its implementation.

Keywords: Web debugging - Web programming - Functional
programming

1 Introduction

The distributed nature of Web applications makes debugging difficult. The pro-
gramming languages and tools commonly used make it even more complex. Gen-
erally the server-side and the client-side are implemented in different settings and
the debugging is treated as two separated tasks: on the one hand, the debug-
ging of the server, on the other hand, the debugging of the client. Most studies
and tools focus on this latter aspect. They concentrate on the debugging of
JavaScript in the browser. Although useful, this only addresses one half of the
problem. Considering the debugging of Web applications as a whole raises the
following difficulties:

— As the server-side and the client-side are generally implemented in different
languages, debuggers for the Web do not capture the whole execution of the
application. Programming the server and the client in the same language helps
but is not sufficient to let the debugger expose a coherent view of the whole
execution as this also demands a runtime environment that enforces consistent
representations of data structures and execution traces.
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— The JavaScript tolerant semantics tends to defer errors raising. For instance,
calling a function with an insufficient number of arguments may lead to fill-
ing a data structure with the unexpected undefined value which, in turn,
may raise a type error when accessed. The distance between the error and its
actual cause may be arbitrarily long, which can make the relation between
the two difficult to establish, especially when an error on the server-side of
the application actually raises an exception on the client-side, or vice versa.

— The JavaScript event loop used for the GUI and asynchronous requests splits
the execution into unrelated callback procedures which get called upon event
receipts. When an error occurs, the active stack trace only contains elements
relative to the current callback invocation. It is oblivious of the context of the
callback. Understanding the cause of the error is then uneasy.

Pursuing our research on multitier programming for the Web, we have built
a multitier extension of JavaScript that eliminates most of these problems.

— When an error is raised, the full stack trace is reported. This stack trace
may contain server stack frames, client stack frames, or both. We call this a
multitier stack trace.

— When an error occurs, either on the client or on the server, its source location
is reported by the debugger.

This paper presents this debugger and exposes the salient aspects of its imple-
mentation.

1.1 Debugging Web Applications

Most studies of the debugging of Web applications consider the client-side of
the applications. Beside an early debugger for CGI applications by Vckovski [1],
most efforts concentrate on creating JavaScript debuggers for the Web browsers.
Feldman and Sharma have both developed a remote debugger for WebKit [2, 3].
Mickens has developed a browser-agnostic JavaScript debugger [4]. These tools
offer facilities for inspecting the JavaScript stack frame and for breakpointing.
They do not address the problem of debugging Web applications globally. These
studies are complementary with our effort as our debugger can use them to step
inside the client side execution, provided they support the source map specifica-
tion [5].

A study by E. Schrock [6] has identified many difficulties posed by JavaScript
when debugging Web applications. “In the early days, the [JavaScript]’s ability
to handle failure silently was seen as a benefit. If an image rollover failed, it
was better to preserve a seamless Web experience than to present the user with
unsightly error dialogs.

This tolerance of failure has become a central design principle of modern
browsers, where errors are silently logged to a hidden error console... Now, at
best, script execution failure results in an awkward experience. At worst, the
application ceases to work or corrupts server-side state. Tacitly accepting script
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errors is nmo longer appropriate, mor is a one-line number and message suffi-
cient to identify a failure in a compler AJAX application. Accordingly, the lack
of robust error messages and native stack traces has become one of the major
difficulties with AJAX development today... Ideally, we would like to be able to
obtain a complete dump of the JavaScript execution context/.]”. This is exactly
what multitier debugging brings: when an error is raised, either on the client or
on the server, the full multitier execution stack that reflects the states of the
server and the client is reported.

The work presented here takes place inside a larger project that consists in
creating a multitier variant of JavaScript. This system is named Hop.js. It com-
prises a programming language and a runtime environment. We briefly present
the language in the following section before showing the benefits one may expect
from a multitier debugger.

1.2 The Hop.js Programming Language

Hop.js is a multitier extension of JavaScript [7]. It is the successor of the Hop
programming language [8-10] from which it reuses the main multitier constructs.
We only present here the essential aspects of Hop.js and show some examples
that should be sufficient to understand the rest of the paper.

The application server-side and client-side are both implemented within a
single Hop.js program. Client code is distinguished from server code by prefixing
it with the syntactic annotation ‘~’. Server-side values can be injected inside
client-side expressions using a second syntactic annotation: the ‘S’ mark. On
the server, the client-side code is extracted, compiled on-the-fly into standard
JavaScript, and shipped to the client. This enables Hop.js clients code to be
executed by unmodified Web browsers.

Except for the unusual multitier constructs, the standard Web programming
model is used by Hop.js. A server-side Hop.js program builds an HTML tree
that creates the GUI and embeds client-side code into scripts, then ships it
to the client. A dedicated syntactic extension helps creating HTML elements,
which takes the syntactic form of tagged JavaScript object literals, where the
tags (of the shape <ident>) denote the type of the HTML elements. AJAX-like
programming is made available by service definitions, a service being a server-
side function associated with a URL. Calling a service on the client builds a
service frame whose post method triggers the actual execution of the service
on the server. Communications between clients and servers are automatically
performed by the Hop.js runtime system, with no additional user code needed,
as the runtime system handles the serialization/deserialization of values.

The Hop.js fibHtml program below consists of a server-built Web page
displaying a three-rows table whose cells enumerate positive integers. When a
cell is clicked on the browser, the corresponding Fibonacci value is computed on
the client and displayed in a popup window. Note the ‘~’ signs used in lines 3,
6, 7, and 8 which mark client-side expressions.
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l:service fibHtml () {

2: return <HTML> ({

3: “{ function fib(x) { return (x<2) ? 1 : fib(x-1)+fib(x-2); } 1},
4: <TABLE> {

S: <TR> {

6: <TD> { onclick: 7{ alert( fib(1l) ) }, "fib(1)" 1},
7: <TD> { onclick: 7{ alert( fib(2) ) }, "fib(2)" 1},
8: <TD> { onclick: 7{ alert( fib(3) ) }, "fib(3)" }
9: }

10: }

11: }

12:}

Let us modify the example to illustrate some Hop.js niceties. Instead of building
the rows by hand, we let Hop.js compute them. For that, an array of integers is
created and the map JavaScript higher order operator is used. The expression
i (line 8) of the function sent to map denotes the value of i on the server at
HTML document elaboration time. That is, when the server is constructing the
HTML document that it will ship in response to a user request.

l:service fibHtml () {

2: return <HTML> {

3: ~“{ function fib( x ) { ... } },

4 <TABLE> {

5 [ 1,2,3 ].map( function( i ) {

6: return <TR> {

7 <TD> {

8 onclick: ~{ alert( fib(${i}) ) }, "fib("+ ${i} +")"

9: } </TD>

10: } </TR>
11: )

12: } </TABLE>

13: } </HTML>

14:}

Before delivery to a client, the server-side document is compiled on the server
into regular HTML and JavaScript. This produces the following document':

1: <!DOCTYPE HTML>

2: <html>

3: <head> <meta ...>

4: <script src='/usr/local/share/hop/hop._s.js’>

5. </head>

6: <script>

7: function fib(x) {if(x<2) return 1; else ...}}

8: </script>

9: <table>

10: <tr><td onclick="alert (fib(1l))">fib(1l)</td></txr>
11: <tr><td onclick="alert (fib(2))">fib(2)</td></tr>
12: <tr><td onclick="alert (fib(3))">fib(3)</td></tr>
13: </table>

14: </html>

! Some generated programs have been manually modified to fit the paper layout con-
straints.
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This program can be executed by any standard browser.

If for some reason, the programmer wants the £ib calls to be evaluated on
the server, three modifications are needed: (i) a service must be defined as the
client cannot access directly server-side functions, (i) the definition of the £ib
function must be migrated to the server, and (iii) a post remote call must be
introduced:

l:service fibHtml () {

2 return <HTML> {

3 <TABLE> {

4 [ 1,2,3 ].map( function( i ) {
5: return <TR> {

6 <TD> {

7 onclick: “{ fibSvc( ${i} ) .post( alert ) 1},
8 "fib("+ ${i} +")™"

9: } </TD>

10: } </TR>

11: P

12: } </TABLE>

13: } </HTML>

14:}

15:

16:service fibSve( n ) {

17: function fib( x ) { ... };

18: return fib( n );

19: }

These examples illustrate the flavor of Web programming with Hop.js. Inter-
ested readers, will find many more examples on the Hop.js web site?.

1.3 Organization of the Paper

The paper is organized as follows. Section 2 presents some debugging scenarios.
Section 3 sketches the implementation of the debugger. Section4 presents the
related work.

2 Debugging Scenarios

In this section we show the error reports produced by the Hop.js debugging mode
in typical erroneous situations. The reports are accessible on the client, i.e., the
Web browser, and on the server, which prints them on its console.

2.1 Client-Side Error

Let us first consider a type error that involves client-side and server-side com-
putations. The server-side program elaborates a single-button Web page that
invokes the client-side function myCallback when clicked (line 10). Note that

2 http://hop.inria.fr.
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this program also uses on some extensions Hop.js borrows from Nodejs. In
particular, Hop.js implements the Nodejs module system of, which is extended
to the client-side also. The require function imports the module. It actually
returns a regular JavaScript whose property are defined, in the imported mod-
ule, by the exports object. The Nodejs module system is not supported by
any syntactic construct. A call to the require function is a regular expression.
As such in can be used everywhere an expression is permitted by the syntax. In
Hop.js the function require can also be used in client-side code, provided a
first declaration is included in the HEAD of the HTML document. This is illus-
trated by the example below where the module client. js is imported by the
client-side code (line 4 and 8).

l1:service bugl () {

2 return <HTML> {

3 <HEAD> {

4: require: ’./client.js’

5: Y,

6 <BUTTON> {

7 id: ‘myButton’,

8 onclick: “{ require( ’./client.js’ ).myCallback() 1},
9: "click me to raise the error"
10: }

11: }

12: }

13:

14:exports.buglSve = service( a, b ) {
15: return [ a, b ];

16: }

The function myCallback isimplemented in the client. js client-side module:

1:${ wvar server = require( ’'./server’ ); }

2:

3: function myTypeError( a ) {

4 return a[ 0 ].name;

5:}

6:

7:exports.myCallback = function() {

8 S{server.buglSvc}( 11, 12 ).post( myTypeError );

9:}

The client-side function myCallback (line 7) calls the server service
buglsvc. When the service completes, the execution resumes on the client by
invoking the function myTypeError. This function is called with the array of
integers its receives from the service. This is wrong because its wants an array
of objects. The integer/object type mismatch is reported as:
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File "bugl-client.js", line 4, character 19:

# return al[ 0 ].name;

" ~

*x% CLIENT ERROR: http://localhost:8888/hop/bugl:
Not an object -- 11

1. "myTypeError, bugl-client.js:3
Service trace:
2. “buglSvc.post(...), bugl-client.js:8
3. "myCallback, bugl-client.js:7
4. “button#myButton.onclick, bugl-server.js:8

The error report shows the position in the source file of the error and the
complete stack trace. Client-side frames are prefixed with the ‘~’ sign. (Here, all
stack frames are client frames.) When the type error is raised in the client-side
function myTypeError the active stack trace only contains one frame denoting
the invocation of the function myTypeError. However, the report also shows
the context from which myTypeError has been called. It shows that a click on
the button defined line 8 of bugl-server. js module has called the client-side
function myCallback which, in turn, has invoked the remote service buglSvc.

The call trace makes explicit the whole execution flow which has conducted
to the error on the client. As it also makes explicit the network traversal (frame
#2) that took place before myTypeError is called, it is easier to understand
which actual computation conducted to the type error.

2.2 Server-Side Error

Let us modify the definition of the previous service to introduce a server-side
€error:

16: exports.bug2Sve = service( a, b ) {
17: return [ a.name, b.name ];
18:}

This is wrong as the service bug2Svc is passed an integer for the argument a
while it expects an object. The new error report is as follows:

File "bug2-server.js", line 17, character 301:
return [ a.name, b.name ];
" ~
*%% SERVER ERROR:bug2Svc
Not an object -- 11
1. \@bug2Svc, bug2-server.js:17
Service trace:
2. “buglSvc.post(...), bug2-client.js:8
3. "myCallback, bug2-client.js:7
4. “button#myButton.onclick, bug2-server.js:8

The report locates the error inside the bug2Svc service (services are prefixed
with \@ to distinguish them from regular functions). The stack trace shows
server-side stack frames and the client-side context that has yielded the service
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invocation. This time again the error is easy to follow and to understand as the
complete trace before the error is exposed. The computation started with a user
click on the client. The click action has been followed by a service invocation,
which has raised the server-side error.

2.3 Putting Together

The Hop.js debugger keeps track of all the callbacks of the client-side program.
Let the callback be associated with a service invocation as seen before, with a
GUI event (mouse move, key press, ...), with a server side event (a high level
facility supported by Hop built on top of websockets), or with a timer, Hop.js
generates a dedicated entry in the stack trace. Callback traces can be com-
bined without restriction. For instance, suppose a service call wrapped in an
setTimeout expression as follows:

5:exports.myCallback = function() {

6: setTimeout ( function () {

7: S{server.buglSvc}( 11, 12 ).post( myTypeError );
8: }, 1000 );

9:}

The new error trace shows a service trace preceded by a setTimeout trace:

File "bug3-server.js", line 17, character 301:
return [ a.name, b.name ];

" ~

*%% SERVER ERROR:bug3Svc

Not an object -- 11
1. \@bug3Svc, bug3-server.js:17

Service trace:

2. “bug3Svc.post(...), bug3-client.js:8
setTimeout trace:
3. “setTimeout( ..., 1000 );

4. "myCallback, bug3-client.js:7
5. “button#myButton.onclick, bug3-server.js:8

3 Implementation

The main component of the Hop.js debugger is the construction of the stack
traces. It is presented in this section.

3.1 Constructing Stack Traces

Hop.js client-side programs are compiled into natural JavaScript programs:
Hop.js functions are mapped into JavaScript functions, and Hop.js variables are
mapped into JavaScript variables. HTML constructs are compiled into DOM
API function calls. Hop.js services are compiled into JavaScript functions, which
merely generate URLs packing the arguments of the client calls. In debug mode
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all Hop.js functions that spawn asynchronous evaluations (services, setTimeout,
and setInterval) are replaced with instrumented versions that help elaborating
the stack traces. Hence, obtaining the client-side part of the Hop.js stack frames
is similar to obtaining a plain JavaScript stack frames, whose technique is well
known [3,4,6]. It relies on two observations: first, JavaScript exception objects
contain stack information; second, there are only four different contexts in which
codes get executed:

the global context while loading the page;
event listeners (GUT or server events);
timeouts and intervals;

remote service callbacks (XmIHTTPRequest).

N

To obtain a stack trace, the runtime environment installs exception handlers
on these four contexts, it intercepts exceptions, and extracts their stack infor-
mation. Older techniques based on the two special JavaScript variables caller
and callee are now impractical as JavaScript strict mode used by Hop.js does
not support these variables.

Constructing Multitier Stack Traces. The multitier stack trace describes
the current computation and the context in which it has been initiated. Contexts
are computed as follows:

1. The context of a global top-level JavaScript evaluation is empty.

2. The context of a DOM listener specified as an attribute of an HTML node
consists of a description of the node and a description of the event the listener
is attached to.

3. The context of an event listener dynamically attached to a DOM event con-
sists of a description of the DOM node plus the stack trace active at the
moment the listener is attached.

4. The context of a timeout consists of the concatenation of the context and the
stack trace active when the callback is registered, and a description of the
timeout itself.

5. The context of a service call (post) consists of the concatenation of the con-
text and the stack trace active when the remote call is spawn and a description
of the called service.

Active contexts are store in the global variable hopCurrentStack
Context. It contains an array of execution contexts. It is updated each time
a new callback is registered. Of course, this approach is correct only because
JavaScript execution is single-threaded and because callbacks always run up to
completion, i.e., they are never preempted.

Let us illustrate the construction of the multitier stack trace on two actual
examples. First, let us show the compilation of an HTML button declaration as
found in the examples of Sect. 2.1.
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<BUTTON> {
id: "myButton",
onclick: ~{ myCallback() 1},
"click me to raise the error"

}

The production mode compilation merely consists in generating the equivalent
HTML+JavaScript text files:

<button id='myButton’
onclick="myCallback() >
click me to raise the error
</button>

The possibility to change the compilation schema according to external configu-
ration is a benefit of the Hop.js approach where the JavaScript code is generated
on demand by an on-the-fly compiler. Switching from production mode to debug-
ging mode and wice versa merely requires switching on and off a Hop.js compiler
flag. In debugging mode, the compilation of the button is changed for:

1: <button id='myButton’
2 onclick="

3 var ctx = hopCallbackHtmlContext (

4: "button#myButton.onclick", "bug2-server.js", 205);
5: var stk = new Array(ctx);

6 hopCurrentStackContext = stk;

7 try {

8: myCallback ()

9: } catch(e) {

10: hopCallbackHandler (e, stk)

11: }!

12: click me to raise the error

13: </button>

This code constructs an HTML context that stores the source location of the
button (line 4). It sets the global exception context (line 6) and it wraps the user
callback (proc) into a context aware callback (line 7). This wrapped callback
installs an error handler which signals potential errors in the context that was
active when the callback has been installed (the variable stk line 5).

To show how contexts are accumulated, let us study the implementation of
the Hop setTimeout function. It works similarly to post but it is simpler to
understand as post carries its own complexity independently of stack contexts.
When debugging is enabled, the client-side compiler replaces standard calls to
setTimeout with an instrumented version:
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1: function setTimeoutDebug (proc, timeout) {

2 if (typeof (timeout) != "number") {

3 throw new Error ("setTimeout: integer expected" + timeout) ;
4 } if(! ("apply" in proc))

5: throw new Error ("setTimeout: procedure expected" + proc);
6 try {

7 throw new Error ("setTimeout") ;

8: } catch( e ) {

9: var oldctx = hopCurrentStackContext;

10:

11: function procDbg () {

12: hopCurrentStackContext.push (hopGetExceptionStack(e)) ;
13: hopCurrentStackContext.push ("setTimeout trace:");

14: var ctx = hopCurrentStackContext;

15:

16: try {

17: return proc.apply(this, arguments) ;

18: } catch(e) {

19: hopCallbackHandler (e, ctx);

20: } finally {

21: hopCurrentStackContext = oldctx;

22: }

23: }

24

25: return setTimeout (procDbg, timeout) ;

26: }

27:}

First, initial type tests (lines 2 and 4) are executed to check the correctness
of the invocation. Then, before calling the setTimeout builtin JavaScript func-
tion, an exception is raised to capture the current execution trace (the function
hopGetExceptionStack). This stack trace is concatenated to the context
active when the function setTimeout is called.

The proposed implementation of setTimeout breaks tail recursions. Pro-
gramming patterns as:

function loop() {

return setTimeout (loop, delay);

}

blow the memory because the contextual stack is augmented each time a new
iteration of the loop is executed. Several ad-hoc solutions are possible to work-
around this problem. The one implemented in Hop.js consists in checking the
top of the contextual stack. If it is already an after frame, nothing is pushed
on the stack. Otherwise a new frame is pushed as already described. Although
simplistic, we have found this solution sufficient and convenient to debug tail-
recursive programs. If needed in the future, smarter solutions will be envisioned.

Handling the context stack on the server is simpler. When a client invokes a
service, it serializes the context stack and ships it along the service arguments.
The server protects the execution of its service with a handler that appends
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the execution trace of the exception to the client-side context. This augmented
context is returned to the client if a server-side error occurs.

Pretty-Printing the Stack Trace. Pretty printing stack traces requires the
debugger to identify correctly Hop.js stack frames and to map the actual loca-
tions of the generated JavaScript file into the user source codes. In this process,
administrative frames, i.e., frames introduced automatically by the Hop.js run-
time system, are stripped off from the execution stack and actual source code
locations of the generated code are mapped in the user source code locations.
Actual source locations are reconstructed by the Hop.js client runtime system
using the extra informations produced by the Hop.js-to-JavaScript compiler. It
relies on the source map tables [5] the compiler generates for the JavaScript step-
pers. These tables contain all the informations needed to map JavaScript source
positions into Hop source positions. To make the source tables explicitly avail-
able from standard JavaScript code, the Hop-to-JavaScript compiler generates
the extra call at the end of each generated file:

hopSourceMappingUrl ( "bugl.js", "bugl.js.map");

This merely registers that a source map table is available for the file
bugl.js. When a stack frame referring bugl.js has to be translated, the
table is actually downloaded from the server, and a JavaScript client library
translates the JavaScript location translated into a Hop.js location.

4 Related Work

Multitier programming for the Web has been pioneered by GWT from Google,
Links from the University of Edinburgh [11], and Hop. The three languages
have appeared almost simultaneously in 2006. Hop.js is the successor of Hop.
The two languages only differ by their core base language. Hop is based on
the Scheme programming language, while Hop.js is based on JavaScript. The
multitier approach is now followed by other programming languages such as
Ocsigen [12], iTask3, or Opa [13].

Among the Hop.js competitors, only GWT considers the problem of debug-
ging Web applications. GWT supports debugging of multitier applications but
cannot debug JavaScript components. GWT has nothing similar to the Hop.js
multitier stack.

Nodejs is a platform built on top of V8, the JavaScript runtime used by
Chrome. Nodejs is used for building fast, scalable network applications, such as
Web servers. Nodejs is an effective way of supporting JavaScript on both ends
of the application. However a Nodejs Web application is still conceived as two
separated software components and debugging is also separated.

The following example mimics the server error example of Sect. 2.2.
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var http = require("http");
var url = require("url");

http.createServer (function(request, response) {
var url_parts = url.parse(request.url, true);
var query = url_parts.query;

response.writeHead (200, {"Content-Type": "text/html"});
response.write("<html>"+query["x"]["car"]+"</html>");
response.end() ;

}).listen(8888) ;

When executed, it produces the following trace.

nodel.js:10
+ query["x"]["car"]
TypeError: Cannot read property ‘car’ of undefined
at Server.<anonymous> (nodel.js:10:40)
at Server.EventEmitter.emit (events.js:98:17)
at HTTPParser.parser.onIncoming (http.js:2056:12)
at HTTPParser.parserOnHeadersComplete (http.js:120:23)
at Socket.socket.ondata (http.js:1946:22)
at TCP.onread (net.js:525:27)

The error is correctly located in the server source file but the stack trace is
oblivious of the client-side execution that has preceded the server computation.
It merely reports that the error as occurred in the context of answering an
HTTP request but without much details. Running Nodejs in debug mode could
give access to extra informations about the nature of the HT'TP request but it
will still lack informations about the client state. The techniques proposed in
this paper improve this situation.

Popular modern JavaScript frameworks raise the abstraction level of client-
side programs by offering facilities for generating client-side programs at run-
time and for communicating with the server more easily. This makes developing
applications easier but as of the current versions, it also makes debugging more
difficult because the code automatically generated by the runtime system shows
up when an error is raised. Let us illustrates this with the Google’s Angularjs
framework [14]. Let us consider the tutorial available on the framework Web
page which illustrates Ajax programming with the following example:

var catApp = angular.module(’catApp’, []1);
catApp.controller (’PhoneListCtrl’, [’S$scope’, ’'Shttp’,
function (S$scope, Shttp) {
Shttp.get ('phones.json’)
Sscope.phones = data; })
Sscope.orderProp = ‘age’; }]

.success ( function(data) ({

)
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Introducing a syntax error in phones . json produces:

SyntaxError: Unexpected token }

at Object.parse (native)

at fromJson (angular.js:1035:14)

at SHttpProvider.defaults.defaults.transformResponse
(angular.js:6926:18)

at angular.js:6901:12

at Array.forEach (native)

at forEach (angular.js:302:11)

at transformData (angular.js:6900:3)

at transformResponse (angular.js:7570:17)

at wrappedCallback (angular.js:10905:81)

at angular.js:10991:26

As it can be seen, the whole execution trace is only populated with Angu-
larjs entries which none is explicitly mentioned in the user program. Even more
important, the stack trace it totally silent about the controller’s code and
the HTTP request. The techniques presented in this paper could help presenting
less obscure stack traces to the programmer.

There is a whole line of research which consists in typing JavaScript. Some
focus on inferring static types of JavaScript programs [15], some such as Type-
Script [16] extend the language to support type annotations. The shared objec-
tive is to enable JavaScript errors detection at compile-time. This is orthogonal
to our effort as our purpose is to detect unexpected behaviors at runtime.

5 Conclusions

The lack of complete debugging information is acknowledged as a major difficulty
when developing Web applications [6]. Using the Hop.js multitier setting we have
solved this problem by creating a debugger which reports full stack traces. When
an error is raised, the programmer is presented with the complete execution trace
composed of server-side and client-side frames that have conducted to the error.

The presented debugger exposes a unified execution stack that reflects both
ends of the application but it uses two separate steppers that cannot collaborate.
In a further step, we will create a global stepper that will be able to traverse
the network. Stepping forward seems easy to obtain because it will just require
the implementation of a collaboration layer between two existing tools. Inspect-
ing the execution stack backward is more hypothetical since it requires to save
execution traces potentially infinitely.

The presented techniques rely on the multitier paradigm to expose a global
and coherent view of the execution between the server and the client. They
also rely on code generation to instrument the code actually executed on the
browser. In Hop.js this is implemented in a single runtime environment whose
main element is a custom bootstrapped web server embedding compilers for
generating HTML and JavaScript on-the-fly. In addition to supporting better
debugging, this approach also enables fast dynamic HT'TP responses servers [17].
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Abstract. One of the outcomes of the EU-funded iTEC project is the
design and the development of a complete eLearning ecosystem, from
the design of pedagogical scenarios to their concrete implementation in
a Learning Management System, through instantiation of required tech-
nical artefacts. The proposed architecture is loosely-coupled and relies
on W3C widgets, mashup platforms and other autonomous components,
which raise several security issues. This paper reports about the solution
that has been implemented to manage user authentication and authoriza-
tion in such a highly distributed environment, through the combination
of various open standards. The proposed approach is based on a sur-
vey ran among european teachers about their practices in terms of user
credentials usage and sharing.

Keywords: Widgets * eLearning - Authentication - oAuth - Openld

1 Introduction

The last few years have seen the emergence of a new approach to building Web
applications, in the form of mashups. Mashups are applications that reuse and
combine data and services available on the web [1]. In the rest of the paper, we
will follow the definition of mashup and related concepts as defined in [12]. Web
mashups usually combine data and services that are available on the Internet—
freely, commercially, or through other partnership agreements. In this perspec-
tive, we differentiate between the mashup platform (the system that integrates
remote content) and the remote content itself, usually integrated through some
standard protocol or approach like W3C Widgets!.

The work presented in this paper is partially supported by the European Com-
mission’s FP7 programme —project iTEC: Innovative Technologies for an Engag-
ing Classroom (Grant agreement N° 257566). The content of this paper is the sole
responsibility of the authors and it does not represent the opinion of the European
Commission and the Commission is not responsible for any use that might be made
of information contained herein.
http://www.w3.org/TR/2012/REC-widgets-20121127 /#widgets-family-of-
specifications.
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In terms of security, one of the main issues encountered when dealing with
complex software web architecture is that the traditional browser security model
dictates that content from different origins cannot interact with each other, while
content from the same origin can interact without constraint [4]. While solutions
exists (like using a proxy server or making use of script tags), we have to find
a generic way to overcome this limitation and allow content from mixed origins
to interact with each other.

A key element to this integration is the proper management of users, i.e.
know who is who, and who is allowed to do what: authentication and autho-
risation. Users may have an account with the mashup platform or with the
provider of the remote service or content; moreover, users may want to use cre-
dentials they already have with other actors on the Internet (think of the’Sign-In
with your zzz account’ button you find on many websites). Access policies may
be defined centrally, while others may be specified on the remote side. This is
what we call a loosely-coupled environment: independent components interacting
together through identified interfaces, with little to no knowledge about remote
components and policies. The challenges we face in this work are the following:

— how do we solve user authentication in such multi-layer loosely-coupled envi-
ronment?

— how do we ensure proper access to mashup services and remote content, based
on a decentralised policy

— how do we propagate authentication and authorisation information through
the various layers of the environment?

This research takes place in the framework of the the iTEC project?, a 4 years
EU-funded project focused on the design and evaluation of the future classroom
in Europe.

To solve the various issues and to ensure interoperability, we have investigated
several open standards and solution, and have selected oAuth and OpenlD as
building blocks of our solution, in an approach similar to the one presented in
[7]. We will discuss this choice further in the paper, as well as give a complete
description of the solution we put in place. The rest of the paper is organised
as follows: Sect.2 presents the conclusions of a survey run with teachers to
identify use of Learning Management Systems and practices regarding use and
re-use of credentials. The results of the survey guided the rest of the work.
Section 3 describes the overall project architecture and requirements in terms of
user management and access control. Section 4 then presents the solution design
and implementation. Sectionb gives some concrete examples. Finally, Sect.6
provides some conclusions and ideas for future work.

The paper does not include a related work section, because although it relies
on solid and proven components and approaches, we could find no publication
relating to a similar approach of building a centrally-managed environment for
authentication and authorising access to services in a loosely-coupled web envi-
ronment while accepting external authenticators. This may be linked to the

2 http://itec.eun.org/.
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highly decoupled and distributed approach which is inherent of large European
research projects.

2 Lessons from the Teachers Survey

A survey was run during the second year of the project (2012) to ask teachers
about their current practices regarding the use of Learning Management Sys-
tems, the type of credentials they use, their familiarity with third parties that
provide authentication services (Google, Facebook, Microsoft Hotmail, Yahoo)
as well as their inclination towards re-using credentials among various websites.

We received a total of 269 responses from 17 countries. Distribution across
countries is unbalanced, but since the survey is only indicative, this is not con-
sidered as a problem.

Results showed that Moodle is the most widely used LMS, but quite a long list
of other systems are also in use. The LMS is installed either locally to the school,
or shared among different schools, although almost half of the respondents did
not really know.

More importantly, responses showed that although a majority of users have
local credentials to login to their LMS, a significant number of them use external
credentials, which can be provided by an education authority (school, regional
or national authority) or by third parties (such as Google, Facebook, etc.)

Finally, the survey showed that the vast majority of teachers (and students)
have accounts with one of the major Identity Providers on the Web (Facebook,
Google, Yahoo) and that almost 70 % of them are willing to re-use those creden-
tials to access their school services.

However, it is important to note that integration with external Identity
Providers is not always an option, due to technical restrictions defined at the
school level (site-blocking firewall).

Our conclusion is that if we want to add new services to existing LMS already
made available to schools, we shall have to integrate them without adding an
extra authentication burden on users. It means that new services will have to
extend existing infrastructure and offer the possibility of re-using credentials
that users may already possess. However, because some users are concerned that
re-using credentials might constitute a security risk, it is important to propose
a mixed approach (i.e. use both siloed and re-used credentials).

Complete results of the survey are presented in [2].

3 Project Description and Architecture

The iTEC project (innovative Technologies for an Engaging Classroom) is a
four-year project funded by the EU; it is focused on the design of the future
classroom in Europe. The project, which involves 27 partners among which 15
Ministries of Education from across Europe, brings together teachers, policy-
makers, pedagogical experts - representatives from each stage of the educational
processes - to introduce innovative teaching practices.
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The goal of iTEC is to pilot learning and teaching scenarios using integrated
technology solutions in over 1,000 classrooms in 15 countries, making it by some
margin the largest pan-European validation of ICT in schools yet undertaken.
The scope of the project ranges from pedagogical scenario design, customisation
to local technical environments, development of required technologies and school
piloting. In this paper, we will focus on the technical aspects only.

3.1 Basic Concepts

The idea behind iTEC technical implementation is to pull pedagogical content
and tools together into a common interface in a meaningful way, i.e. so that
they can support a specific pedagogical scenario. The basic building blocks of
the iTEC ecosystem (aka the iTEC Cloud) are the following:

— a shell is the host platform (in mashup terminology, this is the Mashup-
providing platform) used to integrate the various forms of content and tools;
it acts as an empty’nest’ for those remote components. It is also the first
user-facing component. No particular assumption is made on the shell tech-
nology, beyond the fact that it must be able to display widgets [11]. Examples
of shell platforms are Learning Management Systems (LMS) like Moodle?,
mobile platform like Android* or Interactive Whiteboard software like Open-
Sankore®

— a Web application is an autonomous piece of code that offers a set of a self-
contained services. It takes care of its own rendering and embeds all necessary
services to serve end-users and fulfill expected functionalities. It may include
user management functionalities or rely on third-party for that purpose.

— A widget is an elementary piece of application or content (image, video...);
it embeds some functionality that is of interest to the users and is displayed
through a shell. A widget does not operate on its own, but rather, requires a
widget engine or runtime to create and manage widget instances and a shell to
be made available to users. Several kinds of widget engines exist, like Yahoo
Konfabulator, Apple’s Dashboard, Opera Widgets runtime, Apache’s Wookie
server. A self-contained widget is a widget that embeds all its functionalities,
like a calculator widget. A WebService-backed widget is a widget that relies on
other components to function. Such component may take the form of backend
services reached through a REST webservices interface. This would be the case
for a chat widget that stores chat messages on a separate distant datastore.
Widgets may offer collaboration services, like chat or videoconferencing, access
to pool of resources, geolocation functionalities or administrative functions
(user management...)

— A backend service is a software component with no user interface, that is
accessed by other components through a web service interface. In iTEC, most
components are built in such a way that the user interface is implemented by a

3 https://moodle.org.
* http://www.android.com.
5 http://open-sankore.org.
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widget while the business logic and data layer are implemented by a backend
service, although in some cases, components are developed as a standalone
web application, with or without access to a backend service.

iTEC’s approach to assemble and deliver content and tools is through the inte-
gration of widgets in a shell; the combination of widgets is derived from a peda-
gogical scenario, with the aim of supporting it by providing the right tools, which
may be synchronous or asynchronous collaboration and communication, calcu-
lator, simulator, geolocation or content sharing. In addition to widgets, iTEC
also uses web applications for some of its services.

3.2 iTEC in Action

Starting from a pedagogical scenario, widgets are assembled in a shell’s space,
typically a course page in a LMS or a presentation slide in an Interactive White-
board notebook, in a way that they can be used by end-users, a teacher and
his class for example. To support this type of usecase, iTEC designed a set of
components:

— the widget store is the main repository for widgets. It stores widget descrip-
tions, allowing for searching, tagging, rating and commenting about widgets.
It is similar in its concept to Google’s PlayStore or Apple’s AppStore. It is
built as a widget.

— the Composer is used to manage pedagogical scenarios, and assemble widgets
that meet the requirements of those scenarios. For instance, a scenario may
include synchronous communication, picture sharing and collaborative writ-
ing, and this would translate into a chat-, a camera- and a wiki widget. This
instantiation takes into account the technical settings of the target environ-
ment, i.e. the set of technologies available in a specific school. The Composer
is built as a web-application.

— the People and Event directory is a database of people and events that may
be of interest to pedagogical actors; it can be a subject expert, or a conference
or similar event. Those resources are also rated, tagged and commented. This
component is built as a web-application with an integrated back-end service,
thus supporting the development of widgets.

— the Scenario Development Environment is a recommendation engine, that can
collects data from the above components, and provides recommendation to the
Composer in its scenario instantiating role, by suggesting most appropriate
resources to include in the setup. This component is developed as a pure
back-end service since it is not meant to support any type of user interaction.

3.3 Authentication and Authorisation Challenges

From the description above, iTEC integrates a wide variety of components: shells,
web applications, self-contained widgets, widget-based applications... This inte-
gration raises some questions in terms of user management and access control:
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— user authentication may take place at the shell level, but also, some integrated
services may require some form of authentication or at least be aware of the
visiting user’s identity. This implies the need for an authentication mechanism
that can span the range of components and provide a consistent information
about the user

— access control policies may be defined centrally, at the iTEC Cloud level, but
these policies have to co-exist and be consistent with those defined at the shell
level, or at the integrated services level, if any. Again, this requires an autho-
risation mechanism that integrates at the various levels of the architecture.

Our goal is thus to design a system that would meet the following requirements:

— allow user authentication at the shell level, and pass the information into
sub-components (widgets and back-end services)

— allow access policies to be defined globally to the iTEC Cloud, based on a
Role-Based Access Control [5] model, and have those policies propagated to
the sub-components

— from the global access rules, provision local policies at the level of iTEC back-
end services

— designed solution should support interoperability with major service
providers.

4 Proposed Solution

The interoperability requirements led us to focus on open standards and pro-
tocols to build authentication and authorisation mechanisms. We performed a
thorough study, and identified candidate protocols like SAMLv25, OpenID” and
oAuth®. Due to their technological maturity, their relative simplicity, their sup-
port for web interactions, the availability of libraries and their wide adoption by
main actors on the net, we selected oAuthv2 and OpenlDv2 as the basis for our
solution. The fact that users are warned when an application wants to access
protected data was also an element of choice.

OpenlIDv2 [6] is an open and standard protocol for signing on to websites
using one single set of credentials. The protocol has been developed for many
years and adopted by major players on the Internet, like Google. It relies on
the assumption that users have an identity defined with an Identity Provider
(IdP), and want to use that identity to access various services offered by Service
Providers (SP). The typical flow is a user visiting a Service Provider that requires
authentication; SP prompts the user for her identity or that of her IdP. The user
is then redirected to the IdP to authenticate, and if authentication succeeds, the
user is sent back to the SP with the proof that successful authentication did take
place. Optionally, the IdP may provide additional information about the user
(this requires some protocol extensions).

5 http://saml.xml.org/.
" http://openid.net/.
8 http://oauth.net/2/.
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oAuthv2 [8] is a protocol for managing delegation of authorisation. Its main
use case is a user (the resource owner) needing to give access to some of its
resources hosted on a server (the resource server) to a client, typically another
service. To avoid forcing the user to give her credentials to the client, oAuthv2
introduces a workflow where when the user is asked by the client to give access
to a resource, she is sent back to an authorisation server where she authenticates
and is then asked to grant or deny access. Upon success, the authorisation server
issues an access token to the client that it will use to access the resource on
behalf of the user. In this way, the user’s credentials are never disclosed to the
client. This is the protocol that Facebook or Yahoo use for granting access to
their services to remote sites, after getting the agreement of the user. oAuthv2
supports various types of’grants’, to support different profiles of this protocol
and accommodate different situations:

Authorisation Code Grant. This is the most secure scenario, in which the
client directs the resource owner to the authorisation server for authenti-
cation and access request; upon success, the authorisation server issues an
authorisation code to the client, that the client then exchanges with the
authorisation server for an access token, that is finally presented by the client
to the resource server to get access to the resource. All interactions with
the resource owner go through her user-agent (typically her browser). This
scenario supports client authentication by the authorisation server before
issuing an access token, and ensures that the access token never reaches the
resource owner’s user-agent, which could lead to token leakage.

Implicit Grant. This is a simplified version of the previous scenario, in which
instead of being issued an authentication code by the authorisation server,
the client directly receives an access token. This scenario is targeted at clients
implemented in a browser, typically in javascript. In this case, the authorisa-
tion server does not authenticate the client, and the access token is exposed
to the resource owner or other applications with access to its user-agent.

Resource Owner Password Credentials Grant. This scenario is built on
the assumption that there exists a high degree of trust between the resource
owner and the client. The resource owner provides the client with her cre-
dentials, and the client uses them to request an access token from the autho-
risation server. This scenario supports client authentication.

Client Credentials Grant. In this scenario, the client is acting on its own
behalf, not on behalf of the user. The client authenticates directly to the
authorisation server and receives an access token.

It is worthwhile noting that oAuthv2 also supports extension grants that allow
to extend the token request mechanism to support different types of credentials,
like SAML assertions.

Because we chose to use oAuthv2 to secure widget access to back-end services,
and because widgets usually involve client-side computing and get access to the
user’s environment, the implicit grant is the only option of choice. However, we
also successfully implemented the client credentials grant to secure access to the
SDE backend service. One of the drawbacks of the implicit grant is the absence
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of client authentication, but this can be explained by the nature of widgets,
which are running client-side, making available any sensitive information to other
components running in the user’s environment (user-agent). It would thus not
be possible to securely store client credentials at the widget level.

To integrate those protocols into the iTEC environment, we designed the
UMAC (User Management and Access Control) framework, which comprises
the following components:

— the UMAC server is responsible for user authentication, issuance of tokens,
and management of user data and privileges; it plays the role of the OpenlID’s
Identity Provider, the oAuth’s authorisation server, and implements a back-
end service to access, store and manage user data and privilege information.

— the UMAC filter is an authorisation guard that sits in front of back-end ser-
vices; the back-end service represents the oAuth’s Resource Server, and the
UMAC filter is in charge of validating access tokens.

— the UMAC widgets are a collection of widgets that allow to access and man-
age authentication and authorisation information in the iTEC Cloud. Those
widgets allow to register a new user, to update a user’s details, to create sets
of users, and to assign iTEC roles.

— the UMAC library is a JavaScript library of tools to help the widget developer
to easily integrate with the UMAC framework and not care about the various
protocols’ implementation.

4.1 UMAC Server

The UMAC Server serves two main purposes: authenticating users and control-
ling access to back-end services.

To authenticate users, UMAC Server implements the OpenID Provider spec-
ification. It handles authentication requests from iTEC relying parties, typically
shells or web applications, authenticates users, and responds to relying parties;
UMAC Server supports SREGv1.0 and AXv1.0 OpenID extensions to provide
basic information of logged in user (username, first and last names, email address,
language, timezone, country). Authentication is checked against a local database
of users.

One of the requirements drawn from the survey described in Sect.2 man-
dates that iTEC should allow users to login using third-party credentials, namely
Google, Facebook or Yahoo. Thus the UMAC Server supports user authentica-
tion using any of those systems, by implementing an OpenID Relying Party (in
the case of Google and Yahoo) and an oAuth client (in the case of Facebook).

Access control to iTEC services is handled by UMAC Server. Access requests
may come from widgets or web applications, in which case the oAuthv2 scenario
implemented is the implicit grant, but requests may also come from standalone
applications, which are run in a more controlled environment, and for which the
selected scenario is the client credentials grant. Thus UMAC Server implements
the related sections of the oAuthv2 specification, and handles Authorisation
Requests (for the implicit grant) and Access Token Requests (for the client
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credentials grant), issuing access tokens to widgets and controlled applications
respectively. A token is a random string concatenated with a timestamp.

In addition to the authentication and authorisation functionalities, UMAC
server is also used to store user information; this information is made accessible
through a REST API, which is protected by the oAuthv2 protocol, just like any
other iTEC back-end service. Basic CRUD functionalities are implemented to
add, update, delete or get information about a user account. This APT is accessed
typically by the UMAC widgets.

Finally, UMAC server is used to manage user privileges; those privileges
span all iTEC services, i.e. apply equally to shells, widgets or back-end services.
Six levels of privileges are defined in a strictly hierarchical way: super-user,
administrator, coordinator, teacher, student and guest. The level of privilege of
a user is passed to the OpenlD relying party upon authentication through SREG
or AX extensions, where available, and they are checked by the token validation
process between the UMAC filter and the UMAC server.

For a seamless user experience, UMAC authentication is propagated to the
shell through a plugin mechanism which is dependent on the shell itself. In this
way, once the user is authenticated, all shell components (typically widgets) can
reuse the user information.

4.2 TUMAC Filter

The UMAC filter is designed to be put in front of back-end services, and inter-
acts with the UMAC server following the oAuthv2 protocol to control access to
the services by ensuring that only authorised requests get served. The current
implementation of the filter takes the form of a servlet filter, which makes it
very easy to integrate and (de)activate and realises a separation of concerns by
allowing the service developer to work independently from the access control
mechanism.

In the oAuthv2 terminology, the UMAC filter acts as the protection part
of the resource server. It receives requests for access in the form of REST calls
(basically http requests), and for each requests, it checks that an access token is
provided. If no token is present, an error is returned, and it is up to the client to
obtain one. If a token is present, its validity is checked by querying the UMAC
server through a secure channel, and upon success, the lifetime of the token and
the userid of the token owner are returned to the filter. Based on this information,
the filter then checks the local access policy that defines the rules for accessing
the service. These rules are expressed using the Apache Shiro? system. If the
rules are evaluated positively, access is granted and the request is passed to the
service. Otherwise, an error is returned. For efficiency reasons, the UMAC filter
caches the validated tokens for a period of time to avoid unnecessary roundtrips
with the UMAC server.

9 http://shiro.apache.org/.
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Fig. 1. UMAC components.

4.3 UMAC Library

The UMAC library is a Javascript library of functions that aims at facilitating
the development of widgets and their integration with UMAC authentication
service, more precisely, the oAuth authentication endpoint’s service. It hides the
complexity of the protocol by providing methods to manage the whole authenti-
cation process (request for token, redirect to authentication form, token transfer
to requesting component and error handling).

Figure 1 presents the UMAC components (in gray) as well as the interactions
with other iTEC systems. UMAC Server is used for authentication (solid lines)
either from shell, widgets or web applications like the composer. This follows
the OpenID protocol. Authentication may be local (using the User DB) or rely
on third-party authenticators (right-most box). Regarding authorisation (dashed
lines), UMAC widgets allow to register or update user information through the
UMAC REST Web Service, which is protected by the UMAC filter. Similarly, any
other iTEC component may access iTEC back-end services which are protected
by the UMAC filter (see bottom of the diagram).

5 Example Scenarios

In this section, we provide concrete examples of the system described above.

5.1 Authenticating a User

This is the very first step to do to consume a protected service or piece of content.
A user makes an authentication request directly from a widget, from a shell or
from a relying web application by clicking on an URL or a button. This causes
redirection to the UMAC Authentication Window (see Fig.2), where the user
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Fig. 2. UMAC authentication window.

must provide her credentials to UMAC Server or use her external authentication
sources such as Yahoo, Google, Facebook to proof his identity. Upon successful
authentication, an authentication response (in case of OpenlD flow) or an access
token (in case of oAuth flow) is generated by UMAC Server and sent back to
the Relying Party or the Client respectively.

It is to be noted that even though the authentication action is triggered at
the widget level, authentication information is pushed up to the container level
(i.e. the Mashup Providing Platform).

5.2 User Authorisation

For fine grain and flexible authorisation, UMAC relies on both a permission-
based approach and on a role-based system, in which permissions are assigned
to roles rather than being assigned directly to users. Roles are then assigned to
users who inherit all permissions linked to the role. At the moment, role structure
is flat, i.e. we do not support hierarchical roles.

A permission is basically a tuple that expresses what action can be exe-
cuted by a service on a specific data scope. Our model follows a Discretionary
Access Control approach [9] where each piece of data is owned by exactly one
user. Permissions are defined according to the specifications below (expressed in
Augmented Backus-Naur Form [3]):

permission = action":"service-name *(":"data-scope)

action = (atomic-action *(","atomic-action)) /"x"

atomic-action ="create"/"read"/"update"/"delete"

service-name = 1*(DIGIT / ALPHA /"-"/"\_")

data-scope = 1*(DIGIT / ALPHA) / special-data-scope / (data-
scope *(","data-scope))

special-data-scope ="me"/"mine"/"x*"
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The special-data-scope element can take one of three special values:

— “me”: this data-scope represents the user currently logged in, i.e. the user who
issued the access request; this is typically used for the user management to
allow a user to update his own data, but others’

— “mine”: this data-scope includes all data that is owned by the user currently
logged in;

— “¥: this data-scope includes all data; it does not need to be specified, e.g.:

the permission action:service-name:* has exactly the same meaning with

action:service-name.

The next paragraphs provide some concrete examples of expressing UMAC
permissions.
The rule “any user can read and update his information and unregister his

7

account” can be decomposed as follows:

— The actions are “update”’, “read’ (for update and read information) and
“delete” (for unregistering account).

— The service in used is “users”.

— The id of the target is the identifier of the requesting user himself, which can
be the real id of user as recorded in UMAC, or the special id “me”.

The rule would then translate to: update, read, delete:users:me.
In UMAC this is the default permission assigned to all registered users.
Role-based rules follow a similar approach: for instance, the rule “UMAC
admin Role can read and update any user information as well as grant and
revoke iTEC Coordinator of Belgium role to a user” includes two different sets
of permissions:

— read and update information of any user, which translates to
update, read:users:* or more briefly update, read:users

— grant and revoke belgian coordinator role:, which translates to
read, delete:roles:coordinator:be (the last be data scope represent the
belgian record)

Permission to role assignments are stored in the UMAC server database, and are
managed through the UMAC widgets; this operation can performed at run-time,
which means that the role can be defined dynamically. Moreover, all modification
of permission/role assignments takes effect immediately for all users to whom
the role is assigned.

5.3 Securing a Webservice

As stated in Sect. 4.2, backend services are protected by the UMAC filter. Imple-
mentation of the filter takes the form of a servlet filter because most iTEC tech-
nologies use the Java language and because it is easy to integrate as a proxy in
a non-Java environment. As a consequence, the protected web service provider
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only needs to include the declaration of the UMAC filter in the servlet mapping
section of the web.xml configuration file.

In iTEC, the UMAC filter is currently deployed at the People and Event
Directory (P&E Directory)!?. With this deployment, P&E Directory developers
only focus on their functional development, all authorisation rules being acti-
vated by a simple declaration in its configuration file. Authorisation rules of the
filter can be defined dynamically, as shown in Sect. 5.4.

The UMAC filter is also used to protect the UMAC Backend Service (REST
WS box on Fig. 1).

5.4 Central Policy Management

Permissions, roles, role-permissions assignment and user-role assignments are
managed by the UMAC Server; they can be updated through the UMAC wid-
gets or any other component that access the UMAC REST WS, provided the
appropriate level of privilege is granted.

UMAC supports the super-admin role, a static built-in role which is assigned
to the UMAC system administrator once it is installed. Since the authentica-
tion and authorisation engine is based on Apache Shiro framework [10], most
of authentication authorisation information are defined in a “shiro.ini” file,
including: built-in super admin accounts, default permissions granted to all
authenticated user, mapping table between service names and REST service
contexts which require authorisation and information for initialising authenti-
cation realms (local realm to login locally to UMAC, OpenID realm to login
remotely with Yahoo, Google...).

The UMAC filter (Sect.4.2) has a similar implementation except that there
is no authentication database since it relies entirely on the authentication service
of UMAC server. It only maintains an authorisation database which can also be
configured through REST services. The UMAC filter administrator is defined in
“shiro.ini” at filter side; it has similar function to super-user at UMAC server
but is completely independent. This design helps the filter benefit from authenti-
cation service of UMAC server while keeping a totally independent authorisation
lattice under the control of the filter administrator.

The UMAC authorisation widgets are developed to manipulate all informa-
tion related to authorisation in the iTEC Cloud. The widgets also allow an
authorised user to register a backend service provider and assign authorisation
rules to that service provider, thus providing a central place to manage all autho-
risation at the iTEC components level. This allows for a more consistent and
secure approach.

5.5 Implementing Widgets and Services

Integrating a new service into UMAC is a very simple process that consists
of instantiating the UMAC filter in front of the new service. As stated above,

0 http://itec.eun.org/web/guest /people-and-events.
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the filter takes the form of a Java servlet, that intercepts all service requests,
authenticates them and checks authorisation together with the central policy.
A mapping between the centrally-managed iTEC roles and the service-specific
roles is defined and translated into the Shire rules.

Widgets access services through the XMLHttpRequest API that allows to
connect to remote sites and services. To make the integration with UMAC as
easy as possible for widget developer, calls to services are wrapped through calls
of the UMAC library that hide the logic of the underlying protocols. From the
widget perspective, invoking a service is simply a matter of issuing a request to
the service. Authentication and token issuance is handled under the control of
the library.

6 Conclusions and Future Work

In this paper, we described a model and its implementation that supports cen-
tralised authentication and authorisation in a loosely-coupled multi-layered web
application in the eLearning area. The model is open to third-party authenti-
cators, following the conclusion of a survey run among potential users of the
platform. Although the individual components of the approach themselves are
not particularly innovative, yet state-of-the-art, we advocate that the integra-
tion approach we propose, that takes into account requirements and behaviours
of end-users, and the complexity of the environment to which it applies con-
stitute the core of the research. It could easily be transposed to other similar
environments.

The whole iTEC ecosystem has been used through various cycles of piloting,
involving over 2,000 classrooms across 19 European countries, and the UMAC
component, although almost invisible to the vast majority of users, did work
properly, securing the services from 4 main providers access through a wide
variety of widgets.

In the future, we intend to work on a stronger and easier integration between
shells and UMAC components, which would allow further customisation of the
shell based on information received from the UMAC system. We will explore
the IMS Learning Tools Interoperability specifications [11]'! as it seems to be a
potential candidate for supporting tools integration.

A scope should be added to tokens, to reduce the granularity of authorisation
rules and limit the potential impact of token interception, and client authenti-
cation should be added to the protocol to ensure that only authenticated clients
can obtain access tokens from UMAC server.
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Abstract. An XML document D often has a regular structure, i.e., it
is composed of many similarly named and structured subtrees. There-
fore, the entropy of a trees structuredness should be relatively low and
thus the trees should be highly compressible by transforming them to
an intermediate form. In general, this idea is used in permutation based
XML-conscious compressors. An example of such a compressor is called
XSAQCT, where the compressible form is called an annotated tree. While
XSAQCT proved to be useful for various applications, it was never shown
that it is a lossless compressor. This paper provides the formal back-
ground for the definition of an annotated tree, and a formal proof that the
compression is lossless. It also shows properties of annotated trees that
are useful for various applications, and discusses a measure of compress-
ibility using this approach, followed by the experimental results showing
compressibility of annotated trees.

Keywords: XML - Annotated trees - Permutation-based XML com-
pression

1 Introduction

The eXtensible Markup Language, XML [1], is one of the most popular data
formats for the storage of semi-structured data. Since XML documents are hier-
archal and acyclic in nature, there have been numerous attempts to apply tech-
niques used for general tree compression to XML, see e.g., [2-4]. A specific sub-
set of tree-compressors designed specifically for XML (or semi-structured data
in general) are called XML-conscious compressors, e.g., XQueC [5], which use
the XML structure for increased efficiency. Permutation-based XML-conscious
compressors separate the structure of an XML document (e.g., the markups and
parent-child-sibling orderings) and its contents (e.g., the actual character data)
during a pre-order parsing of the input. An intermediate representation of the
structure is created, defining a partitioning strategy used to group the contents
into a series of independent data containers, which are subsequently compressed
using a general-purpose compressor (a back-end compressor) such as GZIP [6]
or BZIP2 [7]. For example, XSAQCT [8] is a permuting, single-pass compressor.
© Springer International Publishing Switzerland 2015
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The compression process starts with a SAX-based parsing of the input to create
a compressed intermediate representation of the XML structure, called an anno-
tated tree. This tree defines how the contents are stored into data containers.

Since the annotated tree can represent the XML structure is only a fraction
of space (see Fig.12 in Sect.4.2), the annotated tree in XSAQCT can be con-
sidered to be a light weight index of the XML. In addition, XSAQCT has also
shown to be useful for various applications of XML, e.g., archiving XML, query-
ing and modifying the compressed XML (and its contents), and database rep-
resentations. However, no formal definition of this annotated mapping was ever
provided nor was the proof that the mapping can be reversed. These questions
are very important because without answering them, the compression process
used by XSAQCT is not known to be lossless. This paper, based on [9], fills in
these gaps. It provides a formal definition of an annotated tree and the injective
mapping 7 from a labelled tree to the annotated tree, as well as the discussion of
the compressibility measure of using annotated trees and related experimental
results. The paper provides a new characterization of annotated trees (not given
in [9]) useful for algorithms that create specialized annotated trees, in which
specific text values in data containers need to be analyzed; e.g., for encrypting
of compressed documents. Because of space limitations, here we omit proofs of
theorems and algorithms to create an annotated tree (see [9]).

Contributions. There are several novel contributions of this paper: (1) The
theoretical part, i.e., the formal background for the definition of an annotated
tree and a proof that the mapping from a tree to the annotated tree is injective,
and therefore, the annotated tree for the labelled tree D provides a faithful
representation of D; (2) An application of the annotated tree methodology with
respect to XML, i.e., a formal proof that XSAQCT’s compression process is
lossless; (3) A compressibility measure defining the cost of using annotated trees
and results of testing using an especially designed XML suite, showing high
compressibility.

Organization. This paper is organized as follows. Section 2 introduces the for-
mal background for this paper, including a definition of a tree and an annotated
tree. Section 3 provides a description of trees with text elements. Section4 pro-
vides results of testing, and finally Sect.5 provides conclusions and describes
future work.

2 Annotated Trees

2.1 Labeled Trees

Definition 1. Let X be an alphabet, called the label alphabet. A labeled tree
is an ordered tree with nodes labeled by strings from X* and having arbitrary
degrees (i.e., number of children).

In what follows, by a tree we mean a labeled tree, and by Trees we denote the
set of all trees. We use the letter D to denote a tree, with nodes denoted by lower-
case letters z,y, u, v (with indices when needed) and by z(a) we denote a node x
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x(a)
ul(c) u2(c) u3(d)

vl(e) v2(f) v3(e) v4(g) v5(h)

v

wl(i) w2(j)

Fig. 1. Example of a tree D.

labeled with a. Let Label(x) denote the label of the node =, Height(D) denote
the height of D, Nodes(D) denote the set of all nodes of D, and D; be the tree
consisting of all nodes and edges in D at levels 1, ... i, where 1 < i < height(D).
Example of a tree is shown in Fig. 1.

Definition 2. A path in a tree is defined to be of the form [x1/xa,...,/xk,
where x1 is the root of D and for 1 <i < k,x;41 is a child of x;.

We use a lower-case letter p (with indices when needed) to denote a path and
Paths(D) to denote the set of all paths in D. For the path p = /a1 /2o, ..., /2,
let Length(p) be the number of nodes in the path p, Last(p) be the last element
zk, Label(p) = Label(xy) be the label of p, and for Length(p) > 1, let p| be
the path p except the last element.

Definition 3. Two paths in the tree D, /x1/xs.../xK and [y1/y2 ... /yn are
called similar if k =n, x1 =y is the root of D and for 1 <i <k, Label(x;) =
Label(y;).

The similarity relation is an equivalence relation and we denote by [p] the
equivalence class of p, by Similar(D) the quotient set of this relation, i.e., the
set of all different sets of similar paths. For p € Paths(D) let Length([p]) =
Length(p) be the length of the equivalence class, Label([p])) = Label(p) be the
label of the class (it is easy to see that both definitions of the length and the label
of an equivalence class are well defined, i.e., independent of the choice of the path
p from the equivalence class). Finally, for ¢ € Similar(D) let |q| be the number
of paths in ¢, and Last(q) be the sequence of nodes that are last elements of all
paths in this class, ordered from left to right. Clearly, |Last(q)| = |q|-

In Fig.1, Similar(D)={[/«], [/x/y1]; [/x/yr/uwil, [/x/yr/us], [/x/y2/
ug/vs, [/z/yr/ur/oi], [/@/y1/ur/val, [/ /ya/ua/val, [/2/yr/ua/oi/wi], [/
yi/uy/vs/wo]} and for p = Jx/ys,[p] = {/z/y1,/x/y2}; Length([p]) = 2,
Label(p) = b, Last([p]) = <y1,y2>, and |[p]| = 2.
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Definition 4. A partial relation < in the set Similar(D) is defined as follows:
[p1] < [p2] iff Length([p:]) = Length[pz]) > 1,[p1l] = [p2l], Label([p:]) is
different from Label([p2]), and there exist paths pl € [p1] and p2 € [p2] such
that the node Last(pl) is the left sibling of the node Last(p2). The tree D has
a cycle if there exist q1,q2 € Similar(D) such that g1 < q2 and g2 < q1. D is
acyclic if it does not have a cycle.

For D in Fig.1, [/z/y1/u1i/vi] < [/x/y1/u1/v2], while [/z/y1/u1] and
[/z/y1/us] are not in relation <. A node ug(e) between nodes u; and us would
create a cycle in D. The set of all acyclic trees is denoted by Acyclic.

When it does not lead to confusion, a tree can be represented using a simpli-
fied notation (used, e.g., for XML), by omitting node names, e.g., replacing y; (b)
by b;. In this notation, an equivalence class [p] will be denoted using the label
Label([p]), in upper case, e.g., for D from Fig. 1, using E for [/z/y1/u1/v1].

Since we will show that the mapping from the set of trees to the set of g-
trees is injective, we need to define the concept of “identical” or isomorphic trees,
which differ only in names of the corresponding nodes. We use a similar concept
for annotated trees and g-trees:

Two trees Dy and Dy are isomorphic iff they have the same height h and
for each level i,1 < ¢ < h, the sequence of all nodes <nq,...,n;> (in left-to-
right order) in D; at level ¢ and the sequence of all nodes <my,...,mi> (in
left-to-right order) in Dy at level ¢,k = j, and for 1 < r < k, nodes n, and m,
have the same degree and label.

2.2 Annotated Trees and g-Trees

A tree D can permuted to create an annotated tree with nodes represented
by equivalence classes of the similarity relation. In the worst case, if for each
q € Similar(D), |q| = 1 then the size of D would be the same as the size of the
corresponding annotated tree. However, typically XML documents are regular,
i.e., for majority of paths ¢ € Similar(D), |¢| > 1 and the annotated tree
provides a compressed representation of D. For a single tree D, there may be
more than one annotated tree such that each such annotated tree can be mapped
back to D. To formalize this idea, in this section we define annotated trees and
annotated g-trees. Then we define two mappings, an injective mapping from the
set of trees to the set of annotated g-trees and an injective mapping from the
set of annotated g-trees to set of subsets of annotated trees. Finally, we define
annotated text trees and a mapping from text trees to the annotated text trees,
considering only acyclic trees. By a dag we mean an acyclic digraph.

Definition 5. An annotated tree is an ordered tree with nodes additionally
labeled by annotations (sequences of non-negative integers). An annotated g-
tree is an unordered tree A (i.e., children are not ordered) such that (1) nodes of
A are dags; (2) each dag G € Nodes(A) except the oot has its nodes annotated;
and (8) for every node H € Nodes(A) and for every child G of H there exists
exactly one node n € Nodes(H), called the source of G, and different children
of H have different sources.
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Nodes in the annotated tree are denoted by upper-case letters (with indices
where appropriate), e.g., X(n)[aq,...,a;] denotes a node X labeled with the
label n and annotation [a1,...,q;] or in a simplified notation it is denoted as
the node Nla, ..., q;].

The idea behind using an annotated tree to represent a document is that
non-zero annotations of the node X represent consecutive occurrences of X. For
the node X12,0,4,0,3] and its child Y7[1,2,0,1,0,2,0,0,1] there are nine such
occurrences. For a child Y of X, annotations represent occurrences of Y's as
children of respective X’s. Specifically, for the first two occurrences of X, i.e.,
the annotation 2, the first two annotations in Y represent occurrences of Y's as
children of these two X's, here the second X has two children Y, while the first
X has only one such child. Similarly, the third, fourth, fifth and sixth occurrences
of X are represented by the annotation 4, and they have four occurrences of Y’s
as children of these X's, i.e., the fourth X has one child Y, the third and fifth
X have no children Y, and the sixth X has two children Y.

For k,1 <k < j, let Sx(j) = >_7_; au be the sum of the first & annotations
of the node X[ay,...,q;], Sx(0) = 0, and Sx be the sum of all annotation of
X. By Annotated we denote the set of all annotated trees. Two examples of
annotated trees (using a simplified notation) are shown in Figs.2 and 3. As we
will explain it later, both these trees represent the same tree D from Fig. 1.

An example of an annotated g-tree is given in Fig.4 (the source of a node
is shown using a dashed arrow). By Annotated—G we denote the set of all
annotated g-trees and by a chain we mean a rooted dag such that each node
except the root has the in-degree one and each node except one designated node
called the sink has the out-degree one; the sink has the out-degree zero. The
reason for defining g-trees is that a dag G, which is a chain, will have its nodes
representing children of the source (in left-to-right order) of G. If a dag G is
not a chain then G needs to be topologically sorted for our usage. For example,
in Fig.4 the topological sorting of the dag containing nodes E, F' and G may
produce the chain F, F,G and these three nodes can be made children of the
source of this graph, i.e., the node C.

This section uses the following two standard definitions: A subsequence of a
sequence § = i, ..., Sy, consists of arbitrary elements of s, and for ¢,5,1 < i <
Jj < n, a substring <i,j> of s is a subsequence of s consisting of consecutive
elements of s starting at position ¢ and ending at position j. By |s| we denote a
length of the sequence s.

Now, we describe properties of an annotated tree. Consider a node
X[ag,...,an] and its child Y[f,....0m]. For a; # 0 let I(j) be a sub-
string of the sequence 1,...m, called an item and defined as follows: I(j) =
<Sx(j—1)+1,5x(j)>. Thus, if oy # 0 then I(1) = <1, a;>.

Every node in an annotated tree has to satisfy the following conditions:

1. The root must have an annotation [1]

For any node X|[a,...,ay] there exists j,1 <j <ns.t. o #0

3. If a;,,...,0u, is a subsequence consisting of all non-zero annotations in the
node XJay,...,a,] and the node Y[3,...,0m] is a child of X then items

o
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I(i1),...,I(i,) form a disjoint partition of the sequence 1,...,m, consisting
of |I(i1)| integers, followed by |I(i2)| integers,..., followed by |I(i,)| integers.
Thus, the sequence 31, .. .,0n, which annotates the child of the node X is split
into a sequence of substrings <1,1(i1)>, <I(iz) + 1,1(i3)> ... <I(ir—1) +
1,1(ir)>, which is the same as the sequence of substrings <1, Sx(i1)>,
<Sx(i2) +1, Sx(i3)> e <Sx(’iT_1) +1, Sx(iT)>, see Fig. 5.

Corollary

1. For a; # 0, |I(j)| = Sx(j) — (Sx(j —1) +1) + 1 = oy, i.e., each item I(j)
has a; elements.
2. For the node X|ay,...,a,] and its child Y[, .. .,8:] we have:

m=3 7 1aﬂ£0|I( D=3 Lo £0 O j = 2105 = Sx(n), ie., the sum of
all annotations of X is equal to the number of annotations of Y.
For example, for the node X[2,0, 4,0, 3] and its child Y[1,2,0,1,0,2,0,0, 1] (with
items underlined), we have: I(1) = <1,2>, I(3) = <3,6> and I(5) = <7,8>,
see Fig. 6.

2.3 Mapping Trees to Sets of Annotated Trees

We define the mapping 7 : Acyclic— Annotated—G in two steps; first for nodes
and the tree structure, and then for annotations of nodes. Nodes in all dags
are represented by equivalence classes of the similarity relation and written as
[pl(Label(p))[eu, ..., a; ] or using a simplified notation Label(p)[a1,...,q;]. If
z is a node in D, which is not a root, then by px we denote a (unique) path
p € Paths(D) which ends in .

Definition 6. Definition of mapping 7 : Acyclic—Annotated—G. Let D €
Acyclic.

— Mapping labeled nodes and the tree structure

Al1] Al1]
v v
B[2] B[2]
Cl[2,0] D[0,1] D[0,1]  C[2,0]
E[1,1]1  F[1,0] G[0,1] H[1] H[1] E[1m1]
¥ N
I[1,01  J0,1] JI0,11  1[1,0]

Fig. 2. Annotated tree. Fig. 3. Another annotated tree.
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Fig. 4. Example of a g-tree.

The root r of D is mapped to the root of T(D) defined as a graph consisting
of a single node [/r](Label(r)).

For any level i > 1 of D and equivalence class q € Similar(D) of length
i—1 let Ny, ; denote the set of nodes x in D at level i such that [p;]] € q.
Clearly, the sets {Ny, ; : ¢ € Similar(D)} form a disjoint coverage of
the set of all nodes in D at level i. Fach set Ny ; is mapped by T to
the single graph G € Nodes(t(D)) at the level i; G = {[ps](Label(ps)}
where the source of G is the node q. For any graph G € Nodes(t(D))
and two nodes q1,q2 € G, there is an edge q=>q2 in G iff g1<q2, (see
Definition 4). Since D is assumed to have no cycles, G is acyclic. The
node H € Nodes(T(D)) is the parent of the node G if the source of G
belongs to the dag Nodes(H). From the definition of sets 7(Ng, i), H is
the unique parent of G.

— Annotations are defined by induction on the height of T(D)
1.

The annotation of the root is [1]

2. Assume that annotations are defined up to the level i,1 < i < Height(D)

a

and for any equivalence class q of length i, |Last(q)| = Sy, i.e., the sum

lo..Cu...Oir.Cln

/

2 040 3

BrBsn | | Bsxin+1...Bir A /\ R

I(i1) I(ir) 12 1020001

Fig. 5. Items for non-zero annotations. Fig. 6. Example of items.
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of all annotations for the node q is equal to the number of last elements in
all paths in this class. Consider a dag G at the level v + 1 with the source
X, and a node Y € Nodes(G). Let Y = [p](r)[au,...,q;],X = [pl](m)
and k = Sx. First, we set the number j of annotations in 'Y to be k.
From the inductive assumption it follows that the sequence Last([pl])
has k elements s1,...,s,. For 1 < j <k, we define aj to be the number
of children in D of the node s; which are labeled with r. It is easy to see
that |Last([p])| = Sy -

Let Trees, denote the image 7(Acyclic) C Annotated—G. From the
Definition 6, it follows that any g-tree A € Trees,;, A = 7(D) has the following
properties:

1. Height(D) = Height(A)

2. For 1 <4 < Height(D), D and A have identical sets of labels at level ¢

3. For adag G € Nodes(A), let X be the source of G, X = [¢] and k = Sy. Then
for each node Y € Nodes(G), Y = [p](n)[a1, ..., ;] there exists 1,1 <i < k
such that o;; > 0;j =k, and [ql] = [p]

4. If a node ¢ is not a source of any dag, then all nodes in the sequence Last(q)
are leaves in the tree D.

For the tree D from Fig. 1, the g-tree 7(D) is shown in Fig. 4. From Property
1 it follows that the height of a g-tree for the document D is the same as that
of D; however typically these trees have different width and therefore represent
a compressed form (see more in Sect. 4).

Theorem 1. The mapping T : Acyclic—Trees, is injective.

Next, we define the mapping v : Trees, —24n"0tated=C Tt TS(G) be the
set of all topological sortings of a dag G, and for Gy,--- ,G,, P(Gy,...,G,) be
a Cartesian product x? TS(G;). If <g1,...,9.> € P(G1,...,G,) then each
graph g; represents a topologically sorted graph G;.

Definition 7. Mapping v is defined as follows: For T € Trees,, let v(T) =
{r<gringn>(T) 0 <g1,- .., gn>€EP(G1, ..., Gn)} where v<g, .. g,>(T) is the g-
tree T with all graphs G1, ..., G, replaced respectively by graphs gi,...,gn, and
having the same arcs between dags (as well as sources) as in the tree T.

Let Trees, denote the image v(Trees,) C 24nnotated=G,

Theorem 2. The mapping v : Trees.—T'rees, is injective.

It is easy to see that each g-tree T' € Trees,, is in one-to-one correspondence
with an annotated tree. Since 7 : Acyclice—Trees, and 7y : Trees;—Trees.,, each
tree D can be mapped to the set of annotated trees, denoted by Annotated (D)
and defined by the composition of 7 and . It is easy to see that every annotated
tree from the set Annotated(D) represents D. For example, both annotated trees
shown in Figs. 2 and 3 belong to the set Annotated(D) that uniquely represents
the tree D.
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x(a)

y1(b) y2(b)

z1(c) z2(d) z3(d) z4(c)

Fig. 7. Cyclic tree.

If there is a cycle in D, then we map D to an acyclic tree with the so-called
dummy nodes, denoted by $. After adding a dummy node to a cyclic document
D in Fig. 7, this tree will be acyclic, see Fig.8, and it can be mapped to the
annotated tree shown in Fig.9. We do not formally prove that the mapping
from the tree with cycles to a tree with the dummy nodes is injective.

3 Text Trees and Their Compression

Since the procedure of compressing text trees is almost identical to the procedure
of compressing labeled trees, in this section we provide only the description of
how text nodes are dealt with.

3.1 Text Trees

Definition 8. Let A be an alphabet, called the text alphabet, its elements are \0O
terminated strings. A text tree is a tree with two kinds of nodes; element nodes
labeled by strings from X* (see Definition 1) and text nodes labeled by strings
from A* such that text nodes are always leaves, the root of the text tree is an

x(a)[1]

x(a) ¢

y1(b)[2]

)
y1(b) y2(b) ¢
)

\’ o\ 21($)(1,2]
z1($) z2(%$) z3($)
wl(c) w2(d)  w3(d) wa(c) w1(c)[1,0,1] w2(d)[1,1,0]

Fig. 8. Acyclic tree with dummy nodes. Fig.9. The annotated tree with
dummy nodes.
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element node, and any two sibling text-nodes are separated by at least one element
node.

For text trees we use the same notations as for trees; text labels are denoted
using letter ¢ (with indices if needed), see Fig. 10. By TextTrees we denote the
set of all text trees, and by AcyclicTextTrees we denote the set of all acyclic
text trees. A text tree can be used to represent an XML document with text
values represented by labels of text nodes. Text nodes may or may not be present
and now we define complete text trees corresponding to the full-mixed content
of XML documents, see [10].

Definition 9. An element leaf node in the text tree is the element node that has
no element child. A text tree is called complete if every non-leaf element node
has the left and the right text sibling, and every element leaf node has exactly
one text child node.

The text tree from Fig. 10 is complete; it would not be complete if any of the
text nodes were missing. Note that in XSAQCT when the input XML document
D is parsed then for any missing text node, a text node labeled by an empty
text (consisting of \0 only) is added. To support a unique representation of an
XML document using this technique, added text nodes are removed while D is
restored. In what follows, we assume that text trees are complete.

3.2 Compressed Representation of Text Trees

Definition 10. For a node X in the annotated tree with m children Y1,...,Y,,,
m > 0 let Number(X) = >°70, Sy, + Sx. An annotated text tree is an
annotated tree with nodes additionally labeled by concatenations of strings from
A*, called text labels, such that a text label T of a node X (a)(T) is equal to the
concatenation of Number(X) text labels.

Example of an annotated text tree is shown in Fig.11. By AcyclicAnn
TextTrees we denote the set of all acyclic annotated text trees.

x(a)(tl,t2,t3)[1]

x(a)

z1(t1l) y1(b)  z2(t2) y2(b) z3(t3)

z*m) zitS) y1(b)(t4,t5)[2]

Fig. 10. Text tree. Fig. 11. The annotated text tree.
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3.3 Mapping Text Elements

For every equivalence class [[p], labels of text nodes that are children of element
nodes (in left to right order) from the sequence Last([p]) will be concatenated
into a single text label of the node in the annotated tree that corresponds to this
equivalence class. For example, the text tree shown in Fig. 10 will be mapped
to the annotated text tree from Fig.11, where t1,t5 denotes a concatenation
of texts. The reason for mapping text nodes this way is that for querying of
the XML documents, the query of the form /X returns the concatenated texts
appearing in this path.

Definition 11. Let D € AcyclicTextTrees and let A be the image of D under
T (see Definition 6) as if there was no text nodes in D. Now, for every node
X € A, we will define its text label T such that the number of texts concatenated
in T will be equal to Number(X). Let 7=*(X), as defined the proof of Theorem 1,
be the sequence x1,...,x of element nodes, where k = Sx and let us consider
two cases:

1. X s a leaf. Then for every 1 < i < k, x; has exactly one text child, and let
T be the concatenation of labels of these k children. Clearly, Number(X) =
Sx =k.

2. X is a mnot leaf, and it has m children, Y1,...,Y,,. Thus, there are
Number(X) text children of nodes x1,...,x, and we define T to be the
concatenation of labels of these children (in left-to-right order).

Theorem 3. The mapping of text elements is injective.

4 Experimental Results

4.1 Overview

Throughout this section we use the following notations: D is a tree and A belongs
to the set of annotated trees Annotated(D). Recall from Sect. 2.2 that this set
uniquely represents D, therefore the description provided in this section does
not depend on the choice of A. For any tree T (annotated or not), by |T| we
denote the number of nodes in 7. Let the width of D at any level 7 be denoted by
width(D, i), Ann(X) denote the annotation list of the node X € Nodes(A) and
|Ann(X)| denote the length of the annotated list. Finally let X7, Xs,..., Xy,
be all nodes in A at level ¢ (i.e., width(A,i) = N;).

From the construction of an annotated tree, it follows that (see also Proper-
ties in Sect. 2.3):

1. width(D,i) = S0, Sx,;
2. In A, for any node X and its child Y, Sx = |Ann(Y)|

Therefore, the larger the sum of all annotations of X, the longer the annotation
list of Y. The implication of zeroes appearing in the annotations of node X
is two-fold: (a) in A, they shorten the length of the annotation list; (b) in D,



74 T. Mildner et al.

Y does not appear as a child of X. If D was “completely regular” and there
were no missing children, then there would be no Os on the annotation lists.
From our experiments, it follows that leaf annotation lists are usually very long,
while for the leaf’s ascendants, annotations they get progressively shorter. To
analyze this phenomenon consider a leaf node X in A, its parent Y, and Y’s
parent Z (grandparent of X). Since Sy = |Ann(X)|, the annotation list Ann(X)
must have been increased because of the structure of D, specifically Y has often
appeared as a child of Z, potentially multiple times (resulting in annotations
greater than 1). On the other hand, many 0’s appearing in Ann(X) indicates
that X has “very rarely” appeared as a child of Y.

4.2 Experimental Results

The files are 1gig.xml (a randomly generated XML file, using xmlgen.xml [11]),
baseball.xml [12], enwikibooks.xml and lineitem.xml from the Wratislavia cor-
pus [13], uniprot_sprot.xml [14] and enwiki-latest.xml [15]. This suite has been
chosen because XML files included there have an ability to represent specific
extremes of semi-structured data. For example, enwiki-latest.xml, the current
revision of English Wikipedia, while being a very large document, encompasses
two extremes: the distribution of character data is very non-uniform (i.e., the
majority of the data falls within one node) and that path is predominantly free-
formed English. Conversely, uniprot_sprot.xml is a highly uniform XML file (i.e.,
the data is evenly distributed), and the file is predominantly markup. The file
1gig.xml has the property that the subtree entropy is extremely low (subtrees
are quite similar); however, each subtree differs by a parent node (for example,
/a/v/d/e/f vs. /a/z/d/e/f). The file lineitem.xml, has the property that it
is an incredibly regular tree (few missing nodes), and in addition, has a nice
mixture of text and numeric data. The file enwikibooks.xml is quite structurally
similar to enwiki-latest.xml but is a fraction of its size. Finally, baseball.xml is
an extremely irregular XML file.

Characteristics of these files are shown in the first four columns of Table1,
where V(N) denotes the value V¥10N, Size is the size of file in Bytes, E:A denotes
the number of elements and attributes, AC denotes the number of annotations,
and AT denotes the number of nodes in the annotation tree. The last column
of the Table 1 (denoted by C) shows the results of applying the compressibility
measure derived in Eq. 2.

Persistent Representation. We will first consider the annotated tree as a
persistent data structure (similar to a DOM model), ignoring the character data
for the time being. A classical solution requires a struct for each node, containing
the nodes label, its left child, and right sibling. If we let C be the cost of storing
a single piece of information, such as a single integer annotation or a node label,
then the storage cost of a single tree node is 3x C' (and a document with D nodes
is 3 x C' x D). To measure the cost of storing the annotated tree A compared to
the cost of storing the original document D (g;’jzgg)) ), we need to quantify the

cost of A, which is equivalent to the cost of storing all nodes in A plus the cost
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Table 1. Overview of XML test suite and results of testing.

XML File | Size E:A AC AT |C

enw.latest | 5.96(9) | 1.84(9):1.85(8) | 2.59(9) | 390.47
UniProt | 1.15(8) | 9.86(5):1.44(9) | 1.05(9) | 217 | 0.36
1gig 1.17(9) | 1.6(7):3.83(6) | 2.05(8) | 680 | 0.41
enw.books | 1.56(8) | 5.3(6):4.9(5) |6.38(5)| 290.40
lineitem | 3.22(7) | 1.02(6):1 9.6(6) | 19]0.31
BaseBall |6.72(5) | 2.8(5):0 6.6(5) | 47/0.78

of each annotation list. If we let the cost of storing an annotation list of length
L to be L x C, then we have

(BCIA]) + C(Xxeq [Ann(X))) (1)
3C|D|

and performing a few simplifications, gives the following formula (independent
of the cost C):

EELE é,@)ﬁl [Ann(X0))) o

These results show that the annotated tree provides a well-compressed represen-
tation of the original files, even in the presence of very large files. Finally, traver-
sal, or iterating, through the tree only requires the summation of annotation lists
(something massively parallel, especially using SIMD instructions).

Archiving Representation. We now consider using the annotated tree in the
context of archiving of XML (compression included). For this analysis, a series of
different compressors were used: LZ77-based [16] compressors, GZIP! and XZ?,
BWT-based [17], BZIP23, Prediction by Partial Matching based PPMonster?,
and the Context-Mixing compressors ZPAQ [18]° and PAQSPXD_V7%; for the
source code, or executables, to each compressor see [19]. The first general com-
ment is that analyzing the percentage increase in compression does not take into
consideration how substantial the decrease in size is. However, since the informa-
tion theoretic (or Kolmogorov complexity) lower bound is generally unknown,
this will still be used as the base metric of comparison.

Compressing only the XML structure and its associated annotated tree is
given in Fig. 12. The annotation list of each equivalence class (similar path) has
two components: (1) A single byte header that signifies if any transform (e.g.,

! gzip -9 FILE.

% xz -9 -e FILE.

3 bzip2 -9 FILE.

4 ppmonstr -m1700 -064 FILE.

5 zpaq add FILE.zpaq FILE -method 69 -noattributes.
5 paq8pxd_v7 -8 FILE.



76 T. Mildner et al.

GZIP —+— BZIP ZPAQ —=—
Xz PPMonster paq8pxd_v7 —e—
0.008
0.007
0.006
0.005 \
0.004 %
0.003 /
0.002 = \ /
0.001 SN
0
. - - <
& $ g § g 3
= & = S g 2
5 S g § &
s
&

Fig. 12. Compression of annotated tree over markup density (the number of bytes to

represent the XML syntax/structure).
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Fig. 13. Compression of annotated transform (collection of annotation lists, text con-
tainers, and skeleton tree) over compression of XML data.

a run length encoding) has been applied to the annotations; (2) A list of anno-
tations, each encoded as a 32-bit integer. In the worst case, the annotated rep-
resentation only requires one-tenth of a percent of the original markup amount
(including tag names, and XML syntax data). In the best case, a very-regular
(a complete tree) document, lineitem.xml, only requires one one-thousandth of
a percent of the original markup amount. In either situation, both of these sit-
uations offer a very faithful representation of the XML data. This justifies the
claim that the annotated tree is an incredibly lightweight index of the XML.
Figure 13 plots the compression ratio of the size of the annotated tree, with
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character contents, over the compression ratio of the XML documents shown
in Table1. The first noticeable feature of Fig. 13 is the fact that paq8pxd and
PPMonster compress the data much better as vanilla compressors than with
the annotated transform for the smaller XML files. Since the files are so small,
these compressors can often build a model of the entire document, allowing those
compressors to compress each tag-name, and the XML markup, quite compactly.
The next general trend is that the more markup-dense XML documents com-
press much better than the content dense XML documents, whereas the more
content-dense XML documents only receive slight improvements for the larger
XML documents. With respect to enlatest and enwikibooks, the majority of
text is free-formed English, e.g., each <text> tag contains a substantial amount
of text data (all of the content you would see on a Wikipedia page). If some
nodes text data were of significant size, only the compressors that incorporate a
very large scope of the data would be able to exploit the tag-to-tag redundancy
(mutual information), otherwise, it would only be able to exploit the redundancy
local to that tag, and the data at the boundary of two tags. From this, we can
infer that the scope of compression is a necessary and sufficient factor in the
performance of compression (i.e., because a larger scope allows better compres-
sion of the XML syntax and the semantic/temporal relations among subtrees).
Another factor may be attributed to the fact that the lower bound of lossless
compression for these documents is “close” to the obtained compression ratios.

5 Conclusions and Future Work

This paper showed that annotated trees form a faithful representation of the trees,
and so the XSAQCT compression process is lossless. Besides the formal and algo-
rithmic approaches, experiments showed that the annotated tree compressibility,
without using any backend compressors is high, on average approximately 0.4.
Finally, results of testing of compression of entire XML document with single
instances of vanilla compressors, compression of annotated tree over markup den-
sity, and compression of annotated transform over compression of XML data were
provided, showing the usefulness of the annotated tree approach.

Simple queries, such as finding all children of a given node can be efficiently
evaluated using the annotated trees. Our future work will extend queries to the
subset of XPath expressions known as the core XPath as defined in [20], as well
as more sophisticated navigational queries, e.g. asking for the j-th level-ancestor
of u.
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Abstract. Due to its flexibility and extensive tool support, XML is an
obvious choice for a generic data exchange format. However, the verbosity
and processing overhead of textual XML impedes its use in resource-
restricted embedded networks. These disadvantages have been addressed
by the introduction of binary representations of the XML Infoset such
as W3C’s Efficient XML Interchange (EXI) format. EXI can be used to
significantly reduce message size and processing overhead for XML-based
messaging. In this paper, we show how to leverage EXI for filter-enabled
binary XML dissemination in embedded networks. The approach further
reduces resource consumption by sharing common data and processing
results among a set of multiple queries. Thus, through the suitable place-
ment of pre- and post-filters on binary XML data, bandwidth on network
connections and computational resources on nodes can be saved. Conse-
quently, more data can be processed with a certain amount of available
resources within an embedded network.

Keywords: Binary XML - EXI - Embedded networks - XPath - Filtering

1 Introduction

Efficient data dissemination is an important task in distributed systems where
data needs to be transferred from data sources to data sinks located at dif-
ferent places within the system. Sharing common data and processing results
among multiple data sinks helps to save network bandwidth and computational
resources. While such approaches reduce resource usage in any distributed sys-
tem, their usage is crucial in embedded networks (fundamental in, e.g., build-
ing or industrial automation, automotive industry, and smart grid) due to the
strictly limited resources such as from microcontrollers. Using binary XML tech-
niques such as W3C’s Efficient XML Interchange (EXI) format [21] enables the
dissemination of otherwise resource-intensive XML data in embedded networks.
Additionally, using filter-enabled binary XML dissemination helps to further
reduce resource demands.

A filter-enabled subscription mechanism in embedded networks reduces net-
work traffic and unnecessary message processing at the client nodes. It opti-
mizes data interaction between the service provider (data source) and the service

© Springer International Publishing Switzerland 2015
V. Monfort and K.-H. Krempels (Eds.): WEBIST 2014, LNBIP 226, pp. 79-95, 2015.
DOI: 10.1007/978-3-319-27030-2_6



80 S. Kébisch and R. Kuntschke

Proce: 0

Class: 3|
Proce: 1 1

Fig. 1. Example embedded network with a service provider (node 1) and three clients
(nodes 3, 4, and 7).

requester/client (data sink) in terms of data novelty and supports an efficient
execution of applications in embedded networks at runtime. Consequently, more
data can be processed with a certain amount of available resources within an
embedded network.

An immediate evaluation at the node of service data origin prevents the
dissemination of data that is outside of the scope of the corresponding service
requesters. In the context of constrained embedded networks, however, a desired
early evaluation at the node of service data origin sometimes cannot be real-
ized. Two aspects support this observation: First of all, the available resources,
especially when it comes to memory, are often not sufficient for installing an
additional filter application. Secondly, vendors of embedded nodes do not offer
the possibility of installing such filter applications.

In this paper, we introduce an approach for organizing filter-based service
data dissemination in constrained embedded networks that takes into account
resources such as device classes, device processing performance, and connection
quality between nodes. The goal is to share relevant service data using binary
XML whenever possible by using filters and sub-filters, respectively. This reduces
both network traffic and computational load on nodes. Basically, this approach
leads to content-based routing at the application level based on binary XML
content.

1.1 Problem Statement

Consider Fig. 1 as an example embedded network that shows a simple distributed
system with eight nodes and corresponding network connections. Nodes are cate-
gorized here into three classes (1 to 3) indicating their capabilities. The lower the
class number, the more powerful the device. Class 1, e.g., corresponds to a con-
sumer PC, class 2 corresponds to a hardware system with a resource complexity
found in home network routers, and class 3 corresponds to constrained embed-
ded hardware such as a microcontroller (e.g., ARM Cortex-M3! with 24 MHz,

! http://www.arm.com/products/processors/cortex-m /cortex-m3.php.
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Fig. 2. (a) Naive approach for data dissemination (b) Desired pre-/post-filter approach
for data dissemination purposes.

256 kB RAM, and 16 kB ROM). The boolean proce value indicates whether there
are computational resources available at the corresponding node. A value of 0
indicates that there are no resources left for installing a potential application,
while a value of 1 indicates available resources. Resources in this context may
comprise memory as well as processing power. The numbers at the network con-
nections indicate the available connection quality. Values closer to 1 indicate
superior connection quality. In contrast, values closer to 0 indicate poor con-
nection quality. Connection quality may be impacted by the technology of the
underlying physical communication link, e.g., low-power wireless communication
(e.g., IEEE 802.15.4 [15]) vs. Ethernet, as well as by the current system state as
indicated, e.g., by the current package loss ratio, delay, and available bandwidth
of the communication link. Increasing network traffic on a communication link
lowers the connection quality since, e.g., increasing traffic reduces the available
bandwidth.

Now, let us assume a simple data dissemination scenario. In Fig. 2(a), node
1 is the data source, sending XML-based data including a value information in
EXT format, and nodes 3, 4, and 7 are the data sinks that are interested in the
value information. The data sink at node 3 is only interested in data elements
containing the value 27.0, node 4 is interested in data elements containing val-
ues less than 21.0, and node 7 is interested in data elements containing values
greater than 20.5. Since node 1 does not have the opportunity to set up a filter
mechanism (proce is equal to 0) to test client’s relevance of a new data message,
this node always sends an individual copy of the entire data message to each
data sink and the nodes constituting the data sinks process the data accordingly
(see Fig.2(a)). However, this leads to relatively high bandwidth usage on the
affected network connections and requires considerable computational resources
at the data sink nodes, even if this message is not relevant anyway. To illustrate
the impact of this naive dissemination approach in terms of connection quality,
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in Fig.2(a) in each involved dissemination link the connection quality value is
decremented by the value %0.

Now consider Fig.2(b), showing our pre-/post-filter approach for the same
distributed network. All produced data is sent out by the data source only once.
A prefilter (Gr) at node 5 filters the data of relevance for nodes 3 and 8.
A message for node 3 is only forwarded when the wvalue in the data message
is equal to 27.0. Node 8 receives only a message from node 5 when a wvalue
information is present in the message. A post-filter (G'x) at node 8 is applied to
evaluate the relevance for nodes 4 and 7. Consequently, node 8 forwards only the
messages to node 4 when the value is smaller than 21.0. Node 7 only receives a
message when the value is greater than 20.5.

Thus, compared to the naive approach, the requested data is transmitted to
each data sink using less network bandwidth and less processing power overall
in the system, since processing results can be shared among multiple data sinks.
Also, we are able to distribute the computational load across capable nodes
within the distributed system. We accept this approach even if the resources of
a small number of node devices may be claimed by the filter placement. This is
seen by the processablity of node 8 that is set to 0.

Such kind of mechanism can be adopted to improve the engineering process
of, e.g., industry or building automation systems that consist of a multitude of
diverse embedded devices with different kinds of resource capabilities. Sugges-
tions can be made how to optimize the network traffic as well as the computa-
tional load of individual embedded devices.

1.2 Paper’s Contributions and Outline
This paper presents the following contributions:

— We shortly introduce a previously developed filter mechanism based on W3C’s
EXTI format (Sect.2). This mechanism constitutes the basis for our further
work on filter-enabled binary XML dissemination in embedded networks.

— In Sect.3, we present our new approach for efficient filter-enabled binary
XML data dissemination in embedded networks. The approach helps to reduce
bandwidth usage on network connections and computational load on nodes,
thus allowing larger amounts of data to be transferred and processed with a
certain amount of available resources.

— Finally, we present evaluation results showing the effectiveness of our approach
(Sect. 4).

2 EXI Filter Mechanism

In this section we give a short introduction about the EXI format and the basic
idea, how an EXI grammar can be transformed to a filter grammar for evaluating
XPath expressions.
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Fig. 3. (a) EXI grammar G (excerpt) for encoding and decoding purposes (b) Filter
Grammar Gr with Gr C G based on the queries Q1, Q2, Q3, and Q4 for evaluation
purposes.

2.1 The W3C EXI Format

W3C, the inventor and standardizer of XML, faced the drawbacks of plain-
text XML and created a working group called XML Binary Characterization
(XBC) [11] to analyze the condition of a binary XML format that should also
harmonize with the standardized plain-text XML format as well as with the
XML Infoset. The outcome was the start of the W3C Efficient XML Interchange
(EXTI) format, which gained recommendation status at the beginning of 2011 [21].

Mainly, EXI is a grammar driven approach that is applied to bring XML-
based data into a binary form and vice versa. Such a grammar is constructed
based on a given XML Schema where each defined complex type is represented as
a deterministic finite automaton (DFA). Figure 3(a) shows an excerpt of a sample
EXI grammar (set of automaton) G that can be used for encoding and decoding.
This grammar reflects an XML Schema including the SOAP framework [12] with
a status information within the Header part and request/response patterns of
temperature and humidity information within the Body part. Please note that
the Root grammar is a predefined grammar that occurs in each EXI grammar
representation of arbitrary XML Schemas. It contains all entry points of all root
elements in a given schema. Here, we only highlight in our context the relevant
root Envelope of the SOAP message framework. In general, each DFA contains
one start state and one end state, which reflect the beginning and the end, respec-
tively, of a complex type declaration. Transitions to the next state represent the
sequential order of element and /or attribute declarations within a complex type.
Optional definitions (e.g., choice, minOccurs = 0, etc.) are reflected by multiple
transitions and assigned an event code (EV). E.g., the SOAP Envelope message
framework embeds an optional Header and a mandatory Body element [12].
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The equivalent EXI grammar representation, as can be seen in Fig. 3(a) (Enve-
lope Grammar), provides two transitions from the start state: one to the Header
state and one to the Body state. For signalization, a one bit event code is used
and assigned to the transition (EV(1) for the Header; EV(0) for the Body).
Generally, the number of bits used for m transitions is determined by [logam/].
EV(-) on transitions indicates, no event code is required.

An example XML message snipped such as

< Envelope >< Header ><status > OK < /status>...

would be transformed to a
0001 ‘OK"...

EXI (bit-)stream based on the EXI grammar shown in Fig.3(a). This already
shows, how compact EXI can be. In addition, EXI is a type aware encoder that
provides efficient coding mechanisms for the most common data types (int, float,
enumerations, etc.). There are use cases in which the EXT representation is said
to be over 100 times smaller than XML [5]. Based on the high compression
ratio and the opportunity to obtain the data content directly from the EXI
stream, XML-based messaging is also feasible in the embedded domain, even if
constrained devices are used [17].

2.2 EXI Filtering

EXI grammars build the bases for writing and reading binary XML data. Pre-
vious work [16] shows the functionality to create an efficient filter mechanism
for binary XML data based on a number of service requesters by providing
XPath expressions that address the desired service data occurrences and/or data
value conditions. Two approaches which are feasible to constrained devices such
as microcontrollers were presented: BasicEXIFiltering and Optimized EXIFil-
tering. The BasicEXIFiltering operates on top of an EXI grammar and evalu-
ates normalized XPath queries by means of binary XML. Optimized EXIFiltering
presents a more sophisticated approach; it maps all XPath expressions within an
EXI grammar and removes all states and transitions which are not required for
message evaluation. The outcome is a filter grammar denoted as G g. Figure 3(b)
shows such a constructed filter grammar G r based on the queries

Q1 = //Humidity

Q2 = //status[text() =" OK']

Qs = //Temperature/value[text() < 21.0]
Q4 = //Temperature/value[text() > 20.5]

applied on the data model represented by the EXI grammar G in Fig. 3(a).
Applying the previously created EXI stream

0001‘OK"...

to the filter grammar Gz we would, at least, successfully find a match for the
XPath expression Q2. This is due to the remaining states and transitions in Gg
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that lead via the Envelope state (reading the bits 000 from the stream) and
the Header state (reading the bit 1 from the stream) to the Header status state
which is dedicated as a predicate state (PS) and as an accepting state (AS).
A predicate state results to a predicate evaluation. Here, we have to evaluate
whether the message contains the status value ‘OK’ which is also the case in
our example. An accepting state represents a query match of a particular query
(here @2). This is only true, if all aforegoing relevant predicate states resulted
in a positive predicate evaluation.

The next section explains how such filter grammars can be used to realize an
efficient binary XML data dissemination mechanism in constrained embedded
networks.

3 Dissemination Algorithm

This section presents our filter-enabled binary XML dissemination algorithm.
First of all, we introduce our cost model and formalize the optimization prob-
lem (Sect.3.1). Next, the dedicated algorithm is presented (Sect.3.2). Finally,
an example is considered for better clarification of how our algorithm works
(Sect. 3.3).

3.1 Cost Model

Before we formalize our cost model we will formally define an embedded network
in our context as described in Sect. 1.1 by Ny, = (V, E, ¢, w,p). V describes the
set of vertexes/nodes. Set E describes the set of edges/connections between two
nodes. Function ¢ with ¢ : V' — Ny associates the device class of a device node.
The weight function w with w : E — Ry ;) describes the connection quality
between two device nodes and p with p : V' — {0,1} the processing capability
of a node.

A newly installed application, including a service provider node (v,) and
service subscriber clients (C' = {v.,,..., v, }), in an embedded network Ne,;
would typically lead to additional network traffic and processing costs. To keep
this overhead as small as possible, we filter the data of relevance and share
this data as long as possible on a determined dissemination path that avoids
constrained device class nodes and uses connections with relatively good quality.
Consequently, we have two metrics which have to be considered: device class with
the processability (¢ and p) and connection quality (w). Putting this together, we
define our cost function f for a given NI, = (VT ET ¢, w,p) with NI . C Npp
that only contains the nodes and transitions (spans a tree) from v to all nodes
in C' that is used for the data dissemination:

FINE) = Y (e(v:) + 1= p(v;))
v, eVT
1
+ (1 — Ot) . Sl w(vi, vj)'
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The first summand formalizes the device class with the processing capability
of a device node. A hop-noise value 1 is added to enable an influential decision
when we also have only one class occurrences (¢ = 1) and each has processing
capability (p = 1) in the network. The second summand represents the reciprocal
connection quality. The @ € [0,1] is a weight factor that enables us to set up
a more dominant part in the cost function: the device class (o > 0.5 ) or the
connection quality (o < 0.5).

Using f we are able to formalize our optimization problem to find a subgraph

N eTmb of Nemp for a filter-enabled service data dissemination:

Minimize frp (2)

subject to

Z pT(vi) > 1.

v, VT

The inequality constraint specifies the occurrence of at least one node process-
ing capability within N eTmb that can be used to set up a pre-filter.

Unfortunately, for any constellation in Ng,,; we are not able to find an opti-
mized solution in polynomial time. In the next section we are going to present an
heuristic approach based on greedy algorithms that approximates an optimized

N eTmb for a filter-enabled service data dissemination.

3.2 Algorithm

We are now going to describe our filter-enabled service data dissemination
algorithm, the Filter EnabledDissemination algorithm (see Algorithm 1), for
installing a new application with a service provider and a number of service
requesters, which takes into account the current resources of the embedded net-
work.

Algorithm 1. Filter Enabled Dissemination.

Require: Nepp» = (V, E, c,w,p), a service provider vs, set of service requesters C' =
{Vey s .oy Ve, }, set of queries @ related to client’s conditions, data model represented
as XML schema XSD.

Ensure: Tree network N2, with a set F of dedicated selected nodes with its filter

grammars (pre- and post-filters).

Gr «— FilterGrammar(G, Q);

Vpre < ClosestPreFilter Node(Nemp, vs, C, Gr);

NI, — DisseminationTree(Nemp, Vpre, C);

F « PostFilter Placement(NZ, ., Q, Vpre, GF);

extendTreeByPreRoute(VT , ET,V, E, vpre);

return {NZ , F}
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As input, the algorithm takes an embedded network Ne,,s, a dedicated service
provider node vy, a set of service requesters (the clients) C' and their correspond-
ing queries @), and the underlying data model of the service provider described
in an XML schema X SD. Its outcome is a subnetwork Ng;nb of Nepmp that rep-
resents the dissemination tree/path from v, to all clients in C' and a set F' that
consists of the selected nodes with pre- and post-filter properties. Essentially,

the processing steps of the algorithm can be divided into three parts:

1. After determining the filter grammar Gr (see Sect.2.2) using the algorithm
FilterGrammar in line 1, a suitable pre-filter node is searched. Doing this,
the ClosestPreFilter Node algorithm (line 2) is called. This algorithm deter-
mines one processing node vy, that is able to run the filter grammar G as
well as that results in overall positive data dissemination. More precisely, we
are not only considering the quality of the path to a processable node v
in terms of connection and device class, but also the quality from v, to all
service subscribers.

2. Starting with the determined pre-filter node vp,. we discover an optimized
dissemination tree N, eTmb from this vpre. The DisseminationTree algorithm
(line 3) will be called to gather such a tree. Thereby, relevant service data
shall be delivered from vy, to the service subscribers in a resource-optimized
manner. More precisely, the data shall be routed via high quality connec-
tions, avoid very constrained embedded devices, and be shared for as long
as possible if there are multi-client destinations. The latter can be fulfilled
if one or more post-filters can be placed that retain the information of the
final client destination nodes or the next post-filter nodes. Consequently, the
DisseminationTree algorithm finds a dissemination tree from vp.. to all
clients in C' that takes into account the device class and connection quality
metrics as well as the current processing capability of the potential post-filter
placement.

3. Based on NI, suitable nodes are selected for the post-filter functionality
to share service data as long as possible. The PostFilter Placement algo-
rithm (line 5) realizes this and provides the routing information for all filter
grammars.

Before the Filter EnabledDissemination algorithm terminates, we extend N2 ,
by the involved nodes and connection that leads from vs to vy, (line 5).

For better clarification and to get an idea how our algorithm works we will
consider an example in the next subsection applied on the network shown in
Fig. 1.

3.3 Example

We will now consider the embedded network N, = (V, E,c,w,p) which is
shown in Fig.1. Node 1 is a service provider and nodes 3, 4, and 7 are the
service requesters with the following 4 query conditions as presented in Sect. 2.2:
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Fig. 4. Determined tree based on the DisseminationTree procedure from vy (node 5)
to all clients in C (nodes 3, 4, and 7).
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Fig. 5. Post-filter grammar.

Node 3: Q1 and Q>
Node 4: Q3
Node 7: Q4

Figure 3(b) already shows the filter grammar Gp based on this query set
after applying the FilterGrammar procedure. Since the service requester node
does not provide us with the opportunity to set up a filter mechanism for clients’
subscription requests (p(1) = 0), we have to find an alternative node for placing
a pre-filter. In order to do so, we have to identify any nodes with processing
capabilities within the network that have enough resources to run Gp. The
procedure ClosestPreFilterNode in Algorithm 1 will identify these nodes (3, 4, 5,
8) check their resource capabilities. If this results in more than one node, the node
which is closest to the service provider and yields the best cost function value is
selected based on test paths to clients in C' using the Dijkstra algorithm [9] with
our metrics. The outcome would be node 5 that is selected as pre-filter node
(Upre) running Gp.
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The next step involves determining a data dissemination tree that spans vp,¢
and client nodes 3, 4, and 7. In order to do so, we will call the Dissemination-
Tree procedure. This algorithm is based on the concept of the Kou-Markowsky-
Berman (KMB) algorithm [18] which is a well-known heuristic for the Steiner
Tree problem. Based on our metric and cost model, respectively, Fig.4 shows
the outcome of the DisseminationTree procedure.

The last major processing step in our dissemination algorithm involves deter-
mining suitable post-filter nodes to enable a high ratio of shared service data
from service provider to service requesters. Starting with (root) node 5, the
PostFilter Placement procedure will first select all nodes that contain multi
successor branches. Nodes 5 and 8 are candidates. Since node 5 already is a
dedicated pre-filter node, we will not consider it further and instead check node
8 directly for processability of a post-filter grammar. The post-filter grammar is
constructed based on the queries that can be reached from node 8. This is true
for the queries Q3 and Q4. Figure 5 shows the post-filter as based on these queries
that is constructed based on the mechanism presented in Sect. 2.2. Since node 8
is a node with processing capabilities we can successfully install the post-filter
on this node.

Before the PostFilter Placement algorithm is terminated, we are going to
update the network’s defined filters in terms of routing information. Node 5 is set
up with the pre-filter G g that is shown in Fig. 3(b) and will receive all messages
from node 1. In addition, node 5 with G contains the associated information
@1 and Q- related to node 3, Q3 related to node 4, and query @4 related to node
7. Based on the post-filter to be placed on node 8, service data that matches
queries Q3 and @4 shall be forwarded to node 8, which then will send the data
only once. Thus, G is updated with this information. In summary, we obtain
the following routing information:

— G (at node 5): forwards service data to node 3 when queries )1 and/or Q2
match; forwards service data to node 8 when queries Q3 and/or Q4 match.

— G’ (at node 8): forwards service data to node 4 when Q3 matches; forwards
service data to node 7 when Q4 matches

This determined data dissemination tree and the filter placement is also reflected
in Fig. 2(b).

4 Evaluation

So as to organize service data dissemination of each new applied application
and to estimate its influence in terms of traffic and device capacity usage of
real embedded networks we wrote an embedded network simulator. The sim-
ulator provides us with the opportunity to load particular network topologies
and characteristics as well as service provider and the service subscribers with
their queries. Another alternative is to setup randomized embedded networks
by providing different kinds of generation parameters: number of nodes, number
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of different kinds of device classes, and the ratio of device classes and connec-
tion quality. Based on such a network, we are able to set up new applications
by selecting particular nodes, which operate a service with the provided service
description, and the client nodes that subscribe service data with the predefined
conditions on the service data. We can then run our dissemination algorithm for
each newly installed application.

In order to evaluate the effectiveness of the approach presented in this paper,
we randomly generated an embedded network that has a complexity of 50 nodes
with three device classes. This network setup initially features a balanced ratio
of processable and non-processable nodes. Its class ratio consists of 5 times
device classes 1, 10 times device classes 2, and 35 times device classes 3. Initially,
we uniformly distributed the connection quality weighting values with numbers
between 0.8 and 1. We sequentially installed five different kinds of applications.
In general, an application is based on a service provider and different kinds of
service requesters (the clients). The distance (in terms of hop count) and client
distribution to the service provider node is increased with each new installed
application. We start with the first application, which has two clients; subse-
quently, the second has 3 clients, the third has 4 clients, there are 5 clients in
the fourth application, and finally the fifth application has 6 different service
requesters. For each installed application we evaluated the service data dissem-
ination for two variants: Filter-enabled dissemination (abbreviated with FD)
represents our filter-enabled dissemination approach and the separate and direct
dissemination (abbreviated with DD) reflects the direct, non-filtered service
data delivery (comparable with Fig.2(a)).

Figure 6 shows the evaluation results. Figure 6(a) depicts the result for each
application in terms of device class occurrences (Cl1 = Class 1 nodes, C12 =
Class 2 nodes, and Cl3 = Class 3 nodes) in the dissemination path of our app-
roach (FD Optimized) as compared to the simple approach, wherein each service
data is delivered separately (DD Simple). In other words, we count the occur-
rence of the device classes in the determined dissemination path (tree) that
reflects the worst case scenario when a service message is relevant for all service
requesters in the network. As can be seen for all cases, our approach, as pre-
sented in this paper, results in a lower usage of class occurrences as compared
to the simple service data distribution variant. This becomes especially appar-
ent the more complex the application is. Furthermore, the occurrences also show
that our determined dissemination paths always consist of the desirable, rela-
tively small number of constrained nodes (class 3). For instance, in a worst case
distribution scenario for application five, our dissemination approach uses the
device class 1 sixteen times, class 2 ten times, and the most constrained device
class 3 eight times. In total, 34 nodes are involved in the dissemination process.
In contrast, a simple dissemination would lead to a device class ratio of class 1
thirty-five times, class 2 twenty-four times, and class 3 twenty times. In total,
this involves 79 nodes. Consequently, our approach results in a better resource
usage of the nodes in the embedded network since fewer total nodes are involved
in the dissemination tree; the number of constrained nodes (class 3) is kept as
small as possible.
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Fig. 6. Embedded network with |V| = 50: (a) Count of used classes (Cl1, Cl12, CI3) in
the dissemination path and number of used post-filters for each application (Appl, ...,
App5). (b) Number of links of the dissemination path and average value of connection
quality.

Figure 6(b) shows the evaluation result in terms of the number of connection
links used and average connection quality. As can be seen, the number of con-
nections used in a dissemination process is smaller for our approach as compared
to the simple variant. The figure also shows the ratio of the shared connections
of the optimized variant in each application. We determined the number based
on whether each connection between two nodes can reach a pre-filter or a post-
filter node. If so, the number of shared connections is incremented. The presented
numbers show the effectiveness of our approach, since for each application we
determine a dissemination tree that consists of a high ratio of shared connec-
tions. Figure 6(b) also shows the average connection quality for each application
and its dissemination based on both our approach and the simple variant. As
can be observed, the simple dissemination variant loses the average connection
quality faster than our approach. This is explained by the fact that the simple
variant involves a lot more connection links and potentially causes more network
traffic. The more applications that are installed in the network, the greater the
impact on connection quality will be.

Further evaluation results shown in Fig.7 underline our observations: The
figure shows another case with a randomly created embedded network with 100
nodes, four different device classes and double the amount of service requesters
compared to the case shown in Fig. 6. Figure 7(a) shows the almost equal dis-
tribution of device classes in each application even if there is a high ratio of
constrained class 4 devices (60 %). Figure 7(b) shows the connection ratio and
the average connection quality. Due to an increased number of service requesters,
the number of used routes increases in the simple variant. Hence, the average
connection quality has a higher impact than that of our optimized dissemination.

5 Related Work

Finding a suitable pre-filter node outside of the service data origin node and
the position of post-filters in a dissemination tree opens the opportunity to
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Fig. 7. Embedded network with |V| = 100.

share relevant service data with a number of service subscribers. This leads to
a reduction of resources used within embedded networks in terms of network
traffic as well as processing overhead. Similar topics are addressed by and can
be found in Data Stream Management Systems (DSMSs). DSMSs complement
the traditional Database Management Systems (DBMSs). Typically, a DBMS
handles persistent and random accessible data and executes volatile queries.
Meanwhile, in DSMSs persistent (or long-running) queries are executed over
volatile and sequential data. Examples of DSMSs include Aurora [2], Borealis [1],
TelegraphCQ [7], and StreamGlobe [19]. The main focus of such systems is on
the efficient processing of potentially infinite data streams against a set of con-
tinuous queries. In contrast to publish/subscribe systems such as XFilter [3] or
YFilter [8], continuous queries in DSMSs can be far more complex than sim-
ple filter subscriptions. Some research developed new query languages such as
WindowedXQuery (WXQuery) [20] to extend query operations. In the domain
of constrained embedded networks, however, we presume the presence of rela-
tively simple data models and have found that XPath expressions are sufficient
to address data interests and simple constraints by predicates. Other important
work in distributed DSMSs such as StreamGlobe and Borealis revolves around
network-aware stream processing and operator placement. These are issues also
relevant to constrained embedded networks and, similarly, we took them into
account for our approach by positioning the pre-filter and, if possible, the post-
filter mechanism at the embedded nodes.

Most DSMSs, such as TelegraphCQ for example, are based on relational
data. StreamGlobe, however, focuses on plain-text XML data streams as well
as on XML-based query languages such as XQuery [4] or the above mentioned
WXQuery. Consequently, nodes used for distributed data stream processing in
systems such as StreamGlobe and Borealis generally need to be far more powerful
than the microcontrollers for constrained embedded devices that we aim for in
this paper. Our approach for constructing high performance filter mechanisms
based on binary XML techniques enables us to bring DSMS topics to the domain
of constrained embedded networks.
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In our approach, filter nodes such as pre-filter or post-filter nodes decide
how to best forward service messages if there are one or more matches. The
destinations may include service requester nodes and/or other post-filter nodes.
In the literature, this is called content-based routing or application-level routing
since routing depends on the contents of data within a message. In that context,
we can refer to works such as the combined broadcast and content-based (CBCB)
routing scheme [6], the application layer multicast algorithm (ALMA) [10], the
usage of XML Router [22], and view selection for stream processing based on
XML data [14]. Below, we will concentrate on the latter since they also involve
XML-based data content.

The XML Router approach [22] creates an overlay network that is imple-
mented by multiple XML routers. An XML router is a node that receives XML
packets and forwards a subset of these XML packets. The XML packets are for-
warded to other routers or the final client node destinations. Thereby, the output
links represent the XPath queries that describe the portion of the router’s XML
stream that should be sent to the host on that connection link. XML routers are
comparable to our pre- and post-filter concept. However, additional strategies,
such as reassembling a data packet stream from diverse senders provided by the
diversity control protocol (DCP) or the usage of plain-text XML and XPath
interpreters are not feasible in a resource constrained embedded environment.

The view selection for stream processing method is an interesting approach
followed in [13,14]. The main concept includes selecting a set of XPath expres-
sions which are called views. The service data producers evaluate the views and
add the result to the data package in the form of a header. The advantage is that
servers which keep a local set of queries can evaluate their workload by inspect-
ing only the values in the header and do not need to parse the XML document.
This leads to a speed-up of routing decisions. However, this is only true for cases
in which the evaluation in the header is positive. Otherwise, the complete (plain-
text) XML document needs to be parsed and the query needs to be evaluated in
a conventional way. Again, this is an obstacle in the constrained embedded envi-
ronment. In addition, one of our goals is to achieve seamless protocol usage and
to work with standardized message representations to support interoperability
in a heterogeneous network environment. Adding a header to a message would
break this principle and necessitate an adjustment of communication protocols.

6 Conclusions and Future Work

In this paper, we presented an approach to realize efficient filter-enabled service
data dissemination in constrained embedded networks based on XPath expres-
sions given by different subscribers/clients. Finding a suitable pre-filter node in
an embedded network leads to an early evaluation of relevant service messages.
By using post-filters in a determined dissemination tree, we are able to avoid
redundant transmissions and share the service data, especially if there is a multi-
query match of different kinds of service requesters. The effectiveness in terms of
device class occurrences, connection quality, and number of shared connections
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was demonstrated in a simulated environment based on our embedded network
simulator.

Topics for future work include the dynamic update of client queries and their

impact on the dissemination path as well as on the placed pre- and post filter
grammar.
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Abstract. This paper focuses on Web services matchmaking. It dis-
tinguishes three types of matching: functional attribute-level, functional
service-level, and non-functional. In this paper, a series of parameter-
ized and highly customizable algorithms are advertised for the different
types of matching. A prototype has been developed and used to test the
functional attribute-based conjunctive matching using the SME2 envi-
ronment and the OWLS-TC4 datasets. Results show that the algorithms
behave globally well in comparison to similar existing ones.

Keywords: Web service * Service composition -+ Matchmaking - Quality
of service - Similarity measure

1 Introduction

An important issue within web service composition is related to the selection of the
most appropriate one among the different candidate web services. In this paper, we
propose a semantic matchmaking framework for web service composition. Three
types of matching are distinguished in this paper: functional attribute-level, func-
tional service-level, and non-functional. In [1] we discussed functional attribute-
level and functional service-level matching. This paper enhances our proposal in
[1] by adding generic functional attribute-level and non-functional matching. We
also briefly describe the developed prototype and compares the attribute-based
conjunctive matching to the ones included in the iISEM and SPARQLent frame-
works. We used the Semantic Matchmaker Evaluation Environment (SME2) [2]
and the OWLS-TC4 datasets to evaluate the performances of the algorithms in
respect to several parameters. Results show that our algorithms behaves globally
well in comparison to iISEM and SPARQLent.

The paper is structured as follows. Section 2 sets the background. Sections 3,
4 and 5 present different matching algorithms. Section 6 presents performance
analysis. Section 7 discusses related work. Section 8 concludes the paper.

2 Background

2.1 Basic Definitions

The following are some basic definitions of a service and other service-specific
concepts. Several definitions are due to [3].
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Definition 1. A service S is defined as a collection of attributes that describe
the service. Let S.A denotes the set of attributes of service S and S.A; denotes
each member of this set. Let S.N denotes the cardinality of this set.

Definition 2. The capability of a service S.C, is a subset of service attributes
(S.C C S.A), and includes only functional ones that directly relate to its working.

Definition 3. The quality of a service S.Q, is a subset of service attributes
(5.Q C S.A), and includes all attributes that relate to its QoS.

Definition 4. The property of a service, S.P, is a subset of service attributes
(S.P C S.A), and includes all attributes other than those included in service
capability or service quality.

2.2 Service Matching Types and Process

The input for a Web service composition is a set of specifications describing
the capabilities of the desired service. These specifications can be decomposed
into two groups [1,4]: (i) functional requirements that deal with the desired
functionality of the composite service, and (ii) non-functional requirements that
relate to the issues like cost, performance and availability. These specifications
need to be expressed in an appropriate language. In this paper, we adopt an
extended version of Ontology Web Language (OWL) [5] for expressing functional
requirements and the Quality of Service (QoS) for non-functional requirements.

In [1], we distinguished three types of service matching: (i) functional
attribute-level matching that implies capability and property attributes and
consider each matching attribute independently of the others; (ii) functional
service-level matching that considers capability and property attributes but the
matching operation implies attributes both independently and jointly; and (iii)
non-functional matching which focuses on the attributes related to the QoS.

The functional matching takes as input all candidate Web services and pro-
duces a set of Web services that meet the user functional matching criteria.
Hence, service types that fail to meet the user functional requirements are auto-
matically eliminated. The non-functional matching takes as input a set of Web
service instances that meet the functional requirements and classify them into
different predefined and ordered quality of service classes.

2.3 Similarity Measure

A semantic match between two entities frequently involves a similarity measure
that quantifies the semantic distance between the two entities participating in
the match. As in [3], a similarity measure is defined as follows.

Definition 5. The similarity measure, i, of two service attributes is a mapping
that measures the semantic distance between the conceptual annotations associ-
ated with the service attributes. Mathematically,
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u: Ax A— {FEzact, Plug-in, Subsumption, Container, Part-of, Fail}
where A is the set of all possible attributes.
The mapping between two conceptual annotations is called:

— Exact map: if the two conceptual annotations are syntactically identical,

— Plug-in map: if the first conceptual annotation is specialized by the second,
— Subsumption map: if the first conceptual annotation specializes the second,
— Container map: if the first conceptual annotation contains the second,

— Part-of map: if the first conceptual annotation is a part of the second, and
— Fail map: if none of the previous cases applies.

A preferential total order is established on the above mentioned similarity
maps.

Definition 6. Preference amongst similarity measures is governed by the fol-
lowing strict total order:

Exact = Plug-in > Subsumption > Container = Part-of >~ Fuil
where a > b means that a is preferred over b.

To compute the similarity degrees, we implemented the idea proposed by [6]
which starts by constructing a bipartite graph where the vertices in the left side
correspond to the concepts associated with advertised services, while those in
the right side correspond to the concepts associated with the requested service.
The edges correspond to the semantic relationships between concepts. Then,
the authors in [6] assign a weight to each edge and then apply the Hungarian
algorithm [7] to identify the complete matching that minimizes the maximum
weight in the graph. The final returned degree is the one corresponding to the
maximum weight in the graph.

3 Functional Attribute-Level Matching

Functional matching is the process of discovering a service advertisement that
sufficiently satisfies a service request [3]. It is based on the concept of sufficiency,
which itself is based on the similarity measure defined in the previous section.

3.1 Conjunctive/Disjunctive Matching

Let ST be the service that is requested, and S4 be the service that is advertised.
A first customization of functional matching is to allow the user to specify a
desired similarity measure for each attribute. A sufficient match exists between
ST and S4 in respect to a given attribute if there exists an identical attribute
of S4 and the values of the attributes satisfy the desired similarity measure.
A second customization of the matching process is to allow the user specifying
which attributes should be utilized during the matching process, and the order
in which the attributes must be considered for comparison. In order to support
both customizations, we use the concept of Criteria Table, introduced by [3],
that serves as a parameter to the matching process.
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Definition 7. A Criteria Table, C, is a relation consisting of two attributes,
C.A and C.M. C.A describes the service attribute to be compared, and C.M
gives the least preferred similarity measure for that attribute. Let C.A; and C.M;
denote the service attribute value and the desired measure in the ith tuple of the
relation. C.N denotes the total number of tuples in C.

Ezxample 1. Table1 shows a Criteria Table example.

Table 1. An example Criteria Table.

C.A C.M
input Exact
output Exact
service category | Subsumes

A sufficient functional attribute-level conjunctive match between services is
defined as follows.

Definition 8. Let ST be the service that is requested, and S* be the service
that is advertised. Let C be a criteria table. A sufficient conjunctive match exists
between ST and SA if for every attribute in C.A there exists an identical attribute
of ST and S4 and the values of the attributes satisfy the desired similarity mea-
sure as specified in C.M. Formally,

Vi3 0 (C.A; = SE.A; = 84 A,) A (SE.A;, 84 Ay) = C.M; (1)
= SuffFuncConjMatch(S®,84) 1<i< C.N.

The algorithm for functional attribute-level conjunctive matching is provided
in [1]. A less restrictive definition of sufficiency consists in using a disjunctive
rule on the individual matching measures.

Definition 9. Let ST be the service that is requested, and S* be the service
that is advertised. Let C' be a criteria table. A sufficient disjunctive match exists
between ST and S if for at least one attribute in C.A it exists an identical
attribute of ST and S and the values of the attributes satisfy the desired simi-
larity measure as specified in C.M. Formally,

i k(C.A; =SB A; =S4 AL) A p(SE.A;, SAAL) = C.M; @)
= SuffFuncDisiMatch(S®, S4).

The algorithm for functional attribute-level disjunctive matching is given in [1].

3.2 Generic Matching

In this section we extend the algorithms proposed in [1] to generic binary con-
nectors by allowing the user to specify the conditional relationships between the
capability and property attributes. First, we need to introduce the concept of
sufficient single attribute match.
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Definition 10. Let ST be the service that is requested, and S* be the service
that is advertised. Let C be a criteria table. A sufficient match exists between ST
and S4 in respect to attribute ST.A; if there exists an identical attribute of S*
and the values of the attributes satisfy the desired similarity measure as specified
in C.M;. Formally,

3 k(C.A; = SBA; = 84 AL) A u(ST.Ay, 84 Ay) = C. M) 3)
= SuffSingleAttrMatch(SE, 84, A;).

The single attribute matching is formalized in Algorithm 1 that follows
directly from Sentence (3).

Algorithm 1. SuffSingleAttrMatching.

Input : S, // Requested service.

S4, // Advertised service.

C, // Criteria Table.

i, // Service attribute index.
Output: Boolean// success/fail.
while (j < SE.N) do

if (SR.4; = C.A;) then
L Append SR.Aj to rAttrSet;
L Assign j «— j+ 1; ;
while (k < S4.N) do
if (S4.A, = C.A;) then
L Append S4. A to aAttrSet;
| Assignk«— k+1;

if (u(rAtirSet[i], aAttrSet[d]) = C.M;) then
L return success;

return fail;

Let now define the sufficient functional generic match.

Definition 11. Let ST be the service that is requested, and S be the service
that is advertised. Let C' be the criteria table. Let T be a complex logical clause
where operands are the attributes related by logical operators (e.g. or, and, not).
A sufficient functional generic match between ST and S holds if and only the
logical clause T holds. Formally,

Parse(T) A Evaluate(T) ()
= SuffAttrGenericMatch(S®, S*).

where Parse and Evaluate are functions devoted respectively to parse and eval-
uate the logical expression T'.

The functional generic match is formalized in Algorithm 2, which follows
directly from Sentence (4).

Ezample 2. An example of a logical expression is “T" = As or (4s and Aj)”.
In this example, the matching holds when either (i) the matching in respect
to attribute As holds, or (ii) the matching in respect to attribute As and the
matching in respect to attribute As hold jointly.
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Algorithm 2. SuffAttrGenericMatch.

Input : S%, // Requested service.
S4, // Advertised service.
C, // Criteria table.
T, // Logical expression.

Output: Boolean// success/fail.

if (NOT(Parse(T))) then

L return fail;

T «— T,

7 — 0;

for (each A; €T') do

if (A; ¢ Z) then

t «— false;
t «—— SuffSingleAttrMatch(SE, S4, A;);
replace all A; € T by the value of t;
Z— ZU{A}

if (Evaluate(T)) then
| return success;

return fail;

3.3 Computational Complexity

Let first focalize on the complexity of Algorithm 1. The complexity of the two
while loops in Algorithm 1 is equal to O(S®.N) 4+ O(S4.N). Since we generally
have SA.N > ST N, hence the complexity of the two while loops is equal to
O(S4.N). Then, the worst case complexity of Algorithm 1 is O(S4.N)+a where
« is the complexity of computing p. The value of a depends on the approach
used to infer p. As underlined in [3], inferring p by ontological parse of pieces
of information into facts and then utilizing commercial rule-based engines which
use the fast Rete [8] pattern-matching algorithm leads to a« = O(|R||F||P|)
where |R| is the number of rules, |F| is the number of facts, and |P| is the
average number of patterns in each rule. In this case, the worst case complexity
of Algorithm 1 is O(SA.N) + O(|R||F||P|). Furthermore, we observe, as in [3],
that the process of computing p is the most “expensive” step of the algorithm.
Hence, the complexity of Algorithm 1 is O(SA.N)4+O(|R||F||P|) < O(|R||F||P]).

The complexity of Algorithm 2 depends on the complexity of functions Parse
and Evaluate. The complexity of these functions depends on the data structure
used to represent the logical expression T' (graph, truth tables, etc.). Clearly
the complexity of Evaluate function is largely greater than the complexity of
Parse function. Hence, the complexity of Algorithm 2 is O(|R||F||P]) + O(v)
where O(v) is the complexity of Evaluate function.

4 Functional Service-Level Matching

The functional service-level matching allows the client to use two types of desired
similarity: (i) desired similarity values associated with each attribute in the
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criteria table, and (ii) a global desired similarity that applies to the service
as a whole. The service-level similarity measure quantifies the semantic distance
between the requested service and the advertised service entities participating in
the match by taking into account both attribute-level and service-level desired
similarity measures.

Definition 12. Let ST be the service that is requested, and S be the service
that is advertised. Let C be a criteria table. Let 3 be the service-level desired
similarity measure. A sufficient service-level match exists between ST and S4 if
(i) for every attribute in C.A there exists an identical attribute of S and S# and
the values of the attributes satisfy the desired similarity measure as specified in
C.M, and (i) the value of overall similarity measure satisfies the desired overall
similarity measure 3. Mathematically,

Vi (SuffSingleAttrMatch(S? S4 A4;)) 1<i<C.N]A

[Eljlv"' s Jis S JN (C(Sl,j17"‘ LN TR 78N,]'N)t5)} (5)
= Suﬂ'FuncServiceLevelMatch(SR7 sS4,

where ¢ is an aggregation rule; and for i =1,--- N and j; € {j1, -+ ,jN}*
sig. = p(ST.A;, SAA;).

The parameter S may be any of the maps given in Sect. 2.3. The functional
service-level matching algorithm is given in [1]. The aggregation rule ¢ used in
the definition above is a tool to combine the similarity measures into a single
similarly measure. In [1], we defined ¢ as follows:

¢:Fy x -+ x Fy — {Exact, Plug-in, Subsumption, Container, Part-of, Fail}

where Fj={Exact, Plug-in, Subsumption, Container, Part-of, Fail} (j =
1,--+,N); and N is the number of attributes included in the criteria table.

The similarity maps and the corresponding strict total order given in Sect. 2.3
still apply here. Since the similarity measures are defined on an ordinal scale,
there are only a few possible aggregation rules that can be used to combine the
similarity measures [1]: Minimum, Maximum, Median, Floor and Ceil. The Floor
and Ceil rules apply only when there is an even number of similarity measures
(which leads to two median values).

5 QoS-Oriented Classification

The QoS-oriented matching concerns QoS attributes only and applies to service
instances that verify functional requirements. The objective of QoS matching
is to assign to each instance an overall QoS level. Instead of sorting services
from best to worst, we propose to categorize them into an ordered set of QoS
classes Cl = {Cly,---,Cl,}, such that the higher the class, the higher the QoS
level. The computing of overall QoS level for each instance requires the use of
a multicriteria aggregation rule. In this paper, we will use the simple majority
with veto support rule.
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5.1 Classification Algorithm
Let first introduce some new concepts.

Definition 13. A QoS Attribute Table, Q, is a relation consisting of three
attributes, Q.A, Q. T and Q.S. Q.A describes the service attribute to be com-
pared, Q.T gives the attribute type and Q.S specifies the scale type. Two types
of attributes are distinguished: gain and cost. The gain attributes are those to
be maximized while cost attributes are those to be minimized. The scale may be
nominal, ordinal, cardinal or ratio. Let Q.A;, Q.T; and Q.S; denote the ser-
vice attribute value, the attribute type and the scale type of the ith tuple of the
relation. Let QQ.N be the total number of tuples in Q.

Example 3. Table 2 shows a QoS Attribute Table example. It specifies the para-
meters of four QoS attributes: response time (A;), availability (As), security
(A3) and cost (Ay).

Table 2. An example QoS Attribute Table.

Q.A QT Q.S

A;: Response time | cost | Cardinal

As: Availability gain | Cardinal

As: Security gain | Ordinal
Ay: Cost cost | Cardinal

Definition 14. A Boundary Matrixz, B, consisting of a pairwise matriz com-
posed of p—1 columns By, --,Bp_1 and N rows corresponding to the number of
QoS attributes.

Example 4. An example of Boundary Matrix is given in Table3. It specifies
three boundaries in respect to the QoS given in Table2. Table3 defines four
QoS classes.

Table 3. An example Boundary Matrix.

Q.A; B1 | B2 |Bs
Response time | 11 | 9.25| 8
Availability 0.2]10.3 |0.51
Security 2 |3 4
Cost 4 |35 |3

The attribute type and scale parameters should be used to control input
data, especially the definition of boundaries.
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Definition 15. A Weight Table, W, is a relation consisting of two attributes,
W.A and W.V. W.A describes the service attribute and W.V specifies the weight
of this attribute. Let W.A; and W.V; denote the service attribute and the attribute
weight value in the ith tuple of relation W. The weights values must sum to 1.

Example 5. An example of Weight Table is given in Table4.

Table 4. An example Weight Table.

W.A w.v
Response time | 0.325
Availability 0.325
Security 0.175
Cost 0.175

Definition 16. Let h € {1,--- ,p}. The concordance power for the outranking
of advertised service S over boundary By, is computed as follows:

(Sh By = >, WV, (6)

i€L1(S4,h)

where: Li(S4,By) = {i : S4.A; = Bp.A; AN Q.T; = ‘gain’} U {i : SA4.A; <
Bp.A; NQ.T; = ‘cost’y U {i: SA.A; = B Ay AQ.S; = ‘nominal’}.

Ezxample 6. Let consider the service instances given in Table5. Based on the
definition above we obtain Li(ss,B1) = {1,3,2,4}, Li(ss,B2) = {2,3,4}
and L;(ss, B3) = {4}. This leads to: &(ss,B1) = 1, &(ss, B2) = 0.675 and
@(Sg,Bg) = 0.175.

Definition 17. Let h € {1,--- ,p}. The discordance power for the outranking
of advertised service S over boundary By, is computed as follows:

k=N
w(S*, By) = [[ 2Ze(S* Ax, Br-A), (7)
k=1

where:

Zk(SA Ak By Ak) — %7 Zf WAk > ¢(SA7Bh) Nk € L2<SAth>
T 1, otherwise.

(8)

with LQ(SA,Bh) = {’L : SAAl < Bp.A; A QTl = ‘gain’} @] {’L : SAAz = Bp.A; A
Q.T; = ‘cost’} U {i: SA.A; # By.A; A Q.S; = ‘nominal’}.
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Table 5. Web service instances.

si | Ax Az As | Aa
sg 112.82]0.34296 | 3 |2.74
s9 110.92]0.15 1 12.08
s10| 9.52]0.51 4 125

Ezxample 7. Let consider the service instances given in Table5. Based on the
definition above we obtain La(ss, B1) = {1}, La(ss, B2) = {1} and La(ss, B3) =
{1,2}. This leads to: ¥(ss, B1) = 0.818, ¥(sg, Ba) = 0.818 and ¥(sq, Bs) =
0.670.

Definition 18. Let h € {1,--- ,p}. The credibility index for the outranking of
advertised service S over boundary By, is computed as follows:

o(S84,By,) = &(S4, By,) - w(S4, By,). (9)

Ezample 8. Based on Examples 6 and 7, we obtain o(sg, B1) = 0.818, 0(sg, Ba) =
0.552 and o (ss, Bs) = 0.117.

Definition 19. Let ST be the service that is requested and S? be the service
that is advertised. Let ST.Q be the list of QoS attributes to be utilized for clas-
sification. Service S? is assigned to QoS class Cly, if for every QoS attribute
of ST there is exists an identical attribute of S* and the value of the Cred-
ibility index is greater or equal to the credibility threshold A € [0.5,1] and
o(S4, By) > o(S4, By) for every h < h'. Formally,

Argmaz, [3;1(Q.A; = ST.A; = S AL) Aa(SA, By) > )|
= QoSClassification(S®, S*, Cly,). (10)

According to this definition, a service S4 is assigned to class C1j, if and only
if: (i) there is a “sufficient” majority of attributes in favor of assigning S4 to
Cly, and (ii) when the first condition holds, none of the minority of attributes
shows an “important” opposition to the assignment of S to Cly,.

Example 9. Let A = 0.65. Based on the data and results of the previous example,
we conclude that sg in Table5 is assigned to QoS class level 2 since o(sg, By) =
0.818 > A, and o(sg, Bz) = 0.552 < X and o(sg, B3) = 0.117 < A.

The algorithm for QoS Classification is given in Algorithm 3. This algorithm
compares S4 to each of the boundaries staring from the highest one and stops
once a sufficient QoS measure holds. The function CredibilityIndex computes
the credibility index as in Eq. (9).

A more simple version of the classification algorithm consists in using the sim-
ple majority only. The algorithm based on the simple majority rule is similar to
Algorithm 3. We simply need to replace the test “CredibilityIndex(u,h) > N’
by “ConcordancePower(u,h) > A”. The function ConcordancePower computes
the Concordance Power as in Eq. (6).
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5.2 Computational Complexity

Algorithm 3 runs in O(2mp x |U|) where U is the set of instances. Note that
function ConcordancePower runs in O(m) and function CredibilityIndex runs
in O(2m). The complexity of the simple version of the classification algorithm
which is based only on the majority rule and which is not given here, is O(mp x
|U|), where m is the number of QoS attributes and p is the number of QoS
classes.

Algorithm 3. QoSClassification.

Input :S4, // Advertised service.
A, // Credibility threshold.
Q, // QoS Table.
B, // Boundary Matrix.
W, // Weight Table.
Output: Cl1= {Cly,---,Clp}// Global QoS classes.
p «<——number of QoS classes;
Cly—0,Vi=1,---,p;
U «— instances of S4;
for (all w € U) do
h+«—p-—1;
assigned «—— False;
while (h >0 A NOT(assigned)) do
if (CredibilityIndex(u,h, W) > \) then
L Clpy1 «— Clp41 U {u},
assigned «— true;

h+«—h-—1;

Cl — {Cly,--- ,Clp};
return CI;

5.3 Illustration

Let us consider the list of potential compositions given in Table6. We
assume that these compositions have meet the functional requirements of the
user. Table6 shows the evaluation of the compositions in respect to four QoS
attributes (response time (A7), availability (A4s), security (As), and cost (A4)
attributes) given in Table2. The objective is to classify the compositions into
different ordered categories. For the purpose of this example, we assume that
the four categories defined by Table 3 and the weights given in Table 4 have been
used.

The final classifications obtained by the simple majority and simple majority
with veto algorithms where the credibility threshold is A = 0.65 are given in
Table 6. In this table, we can see that both simple majority and majority with
veto algorithms assign instances sz and sig to the best QoS class. We remark
also that both algorithms assign instances s; and sg to the worst QoS class.
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Table 6. Potential compositions and final classification for A\=0.65.

Simple | Majority
si | A1(si) | Aa(si) | As(si) | Aa(si) | Majority | +Veto
s1 9.2 0.45946 | 1 2.48 3 3
so | 8.12 0.41817 |1 2.68 3 3
s3 |8 0.53 4 2.78 4 4
s4 |8.19 0.46967 | 2 3.24 3 3
ss |11.15 |0.19 1 2.74 1 1
se¢ | 7.42 0.40317 | 2 3.38 3 3
s7 | 7.72 0.36676 | 2 3.18 3 3
ss | 12.82 10.34296 | 3 2.74 3 2
sg |10.92 |0.15 1 2.08 1 1
S10 | 9.52 0.51 4 2.5 4 4
s11|10.12 |0.53294 | 3 2.68 3 3
s1210.42 | 0.48356 | 1 2.32 2 2
s13]12.52 0.2 1 3.14 2 1
S14 | 8.42 0.48 1 2.82 3 3
s15|10.32 | 0.48 4 2.16 3 3

Which is interesting to see in Table 6 is the role of veto effect in the assignment
of instances sg and s13. Indeed, the QoS of both instances have been decreased
(from 3 to 2 for instance sg and from 2 to 1 for instance s13) by the majority
with veto algorithm. This happens because the weights of attributes which are
against the assignment—of instance sg to QoS class 3 and instance si3 to QoS
class 2—have been taken into account.

6 Implementation and Performance Analysis

A prototype called PMCF (Parameterized Matching-Classification Framework)
has been implemented. Figure 1 provides the architecture of PMCF. The inputs
are the Criteria Table, the published Web services repository, the user request and
its corresponding Ontologies. The inputs are parsed by the Semantic Matchmak-
ing Module which filters service offers that match with the Criteria Table. The
result should then be passed to the Classification Module which assigns the match-
ing services into different QoS classes. We note that Classification Module is not
implemented in the current version of PMCF. We used OWLS API to parse the
published Web services list and the user request. The similarity between the con-
cepts is inferred using Jena API (see http://jena.sourceforge.net). Finally, we note
that in the current version, PMCF supports only Input and Output attributes and
only the functional attribute-based conjunctive matching.
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We used SME2 [2] to evaluate the performance of PMCF. SME2 is an open
source tool for testing different semantic matchmakers in a consistent way. SME2
uses OWLS-TC collection to provide the matchmakers with services descriptions,
and to compare their answers to the relevance sets of the various queries. Dif-
ferent experimentations was conducted on a dell Inspiron 15 3735 Laptop with
an Intel Core I5 processor (1.6 GHz) and 2 GB of memory. The test collection
used is OWLS-TC4, which consists of 1083 service offers described in OWL-S 1.1
and 42 queries. The implemented plugin for the experiment required a precise
interface, we could not take the Criteria Table as an input, so we assigned to
it a default value (Input:Fail, Output:Fail). SME2 gives several metrics to eval-
uate the performance and effectiveness of a service matchmaker. The metrics
that have been considered in this paper are: precision and recall, query response
time and memory time. The definition of these metrics are given in [2,9]. We
compared the results of our PMCF matchmaker with SPARQLent approach [10]
and iSEM approach [11]. SPARQLent is a logic-based matchmaker based on
the OWL-DL reasoner Pellet to provide exact and relaxed service matchmaking.
iSEM is an hybrid matchmaker offering different filter matchings: logic-based,
approximate reasoning based on logical concept abduction for matching Inputs
and Outputs. We consider only the I-O logic-based matching for the comparison
issue. We note that SPARQLent and iSEM consider preconditions and effects of
Web services, which is out of the scope of our approach.

‘ Criteria Table ‘

‘ Criteria Parser ‘

Pu.blished\V.eb —
Services repository
. S —
LN Functional User request
Web Service [ )|  Semantic — Ontolo
Profile Parser Matchmaking 2

User | Module

request

L 7
Weights Qo$ Classification Module ‘
Boundaries .
— U

‘ Classified Web Services ‘

Fig. 1. Architecture of the prototype PMCF.

Figure 2a presents the recall precision of PMCF, iSEM logic-based and SPAR-
QLent. This figure shows that PMCF recall is significantly better than both
iSEM logic-based and SPARQLent. This means that our approach is able to
reduce the amount of false positives.

Figure 2b compares the Query Response Time of PMCF, logic-based iSEM
and SPARLent when answering the 42 queries of OWLS-TC; the first column
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(Avg) gives the average response time for the three matchmakers. The exper-
imental results show that PMCEF is more faster than SPARQLent and slightly
less faster than logic-based iSEM. We note that SPARQLent has especially high
query response time if the query include preconditions/effects. Moreover, SPAR-
QLent is based on an OWL DL reasoner which is an expensive processing. PMCF
and iSEM have close query response time because both consider direct par-
ent /child relations in a subsumption graph which reduce significantly the query
processing. The PMCF highest query response time limit is 248 ms.

Finally, Fig.2c shows the Memory Usage for PMCF, iSEM logic-based and
SPARQLent. It is easy to see that PMCF consumes less memory than iSEM
logic-based and SPARQLent. This can be explained by the fact that PMCF does
not require a reasoner neither a SPARL queries in order to compute similarities
between concepts.
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Fig. 2. Results of performance analysis.

7 Related Work

In this section we discuss some matchmaking frameworks in respect to several
characteristics. The first characteristic is related to the support of customization
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which is an important issue in practice, as recognized by [3]. Most of proposed
matching systems ignore this point and only a few ones take into account this
aspect. In [3], for instance, the authors present a parameterized semantic match-
making framework that enables the user to specify the matched attributes and
the order in which attributes are compared. In [3], the sufficiency condition
defined by the authors is very strict. This problem has been addressed in [1] and
in this paper by relaxing matchmaking conditions and supporting three types of
matching.

The second characteristic concerns the type of attributes used in the match-
ing operation. Most of existing matchmaking frameworks [12-14] use only service
capability as the criteria for the match. The authors in [3] distinguish two types
of matching attributes: capability and property. In [15], the author proposes two
approaches to service selection based on QoS attributes. The authors in [16] dis-
cuss various techniques of QoS based service selection. The author in [17] proposes
a QoS-based web service selection based on a stochastic optimization. In [18], the
authors propose a QoS-aware web service selection algorithm based on clustering.
The framework presented in this paper identify three types of matching attributes
by subdividing property attributes set into two sets of attributes: those directly
related to the QoS and those which are not. We think that the proposed framework
enhances the above cited proposals, especially the work of [3].

The third characteristic is related to the method used to compare the requested
and advertised services. Most of existing proposals use simple syntactic and strict
capability-based search. In paper [3], the authors present a semantic matchmak-
ing framework that avoids the limitations of strict capability-based matchmaking
and in [19] the authors transform the problem of matching web services to the
computation of semantic similarity between concepts in domain ontology using
a semantic distance measure. The proposal of [6] improve [20]’s matchmaking
algorithm and propose a greedy-based algorithm that relies on the concept of
matching bipartite graphs. In this paper, we adopted and extended the semantic
matchmaking framework proposed by [3].

The fourth characteristic concerns the support of the multicriteria evalua-
tion. There are a few proposals that explicitly support multicriteria evaluation,
e.g. [21-25]. Most of them use weighted-sum like aggregation techniques. The
authors in [25] use linear programming techniques to compute the optimal exe-
cution plans for web service. The author in [23] considers two evaluation criteria
(time and cost) and assigns to each one a weight. The best composition of Web
services is then decided on the basis of the optimum combined score and a ser-
vice selection QoS broker by maximizing a utility function is provided by [24].
We note, however, that this type of methods have two main shortcomings: (i)
they accept only numerical data and (ii) may lead to the compensation problem
since low values may be counterbalanced by high values. The approach used in
this paper accepts any type of data and resolves the compensation problem.
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8 Conclusions

We presented a QoS-aware semantic matching framework. The framework sup-
ports three types of matching: functional attribute-level matching, functional
service-level matching, and QoS-based matching. A series of highly customiz-
able algorithms are advertised for each type of matching.

Several issues need to be further investigated. First, the reduction of the
number of parameters required from the user by automatically generating the
boundaries of QoS classes. Second, the use of the rough sets theory-based classi-
fication [26] for assigning instances to QoS classes. Third, the use of multicriteria
ranking methods instead of the classification approach used in this paper.
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Abstract. Classic query expansion approaches are based on the use of
two-dimensional co-occurrence matrices. In this paper, we propose the
adoption of three-dimensional matrices, where the added dimension is
represented by semantic classes (i.e., categories comprising all the terms
that share a semantic property) related to the folksonomy extracted from
social bookmarking services, such as Delicious and StumbleUpon. The
results of an in-depth experimental evaluation performed on real users
show that our approach outperforms traditional techniques, so confirm-
ing the validity and usefulness of the categorization of the user needs
and preferences in semantic classes.

Keywords: Query expansion + Social bookmarking services * Personali-
zation

1 Introduction

Automatic query expansion (QE) techniques allow users to better characterize
their search domain by supplementing the original query with additional terms
that are somehow linked to the frequency of terms submitted by the user in
his query [3,8]. The system we present is a social semantic extension of the
traditional QE approaches, which rely on a coarse syntactic analysis for extract-
ing co-occurrences with a view to building two-dimensional matrices [5,9]. These
matrices basically represent the distribution of co-occurring terms in a given col-
lection of documents. For instance, if the terms personal and computer appear
together in one document, they are considered to co-occur once. The limit of
a relatively simple and easily accessible structure such as this one is the latent
ambiguity of the collected information. If the terms chosen by the user are pol-
ysemous (i.e., have several different meanings), the query expansion can bring
about a misinterpretation of the current user interests, thus leading to erroneous
results. So how is it therefore possible to improve this structure by focusing on
the semantic characteristics of the collected terms? To this aim, we propose the
introduction of the concept of semantic class. A semantic class is a category
including all the terms that share a semantic property. Our system makes use
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of three-dimensional co-occurrence matrices, where the added dimension is rep-
resented by semantic classes related to the folksonomy extracted from social
bookmarking services, such as Delicious' and Stumble Upon?. Therefore each co-
occurrence is associated with a specific semantic class. A comparative analysis
between our results and those obtained through some state-of-the-art techniques
shows that our approach is able to achieve better results. This reveals that our
system can offer a stronger correlation with the actual user interests, which
confirms the validity and usefulness of their categorization in semantic classes.

The rest of the paper is structured as follows. Section?2 reviews some
related works, Sect.3 describes the system architecture. The main algorithms
are detailed in Sect. 4, while Sect. 5 is devoted to the presentation and discussion
of the experimental findings. Finally, Sect. 6 concludes the paper and highlights
some future directions.

2 Related Work

Over the last years, the literature of information retrieval systems has seen
the development of several automatic query expansion (QE) approaches [7,14].
Among the various QE techniques proposed, some of them take advantage of
the implicit relevance feedback through pseudo-relevance feedback [2]. All these
methods follow the basic assumption: documents classified higher by an ini-
tial search contain many useful terms that can help discriminate relevant docu-
ments from irrelevant ones. Despite the large number of studies, a crucial issue
is that the expansion terms identified through traditional methodologies from
the pseudo-relevant documents may not be all useful [12].

Bilotti et al. [10] analyze the effects of some QE approaches on document
retrieval in the context of question answering, mainly targeted to the so-called
“factoid” questions, namely, fact-based, natural language questions that usually
can be answered through a short noun phrase. More specifically, the authors
describe a quantitative comparative analysis between two different strategies
for tackling term variation: (i) employing a stemming algorithm at indexing
time, or (ii) carrying out a morphological query expansion at retrieval time. The
findings show that, when compared to the baseline (no stemming, nor expansion),
stemming yields a lower recall, while morphological expansion results in higher
recall. However, higher recall is paid at the cost of retrieving more irrelevant
documents and ranking relevant documents at lower positions.

One of the failure reasons of the query expansion has been identified in the
lack of relevant documents in the local collection. Consequently, some works
advance the use of an external resource for query expansion in order to improve
the effectiveness of query expansion, such as thesaurus [22], Wikipedia [25],
browsed web pages [16], key-phrases from corpora of documents [4,6], and search
engine query logs [15]. Abouenour et al. [1] point out that the adoption of a
thesaurus, typically constructed through statistical techniques, poses several

I delicious.com.
2 stumbleupon.com.
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drawbacks. First of all, the construction of a thesaurus is a time-consuming
task because of the great deal of data to process. Effective semantic QE tech-
niques can also rely on ontologies instead of thesauri. Indeed, ontologies describe
both semantic and concept relations, and enable semantic reasoning as well
as cross-language information retrieval. The authors specifically deal with the
enhancement of question answering in Arabic, a complex language for its pecu-
liarities. They propose an approach that implements a semantic QE based on
the WordNet? ontology in Arabic. As a result, the described QE method bears
the following semantic relations: synonymy, hypernymy (supertypes), hyponymy
(subtypes), and the Super Upper Merged Ontology (SUMO)* concept defini-
tion [23]. SUMO is a top-level ontology that defines general terms and can be
used as a foundation for middle-level and more specific domain ontologies. The
documents retrieved through the previous process are then re-ranked using a
structure-based approach based on the Distance Density n-gram model.

More recently, several authors have focused on social annotations as external
resource, largely motivated by their increasing availability through many Web-
based applications. Among these, Carman et al. [13] explore how useful tag data
may improve search results, but they focus primarily on data analysis rather
than retrieval experiments. Zhou et al. [27] propose a query expansion framework
relied on user profiles extracted from the annotations and resources bookmarked
by users. The main difference with our approach is that the selection of expansion
terms for a given query is not based on semantic classes, but on the assumption
that they are likely to have similar weightings influenced by the documents best
ranked for the original query.

3 System Architecture

In this section, we present the architecture of the system we propose (see Fig. 1),
specifying the functionalities of each module and the modalities which they
actively collaborate through. The modules that compose the system architec-
ture can be described as follows.

— Interface: the mail purpose of this module is readdressing external requests
to the specialized modules and processing the achieved results so as to show
them in a more understandable form;

— Expansion: after the user has submitted his search query, this module is
responsible of the query expansion process. To perform multiple expansions,
this module has to access the user interests stored in the user model;

— Search: this module is in charge of the real search process, receiving (possibly
expanded) queries in input and returning the corresponding results;

— Persistence: all the necessary information is retained in this module: login
data, encountered terms (both before and after stemming), tags, co-occurrence
values between terms, tag relevance, and URLs of documents visited by the

3 wordnet.princeton.edu.
4 www.ontologyportal.org.
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Fig. 1. The system architecture.

user; it interacts mainly with the interface (for user login and saving URLs)
and the user model (for data needed for the construction and analysis of the
user model);

— UserModel: this is the largest module in that it has to constantly update
the user profile realized as a three-dimensional co-occurrence matrix. The
interaction with the persistence module is the first step for achieving data
(visited URLs and corresponding queries) from which to infer information for
the model update. Before the necessary processing, this module makes use of
two other sub-modules: Parser and TagFinder;

e Parser: its main role is to filter out the unnecessary information related
to the user interests collected by the system, and to provide the user model
with a sorted set of terms for the three-dimensional matrix computation.
It includes parsing functionalities (i.e., filtering the HTML pages visited
by the user), stemming, and stopword removal;

e TagFinder: it is devoted to the search of tags to be associated with the
pages visited by the user. It interacts with external resources (social book-
marking services) to extract complete tags of a relevance index, in order
to supply them to the user model.

Results obtained in each search session are then presented to the user so as to
underline the different semantic categories of each group of them. The search
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of the tags associated with the pages visited by the user is performed by ana-
lyzing the information provided by main sites that offer social bookmarking
services. In this case, data collection occurs directly by parsing the HTML pages
containing the necessary information. In order to model the user visits, the sys-
tem employes matrices based on co-occurrences at the page level: terms highly
co-occurring with the issued keywords have been proven to increase precision
when appended to the query [21]. The generic term t, is in relation with all
other n terms t; (with ¢ = 1,...,n) according to a coefficient ¢,; representing
the co-occurrence measure between the two terms. In a classical way, we can con-
struct the co-occurrence matrix through the Hyperspace Analogue to Language
approach [11]: once a term is given, its co-occurrence is computed with n terms
to its right (or its left); in particular, given a term ¢ and considered the win-
dow f; of n terms w; to its right f; = {wi,...,wy,}, we have co-oc(t,w;) = %,
t=1...,n. A pair (a,b) is equal to pair (b, a), that is, the co-occurrence matrix
is symmetrical. For each training document a co-occurrence matrix is generated,
whose lines are then normalized to the maximum value. The matrices of the
single document are then summed up, thus generating one single co-occurrence
matrix representing the entire corpus. The limit of this structure lies in the
latent ambiguity of collected information: in presence of polysemy of the terms
adopted by the user, the result of the query expansion risks to misunderstand
the interests, so leading to erroneous results. In order to overcome this problem,
in our system the classical model of co-occurrence matrix has been extended.
The user model consists of a three-dimensional co-occurrence matrix. Each term
of the matrix is linked to an intermediate level containing the relative belonging
classes, each accompanied by a relevance index. This way, each term is contez-
tualized before being linked to all the other terms present in the matrix, and led
to well determined semantic categories that are identified by tags.

4 Social Semantic Search

In this section, we describe in detail the two main algorithms of our approach.
The former is designed for the user model creation and update (discussed in
Sect. 4.1), the latter for the query expansion process (discussed in Sect.4.2).
With reference to the pseudocode shown below, we notice that the co-occurrence
matrix is represented through a map of maps for encoding knowledge and con-
necting such knowledge to relevant information resources. Maps of maps are
organized around topics, which represent subjects of interest; associations, which
express relationships between the subjects; and occurrences, which connect the
subjects to pertinent information resources.

4.1 User Model Creation and Update

The creation and update of the user model are based on the pages chosen by the
user while searching. Starting with an empty model, every time the user clicks
on a result after typing a search query, the system records the visited URL,
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together with the query originally submitted for the search. Our system performs
the analysis of the visited URLs in incremental way, according to the following
algorithm (see Algorithm 1, where capital deltas (A) denote comments):

— a temporary map M is initialized, where it is possible to store the extracted
data, before updating the pre-existent model (empty at first execution). The
map keys are the encountered tags, the values are the relative two-dimensional
co-occurrence matrices;

— for each visited URL, the corresponding HTML page is obtained, from which
the textual information is extracted through a parser, as a list of terms;

— the list of terms is filtered in order to eliminate stopwords (i.e., all those terms
that are very frequent in all documents, so irrelevant to the creation of the
user model);

— the list of terms undergoes a stemming process by means of the Porter’s
algorithm. At the same time the system retains the relations between stemmed
terms and original terms;

— the co-occurrence matrix corresponding to the most relevant ke, keywords
is evaluated. The relevance is measured by counting the occurrences within
the document itself, with the exception of terms used in the query (retained
by the system together with the corresponding URL), to which is assigned
the maximum weight;

— tags concerning the visited URLs are obtained by accessing different sites of
social bookmarking. Each extracted tag has a weight which depends on its
relevance (i.e., the number of users which agree to associate that tag to the
visited URL);

— the update of the temporary map M is performed by exploiting all the infor-
mation derived from the co-occurrence matrix and the extracted tags in a
combined fashion. For each tag; the system updates the co-occurrence values
just calculated, according to the tag relevance weight. After that, the vectors
Miqg, 1, related to each term ¢; are updated by inserting the new (or summing
to the previous) values;

— the set terms is calculated, which contains all the terms encountered during
the update of the temporary map M,

— from the persistence module a subset U M;erms of the user model is obtained
as a three-dimensional matrix of co-occurrences, corresponding only to the
terms contained in terms;

— the matrix UM;epms is updated with the values of M. For each t; belonging
to terms, the set of keys (tags) is extracted from M, which points to values
corresponding to t;. For each tag; belonging to tags, the vector Mg, ¢, is
added to the pre-existent vector UMy, i4g,, updating the values for the terms
already present and inserting new values for the terms never encountered.

4.2 Query Expansion

The query expansion process is performed beginning from the original terms
entered into the search engine by accessing the information collected in the
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Algorithm 1. User Model Creation and Update.

begin
A Initialize the global co-occurrence matrix M (map of maps);
M — Map([]);
A Analyze training documents;
for (doc, query) in D do
A Parse the document (stemming and stopword removal);
doc = parse(doc);
A Initialize the co-occurrence matrix of different terms; terms «— Map([]);
A Compute the co-occurrence value of every term;
terms = frequency_occurrences(doc);
A Initialize the co-occurrence matrix of document;
co_occ — Map([]);
A Compute the co-occurrence matrix of document;
co_occ = co_occurrences(terms);
A Get the site list of social bookmarking for tag search;
sites = get_social_bookmarking_sites();
A Initialize URL list tags;
tags — Set((]);
A Retrieve tags by URL;
for i = 0; ¢ < sites.size() & tags.size() = 0; i + + do
L tags = retrieve_tags(url, sites[i]);

A Update the matrix M;
update(M,tags, terms);

A Initialize all terms in documents;

all_terms «— Set([]);

A Get unique terms set;

all_terms = get_term_set(M);

A Get subset of user model;

user_matriz «— get_user_matriz(all_terms);

A Update user model by the intermediate matrix;
update(user_matriz, M, all_terms);

A Store updated user model;

save(user_matriz);

user model. The result is a set of expanded queries, each of them associated
with one or more tags. This way, it is possible to present the user with different
subgroups of results grouped in categories. Using low level boolean logic, every
expansion assumes the following form:

(t;; OR ...OR t1;) AND (t3; OR ... OR ta,)...
AND (t,; OR ... OR t,,)

where t,, represents the generic term x corresponding to the stemmed root y.
The different terms coming from the same root undergo OR operation amongst
them, since the result has to contain at least one of them. The algorithm of
multiple expansion is the following (see Algorithm 2):

— let us suppose that the query @ is given, which consists of n terms ¢; (with ¢ =
1,...,n). For each of them the system evaluates the corresponding stemmed
term g;, so obtaining the new query ) as a new result;



120 C. Biancalana et al.

— for each term belonging to Q', the corresponding two-dimensional vector g;
is extracted from the three-dimensional co-occurrence matrix. Each of those
vectors may be viewed as a map, whose keys are the tags associated with
the terms q; (which have a relevance factor), and the values are themselves
co-occurrence vectors between q; and all the other encountered terms;

— for each encountered tag the relevance factor is recalculated, adding up the
single values of each occurrence of the same tag in all two-dimensional vectors.
This way, the result is a vector T' in which tags are sorted according to the
new relevance factor;

— amongst all tags contained in 7', only the higher k., are selected and consid-
ered for the multiple expansions;

— for each selected tag t; the vector sum,, is computed, which represents the sum
of the co-occurrence values of the three-dimensional matrix, corresponding to
all terms q; of the query Q'

— for each vector sumy,, the most relevant terms k. (corresponding to higher
values) are selected. Combining the extracted terms with those of the query
@, a new query EQ/ (made up of stemmed terms) is initialized;

— for each expanded query EQ', the corresponding query EQ is calculated
through the substitution of stemmed terms with all the possible original terms
stored into the system, exploiting the boolean logic according to the scheme
previously shown;

— the query EQ) and the original tag ¢; are entered into the map Mpgg, whose
keys are expanded queries and values are sets of tags. If Mgg already contains
an expanded query identical to the input one, the tag ¢; is added to the
corresponding set of tags.

5 Evaluation

In this section, we present the experimental results of the proposed approach.
Specifically, we describe a comparative evaluation analysis between our social-
based search engine and some state-of-the-art techniques.

5.1 Experimental Setup

In this experimental test, four different search engines have been included:
Google (denoted simply as Google hereafter), the personalized version of Google
(PersGoogle), a query expansion search engine based on co-occurrence data
(CoOcc), and our system ( OQurSystem). In the first personalized version of Google
back in 2004, the search engine showed a directory like category drop-down menu,
where users could select the categories that matched their interests. During the
search process, the search engine adapts the results according to each user needs,
assigning a higher score to the resources related to what the user has seen in the
past. A slider in the graphic user interface allows the user to control the level
of personalization in the results. Unfortunately, no details or evaluations are
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Algorithm 2. Multiple Query Expansion.

begin

A Initialize the query to be expanded (a list of n terms)

query «— [q1,92, -+, qn]

A Stemming of query terms

query «— stemming(query)

A Get the subset of the user model related to the query

user_matriz = get_user_matriz(query)

A Initialize the tag map for multiple query expansion

expansion_tags — Map([])

A Compute tags for multiple expansion

expansion_tags = find_expansion_tags(query, user_matriz)

A Initialize the expanded query map related to tags

exp-queries «— Map([])

A Compute expanded queries for every tag

for (tag,ranking) in expansion_tags do
A Compute the expanded query by choosing most relevant terms
exp-query = select_relevant_terms(query, user_matriz)
A Enter the result in the expanded query map
insert_expanded_query(exp_query, tag, ranking, exp_queries)

end

return exp_queries

end

presently available for the algorithms exploited for the re-ranking process, except
the ones contained in the patent application filed in 2004 [26]. Our comparative
evaluation takes into account the current version of personalized Google. It basi-
cally reorders the search results based on gathered usage data, such as previous
queries, web navigation behavior and, possibly, visited sites that serve Google
ads, computers with Google Applications installed, such as Desktop Search and
personal information, which may be implicitly or explicitly provided by the user.
Query expansion based on co-occurrences is a well-known approach that collects
the correlations between pairs of terms in a given corpus. It is a straightfor-
ward approach that limits the computational complexity through the idea of
associating contexts to the current user needs. The two fundamental problems
of information retrieval, namely, synonymy and polysemy, are addressed during
the construction of the query vector. Ambiguous words have only one lemma for
all their meanings. If one meaning is mentioned in a query, the documents in
which the term appears with the other meanings are also retrieved and estimated
as closer to the query. In case of polysemy there will be terms associated to more
than one meaning, but if the query is composed by a number of keywords, the
intended meaning is more likely to be referenced. These terms and their asso-
ciated terms will form a cluster, which is associated to the intended meaning
and outweighs the unintended meanings. Several studies in the literature have
proven the effectiveness of this approach, but have also raised some doubts on
its real improvements in the performance of document retrieval systems, because
of the following potential issues:
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— Weighting terms that occur more frequently in the whole dataset, so favoring
the more popular (see, for example, [24]);

— Expanding each single term in the query in isolation, ignoring the potential
meaning of the all terms as a whole;

— Co-occurrences data extracted from small collections of documents;

— Collection of documents not including relevant concepts and information dur-
ing the query expansion.

In order to minimize those issues mainly related to the documents selected for
the initial dataset, the co-occurrence matrix used for expansion is built on the
corpus of documents retrieved during the learning process. In this way, it is
certain that enough relevant documents for the expansion are included and there
are less chances to see several common terms that cover several different topics
of interests.

5.2 Participants

Personalized search engines, such as the system we propose, need to collect and
analyze large amount of usage data related to the current and past user interests
and needs in order to provide better recommendations in comparison with tra-
ditional approaches. For this reason, we present the results of an experimental
evaluation conducted on real users that have tested the effectiveness of the search
engines in real scenarios. Specifically, a total of 42 people have been recruited,
mostly students of Computer Science courses. All participants hold a bachelor’s
degree. A vast majority of males (36) outnumbers females (6). All of them are
aged below 30. This choice allowed us to have people deemed comfortable with
using search engines in their activities. Some of the recruited people (8 %) use
search engines once a week on average, while the others use these tools at least
once a day. A substantial number of people (70 %) are to be considered experts,
namely, they know the basic notions of boolean matching between words and
page contents, and they are familiar with some advanced search techniques (e.g.,
boolean operators and phrase search). Each user is asked to choose two general
domains of interest with the indication that the awareness and familiarity of
the topic is adequate for analyzing contents retrieved on the Web. For each of
these topics, the user performs five search sessions, each one related to some spe-
cific sub-topic of the chosen domain. The prototype monitors the pages the user
decides to visit in the top ten results page. There is no time limit to be observed
during the evaluation. After training, the user is asked to perform and evaluate a
search session related to one information need in the chosen domains. In partic-
ular, the user has 40 results made up of the three lists of ten results obtained by
four engines: Google, PersGoogle, CoOcc, and OurSystem. The final lists are ran-
domized. Google search engine is chosen for its popularity, high effectiveness, and
the state-of-the-art of ranking algorithms in Web information retrieval. More-
over, by asking users to create a personal account, Google is able to provide
personalized ranks based on the users Web history. Users with a Google account
were asked to clear their Web history or otherwise create a new one. Google
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evaluation is performed by asking the users to log out from the search engine
before retrieving any search result. Users express a judgment for each result with
a five-point Likert-type scale of values.

5.3 Results

In order to express the performance of the retrieval we employ the Precision at
20 (P@20) and the Mean Average Precision (MAP): the former evaluates the
fraction of the retrieved documents that are relevant to the user information
needs, the latter is useful to average various precisions when there are sets of
distinct queries to be submitted to the search engine. We do not consider the
recall measure, which evaluates the proportion of relevant documents that are
retrieved, as it is not computable in open corpus domains. In the Web, in fact,
we cannot know the whole number of relevant documents available. For the same
reason, we do not consider the F1 score (or F-measure) either, an other standard
statistical parameter, which combines the precision and the recall of the test to
compute the resulting score. The average number of result pages viewed by a
typical user for a query is 2.35 [18], and a more recent study [17] reports that
about 85.92 % of users view no more than two result pages. For these reasons, the
precision is evaluated at a given cut-off rank, considering only the top 20 results
returned by the system. The performance of the recommendation process was
assessed by evaluating the normalized version of Discounted Cumulative Gain
(nDCG) [19,20] as well. Tt is a well-known measure for evaluating a graded rele-
vance scale of documents in a search engine result set. Rather than MAP, nDCG
is much more focused on the top of the ranked list. nDCG is usually truncated at
a particular rank level to emphasize the importance of the documents retrieved
first. To focus on the top-ranked items, we considered the DCG@n by analyzing
the ranking of the top n items in the recommended list with n € {1,5,10}. The
measure is defined as follows:

DCG@an
nDCGQn = m (1)

and the Discounted Cumulative Gain (DCG) is defined as:

rel;

DCG@n = rel; + -
; logy @

Table 1. Comparison in terms of MAP, P@20, and nDCG@n measures.

MAP P@20 nDCG@1 | nDCG@5 | nDCG@10

Google 0.61 |0.52 |0.13 0.28 0.32
PersGoogle | 0.72 |0.61 |0.17 0.33 0.39
CoOcc 0.65 |0.67 |0.44 0.51 0.68

OurSystem | 0.80 | 0.71 |0.33 0.55 0.71
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where rel; is the graded relevance of the i—th result (i.e., from 0 = non significant
to 4 = very significant), and the Ideal DCG (IDCGQ) for a query corresponds to
the DC'G measure where scores are re-sorted monotonically decreasing, that is,
the maximum possible DCG value over that query. nDCG is often used to evalu-
ate search engine algorithms and other techniques whose goal is to order a subset
of items in such a way that highly relevant documents are placed on top of the
list, while less important ones are moved further down. Basically, higher values of
nDCG mean that the system output gets closer to the ideally ranked output.
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In order to evaluate the reliability of such comparisons, all results were tested
for statistical significance using t-test. In each case, we obtained a p-value < 0.05.
Therefore, the null hypothesis that values are drawn from the same population
(i.e., the outputs of two search engines are virtually equivalent) can be rejected.
Table 1 summarizes the evaluation results. In terms of best performance, OurSys-
tem wins on the ideal ranking of users, especially when the user sifts through
five or more results. The worst performance is obtained by the non personalized
Google approach. More precisely, both CoOcc and OurSystem obtain higher
results. The contextual information that is included during the query expansion
helps reduce ambiguity and makes the retrieval more accurate. CoOcc query
expansion performs slightly better if the task is to recommend only one document
(i.e., the more relevant), while OurSystem outperforms the other approaches if
the task is to retrieve five or ten results in absolute terms. Figure 2 better explains
the results with same medians for nDCG@1, while for nDCG@5 and nDCG@Q10
OurSystem behaves more accurately. The difference between the two approaches
is also observable by the number of terms used during the expansion of the query.
OurSystem adds 2.96 terms to the original query on average, while CoOcc uses
2.57 terms. Basically, OurSystem alters the query with more words than the
co-occurrence based retrieval.

6 Conclusions

In this paper, we have proposed a novel social semantic approach for providing
adaptive query expansions. Specifically, such technique introduces the definition
of semantic classes (i.e., categories comprising all the terms that share a semantic
property) related to the folksonomy extracted from social bookmarking services
such as Delicious and StumbleUpon. The expansion process occurs analyzing
multiple occurrences divided into categories related to semantic classes, which
are analyzed in the folksonomy. We have presented the results of a comparative
analysis on real users, which confirm the correlation with user interests and the
effective coherence and utility of their categorization in semantic classes.

We intend to pursue several research thrusts in the future. Firstly, we plan to
explore ways of integrating natural language processing procedures in our app-
roach. Furthermore, we want to consider the temporal dimension for a better
comprehension of the user information needs as his searches change over time.
A further research challenge is to investigate alternative ways of tag categoriza-
tion to be added to tag search through social bookmarking sites, for instance,
those based on automatic document categorization.
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Abstract. Secure identification and authentication are essential proc-
esses for protecting access to services or applications. These processes
are also crucial in new areas of application such as the cloud computing
domain. Over the past years, several cloud identity management-models
for managing identification and authentication in the cloud domain have
emerged. In this paper, we survey existing cloud identity management-
models and compare and evaluate them based on selected criteria, e.g.,
on practicability or privacy aspects.
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model - Identity management

1 Introduction

Secure and reliable identity management (IdM) plays a vital role in several
security-sensitive areas of applications, e.g. in e-Government, e-Business, or
e-Health. An identity management-system helps online applications to control
access for users to protected resources or services. However, identity management
is no new topic and several identity management-approaches and systems have
already emerged over time. A comprehensive overview on identity management-
systems is given in [1].

Due to the increasing number of cloud computing adoption and the
deployment of security-sensitive cloud applications, secure identity management
becomes also more and more important in the cloud domain. In addition, out-
sourcing identity management-systems to the cloud can bring up several benefits
such as higher scalability or cost savings, since no in-house infrastructure needs
to be hosted and maintained. However, the field of cloud identity management
is still new and not extensively investigated yet. Therefore, the aim of this paper
is to overview different cloud identity management-models, discuss advantages
and disadvantages of the individual models, provide a comprehensive survey, and
finally compare them based on selected criteria. The criteria for the comparison
have been selected by focusing on practicability and privacy, since one of the
main issues of cloud computing is the loss of data protection and privacy [2—4].
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The paper is structured as follows. Section 2 classifies existing traditional
identity management-models and their implementations. Section 3 surveys exist-
ing cloud identity management-models and describes their benefits and draw-
backs. These models are compared in Sect. 4 based on selected criteria. Finally,
conclusions are drawn in Sect. 5.

2 Traditional Identity Management-Models

An identity management-system usually involves four entities [5]. A service
provider (SP) provides different online services to users. Before being allowed
to consume such services, a user has to successfully identify and authenticate.
Therefore, the user usually identifies and authenticates at a so-called identity
provider (IdP). The identity provider is then in charge of providing the users
identity data and supplementary authentication results to the service provider in
a secure way. Finally, a control party, which is usually a law or regulation enforc-
ing body, needs to investigate identity data transactions, e.g. for data protection
reasons. Hence, main purpose of such control party is auditing. Figure1 illus-
trates the communication process in an identity management-system including
all four entities.

/ " Online Communication
Control Party h 4
- Offline Communication
Audit Nt
Identity Service
Provider 1 Provider
Identity data
transfer

/

/ Provide and
/ access service

Identification and
authentication

8

User

Fig. 1. Entities involved in an identity management-system.

Over time, several identity models involving these four entities and support-
ing similar but slightly different use cases have evolved. Some of these models
have advantages in scalability, others in privacy or user control. In the following
subsections we briefly describe the most important models based on the work of
[6-12]. For simplicity, we skip a discussion of the control party in all subsequent
models because its functionality remains the same in all models.
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2.1 Isolated Model

The isolated model is basically the simplest traditional identity model. In this
model, the service provider and identity provider merge, hence identification
and authentication are directly carried out at the service provider. In addition,
the functionality of the identity management-system (creating, maintaining, or
deleting identities) can only be used by this specific service provider. If a user
wants to access services of another service provider, she needs to register at the
other service providers identity management-system again. This further means
that each individual service provider has to store and maintain the identity
data and credentials of the user separately. While this still may not be a huge
burden for service providers, the diversity of credentials for accessing various
service providers may become unmanageable for users [10]. This model can still
be found by service providers on the Internet.

2.2 Central Model

The central identity model avoids diverse identity management-systems, where
the user has to register separately. Instead, the identity management-system is
outsourced by several service providers to a central identity provider. The iden-
tity provider takes over all identity-related functionality for the service provider,
including credential issuance, identification and authentication, and the man-
agement of the identity lifecycle in general [5]. Furthermore, in this model users’
identity data are stored in a central repository at the identity provider and ser-
vice providers do not need to maintain identity data in their own repositories [6].
For authentication at a service provider, the user has to identify and authenti-
cate at the identity provider before. The identity provider then assembles a token
including all necessary identity and authentication information of the user and
transmits it to the service provider!. [9] further distinguish the domain model
for the identifier used. In the common identifier model one and the same iden-
tifier is used for identification at all service providers. In contrast to that, in
the meta identifier domain model separate identifiers are used for identification
at the individual service providers. However, all separate identifiers map to a
common meta identifier at the identity provider to uniquely identify the user.
Typical examples implementing this approach are Kerberos [13] or the Central
Authentication Service (CAS)2.

2.3 User-Centric Model

While in the central model all identity data of the user are stored in the domain
of the identity provider, in the user-centric model all identity data are stored
directly in the users domain, e.g. on a secure token such as a smart card.

! Different approaches exist; hence identity data can be either pushed to or pulled
from the service provider.
2 http://www.jasig.org/cas.
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The main advantage of this model is that the user always remains the owner
of her identity data and stays under their full control [8]. Identity data can only
be transferred by an identity provider to a service provider if the user explicitly
gives her consent to do so. Compared to the central model, this tremendously
increases users’ privacy. [10] discuss in detail this user-centric approach. Typical
examples implementing this model are Windows CardSpace® or various national
eID solutions such as the Austrian citizen card [14] or the German eID [15].

2.4 Federated Model

In the federated model identity data are not stored in a central repository but
are rather stored distributed across different identity and/or service providers.
No single entity is fully controlling the identity information [12]. The distributed
identity data of a particular user are linked usually by the help of a common
identifier*. All identity providers and service providers, which take part in such
a federation, share a common trust relationship amongst each other. The trust
relationship is usually established on organizational level whereas enforcement is
carried out on technical level. This federated model particularly supports iden-
tification and authentication across different domains, which paves the way for
cross-domain single sign-on [6]. Popular examples of this approach are the Secu-
rity Assertion Markup Language (SAML)®, Shibboleth®, or WS-Federation [16].

3 Cloud Identity Management-Models

Cloud computing is currently still one of the most emerging trends in the IT
sector. Many applications are already migrated to the cloud because of its ben-
efits such as cost savings, scalability, or less maintenance efforts [17]. Due to the
increasing number of cloud applications, secure identity management is equally
important for cloud applications as for traditional web applications. Hence, new
cloud identity management-models have already emerged, which particularly
take the properties of cloud computing into account. [18-21], or [22] already
describe cloud identity management-models in their publications. We take these
publications as a basis to give an overview of different existing cloud identity
management-models. In the following subsections we describe the individual
models in more detail and explain how and where identities are stored and
managed.

3.1 Identity in the Cloud-Model

The Identity in the Cloud-Model is similar to the isolated identity model
described in Sect. 2.1. Again, identity provider and service provider merge also in

3 http://msdn.microsoft.com/en-us/library /vstudio/ms733090%28vvs.90%29.aspx.

4 Tt is not necessary that the common identifier is shared. Different identifiers mapping
to the same user are also possible [6].

5 http://saml.xml.org.

5 http://shibboleth.net.
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this model. This means for the cloud case that the cloud service provider, which
hosts the application, is also responsible for the identity management. Figure 2
illustrates this model.

Identity data of users, who are accessing the cloud application, are directly
stored in the domain of the cloud service provider. Hence, the user has actually
no control which data are processed in the cloud. Cloud service providers which
already use this model for their Software as a Service (SaaS) applications are
for instance Google or Salesforce.com. They offer their own user management
to their customers for managing their own identities. The main advantage of
this model is that organizations do not need to host and maintain their own
identity management-system but can simply rely on an existing one, which will
be maintained by the cloud service provider. Needless to say that costs can be
decreased at an organization when applying this model. However, the use of
this model also shifts responsibility in terms of security and privacy to the cloud
service provider and the organization more or less looses control over the identity
data stored and managed in the cloud.

3.2 Identity to the Cloud-Model

The Identity to the Cloud-Model is similar to the traditional central identity
model. Also in this model, the identity provider takes over the tasks regarding
identity management for the service provider. However, the main difference in
this model is that the service provider and its applications are cloud-based.
This further means that in this model the identity provider is not deployed in
the cloud, which avoids unnecessary identity data disclosure to a cloud service
provider. Figure 3 illustrates the Identity to the Cloud-Model.

In more detail, the complete user and identity management is still hosted
by the organization e.g. in one of its data centers. Before gaining access to a
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Fig. 3. Identity to the Cloud-Model.
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cloud application, users have to authenticate at the identity provider first. After
that, the identity provider transfers appropriate identity and authentication data
to the cloud service provider through well-defined and standardized interfaces.
Google or Salesforce.com, for instance, rely on SAML, OpenID?, or OAuth® for
these interfaces and external identity provisioning.

Appliance of this model has the advantage that an existing identity
management-infrastructure of an organization can be re-used. Users are iden-
tified and authenticated at the cloud application by the use of this external
identity management-system. No new user management has to be created or
migrated to the cloud service provider. The organization remains under control
of the identity data and provides it to the cloud service provider just on demand.
However, interoperability issues may arise due to the use of external interfaces.
For instance, a common agreement on the attributes transferred (e.g. format or
semantic) between the identity provider and the cloud service provider must be
given. In addition, the identity provider must support the interface provided by
the cloud service provider.

3.3 Identity from the Cloud-Model

The Identity from the Cloud-Model fully features the cloud computing para-
digm. In this case, both the cloud application and the identity provider are
operated in the cloud. However, in contrast to the Identity in the Cloud-Model
of Sect. 3.1 both entities are operated by distinct cloud service providers. Since
identities are provided as a service from the cloud, this model is also named
“Identity as a Service Model” [23]. Google or Facebook are for instance such
providers, when using the authentication functionality for other services than

" http://openid.net.
8 http://oauth.net.
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their own (Google Accounts Authentication and Authorization? or Facebook
Login!?). Figure 4 illustrates this model.
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Fig. 4. Identity from the Cloud-Model.

By applying this model, an organization can benefit from the pure cloud com-
puting advantages such as high scalability or elasticity. Besides that, compared
to the previous cloud identity management-models the advantage of this model is
the separation of cloud service providers. In this model, organizations can select
their preferred identity provider in the cloud. This is particularly important
because the organization needs to trust the identity provider, which is respon-
sible for the organization’s identity and user management. Organizations must
be careful in cloud service provider selection, as e.g. legal implications such as
data protection regulations might hinder the selection of a provider which stores
identity data in a foreign country.

3.4 Cloud Identity Broker-Model

The Cloud Identity Broker-Model can be seen as an extension to the Identity from
the Cloud-Model. In this Cloud Identity Broker-Model, the identity provider in
the cloud acts now as an identity broker in the cloud. In other words, the cloud
identity broker is some kind of hub between one or more service providers and
one or more identity providers. Figure 5 illustrates this model.

The basic idea behind this model is to decouple the service provider from
integrating and connecting a vast amount of identity providers. If no broker
is used, a single service provider has to implement all interfaces for communi-
cation with the individual identity providers if the service provider wants to
support them. By applying the broker concept, the identity broker hides the
complexity of the individual identity providers from the service provider. This
further means that the service provider just needs to implement one interface,

9 https://developers.google.com /accounts.
10 https://developers.facebook.com/docs/facebook-login.
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namely the one to the identity broker. All other interfaces are encapsulated by
the identity broker and tailored or mapped to the service provider’s interface. In
addition, for the service provider only one strong trust relationship between the
service provider and the identity broker is required. All other trust relationships
with the individual identity providers are “brokered” by the identity broker.
Deploying the broker in the cloud makes this model even more powerful. Due
to the cloud advantages of nearly unlimited computing resources and scalability,
a high number of active connections and identification/authentication processes
at the broker can be easily absorbed by the cloud.

Nevertheless, still some disadvantages can be found in this model. One dis-
advantage is that both the user and the service provider are dependent on the
functionality the cloud identity broker supports. If the identity broker does not
support the desired identity provider the user wants to use for authentication,
the service provider cannot provide its services to the user. Furthermore, if the
broker does not support the communication interface to the service provider
anymore, the service provider is cut off from any other identity provider. How-
ever, probably the main issue is that identity data runs through the cloud iden-
tity broker in plaintext. As already mentioned before, privacy issues concerning
the cloud service provider might hinder adoption of this cloud-based identity
management-service [2].

The Cloud Identity Broker-Model has already been implemented by some
organizations. McAfee Cloud Single Sign On'!, the SkIDentity'? implementa-
tion, or the Cloud ID Broker!'? of Fugen are just a few examples. Further details
on this model can be found in [18,24], or [22].

1 http://www.mcafee.com /us/products/cloud-single-sign-on.aspx.
12 http:/ /www.skidentity.com.
'3 http://fugensolutions.com/cloud-id-broker.html.


http://www.mcafee.com/us/products/cloud-single-sign-on.aspx
http://www.skidentity.com
http://fugensolutions.com/cloud-id-broker.html

136 B. Zwattendorfer et al.

Cloud Service Provider

Identity \dentity Identity
Provider .. Provider |- Provider

Identity
data

Cloud Service Provider

Identity
Provider

I
|
I / \ /
| / N
' S Trust S/ Trust
Trust ' / Trust /
v

i

Cloud Service Provider

\
Cloud Service Provider
e,

N

\
Identity Broker

Identity Broker
2

Trust g Tust \
g . Trust V4 ] N Trust

7
Cloud Serwé Provider

Cloud Service Provider

Application Application Application Application

Service Provider Service Provider

Fig. 6. Federated Cloud Identity Broker-Model.

3.5 Federated Cloud Identity Broker-Model

The Federated Cloud Identity Broker-Model combines the traditional federated
identity model with the newly Cloud Identity Broker-Model. This combined
model has been introduced by [22] and aims on eliminating the drawbacks of
the central Cloud Identity Broker-Model. The general architecture is illustrated
in Fig. 6, showing the federation of two different cloud identity brokers.

Compared to the simple Cloud Identity Broker-Model, in this federated model
users and service providers do not need to rely on one and the same identity bro-
ker. Actually, both the user and the service provider can rely on the individual
broker of their choice. This eliminates the drawback for both the user and the ser-
vice provider of being dependent on the same identity broker. On the one hand,
users can simply select the identity broker that supports all their desired identity
providers (Identity Broker 1 in Fig.6). On the other hand, service providers can
select the broker that e.g. supports a specific communication interface (Iden-
tity Broker 2 in Fig.6). Hence, referring to Fig.6 the communication process
flow between identity provider and service provider is brokered through the two
Identity Brokers 1 and 2.

While this model eliminates some problems of the Cloud Identity Broker-
Model, the issue of plain identity data transfer between and through cloud service
providers still persists. To bypass such privacy issue, the following two models
had been introduced.

3.6 BlindIdM-Model

The BlindldM-Model has been introduced by [25,26]'* and can also be seen as
an extension and alteration of the Identity from the Cloud-Model. The basic idea

4 A similar approach has been introduced by [27].
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is principally the same, however, this model enables identity data storage and
data processing also by semi-trusted identity providers'® in the cloud. In fact,
the identity provider in the cloud can provide identity data to service providers
without actually knowing the contents of these data. Hence, the identity provider
provides these data in a blind manner [25]. This particularly preserves users’
privacy, as only blinded data is transferred through the cloud identity provider
and the cloud provider has no possibility to inspect these data.

The identity data being transferred are actually blinded by using a proxy re-
encryption scheme!® [28,29]. In more detail, during identity management setup
and user registration the organization stores the users’ identity data in encrypted
format at the cloud identity provider. Thereby, the private key is kept confiden-
tial by the organization, hence the cloud provider is not able to decrypt the
stored identity data. In addition, the organization generates a re-encryption key
for the identity provider'”, which allows the re-encryption from the stored data
encrypted for the cloud identity provider into other encrypted data, which how-
ever can be decrypted by the service provider. During an authentication process,
the cloud identity provider then just re-encrypts the desired identity data of the
user for the service provider. The practical applicability of the BlindIdM-Model
has been shown by an implementation in connection with OpenlD [30].

3.7 Privacy-Preserving Federated Cloud Identity Broker-Model

The main aim of this model is — similar to the BlindIdM-Model — an improved
privacy-preservation for the user. Thereby, the same concept of “blinding” iden-
tity data is applied to the basic Federated Cloud Identity Broker-Model. Hence,
this model combines the advantages of the Federated Cloud Identity Broker-
Model with the advantages of the BlindIdM-Model. Furthermore, this model can
again be applied when having semi-trusted cloud identity brokers. The general
concept of this model has been introduced by [31].

The general concept of this model is similar to the BlindIdM-Model because
also proxy re-encryption is used for protecting identity data from the cloud
service providers. However, the main differences are that the data can also be
stored encrypted at non-cloud identity providers and that the data can also be
encrypted by the user and not only by an organization. In addition — which is
the basic concept of this federated model — there are two re-encryption steps
required, since identity data needs to flow at least through two cloud identity
brokers. For instance, lets assume that the user has stored some identity data,
which are encrypted for Identity Broker 1, at an identity provider. To successfully

15" A semi-trusted identity provider is an identity provider that works correctly but may
be interested in inspecting private data. In other words, the identity provider acts
honest but curious.

16 By using proxy re-encryption a semi-trusted proxy can alter a ciphertext, which has
been encrypted for person A, in such a way that it can be decrypted by person B.
Thereby, the proxy gains no access to the plaintext of the data.

17 For generating a re-encryption key, the organization requires its private key and the
public key of the service provider.
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run such a privacy-preserving authentication process, the user additionally has
to generate two re-encryption keys (One for the direction Identity Broker 1
— Identity Broker 2 and one for the direction Identity Broker 2 — service
provider) and issues them to the respective entities. Finally, after successful
authentication at the identity provider, identity data are transferred through
the chain identity provider — Identity Broker 1 — Identity Broker 2 — service
provider by applying proxy re-encryption in the last two steps (The identity
data was already encrypted for Identity Broker 1 during storage at the identity
provider, hence only two instead of three re-encryption steps are required). An
application of this model can be found in [32], where parts of the STORK!®
framework are realized using this architecture to enhance scalability by ensuring
users’ privacy at the same time.

4 Comparison of Cloud Identity Management-Models

In this section we evaluate, discuss, and compare the various cloud identity
management-models based on different criteria. Comparison criteria are defined
in the following Subsect.4.1 whereas the comparison itself is elaborated in
Subsect. 4.2.

4.1 Comparison Criteria

The following criteria act as a basis for comparing the various cloud identity
management-models. Some of the comparison criteria were selected or derived
from [6,25,33]. The selected criteria target aspects of different areas (e.g. gen-
eral architecture, trust, privacy, etc.). The diversity of the criteria was deliber-
ately considered to give a comprehensive overview on the different cloud identity
management-models.

Number of SPs Supported. Is the model limited to one SP or can multiple
SPs be supported?

Number of IdPs Supported. Is the model limited to one IdP or can multiple
IdPs be supported?

Trust Domains. Is authentication supported only within a single trust domain
or also across different trust domains?

Trust Model. Is a direct trust model or a brokered trust model applied?
Trust in the Cloud IdP/Identity Broker. Must the cloud identity
provider / cloud identity broker be trusted or can they be semi-trusted?

Single Sign-On (SSO). Can the model support single sign-on (SSO)?

Storage Location of Identity Data. Where are users’ identity data stored?

Scalability. Is the model applicable in a large scale?

Extensibility. Is the model easily extensible, e.g. by adding new service
providers?

'8 Secure Identity Across Borders Linked, https://www.eid-stork.eu/.
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Governance Framework. Is a governance framework involving several entities
required?

Cost Effectiveness. Is the model cost effective?

Confidentiality. Does the identity data stay confidential at the identity
provider / identity broker?

Minimal/Selective Disclosure. Can the user select the amount of identity
data to be disclosed to the identity provider/service provider?

User Control. Does the user have full control over her identity data?

Unlinkability. Is the user unlinkable to the identity provider / identity bro-
ker? In other words, are different authentication processes of the same user
linkable?

Anonymity. Can the user stay anonymous with respect to the identity
provider / identity broker?

4.2 Comparison

In this section we compare the individual cloud identity management-models
with respect to the prior defined criteria. Table1 shows and summarizes this
comparison. For some comparisons we use qualitative arguments, for others
quantitative arguments (low, medium, high), and for the rest simply boolean
(e.g. yes/mno for being applicable or not) arguments. The options marked in bolt
indicate the respective best option (only applicable for quantitative and boolean
values). The underlying principle for all comparisons (in particular for those that
are related to privacy such as confidentiality, minimal/selective disclosure, etc.)
is that we assume an identity provider or an identity broker deployed in the
cloud acting honest but curious (thus being semi-trusted). In contrast to that
we assume applications in the cloud and their hosting service providers as being
trusted, as they anyhow require users’ identity data for service provisioning.

In the following we discuss the various models based on the individual criteria.

Number of SPs Supported. Since in the Identity in the Cloud-Model the
service provider and the identity provider are the same entity, the identity
provider can only serve one service provider. All other models have no such
restriction and thus can provide multiple service providers with identity data.

Number of IdPs Supported. Only those models that rely on a broker-based
approach are able to deal with multiple connected identity providers. All
others just include one identity provider. Dealing with multiple identity
providers has the advantage that a user can simply select her preferred
identity provider for an authentication process. Different identity providers
can have different identity data stored or support different qualities in the
authentication mechanisms. This allows users to select the identity provider
satisfying best the needs for authentication at a service provider.

Trust Domains. The broker-based models support authentication across mul-
tiple trust domains, as multiple entities are involved during an authentication
process. All others support authentication in single domains only.
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Table 1. Comparison of the individual cloud identity management-models based on
selected criteria.

Identity pedoraed g:;‘;z;ng
Crtraron |y MGy e o (Cltnd] litars) (Ctondl BlindIdM- |Federated
the Cloud-|the Cloud- tity Broker-|Identity
Model Cloud- Model Cloud Iden-
Model Model Model Broker- A
Model Model tity Broker-
Model
Number of SPs . . . . . .
e One Multiple Multiple Multiple Multiple Multiple Multiple
Number of | . . .
i e One One One Multiple Multiple One Multiple
Trust domains |One One One Multiple Multiple One Multiple
Trust model Direct Direct Direct Brokered Brokered Direct Brokered
Trust in
the cloud Semi- .
IdP/identity Trusted Trusted Trusted Trusted Trusted Trusted Semi-Trusted
broker
Single sign-on
(SS0) No Yes Yes Yes Yes Yes Yes
Cloud iden-|Cloud iden- Cloud  iden-
Storage loca- . External . tity provider|tity provider . tity  provider
tion of identity Cloud iden- identity Cloud iden-\ " external|and external| S04 1den=1, g exter-

tity provider tity provider tity provider

data provider identity identity nal identity
provider provider provider
Scalability Medium Low Medium High High Medium High
Extensibility  |Low Medium Medium High High Medium High
Clowseiss No No No Yes Yes Yes Yes
\framework
S:sf effective-/\redium  [Medium  |Medium | High High Medium  |High
Confidentiality |[No No No No No Yes Yes
Minimum / Se-
lective disclo-|No Yes No Yes Yes No Yes
sure
User Control |No Yes No Yes Yes No Yes
Unlinkability |No No No No No No Yes
Anonymity No No No No No Yes Yes

Trust Model. Again, all models which rely on an identity broker also feature
a brokered trust model, hence the trust relationships are segmented. All
other models rely on a direct or pairwise trust model, as only the service
provider and the identity provider communicate with each other during an
authentication process. A clear statement which model has more advantages
cannot be made. Both have their benefits and drawbacks, however, details
on the individual models can be found in [34].

Trust in the Cloud IdP/Identity Broker. For the two models (BlindIdM-
Model and Privacy-Preserving Federated Cloud Identity Broker-Model),
which rely on proxy re-encryption for securing the data during cloud
transmission, it is sufficient when the identity provider/identity broker is
considered semi-trusted. In all other cloud identity models the identity
provider/identity broker must be trusted.

Single Sign-On (SSO). In fact, all models that can handle multiple service
providers are principally applicable to support single sign-on. This means,
that only the Identity in the Cloud-Model cannot support a simplified log-in
process.
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Storage Location of Identity Data. In the Identity to the Cloud-Model iden-
tity data are stored on a single external identity provider, which is capable of
providing identity to the cloud application through a well-defined interface.
In the broker-based models, identity data can be stored distributed across
multiple different identity providers, being either deployed in the cloud or in a
conventional data center. However, the different identity providers could also
have identity data stored redundantly, i.e. the same attribute name/value-
pair is stored at different providers. No identity data are actually stored at
the identity broker. In the remaining cloud identity models identity data are
stored directly at the cloud identity provider.

Scalability. The Identity to the Cloud-Model has the lowest scalability, as an
external identity provider is usually not designed for dealing with high load
activities. In addition, an external identity provider has not that flexibility or
elasticity that an identity provider deployed in a cloud has. Hence, such cloud
identity providers (Identity in the Cloud-Model, Identity from the Cloud-
Model, and BlindIdM-Model) have higher scalability features. Although in
these three models the identity provider/identity broker is deployed in the
cloud, we rated the models with just medium level scalability. The reason
is that with the broker-based models load can additionally be distributed
to other identity providers and thus is not bundled at one single provider.
Hence, the broker-based models achieve the highest scalability.

Extensibility. The Identity in the Cloud-Model cannot be extended because
service provider and identity provider are one and the same entity. The
Identity to the Cloud-Model, the Identity from the Cloud-Model, and the
BlindIdM-Model can be extended to integrate additional service providers.
Nevertheless, the broker-based models have the best extensibility as from
their nature the general aim is to support multiple service providers and
identity providers.

Governance Framework. The non-broker-based cloud identity models do not
require an extensive governance framework as only a simple pairwise (direct)
trust model applies. In the broker-based concepts a thorough governance
framework is required as multiple providers have to interact. For the privacy-
preserving models (BlindIdM-Model and Privacy-Preserving Federated Cloud
Identity Broker-Model) the governance framework gets even more complex,
as encryption keys have to be managed for the individual entities.

Cost Effectiveness. The broker-based models have the highest cost effective-
ness, since the identity brokers are deployed in the cloud and additionally
multiple identity providers can be connected and re-used. Due to the re-use
of existing external identity providers, costs can be saved. The same argu-
ments also hold for the Identity to the Cloud-Model, where an existing iden-
tity management-system through an external interface is re-used for identity
data provisioning. However, this model cannot benefit from the advantages
of an identity provider in the cloud deployment, which leads to medium
cost effectiveness only. All other models also have medium cost effectiveness,
as the identity provider is deployed in the cloud but no existing identity
providers can be re-used.
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Confidentiality. Ounly the BlindldM-Model and the Privacy-Preserving Fed-
erated Cloud Identity Broker-Model support confidentiality with respect to
the cloud service provider because the identity data transferred through
the cloud service provider are encrypted. In comparison, in all other cloud
identity models identity data are routed in plaintext through the cloud ser-
vice provider that hosts the cloud identity provider/identity broker.

Minimum/Selective Disclosure. For evaluating this criterion we assume that
minimum/selective disclosure is only possible at trusted identity providers.
Hence, this feature is only supported where external (and trusted) identity
providers are part of the model. These are the broker-based models as well
as the Identity to the Cloud-Model. All other models rely on cloud identity
providers only.

User Control. Again, for evaluating this criterion we assume that full user-
control is only possible at trusted identity providers. Therefore, the same
results as for the comparison with respect to minimum/selective disclosure
apply.

Unlinkability. The user — in fact — is only unlinkable with respect to the
identity broker in the Privacy-Preserving Federated Cloud Identity Broker-
Model. The reasons are that, on the one hand, the identity broker just sees
encrypted data and, on the other hand, that the encrypted data can be
randomized if certain proxy re-encryption schemes such as from [29] are
used. The randomization feature allows to provide the identity broker with
different ciphertexts during different authentication processes although the
containing plaintext data remains the same. Hence, this avoids user link-
age during different authentication processes of the same user. Although the
BlindIdm-Model supports proxy re-encryption too, the randomization fea-
ture has no effect in this case because the encrypted data are directly stored
at the cloud identity provider. If the user wants to update her encrypted
identity data at the cloud identity provider, she must somehow be linkable.
All other models also do not support unlinkability because identity data
flows through the identity provider/identity broker in plaintext.

Anonymity. The only two models that support anonymity with respect to the
identity broker are the BlindIdM-Model and the Privacy-Preserving Feder-
ated Cloud Identity Broker-Model. In these two models the identity data are
fully hidden from the identity broker due to encryption. Even if the user
is linkable, the broker cannot reveal the user’s identity. In all other mod-
els anonymity with respect to the identity provider/identity broker is not
possible because identity data are processed in plaintext.

5 Conclusions

Based on the comparison and discussion of the different cloud identity
management-models it can be concluded that the Privacy-Preserving Federated
Cloud Identity Broker-Model does the best with respect to the selected criteria.
It supports the main basic functions like all other cloud identity models but
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additionally tremendously increases users’ privacy. However, application of this
model is also more complex than the others. Reasons are the support of authenti-
cation across several domains of multiple identity providers and service providers
and the incorporation of privacy features due to the use of proxy re-encryption.
Furthermore, the use of proxy re-encryption requires a thorough key manage-
ment, which implies the necessity of an appropriate governance framework. In
addition, the brokered trust model might be a blocking issue for further adoption
of this model as liability is shifted to the intermediary components (identity bro-
kers). However, in general the broker-based cloud identity management-models
have more advantages than the simple cloud identity management-models.
Nevertheless, the use of any cloud identity management-model is advantageous
compared to traditional identity management-models as they provide higher
scalability and better cost effectiveness due to the cloud computing features.
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Abstract. We present an approach to design and validate RESTful
composite web services based on user scenarios. We use the Unified
Modeling Language (UML) to specify the requirements, behavior and
published resources of each web service. In our approach, a service can
invoke other services and exhibit complex and timed behavior while still
complying with the REST architectural style. We specify user scenarios
via UML Sequence Diagrams. The service specifications are transformed
into UPPAAL timed automata for verification and test generation. The
service requirements are propagated to the UPPAAL timed automata
during the transformation. Their reachability is verified in UPPAAL and
they are used for computing coverage level during test generation. We
validate our approach with a case study of a holiday booking web service.

Keywords: REST - Web service composition - Model-based testing -
UPPAAL - TRON

1 Introduction

REST (REpresentational State Transfer) web services are built on the princi-
ples of the REST architectural style [12] which aims at producing scalable and
extensible web services. The REST interface offers a CRUD interface (create,
retrieve, update and delete) to its users via a set of standard HTTP methods.
In additions, REST offers stateless behavior that facilitates scalability.

Different web services published over the internet can be composed into new
composite web services which fulfill new service goals using the functionality of
partner web services. Automated systems, for example hotel reservation systems,
are often built as stateful composite services that require a certain sequence of
method invocations that must be followed in order to fulfill service goals. Creat-
ing such composite services with advanced scenarios and REST features requires
rigorous development approaches that are capable of creating web services that
can be trusted for their behavior.

With the rise in use of REST web services in different domains offering com-
plex and timed scenarios, there is an increasing need for validation approaches to
effectively and efficiently detect faults in the specifications and implementations
of such services.

© Springer International Publishing Switzerland 2015
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In this article, we present a scenario-based validation and verification app-
roach that can help the service developer in improving the quality of service
specifications and implementations. The approach supports the creation of timed
and stateful behavior with the confidence that the service fulfills its advertised
functionality. The Web Service Composition (WSC) is specified using the Uni-
fied Modeling Language (UML) starting from the requirements of the WSC.
A code skeleton of the WSC is automatically generated and manually completed
by the developer. In order to perform validation and verification of the compo-
sition, the UML specifications are transformed into UPPAAL timed automata
(UPTA). We use the UPPAAL tool set [23] to simulate the specifications and
to verify their properties via model-checking. We also use them to automatically
generate tests in order to validate the implementation.

Requirements traceability is an important component of our approach. The
requirements of the composition are included in the UML specifications and then
propagated to UPTA. They are used for both verifying the reachability of those
model elements implementing them and for reasoning about the coverage level
of the tests generated. Upon detecting failures, the traced requirements are used
to trace back errors either in the models or in the implementation.

We exemplify and validate our approach with a relatively complex example
of a holiday booking composite REST web service extracted from an industrial
application. The example shows how stateful and timed web services offering
complex scenarios and involving other web services can be constructed efficiently
using our approach.

The paper is organized as follows: Sect. 2 presents our approach and the tool
support is discussed in Sect.3. The case study is presented in Sect. 4, followed
by the evaluation of the approach in Sect.5. The related work is discussed in
Sect. 6 and conclusions are drawn in Sect. 7.

2  Owur Approach

Our scenario-driven approach to verify and test the composite REST web ser-
vice is shown in Fig.1. We start by inferring service requirements in tabular
format from specification document and the corresponding user scenarios from
the specification document of the REST WSC. Each user scenario is detailed
by one or several UML sequence diagrams. In addition, we build several per-
spectives of the WSC such as a resource, a behavioral and a domain model
using UML class and state machine diagrams. This is an extension of our pre-
vious work, in which we designed behavioral interfaces for web services that
were RESTful by construction [26]. We transform the service design models to
UPTA, which are simulated and model-checked by reasoning the properties such
as deadlock, liveness, reachability, and safety. If inconsistencies are found, the
UML-based service design models are updated. These design models are used to
implement the service in the Python-based Django web framework [16] using our
partial code generation tool [26] which generates code skeletons with pre- and
post-conditions for every service method. The skeleton is manually completed
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Fig. 1. Scenario-based V&V approach for REST CWS.

by the service designer. The verified UPTA specifications are used for online
model-based conformance testing of the implementation.

Requirements Traceability. Service requirements are inferred from the spec-
ification document and they serve as service goals. A service should be checked
for its service goals to validate that the service does what it is required to do. By
addressing the service requirements at the design phase and propagating them to
the verification and validation stages, we provide a mechanism by which a service
implementation can be validated for its goals and the unfulfilled requirements
can be traced back to the design phase to find faults in the design.

Requirements Table. Service requirements are generally domain-specific since
they are inferred from the specifications. We infer functional and temporal
requirements from the specification document into a table and number them.
These requirements are attached to the UML state machine (SM) as comments
on the transitions and are propagated to UPTA such that the links between
requirements and the model elements are preserved. These requirements are
included in all the models and traced throughout the process, i.e., at UML,
UPTA and test level, respectively. The requirements are formulated as reacha-
bility properties in UPTA with the purpose of verifying them during simulation.
Each requirement label is translated into a boolean variable (initialized to False)
and attached to the corresponding edge in UPTA.

Scenario Models. The behavioral requirements are elicited as scenario models
using UML sequence diagrams. These scenario models are translated to envi-
ronment model in UPTA since these scenarios define different conditions under
which the composite service can be invoked.

We require that our testing approach must validate that the service require-
ments are met by IUT, and the service works correctly in different scenarios, in
order to build confidence of the developer that the system is doing what it is
required to do. Thus, the coverage level of scenarios and requirements is moni-
tored during test generation and execution. Once the test report is available, we
can check which requirements have been validated and which have failed. The
main strength of using both the requirements table and scenario models in our
approach is that the former helps in tracing the unfulfilled requirements to the
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design models and locating the faults in the design of the service. On the other
hand, the later helps in determining if the service works fine in different scenarios
and identify under which conditions the service shows a faulty behavior.

REST Composition Models. The web service compositions that we build
exhibit RESTful features such as addressability, connectivity, statelessness and
uniform interface. Thus, we model several perspectives of a service composition:

Scenario Models. Some of the behavioral requirements of the service are elicited
into scenario models using UML sequence diagrams. These scenario models pro-
vide details of the interaction between composite service and its partners and
also insights on how a certain scenario is realized. This information facilitates
the development of the composition and they are also used later on to validate
the service implementation.

Resource Model. The concept of resource is central to the structure of REST
web service. It represents a piece of information [28]. We represent the static
structure of REST web service with resource model which is modeled with a
UML class diagram. Each class defines a resource. The direction of the associa-
tions specify navigability (connectivity) direction between resources, while their
role names give the relative URI of resources (addressability). The collection
resources without the incoming transitions are termed as root such that every
resource defined in the resource model should be reachable via the root and the
graph formed should be connected (connectivity).

Behavioral Model. The behavioral model represents the dynamic structure of
the service using UML state machines. Each state represents the service state
and the transition triggers are restricted to the side-effect methods of HTTP
protocol, i.e., PUT, POST and DELETE (uniform interface). The statelessness
feature of the REST interface is preserved while building stateful REST web
service by defining state invariants as boolean predicates over the states of dif-
ferent resources. The state of a resource is given by its representation retrieved
by invoking a HTTP GET method on it. We are thus able to define service
states as predicates over the resources without maintaining any hidden session
or state information (statelessness). The state invariants in the SM are written
as Object Constraint Language (OCL) expressions. OCL is commonly used to
define constraints in UML models, including state invariants [5]. For modeling
a service composition, the models are required to represent method invocations
on the partner services. The service invocations to partner services are modeled
as effects on the transitions. The composite web service requirements, inferred
from the specification document, are added as UML comments on the transitions
that satisfy them.

Domain Model. The domain model of the composite service is represented with
a UML class diagram. It represents interfaces between the composite service
and its partner services. The required and provided interface methods between
the composite and its partner services are modeled with required and provided
interfaces in the domain model, respectively.
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Fig. 2. Example of state model (top), corresponding environment model (bottom left),
and flattened TA (bottom right).

Transformation. In order to make the models amenable for simulation and
model checking we employ a set of mechanized steps for translating UML-based
service specifications into UPPAAL timed automata (UPTA) [23].

The transformation from UML design models to UPTA has been discussed
in [27]. It takes as input the resource model, domain model, and behavioral model
and generates two artifacts in UPTA: the SUT model specifying the behavior
of the service and of its partner services (a generic example is presented in
Fig.2) and an environment model which simulates the behavior of the service
user. Two kinds of environment models are generated automatically: a canonical
model which allows to simulate freely all possible behaviors of the SUT and a
model used for testing different user scenarios.

The transformation of the user scenarios from sequence diagrams to UPTA
environment models is applicable to Sequence Diagrams(SD) with a restricted
set of elements. The following generic steps are used by the transformation:

— Each SD has may have several lifelines, which are grouped into two groups:
SUT and environment. The messages exchanged between the two groups will
provide the testing interface.

— For each input message to the SUT group, we define an edge to a new location
in UPTA. The edge is labeled by the name of the message and it has associated
a sending channel(!).

— For each output message from the SUT group, we define a new edge to a new
location with a receiving channel (7).

— For SD fragments (i.e., alt, loop, opt), based on the number of conditions in
the fragment, we define several edges from a location and use the conditions
as guards on the edges.

— Timing constraint and duration constraint are transformed into location
invariants and edge guards in UPTA.

— Tracking variables are added to each scenario trace in UPTA. If a scenario
has more than one exit points (alternatives) several variables are added. A
tracking variable is an updated tuple (sd-no = false, sd-no = true) on the
first edge in the scenario trace and respectively on the last edge in the trace.

— UPTA traces stemmed from different SDs are included in one single UPTA
environment.
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Fig. 3. Example of SD of three services (left) and the UPTA model of S1 as environment
(right).

The resulting UPTA environment will have channel synchronizations matching
the SUT model obtained in the first transformation.

Figure3 shows an example of a SD with three lifelines (right) and its
transformed environment model (left). Assuming SI as the environment, the
UPTA environment model contains only emitting/receiving messages to/from
S1. Response(b) should be received within 5min (¢! < 5m) and request(j) can
be sent before 24 h (¢l2 < 24 hrs).These timing constraints are modeled as loca-
tion invariants and guards in UPTA. For modeling before and after a deadline
(cl < 10 and ¢l >= 10) in sequence diagram, we used alt, which is transformed
into two different locations with their corresponding edges (c! and g?) in UPTA.
The timing constraints in alt are translated as location invariant and edge guard
in the model.

Verification. We use the UPPAAL model-checker [23] to verify basic properties
of our design models such as reachability, liveness, and safety. In addition, we
check whether the service user scenarios are satisfied. This allows one to eliminate
design errors that can be otherwise expensive to detect and correct at later stages
of the development cycle. If problems are found, updates are manually fixed in
the UML design models.

Test Generation. A skeleton of the composite service is generated automat-
ically in the Django web development framework [16] using our partial code
generation tool. The implementation is manually completed by the service devel-
oper. In order to validate that the implementation of the composite service is
functioning correctly along with its partner services and if the service goals and
timed constraints are being fulfilled, we generate tests from the UPTA models
and execute them online (on-the-fly) against the implementation. During the
test execution we monitor how different test coverage criteria are fulfilled, how
the requirements are covered, and whether the user scenarios are validated.
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3 Tool Support

Modeling in UML. The design models are modeled using MagicDraw [2].
Static validation of models is done via OCL using the validation engine of Magic
Draw. We rely on predefined validation suites for UML contained in MagicDraw
for the basic validation of the model. These validation suites contain rules that
check that the designed UML model conforms to UML meta-model specifications
and prevent the developer from doing basic modeling mistakes.

Code Generation. The code-skeleton of the updated service design models of
REST composite web service can be generated using our tool presented in [26].
The tool generates code skeleton for design models in Django that is a high level
Python web framework [16]. The generated code also has behavioral information
such that pre and post conditions for each method are included and the developer
just has to write the implementation of the operations.

UML—UPTA Transformation. A Python script is used to automate the
transformation.

Test Generation. We generate tests using UPPAAL TRON, an extension of
UPPAAL for online model-based black-box conformance testing [24]. A test
adapter is used by UPPAAL TRON to expose the observable I/O communi-
cation between the test environment model and the SUT model. Our adapter
implements the communication with the SUT by converting abstract test inputs
into HTTP request messages and HTTP response messages into abstract test
outputs. UPPAAL TRON generates tests via symbolic execution of the specifi-
cations using randomized choice of inputs. Based on the timed sequence of input
actions from the simulation, the adapter preforms input actions to Implementa-
tion Under Test (IUT) and waits for the response. Output from IUT is monitored
and generated as output actions for the simulation. The conformance testing is
achieved by comparing outputs of IUT to the behavior of the simulation.

Test Coverage Information. In order to enable rigorous test coverage in
UPPAAL TRON, a second Python script (discussed in more detail in [20]) is
used to automatically add tracking variables (also referred to as traps in the
UPPAAL community) for each edge of a given automaton in a UPTA model
and a corresponding update of the given variable on the corresponding edge.
Whenever the edge is visited during the simulation or execution, the variable
is incremented, allowing thus to track which edges have been visited and how
many times. This enables one to track coverage level wrt. e.g., edge coverage or
edge pair coverage. This script will also be integrated in the final version of the
UML—UPTA transformation script. W.r.t scenario-coverage each scenario will
have its own tracking variable, changing value when the scenario is considered
fulfilled (see for instance variables Sc! and Sc2 in Fig. 8 (left)).

4 Case Study

Our case study is a Holiday Booking (HB) composite REST web service that is
built on inspiration from the housetrip.com service, with the purpose of having
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Table 1. Requirements of Holiday Booking CWS (excerpt).

Req Sub-Requirements

2- Payment | 2.1 - When user pays for the booking, partner service
should be invoked to process the payment

2.2 - If the partner service confirms the payment, the
booking should be marked paid

3- Cancel |3.1 - A paid booking can be canceled by the user

3.2 . A canceled booking must be refunded

a case study similar in complexity to real services. This service is a holiday
rental online booking site, where one can search and book an apartment in the
destination country.

The user of the service searches for a room in a hotel from the list of available
hotels at HB before travel. He books the room (if it is available) and that booking
is reserved by HB with the hotel for 24 h. The user must pay for the booking
within 24 h. If the user does not pay within this time then the booking is canceled.
If the booking is paid, then the HB service invokes a credit card verification
service and waits for the payment confirmation. When the payment is confirmed,
HB invokes the hotel service to confirm the booking of the room. If the hotel does
not respond within 1day or it does not confirm at all, the booking is canceled
and the user is refunded. If the hotel service confirms, then a booking is made
with the hotel. The payment is not released to the hotel until the user checks in.
When the user checks in, HB releases the money to the hotel and the booking
is marked by the hotel as paid. Due to space limitation, we only show some of
the models in here while complete details are available at [26].

Requirements. We have inferred functional and temporal requirements from
specification document for our case study. In total we specified 4 main require-
ments with their sub-requirements. Some of these requirements are accompanied
by scenario models. For brevity, Table 1 shows only two of these requirements,
Payment and Cancel. The scenario models in Figs.4 and 5 detail how their
corresponding user scenarios are fulfilled by the composite service.

Design Models. The design of HB composite REST web service is modeled
with resource, behavioral and domain models. Due to space reasons only an
excerpt of the state machine of HB composite service is shown (Fig. 6). Service
requirements are traced to the state machine by including them (and their sub-
requirements) as comments linked to transitions.

UML—UPTA Transformation. The timed automaton corresponding the HB
service from Fig. 6 is given in Fig. 7. The detailed model and the specifications
of the partner web services are available in [26].

Figure 8 shows the two types of environment models produced by the trans-
formation: one modeling the user scenarios in Figs.4 and 5, and a canonical
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:BookingH : Paym entService

1: POST("/bookings/", days guestName)

2: HTTPResponse(201)

[before(24 h)]
4: HTTPRes ponse(200)

I
I
|
I
I
|
|
T
alt 3. PUT(/bookings/1/pay) .
I
I
|
I
I
|

5: POST(/paymentService/payments/,id=1)

6: HTTPResponse(201)

opt 7: PUT(/collection_payments/id/notConfirm;
[notConfirm]

8: DELETE("/bookings/id/pay")
9: HTTPResponse(204)

10: HTTPRes ponse(400)

[Confirm] 11: PUT(collection_payments /id/confirm)

12: PUT("fbookings/id/paid/")
13: HTTPResponse(200)

14: HTTPResponse(200)

[after(24 h)] 15: PUT(cancel note)

Fig. 4. Scenario model for user payment and invoking payment service.

: BookingH : Paym entService

1: PUT("/bookings/1/cancel"),

I
|
|
|

&

4
1

alt 2: POST("paymentService/payments/,id=1")
[Paid Booking]
3: HTTPResponse(200)
alt 4: PUT("/bookings/1/refund/")
[Pay ment Confirmed 5. HTTPResponse(200)
6: HTTPResponse(200)
wa . W [| 7. DELETE(boskings/tiwaitngRefund”) | |~~~
8: HTTPResponse (204)
9: HTTPResponse(400)
[else] 10: HTTPResponse(200) b
I
I
I
U I
1 I
L 1 I

Fig. 5. Scenario model to cancel booking.

model. Each scenario has associated a tracking variable (e.g., ScI) which helps
in performing the verification and monitoring test coverage.

Verification. The verification properties are specialized for our case study and
some of them are mentioned below.
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DELETE(pay)

POST(bookings, days, guesmamew =

unPaid

PUT(pay, bookingid ) / POST(.

[self paid->size()=0 and self pay->size()=0

waitingPConfirmation
[self paid->size()=0 and self pay->size()=1

and self.cancel->size()=0 and self.refund->size()=0
and it ize()=0]

DELETE(pay) [after(10m)]
=

= -
PUT(cancel, nme)%{er(ﬂh)] \|/ PUT(cancel, note = "Reason") m

cancelled

and self.cancel->size()=0 and self refund->size()=0
and self.w aitingRefund->size()=0]

[self.paid->size()=0 and self pay->size()=0
and seff.cancel->size()=1 and seff refund->size()=0
and self WaitingRefund->size()=0]

o

waitingforRefund

[self paid->size()=0 and seff pay->size()=0
and self cancel->size()=1_and self refund->size()=0
and self. WaitingRefund->size()=1]

POST(w aitingRefund) / POST(../payments/)
PUT(paid, amount)

cancelledandrefunded
[self.paid->size()=0 and seff pay->size()=0
and seff.cancel->size()=0_and sef.refund->size()=1
and self.w aitingRefund->size()=0]

H

DELETE(w aitingRefund)

T
— — = “PUT(Refund, amount)

Req35 |

cancelledNotRefunded
[self.paid->size()=0 and self pay->size()=0
and seff.cancel->size()=1 and self.refund->size()=0
and self w aitingRefund->size()=0]

[sef paid->size()=1 and self pay->size()=0 and seff cancel- >S|ze()
seff.ref =0]

paidB

Req3.4.1

PUT(cancel)

)=0 and sef.w

unconfirmedbyHotel
[self. HotelConfirm->size()=0 and
seff. HotelCheck->size()=0]

Fig. 6. Excerpt of UML state machine of holiday booking composite REST web service.

R3_1 :=true,

R1_1_2:= true cl>24

res_NOT_pay!
set_invf0(),R2_4:=true

i CC_post_NOTPaid?

post_cancel?
set_invf00()

c post_pay?
R1_1_1::tru\eO Ppay

post book? & res_book!

O
! ‘Oﬂ‘;b wa\lFude\

set_invf2()
R2 2 1—true h

m%t Paid?

— 2 o set_invf_1(),
oi=0  yoopy SELINVIO) fO()EN cl<=24 R2_1:=frue AU 3  2()8&G0()8& cl<10
(fb:m =l post_cancel?
= true, res_NOT_pay set_invf00(),
i set_invf0(), R3_3 1= true
R2_2_1:=true res_NOT_pay! -
et_invf00()
g 2 h1 + Paig? 91 Davt F1 acko €1 2 d1 g h
res_pay_Conf! CC_post Pmtﬂ%)'ﬁw‘ ack? Ppay! post_refund
@ set_invf02() @l cl:=0 Olset invf01()@ R3_4:=true
f0_2() S f0_1 f0_1() & = i

f0_0()

f0_0()
!

set_invf00()

Fig. 7. Excerpt of UPTA model of holiday booking composite REST web service.

es_pay_Conf?

NOT_pay?

res_NOT_pay?

post_re

waitForPa

HC_pRelease! pay!

post_book!

final

cancel_late?

Fig. 8. Excerpt of Scenario-based environment (left) and canonical environment
(right).

Deadlock Freeness. The HB Service, the hotel service and the payment service
models are all deadlock free. This means that the composite service never reaches
a state that cannot preform a transition (i.e., A O not deadlock). Note that the
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Tron Engine

input .
Environment  Model of CWS mpu Impl tion

= Hes

htt
P Under Test

(IUT)

HB Adapter

output

Fig.9. UPPAAL TRON test setup.

following queries are made for complete model and only some of them can be
traced in Fig. 7.

Reachability. All the locations in the HB service are reachable. This means that
the model receives and sends messages to the partner services smoothly and the
model is validated for its basic behavior (i.e., E ¢ CompService.r), where r is
the last location in the TA model and indicates that all processes for a certain
booking is completed.

Safety. Some of the safety properties in our model are: (a) Payment should be
released iff the user has checked in, i.e., (EOCompService.h2 imply Card
Service.c2), where c¢2 is the location after check-in and h2 is the location after
payment release, (b) If the payment is released by the HB service then the Hotel
service is paid, i.e., (E O CompService.h2 imply HotelService.p), where p is
the location in Hotel service model for hotel payment.

Liveness. Some of the liveness properties in the model are: (a) When the pay-
ment is not paid within 24 h, the booking is canceled (i.e., CompService.c and
compService.cl > 24 ~» CompService.bl), where ¢ indicates waiting for the
payment, cl indicates clock of the model and b1 indicates the booking request is
going to cancel due to the delay, (b) If the Hotel Service does not confirm within
3 days then the booking is considered not confirmed (i.e., CompService.o and
CompService.cl > 3 ~ CompService.n), where o is the location for wait-
ing for the hotel response and n is the location for canceling. For the scenario
environment, we identified a boolean variable for each scenario. Initially, all
variables are false, and at the end of each scenario the corresponding variable
will be set to true. The verification rule shows that all scenarios are reachable
(E O SDEnv.Scl and SDEnv.S¢2 and SDEnv.S¢3), where SDEnv indicates
the environment model, and Scl, Sc2 and Sc3 are the variables. Timing con-
straints in scenario environment is verified by checking if the user is waiting for
the service payment confirmation more than 10h (i.e., in location X), then she
can cancel the reservation (i.e., SDEnv.X and SDEnv.cl > 10 ~» SDEnv.Y),
Y and X are locations.

Testing. The test setup comprises the TRON engine, the test adapter, and
the IUT. The IUT is a web service composition of three web services: Holiday
Booking, Hotel and Payment Services, whereas the environment model is one
of the models in Fig.8. Whenever all the tracking variables monitored by the
environment models are true, e.g., scenario 1 and 2 are fulfilled or all edges of
the SUT model are covered, the environment transitions to the final state. This
approach is used as a stopping criterion for testing (Fig.9).
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Table 2. Correspondence between code coverage and edge coverage.

Run | Edge Coverage | Code Coverage
1 64 % 55 %

80 % 67 %

100 % 8%

5 Evaluation

The UML state machines of the HB composite REST web service had 14 states
and 25 transitions. These were translated into an UPTA model with 34 loca-
tions and 46 edges. Similarly, the state machines of the Payment service had
3 states and 4 transitions which were translated into an UPTA model with 5
locations and 6 edges. The Hotel service had 4 states and 5 transitions that were
translated into 7 locations and 9 edges. In addition, the environment model
created had 4 locations and 13 edges.

Similarly, the two user scenarios discussed in this article (Figs.4 and 5)
comprised of 15 and respectively 11 messages which were transformed into the
automaton in Fig. 8-left with 13 locations and 17 edges.

One issue with using formal tools like UPPAAL for verification and test
generation, is the scalability of the approach, due to the state space explosion.
In contrast to offline test generation, where the entire state space has to be
computed, in online test generation only the symbolic states following the cur-
rent symbolic states have to computed. This reduces drastically the number of
symbolic states making the test generation less prone to space explosion and
thus more scalable. For instance, the number of explored symbolic states when
generating, with the verifyta tool, traces satisfying complete edge coverage
(i.e., e1r& ... &e & ... &e,,, where e; are tracking variables corresponding to all
m edges of the HBS models) was 974. In the contrast, the maximum number
of symbolic states reported by TRON during a test session achieving complete
edge coverage was 12.

For benchmarking the verification process, we have used the verifyta com-
mand line utility of UPPAAL for verification of the specified 5 properties. We
have used the memtime tool to measure the time and memory needed for verifi-
cation. The result showed in average 2s and 54996 KB of memory being used.
Although the memory utilization depends heavily on the symbolic state space,
it shows that the current size models leave room for scalability of the approach.

In order to evaluate the efficiency of our approach, we compared the specifi-
cation coverage with the code coverage yielded by a given test run. Since we had
access to the source code of the IUT, we used the coverage tool for Python [1]
to report the code coverage for each test session. Table 2 lists results of several
measurements.

Although many of the errors were caused by modeling mistakes, testing
revealed some errors in the implementation as well. For instance, in the HB
service, there was an error in sending cancel request and another error found in
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the POST header in refund request. Also in the Hotel service, the confirmation
was sent by the wrong method, so it was rejected by Holiday Booking service.
Similar errors were detected by applying Scenario-based environment model.

In order to evaluate the fault detection capabilities of our approach, we have
manually created 30 mutated versions of the original HB service program code.
Each mutation had one fault seeded in the code, for instance replacing POST
with DELETE, removing one line of the source code, change of logical conditions,
etc. The faults were always seeded in those parts of the code that is covered when
achieving 100 % edge coverage of the model. We assumed that the original version
of the composite web service is the correct one, as we were able to run the 100
test sessions in TRON against it. For each mutated version of the composite web
service, we set the TRON to execute 100 test sessions against it. When a fault
was discovered, the mutant was considered as killed. If the mutated statement
has been covered by the test runs but no failure was detected, we mark it as
alive. Out of the 30 mutated programs, 28 mutants were killed and 2 were alive,
using the canonical test environment in Fig. 8-left. This resulted into a mutation
score of 93.3 %.

6 Related Work

A large body of work on using model checking techniques for validation and
verification of web service compositions has been done and overviews of works
can be found in [7,29]. Mostly authors have used web service specific specifi-
cation languages as starting point and converted specifications to models using
model checking tools. Then, they performed simulation, verification or test gen-
eration via model-checking. Most of these works use the selected model-checking
tool only for simulation and verification; only a handful generate abstract tests
from the verification conditions. We can distinguish roughly two verification
approaches: those that target the PROMELA language [25] which is the input
language for the SPIN model-checker [17], and those that target the UPPAAL
timed automata as modeling tool [4]. In the following, we will revisit those works
which are most similar to ours.

Garcia [14] uses counterexamples to specify and generate test cases in model
checking tool. The transitions in BPEL define the test requirements. The tran-
sitions are mapped to the model expressed in LTL properties. Fu et al. [13]
provide a framework for both bottom-up and top-down approach analyzing web
service compositions. In top-down, the conversation of a web service is specified
as guarded automaton converted to PROMELA modeled in SPIN model-checker.
The bottom-up approach translates BPEL to guarded automaton and used SPIN
tool after translating guarded automaton to PROMELA. The synchronization
of web service conversations are analyzed in order to verify the compatibility.

Huang et al. [18] present a work that automatically translate OWL-S specifi-
cation of composite web service into a C-like specification language and PDDL.
These can be processed with the BLAST model-checker which can generate pos-
itive and negative test cases of a particular formula.
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These works focus on BPEL processes and OWL-S which make them depen-
dent on specific execution languages for SOAP based services whereas our work
is not dependent on implementation and supports REST architectural style.
Besides, they do not support requirement traceability and is not clear how
tests are generated and executed. Furthermore, the PROMELA language cannot
address real-time properties, due to the limited support for time in PROMELA.
Cambronero et al. verify and validate web services choreography by translating
a subset of WS-CDL into a network of timed automata using UPPAAL tool [§].
They model the requirements by extending KAOS goal model. The work is sup-
ported by WST tool that provides model transformation of timed composite web
services [9]. Diaz et al. also provide a translation from WS-BPEL to UPPAAL
timed automata [10]. Time properties are specified in WS-BPEL and translated
to UPPAAL. However, requirements are not traced explicitly, while verification
and testing are not discussed.

Ibrahim and Al-Ani [19] specify safety and security non-functional proper-
ties in BPEL and later formulated into guards in the UPPAAL model. They do
not consider neither real-time properties nor test generation. In [15], Nawal and
Godart use UPPAAL to check compatibility of web service choreography sup-
porting asynchronous timed communications. They distinguished between full
and partial compatibility and full incompatibility of web services. Our work is
somewhat similar to their work as we support time critical stateful REST webs
service compositions using UPPAAL, however, in addition to verification we use
UPPAAL with TRON to validate the implementation of the web services.

Zhang [30] suggest the use of the temporal logic XYZ/ADL language [31]
for specifying web server compositions. They transform the specifications into
a timed asynchronous communication model (TACM) which are verified in
UPPAAL. In [21], uses BPEL as a reference specification and transform them
to an Intermediate Format (IF) based on timed automata and then propose an
algorithm to generate test cases. Similar to our approach, tests are generated via
simulation in a custom tool, where the exploration is guided by test purposes.
The time properties are added manually to the IF specification, while we specify
them at UML level.

Biswal et al. present a test generation approach using UML activity diagram
to define scenarios [6]. Arnold et al. provide a framework that supports auto-
matic test generation from scenarios and also transforms them to test cases that
can run on actual IUT [3]. Enoiu et al. presented an approach to generate test
suites for PLC software using UPPAAL [11]. Larsen et al. presented an approach
in which scenario-based requirements are translated to timed automata, reduc-
ing the problem of model consistency and verification effort [22]. These works
provide approaches to verify and validate the service specifications by checking
the properties of interest using UPPAAL. However, in our work, in addition to
model checking the properties we also perform conformance testing of the ser-
vice composition via online scenario-based testing with the TRON tool and we
provide requirement traceability for non-deterministic systems.
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7 Conclusions

We have presented a scenario-based approach to verify and validate RESTful
composite web services. In our approach, a service can invoke other services
and exhibit complex and timed behavior, while still complying with the REST
architectural style. We showed how to model the service composition in UML,
including time properties. We modeled communicating web services and explic-
itly define the service invocations and receiving service calls.

We use model checking approach with UPPA AL model-checker to verify and
validate our design models w.r.t user scenarios. From the verified specification,
we generate tests using an online model-based testing tool. The use of online
model-based testing proved beneficial as our system under test exhibits non-
deterministic behavior due to concurrency and real-time domain.

With the help of requirements traceability mechanism we traced requirements
to UML models and, via the UML—UPTA transformation to timed automata
models. Their reachability is verified in UPPAAL and they are used as test goals
during test generation. Linking requirements to generated tests allowed us to
quickly see which requirements have been validated and which have not. In addi-
tion, it allows us to identify from which parts of the specification /implementation
the detected error has originated.

We exemplified our approach with a relatively complex case study of a holiday
booking web service and we provided preliminary evaluation results.
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Abstract. Our work examines the impact of natural movements on
usability and efficiency of one-handed website operation on touchscreen
smartphones. We present and evaluate a JavaScript framework which
transforms the controls of all page elements into an interface that corre-
sponds to the natural arcing swipe of the thumb. This can be operated
via swipe and tap, without having to stretch the thumb or change the
grip on the phone. The interface can be toggled on or off as required and
keeps the original presentation of the website intact. Two user studies
show that this choice of interface and its simplified interaction model can
be applied to a diverse range of interactive elements and websites and
provides a high degree of usability and efficiency.

Keywords: One-handed operation - Mobile - Web + Wheel menu - Inter-
face adaptation - Curved interfaces - CSS3 - JavaScript - HTML

1 Introduction

The majority of smartphones sold today use modern operating systems such as
Android and i0OS, both of which have a powerful and largely standard-compliant
browser paired with a touchscreen interface and a large screen. With the help
of established adaptation techniques for websites on mobile devices [2,20] as
well as responsive themes [6] employing CSS3 media queries, device-independent
websites are becoming the norm. In addition, further approaches exist to adapt
websites to mobile device constraints, although these are either proprietary [1],
dependent on a proxy server [10] or bound to a specific browser [16,26]. For
non-adapted pages, built-in actions such as pinching and tapping to zoom can
improve matters. Although these approaches result in an adapted and improved
display on a range of mobile devices, they do not provide an adapted interaction
model for thumb-based use, which has been identified as a preferred mode of
operation by many users [13]. The limited mobility and reach of the thumb
represent completely different challenges to the designer regarding the layout
and operation of the website; simply crafting it to ensure a correct display of the
page elements does not suffice.
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While some browsers [16] offer improvements for one-handed operation as
part of their interface (using simple gestures, for example), we explore whether
one-handed operation can be reliably improved regardless of the browser or plu-
gin used. We do this by improving the display and control of elements operated
via direct touch, without the need for gestures. As devices and browsers become
increasingly powerful, the question arises as to whether such improvements can
be made directly at runtime in the browser, and how efficient and usable these
improvements are in comparison to non-enhanced websites.

In this paper we present a JavaScript-based framework which we have named
the One Hand Wonder (OHW). The OHW prototype provides an on-demand,
thumb-optimised interface for all interactive elements on a web page, facilitating
operation and navigation across a wide range of websites. It gives quick access to
the most common elements and augments the interaction model of the browser
and the standard HTML elements of a web page with additional one-handed
Ul features that can easily be toggled on and off. These augmentations are
temporary and do not change the design of the website. The OHW is built using
solely client-side technologies and is implemented by simply embedding the code
into the the web page. Initial user testing together with informal feedback during
a demo session has confirmed acceptance and learnability [18]. This paper is
based on a previous publication [19], but provides more insight into the design
rationale as well as a more detailed description of the various interface modules.
In particular, this paper focuses on the following:

1. Detailed description of design and functionality of the framework and its
modules.

2. Head-to-head comparison of the OHW’s performance against normal, non-
enhanced operation.

3. A performance test of the system based on its implementation into popular
websites.

4. Overall discussion of the OHW as a tool for one-handed website operation on
touchscreen smartphones.

2 Previous Research

When designing thumb-friendly interfaces, Wobbrock et al. [23] suggest support-
ing and evoking horizontal thumb movements as much as possible, as vertical
movements were found to be overly challenging. On this basis they suggest a
horizontal layout of interactive elements on the screen to accommodate the eco-
nomic peculiarities of the thumb and improve usability. Katre [14] shows that a
curved arrangement of elements on a touchscreen is perceived as comfortable and
easy, as it supports a more natural circular motion of the thumb. An application
of this is found in interfaces such as ArchMenu or ThumbMenu [12], where the
user moves their thumb over an arch of elements placed in the bottom right
corner of the screen.

Other researchers have explored the use of concentric menus such as the
Wavelet menu [8] and SAM [5] to enhance thumb-based interaction, similar
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to the first generation Apple iPod. In the case of the Wavelet menu, research
has shown that this approach with its consistent interaction model is easy to
learn and efficient to use. Lii and Li [15] present Gesture Avatar where the
user can highlight a GUI element on screen to gain better control of it via
an enlarged avatar. While this is an innovative way of improving one-handed
device operation, it requires the user to draw their interface first, depends on a
proprietary application and cannot be customised by the webmaster.

In terms of general adaptation of websites for mobile devices, one approach
is web page segmentation [10,11], using a proxy server to re-render the page
into new logical units which are subsequently served to the device. A propri-
etary solution is the Read4Me browser [26] where the browser offers to optimise
the page for mobile display via a proxy-server that then serves it to the user.
Bandelloni et al. suggest a different system [3] where the developer creates an
abstract XML-based description of the layout and a proxy server renders the
information for the respective access device. In addition to these techniques, var-
ious services, themes and frameworks exist to adapt websites for mobile devices
and CSS3 media queries offer a flexible approach for display adaptation.

While existing approaches are all concerned with the display of a website
on mobile devices, the OHW addresses a so-far neglected aspect: the specific
support of one-handed operation of the web page. By implementing the OHW
into a website, improvements are made to the operation — rather than the pre-
sentation — of the site, as this remains problematic even on well-adapted sites
when operating it with one hand. Most importantly, the enhancement is done
at runtime and on the client, can be fully configured by the webmaster and is
dependent only on the browser itself and the user (who can choose to switch the
enhancements on or off at any time).

3 Development

To verify the findings of previous researchers [14,23] promoting a curved input
control for thumb-based GUIs, we conducted a user study with 7 participants
(3 F, mean age 31.43 years, SD 4.65), all of who declared to be frequent users of
touchscreen mobile devices. Participants were asked to swipe 10 times using their
right and left thumb without looking at the device. They were instructed to swipe
in a way that was most natural and comfortable to them, avoiding bending and
stretching of the joints. Traces of these swipes were recorded on a hidden layer
and saved. Stacking the resulting images on top of each other shows the curved
movement created by a horizontal swipe, supporting the findings of previous
researchers and informing our design of the interface (Fig. 1). In a separate study
with 27 participants (8 F, mean age 22.33 years, SD. 2.94), we explored the
impact of button position on grip stability. For this we measured the gyroscope
amplitude around the X, Y and Z axis when the user tries to reach an item with
their thumb in 60 positions. Visualising the data shows that the least amount of
movement on the Z axis is in the area highlighted by our swipe test (Fig.1). By
positioning interactive elements in this area, stretching and bending of the thumb
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Fig. 1. Far left and left: Visualisation of the swipe data created by the horizontal
movement of the left and right thumb. Right and far right: Visualisation of the
Gyroscope amplitude around the Z-axis when tapping a target with left or right thumb
in various locations of the screen. Darker areas present target locations that create
a high amplitude (15793 Hz max.) and strong device movement when being tapped.
Lighter areas represent element positions with low amplitudes (3273 Hz max.) and little
movement of the device. Left images taken from [19] with permission from WEBIST.

and the resulting shifting of the phone in the user’s hand is minimised, providing
a more secure grip and further supporting our design decision. To develop and
verify our design, we iteratively tested paper prototypes with users to transform
the wheel menu metaphor into a comprehensive website interface, supporting a
more natural operation and minimal strain. Building on discussions with web
developers, we made the OHW as non-intrusive and supportive as possible in
the form of an easily accessible, half-circle-shaped interface that can be added
to a page by simply dropping the code into the website.

4 Functionality

The interface consists of three main parts:

— A display zone (Fig.2, red) showing menu content or the currently active
element, such as a video or a form element. When in scrolling mode or when
selecting an item from the wheel menu, this zone displays the web page.

— An interaction zone (Fig.2, green) on which the user swipes and taps to
manipulate items in the display zone.

— A Start/Back button (Fig.2, yellow) which is used for moving back through
different states of the interface and for showing and hiding the wheel menu.

The OHW facilitates one-handed web browsing by assembling all interactive
elements on request in a region easily accessible by the user’s thumb and restricts
the range of interactions to just two — swipe and tap. The layout of the page
stays untouched and users can decide whether or not to use the interface at any
time by switching it on or off (Fig.2). Thus, the OHW is not an interface for
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Browser

interaction on mobile devices, and in the case of  control of the content.
the Wavelet menu have shown that this

approach with its consistent interaction model i
is easy to learn and efficient to use. User testing

Therefore, we decided to employ a wheel-like
interface as the basis of the OHW.

Initial usability testing was conducted to I y
identify any usability issues and to establish a

general impression of the interface’s
Design acceptance as a website navigation interface.

OHW
Participant Background

The OHW attempts to combine a more "
ergonomic design with client-side page parsing Interaction
for automated menu creation to improve ease
of use, oversight, and provide consistent
operation following a simple interaction
scheme. Itis intended to facilitate one-handed
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Weesawsing on touchscreen smart phe-
allinteractive elements in
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Fig. 2. Left: The OHW as it appears on start up. Middle: The OHW opened for
right-handed use. Right: The three zones of the OHW. Colours were added for easier
differentiation. Red: The display zone. Green: The interaction zone. Yellow: The
Start/Back button. Images 1 and 2 taken from [19] with permission from WEBIST
(Color figure online).
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mobile optimisation, which can be achieved using the techniques outlined above.
Rather, the OHW’s purpose is to enhance one-handed operation of a website
regardless of its degree of adaptation, without spoiling the design. It augments
the interaction model, not the display. To function, the OHW requires a browser
with CSS3 support together with the jQuery JavaScript library — the most pop-
ular JavaScript library to date [17] — present on the website. Other than this,
there are no minimum standards required and the OHW can be implemented
into pages that already include libraries such as MooTools, for example. It has
been trialled on a range of Android and i0S devices with HTML4 and HTML5
mark-up in Standards and Quirks mode.

The OHW interface consists of a variety of modules whose availability
depends on the content of the website and the interface’s configuration. Each
module is represented as a wedge and together they form a wheel-type interface,
either at the right-hand or left-hand bottom corner of the screen, depending
upon the user’s choice (Fig.2). Only the modules that correspond to elements
found on the page are loaded, but additional modules can be added at runtime
by listening to updates of the Document Object Model (DOM).

To implement the OHW, the webmaster only needs to ensure that the jQuery
JavaScript library is available on the website before linking to the OHW’s code
using a basic <script> tag. The webmaster can optionally edit the configura-
tion file, which is a JavaScript object, and adjust themes, selectors and custom
functionality. As each and every aspect of the interface can be adjusted via
CSS and HTML, the OHW can fit the look and content of a wide variety of
websites. Once implemented, the code scans the website for certain tags from
which to build the interface. By default these are basic HTML elements, such
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