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Preface

On behalf of the organizing committee, it is an honor and a great pleasure to
welcome you all to the 19th Asia Pacific Symposium on Intelligent and
Evolutionary Systems (IES 2015).

IES conference is an annual event, initiated back in 1997 in Canberra, Australia,
and it has been held annually in the Asia-Pacific region ever since. As mentioned,
IES 2015 this year is the latest and the 19th in the series. It is held from 22nd to 25th

November, 2015. It aims to bring together researchers from countries of the Asian
Pacific Rim, in the fields of intelligent systems and evolutionary computation, to
exchange ideas, present recent results and discuss possible collaborations.
Researchers beyond Asian Pacific Rim countries are also welcome and encouraged
to participate. The theme for IES 2015 is “Transforming Big Data into Knowledge
and Technological Breakthroughs”.

The host organization for IES2015 is the School of Information Technology
(SIT), King Mongkut’s University of Technology Thonburi (KMUTT), and it is
technically sponsored by the International Neural Network Society (INNS).
IES2015 is collocated with three other conferences; namely, The 6th International
Conference on Computational Systems-Biology and Bioinformatics 2015 (CSBio
2015), The 7th International Conference on Advances in Information Technology
2015 (IAIT 2015) and The 10th International Conference on e-Business 2015
(iNCEB 2015) as a major part of series of events to celebrate the SIT 20th

anniversary and the KMUTT 55th anniversary.
IES 2015 attracted 73 total submissions altogether from 19 countries. The

reviewing process was as rigorous as could be, without a target for number of
acceptance. The acceptance of each submission was decided solely on its technical
merit. In short, quality took priority over quantity. Most submissions were sub-
jected to at least 3 reviews. Some submissions with rather unique and difficult topics
managed to be assessed by at least 2 reviewers. The reviewing committee comprises
multifarious group of experts from 20 countries. Finally, 34 submissions were
deemed suitable for presentation and publication.

v



The organizing committee believes that with four collocated conferences, it will
be a great forum for all participants from various fields to meet, discuss and
exchange knowledge and experiences in a friendly non-competitive atmosphere.
The organizing committee wishes to express gratitude and appreciation to members
of the reviewing committee for their time and invaluable effort, without them IES
2015 will not materialize. IES 2015 is technically and academically stimulated by
several keynote and plenary speakers. Their anticipated contributions are much
appreciated and acknowledged. Smooth collaboration with Springers is gratefully
acknowledged here. It is hoped that IES 2015 will be both professionally and
personally a rewarding experience to all.

Finally, on behalf of the organizing committee, we would also like to take this
opportunity to thank you all participants for taking an interest in IES 2015 and wish
you a pleasant stay in Thailand.

September 2015 Kittichai Lavangnananda
Somnuk Phon-Amnuaisuk

Worrawat Engchuan
Jonathan H. Chan

vi Preface
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An Experimental Analysis of a Robust
Pheromone-Based Algorithm for the
Patrolling Problem

Shigeo Doi

Abstract Recently, the necessity to resolve the patrolling problem has become
pressing. This problem is modeled using an undirected graph structure in which one
ormore agents patrol the graph and regularly visit each nodewith the shortest time in-
terval possible. Some central controlled algorithms have been proposed to solve this
problem. However, the reliability of these algorithms, which depends on the central
controller and communication between the controller and each agent, is considered
insufficient. Thus, algorithms with a central controller are not applicable to critical
environments. As an alternative approach, some autonomous and distributed algo-
rithms have been proposed to achieve higher reliability and robustness. In a previous
paper, we proposed an autonomous and distributed algorithm, called pheromone- and
inverse-degree-based Probabilistic Vertex-Ant-Walk (pidPVAW). pidPVAW uses a
pheromone model corresponding to fixed points for agent communication and co-
operative patrolling as an extension of pheromone-based PVAW (pPVAW). In this
paper, we introduce a new parameter k to control the effect of the degree of the
neighbor nodes on the agent decision to move. When k = 0, pidPVAW behaves like
pPVAW; therefore, pidPVAW includes pPVAW. The parameter k controls how easily
nodes with lower connectivity can be visited. We ran some computer simulations for
the parameter k on square grid graphs and scale-free graphs, and showed its effect
on the system.

Keywords Patrolling problem · Ant colony system · Multi-agent systems

1 Introduction

When security officers patrol a monitored area at midnight, as part of their tasks, they
usually visit certain fixed locations at regular intervals and check whether intruders

S. Doi(B)

National Institute of Technology, Tomakomai College, 443 Aza-nishikioka, Tomakomai,
Hokkaido 059-1275, Japan
e-mail: doi@jo.tomakomai-ct.ac.jp

© Springer International Publishing Switzerland 2016
K. Lavangnananda et al. (eds.), Intelligent and Evolutionary Systems,
Proceedings in Adaptation, Learning and Optimization 5,
DOI: 10.1007/978-3-319-27000-5_1
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4 S. Doi

have entered the area. However, during their duties, the officers can be potentially
ambushed by the intruders, resulting in serious incidents that may pose a risk on their
safety.

Consequently, security-patrolling robots have been recently developed and par-
tially used to substitute human security officers. However, as their purpose is to check
for emergencies or security incidents by travelling along a fixed path, they are in-
capable to modify their behavior according to conditions. Ideally, the robots should
adapt their actions to different situations. The ability to change behavior is thus of
fundamental importance. These robots should be autonomous and able to modify
their actions independently.

In addition, the introduction of a central control system to control the robots may
lead to low reliability, as the robots would then have to communicate with each
other through the central control system. Therefore, if the communication channels
between the system and the robots were lost, they could not work properly and
accomplish their tasks. Thus, the robots should be able to work effectively and
communicate with each other to exchange information without a central controller.

In this paper, we design an autonomous, robust, and distributed algorithm to
deal with environments that utilize security robots instead of security officers, using
pheromone information corresponding to fixed points that the robots should visit at
regular intervals in the monitored area.

In other words, this approach uses pheromone information instead of a direct
communication channel between the robots. In addition, we also consider the ease
of visiting such fixed points in the monitored area by examining the degree of the
neighbor nodes. The monitored area is expressed as an undirected graph. A node
corresponds to a fixed point that the robots should visit at regular intervals. We
use the degree of each node to represent the ease of visiting that particular node.
For example, a node with low connectivity, such as a corner node in the grid envi-
ronment, cannot be easily visited by the robots. We developed a pheromone- and
inverse-degree-based Probabilistic Vertex-Ant-Walk (pidPVAW) algorithm [1]. This
feature is effective for graphs that have a biased degree distribution. A comparison
of pidPVAW and pheromone-based PVAW (pPVAW) using computer simulations
shows that the performance of pidPVAW is superior to that of pPVAW on scale-free
graphs [2]. In this paper, we have also evaluated the grid network and focused on the
nodes located at the corners of the grid.

2 Problem Definition and Related Work

First, let us define the patrolling problem. Let G = (V, E) be an undirected graph,
where V is a set of nodes and E is a set of links. The nodes represent the places that
agents should visit at regular intervals. If (i, j) ∈ E , an agent is able to move on the
link from i to j using one unit of simulation time. A patrolling problem is defined
as the problem of enabling the agents to visit all the nodes in the shortest intervals
possible during the simulation time. In general, as the number of agents increases,
the visiting interval for all the nodes should decrease.
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Fig. 1 Flowchart of pheromone-based Probabilistic Vertex-Ant-Walk (pPVAW) and
pheromone- and inverse-degree-based PVAW (pidPVAW). The difference between pidPVAW
and pPVAW resides only in the equation used to calculate p(v).

Architectures for multi-agent patrolling were discussed in [3]. Spanning-tree
based algorithms were proposed in [4] and [5]. Theoretical analyses were proposed
in [6] and [7]. In addition, various algorithms, such as graph partitioning [8], rein-
forcement learning [9], and the ant colony system [10], were proposed under static
environments. Various approaches for the patrolling problem were discussed in [11].

Elor et al. proposed Probabilistic Vertex-Ant-Walk (PVAW) [12][13]. In PVAW,
when an agent determines the next neighbor node to visit, it primarily selects the
least visited neighbor node with probability 1 − p. Otherwise, with probability p,
it selects a neighbor node randomly. We developed an improved version of PVAW,
called pPVAW [14]. The difference between pPVAW and PVAW is that a robot
using pPVAW selects its next node in proportion to the quantity of pheromones with
probability p , whereas a robot using PVAW selects its next node randomly. In this
paper, we describe a algorithm, pidPVAW, which is based on pPVAW. To visit nodes
with lower connectivity, the selection of the next node by a robot using pidPVAW is
based on the inverse proportionality to the degree of the neighbor nodes, in addition
to the quantity of pheromone.
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2.1 pidPVAW

pidPVAW is an improved version of the pPVAW algorithm[14]. In this algorithm, we
focus on the assumption that the agentsmay find difficult visiting lower degree nodes.
In addition, we consider the degree of each neighbor node so that the lower degree
nodes can be more easily visited using pidPVAW than using pPVAW. In a scale-free
graph, the frequency of visiting nodes by the pidPVAW algorithm is higher than
that of pPVAW [1] because the improvement is considered effective for scale-free
networks.

The difference between pidPVAW and pPVAW is only in the equation of p(v).
Now, we assume that D(w) is the degree of w ∈ V , and the agent is at the node w.
The probability of the agent moving to v ∈ N (w) is given as

p(v) =
1

D(v)k

(
max

n∈N (w)
σ (n) − σ(v)

)

∑
m∈N (w)

(
1

D(m)k

(
max

n∈N (w)
σ (n) − σ(m)

)) (1)

The equation of p(v) indicates that p(v) is inversely proportional to the degree
of the neighbor nodes, and k is a parameter. If k is high, the lower degree nodes are
more likely to be visited.

In a grid environment, the behavior of an agent using pidPVAW is often similar
to that of an agent using pPVAW. In most cases, when an agent tries to determine the
next node to visit among the neighbor nodes, the degree of all the neighbor nodes
is equal and, therefore, p(v) obtained by pidPVAW is equal to p(v) obtained by
pPVAW.With the exception described above, when an agent located at an edge node
in a grid environment determines the next node to visit, an edge node of the grid
is more likely to be selected than the other nodes. In pidPVAW, we assume that an
agent can acquire additional information, e.g., the degree of the neighbor nodes,when
determining the next node; on the other hand, pPVAW does not require this piece
of information. In this paper, we introduce the parameter k to the original pidPVAW
algorithm[1]. If k is high, nodes that have less connectivity can be visited more
easily by the agents. By introducing this parameter, pidPVAW can work identically
to pPVAW. If the parameter k is set to 0, Eq. 1 does not consider the degree of the
neighbor nodes; therefore, when k = 0, pidPVAW is identical to pPVAW.

3 Simulation

3.1 Overview

In this paper, we present two scenarios for the evaluation of the parameter k in
pidPVAW. The purpose of the first scenario is to evaluate the adaptiveness of the
parameter k in relation to the visit of corner nodes in grid environments. The purpose
of the second scenario is to evaluate the performance on scale-free graphs, which
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Fig. 2 Graph structure using the simulations in Scenario 1. The parameter si ze was set to 10
or 100.

have a biased node degree of distribution. Some simulation parameter settings were
identical for the first and the second scenarios; for example, the simulation time for
each run was set to 1000000 units for both scenarios and the probability p was set to
0.1. Both Scenario 1 and Scenario 2 ran under a static environment. In other words,
the graph structure did not change during the simulations.

3.2 Scenario 1: Static Square Grid Graph

The first scenario, Scenario 1, used the square grid graph shown in Fig. 2. Owing to
their connectivity, four corner nodes of the grid are not easily visited by the agents,
as shown in Fig. 2. In this scenario, we changed the parameter si ze, i.e., the length
of edges of the square grid, to 10 or 100, and increased the number of agents from 2
to 10 with increments of 2.

3.3 Scenario 2: Static Scale-Free Graph

The second scenario, Scenario 2, used two scale-free graphs, whose characteristics
are shown in Table 1. As this graph appears coarse, it was difficult for the agents in
the graph to visit all the nodes. In this scenario, we used a number of agents 2 or 10.

3.4 Evaluation Criteria

We used the following values of s and m from Eqs.(2) and (3) as our evaluation
criteria for the dynamic behavior for both scenarios. As t is the current time of each
simulation, t − σ(v) represents the elapsed time since the last visit by the agents.

In scenario 1, we also considered the number of times that the agents have visited
the corner nodes in the square grids. If the number is high, it is easier for the agents
to visit nodes with lower connectivity.
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Table 1 Characteristics of two scale-free graphs

Graph A B

The Number of Nodes 10000 10000
Average Degree 2.000 2.000

Diameter 27 23
Radius 14 12

a of Approximate Eq. y = axb 3784.6 2508.8
b of Approximate Eq. y = axb -2.158 -1.969

Correlation Coefficient R2 of Approx. Eq. 0.900 0.876

Table 2 Average number of visits for each corner node obtained fromScenario 1. The number
of agents was set to 2 and the parameter si ze was set to 10.

k\ coordinate (0,0) (9,0) (0,9) (9,9) Average Stdev.

0 19641.3 19652.7 19633.1 19644.7 19642.95 6.290786914
1 19291.0 19302.7 19289.0 19285.9 19292.15 5.685244058
2 19440.4 19435.9 19442.0 19438.0 19439.075 2.075933525
3 19430.6 19433.6 19436.5 19428.7 19432.35 2.652168924
4 19496.8 19494.8 19495.4 19497.7 19496.175 1.020539073

s =
∑
v∈V

(t − σ(v)) (2)

m = max
v∈V

(t − σ(v)) (3)

Table 3 Average number of visits for each corner node obtained fromScenario 1. The number
of agents was set to 10 and the parameter si ze was set to 10.

k\ coordinate (0,0) (9,0) (0,9) (9,9) Average Stdev.

0 83820.8 83731.7 83876.9 83777.8 83801.8 47.93958698
1 84412.0 84477.0 84393.2 84402.0 84421.05 29.49857624
2 84934.7 84913.3 85005.4 85000.4 84963.45 35.96300877
3 85492.4 85473.9 85501.6 85390.0 85464.475 39.48019124
4 85811.6 85818.1 85889.2 85873.5 85848.1 30.2212508
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Table 4 Average number of visits for each corner node obtained fromScenario 1. The number
of agents was set to 2 and the parameter si ze was set to 100.

k\ coordinate (0,0) (99,0) (0,99) (99,99) Average Stdev.

0 162.1 156.6 159.4 167.2 161.325 3.497070202
1 168.0 158.6 169.3 162.2 164.525 3.882975663
2 163.8 160.2 173.1 165.9 165.75 4.210700654
3 167.4 162.3 170.8 166.1 166.65 2.720661684
4 163.8 164.3 169.9 165.4 165.85 2.154530111

Table 5 Average number of visits for each corner node obtained fromScenario 1. The number
of agents was set to 10 and the parameter si ze was set to 100.

k\ coordinate (0,0) (99,0) (0,99) (99,99) Average Stdev.

0 826.3 809.4 822.0 818.4 819.025 5.564305887
1 833.1 830.9 823.2 820.4 826.9 4.698510402
2 839.8 833.1 831.7 825.7 832.575 4.483469639
3 840.6 844.9 849.9 848.4 845.95 3.204059925
4 840.0 840.5 851.1 842.7 843.575 3.990676634

Table 6 Averagenumber of visits for each corner nodeobtained fromScenario 1.The statistics
are the average of the four corner nodes for each k and agent . The parameter si ze was set to
10.

k\agents 2 4 6 8 10
0 19643.0 33587.8 50269.7 66944.7 83801.8
1 19292.2 33892.3 50706.3 67496.4 84421.05
2 19439.1 34279.6 51045.5 67959.9 84963.45
3 19432.4 34340.0 51334.7 68360.2 85464.475
4 19496.2 34509.8 51582.4 68667.7 85848.1

4 Results

4.1 Scenario 1: Static Square Grid Graph

The average graphs obtained from 10 simulations for s and m are shown in Fig. 3 and
Fig. 4. The statistical results obtained from 10 simulations are shown in Tables 2-7.

For Scenario 1, the average numbers of visits for each corner node in the square
grid graphs obtained from 10 simulations are shown in Tables 2-7. Tables 2-5 show
how many times the agents visited the four corner nodes in the square grid when the
parameter k changed from 0 to 4 with an increment of 1. Table 6 and Table 7 show
how many times the agents visited the four corner nodes when k changed from 0 to
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Table 7 Averagenumber of visits for each corner nodeobtained fromScenario 1.The statistics
are the average of the four corner nodes for each k and agent . The parameter si ze was set to
100.

k\agents 2 4 6 8 10
0 161.3 324.8 490.7 651.5 819.0
1 164.5 331.9 493.3 660.2 826.9
2 165.8 332.1 496.1 667.2 832.6
3 166.7 334.8 499.5 672.0 846.0
4 165.9 336.8 503.1 679.0 843.6

4 with an increment of 1 and agent changes from 2 to 10 with increments of 2. The
average numbers of visits of all corner nodes in the square grid graphs obtained from
10 simulations are shown in Table 6 and Table 7. These results are the averages over
10 simulations for each setting.
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Fig. 3 Simulation result for Scenario 1 with the settings si ze = 10 and p = 0.10. In the two
graphs in the top row, the setting agent = 2 was used, whereas, in the two graphs in the
bottom row, the setting agent = 10 was used. For each row, the graph on the left shows s,
the sum of the visiting intervals for all nodes, whereas the graph on the right shows m, the
maximum visiting interval for all nodes.
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Fig. 4 Simulation result for Scenario 1 with the settings si ze = 100 and p = 0.10. In the
two graphs in the top row, the setting agent = 2 was used, whereas, in the two graphs in the
bottom row, the setting agent = 10 was used. For each row, the graph on the left shows s,
the sum of the visiting intervals for all nodes, whereas the graph on the right shows m, the
maximum visiting interval for all nodes.

As shown in Tables 2-7, if the number of agents is considered sufficient, an im-
provement in performance can be observed when the parameter k is high. Especially,
there seems no significant variation in the case agent = 2 and si ze = 10 while k
changes. When the number of agents is 10, the performance related to the visits of
the corner nodes is superior for greater values of k. If the number of agents is higher,
the difference will be larger.

The results s and m of pidPVAW obtained from Figs. 3 and 4 were similar for
different values of the parameter k. The reason is that the distribution of degree of the
square grid graphs used in Scenario 1 is almost constant. All the nodes, except those
on the edges or corners, had four neighbors. Therefore, almost no difference could
be observed between the results for different values of k . In the case agent = 2
and si ze = 10, Fig. 3 shows that m converged to a value of approximately 50 after
that half of each simulation time had elapsed. In other words, the agents could walk
on a fixed path while communicating to other agents their next node without global
knowledge. This behavior may be effective for graph monitoring.
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Fig. 5 Simulation result of graphA for Scenario 2. In the two graphs in the top row, the setting
agent = 2 was used, whereas, in the two graphs in the bottom row, the setting agent = 10
was used. For each row, the graph on the left shows s, the sum of the visiting intervals for all
nodes, and the graph on the right shows m, the maximum visiting interval for all nodes.

4.2 Scenario 2: Static Scale-Free Graph

In Scenario 2, the results in Fig. 5 show that the performance of pidPVAW, with
k > 0 were superior to that of pidPVAW with k = 0. Furthermore there seems
little difference among the results of k > 0. As shown in Fig. 6, the performance of
pidPVAW with k > 0 was worse than that of pidPVAW with k = 0 when we used
the setting of agent = 10 and graph B. If the number of agents in the environment
is sufficient, the agents using pidPVAW with k = 0 can move to hub nodes of a
scale-free graph, as opposed to the agents using pidPVAW with k > 0; therefore,
the agents using pidPVAW with k = 0 can visit different lower connectivity more
easily than the agents using pidPVAWwith k > 0. In addition, in the case of k = 0 ,
the measurement of m oscillated. However, for k > 0, the measurements of s and m
mostly converged to a specific value quickly; therefore, the agents using pidPVAW
with k = 0 can visit hub nodes more frequently than the agents using pidPVAW
with k > 0. As shown in Figs. 5 and 6, little difference can be noticed between the
algorithms with k > 0. Notably, the setting k > 0 showed similar performance to the
others; therefore, k = 1 is considered to be the best setting because of computation
costs. As a result, an algorithm considering the degree of the neighbor nodes can
lead to superior performances in relation to the visit of square grid corner nodes.
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Fig. 6 Simulation result of graph B for Scenario 2. In the two graphs in the top row, the setting
agent = 2 was used, whereas, in the two graphs in the bottom row, the setting agent = 10
was used. For each row, the graph on the left shows s, the sum of the visiting intervals for all
nodes, and the graph on the right shows m, the maximum visiting interval for all nodes.

Furthermore, if the number of agents is insufficient, the algorithm can be adapted to
scale-free networks. When pidPVAW with k > 0 is used an agent is capable to visit
a lower degree node that has not been visited by any other agent for a long time.
These results show that pidPVAW can be considered more robust to graph topology
than pPVAW.

5 Conclusions and Future Work

In this paper, we introduced the parameter k to pidPVAW, which includes the degree
of the neighbor nodes. We confirmed that a higher k can lead the agents to the four
corner nodes in a square grid; besides, higher k showed better dynamics, when the
number of agents is insufficient, in scale-free networks. Thus, the degree of the
neighbor nodes is an important parameter, which, if perceived by an agent, should
exploited for effective patrolling.Consequently, pidPVAW,which includes the degree
of the neighbor nodes, is a highly stable algorithm for the solution of patrolling
problems. In the future, we shall investigate further parameter settings and algorithm
enhancements to improve pidPVAW performance.
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Abstract This paper proposes an evacuation guidance method for use in disaster
situations. The method is based on ant colony optimization (ACO). We have imple-
mented the method as ACO-based evacuation system in a simulator and examined
the feasibility of the system. Since we cannot depend on the communication infras-
tructures with a disaster occurs, we make the system utilize mobile ad hoc network
(MANET). We expect the ACO-based evacuation system produces quasi-optimized
evacuation paths by the cooperation of multiple agents, while MANET provides
communication between agents in the environment lacking of network infrastruc-
ture. Even though a number of ACO-based guidance systems have been developed,
there are still some questions whether evacuees who follow the evacuation paths
given by ACO are really safe. We examined how safe following these paths is by
simulations, and found that they were not safe in some cases. As a result, in this pa-
per, we propose an improved ACO-based evacuation system that equips deodorant
pheromone to actively erase ACO pheromone traces when dangerous locations are
found. Our simulation results show the use of deodorant pheromone can improve
the safety level of the evacuation guidance system without degrading evacuation
efficiency.
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1 Introduction

Because disasters often cause enormous material damage and can result in numerous
casualties, studies aimed at minimizing their effects have received significant atten-
tion. There are two types of casualties in disaster situations such as earthquakes. The
first type casualties are incurred at the moment of the disaster, such as caused by
buildings collapse. The second type casualties are caused by the fires that are often
up in the aftermath of building breakdowns and people are trapped in hazardous
locations. In order to avoid the second type of casualties, post disaster evacuations
have to be conducted safely and quickly.

In this study, we consider a system that assists people evacuating from disaster
situations, safely and quickly. The system receives information from evacuees and
induces them to relocate to safe areas by using ant colony optimization (ACO) [1].
In the ACO method, numerous evacuation trails eventually converge into optimum
paths that are used by evacuating people. The problem is that once a path is considered
as the optimum path, numerous people will use it, but if the situation changes, the
found safe path may become no longer safe. Therefore, in this paper, we conducted
numerical experiments on the simulator to prove that the paths given by our approach
took evacuees to safe areas without touching dangerous areas. Upon observing the
result of the experiments, we propose an improved ACO-based evacuation system
using deodorant pheromone to erase once-safe-but-currently-dangerous paths.

The structure of the balance of this paper is as follows. In Section 2, we provide an
overview of the ACOmethod and discuss issues that need to be considered during an
evacuation. In Section 3, we describe related works. Section 4 describes the system
used for our simulation, while in Section 5 we provide details of experiments on the
simulator and discuss the results. Since the results of the simulations show that ACO
paths may be efficient but may be unsafe in some cases, we discuss how to extend our
system to pursue safety. Section 6describes this extension and the results of numerical
experiments on the extended simulator. The results show that the extension makes
the evacuation method safer with little overhead. Finally, Section 7 concludes our
discussion.

2 Ant Colony Optimization (ACO)

ACO is an algorithm based on the behavior of ants in the natural world. In the begin-
ning, ants move randomly in order to locate food. When food is found, they gather
what they can and return to their nest while depositing volatile pheromone traces
on the ground. These pheromone traces serve to guide other ants to the food source
found by the first ants that succeeded to find food. Thus, any ants that encounter such
a pheromone trace will follow it to reach the food and will also deposit pheromone
traces on the path as they return to the nest.

While a number of paths to smaller or greater food sources may exist at first, the
pheromone concentration on those paths will change as time passes. When many
ants select and use a certain path, its pheromone concentration becomes deepen and
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the path starts to attract more ants. When fewer ants select a path, its pheromone
attraction weakens. Furthermore, pheromone paths tend to converge into one or two
because ants will naturally follow the strongest pheromone trail. In thismanner, ACO
will eventually derive a path that provides an optimum solution between the nest and
the food source.

2.1 Base Algorithms

ACO derives a path between the start to end points as follows:

1. Ants begin to explore the path from start point to end point.
2. Ants move only a fixed distance each time (step).
3. When ants encounter selectable multiple solutions like branches, they conduct

a local search based on pheromone traces and other information.
4. Ants add pheromone to each selected path, when they reach the end point. Ants

then return to the start point to explore again.
5. Pheromone evaporates in constant rate as time passes (steps).
6. Continue to do this until sufficient time has elapsed.

� �

Fig. 1 Possible paths from S to G.

Fig. 1 shows a simple example. Ants begin to explore the path from the start point
S to the end point G. Ants at S conduct a local search before selecting the top, middle,
or bottom route. On the first trip, the ants select paths in a random manner because
no information exists. However, since the middle route is the shortest, ants on the
middle reach G earliest and add pheromone traces to that route. At this time, other
ants at S start exploring and conducting local searches. Based on the newly available
pheromone information, they are highly probable to select the middle route. Even
though, ants select other routes too and other routes receive pheromone traces when
ants reach G, they tend to receive less pheromone than the middle route.

Thus, when two or more possible routes exist, even though the top, middle, and
bottom paths have equal probability of being selected by the first ants, ACO paths
tend to converge into the shortest path. Due to the difference in path length, the
pheromone traces on the middle route become stronger, while those of the top and
bottom routes become weaker. After a sufficient amount of time has elapsed, the ants
concentrate on the middle route, which is the optimum solution.
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ACO can also dynamically update the optimum path if situations change. For
example, should the pheromone traces on one of the optimum routes stop increasing
because a part of path has become impassable, the route pheromone traces evaporates,
and the ants begin looking for other routes in order to find a path to the goal. After a
sufficient amount of time has elapsed, the ants will concentrate on the newly found
optimum path.

2.2 Special Note Related to Evacuations

The purpose of our system is to guide evacuees to safe areas along the algorithm of
ACO, but not to give the semi-shortest paths using ACO. In other words, we aim to
control the evacuees as ants in ACO, and therefore, our research includes showing
that this approach works well.

There are differences between the assumptions in evacuation conditions and those
in ACO. In the example of Fig. 1, a single start point S and a single end point G exist.
In contrast, evacuations often have numerous start points and a number of end points.
Furthermore, evacuees those reach safe areas (end points) do not return to their start
point, while ants in ACO shuttle repeatedly between start and end points.

For example, one of the relatedworks [2] refers to the ant colony system [3], which
is designed to solve the traveling salesmanproblem (TSP) [4]. In theTSPversion, ants
can begin exploring from any point because any solution has to eventually include
all the points. However, unlike salesmen in the TSP, the evacuees are not required to
pass certain points when they go to the safe area.

Since, as we have discussed above, there are significant differences between the
assumptions of the evacuation and those of the traditional ACO, it is unclear whether
the general optimization technique used with ACO is appropriate for evacuations.

3 Related Works

In the situations of disaster, evacuees must quickly move to safe areas, but oftentimes
do not possess sufficient information to evacuate safely. At the minimum, they need
information on the location of safe areas, available paths to those locations, and
the safety level of those paths. However, safety level of a path can change at any
moment during a disaster situation. If a path is unsafe, evacuees may be forced to
use an alternative path or switch to another safe area. A number of studies have
been conducted to determine how information is exchanged between evacuees or
between evacuees and anti-disaster headquarters [5], [6], [7]. We do not consider
such headquarters.

A map information sharing system [8] is one of such studies. In this system,
some evacuees record road information while moving to shelters, and then ex-
change the information they collect with each other using a mobile ad hoc network
(MANET). Since the situation can change from moment to moment in a disaster
area, an ACO-based extension has been proposed to allow evacuees to respond to
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Fig. 2 Device display example. Recommendation degree is indicated by the size of the arrow.
Forward and left directions are strongly recommended in this example, which indicate a
pheromone path.

such changes [2], [9]. According to the results of agent-based simulations [10], it is
possible for evacuees to quickly reach safe areas using such a system.

Another study about evacuation frameworks [11] also collects information from
the evacuees, constructs evacuation route using ACO, and anticipates that evacuees
will communicate with each other on MANET. Thus, we can conclude that dissem-
inating evacuation guidance via ACO is a good idea, and both of the above papers
have shown that it can be done efficiently. More specifically, quasi-optimal evacua-
tion routes can be presented, and routes can be updated dynamically in response to
the changes in the situation. Because dangerous routes are deemed suboptimal, the
optimum route is assumed to be safe.

In order to propose improvements on ACO-based evacuation system, we examine
these ACO features and investigate how effective they are in a general evacuation
situation. The next section describes the simulation system we use to investigate a
simple evacuation guidance scheme, and identify its shortcomings.

4 Simple Evacuation System Simulation

We have conducted the experiments on the simulated evacuation system as fol-
lows. First, we assume that all evacuees have mobile communication devices such as
smartphones, and that they would exchange information with each other using those
devices. Evacuees use such devices to send information to the system. For example,
people can send information such as which paths they have taken, the coordinates
of dangerous areas, and the location of safe areas. Each device receives information
from the system and displays a recommendation degree for each direction. Fig. 2
shows an example. Evacuees then decide which direction to move based on the
provided recommendation.

ACO-based systems are modeled on the behavior of natural ants, which deposit
pheromone traces on the ground in order to exchange information. Other ants can
perceive the strength of the pheromone traces on the ground. Recommendation de-
grees correspond to the strength of the pheromone. Thus, the pheromone levels of
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all coordinates are calculated by the system based on information received from
the devices. The system is also equipped with an information storage. In this study,
we use a simple configuration that the system and all the connected devices share
a single map. The system server receives information from all the connected de-
vices, performs pheromone level calculations, and then propagates responses to all
the connected devices.

5 Evacuation Guidance Simulation

In this section, we report the results of simulated evacuations in order to determine
the effectiveness of ACO as a method of providing evacuation guidance.

Fig. 3 Simulation start. Fig. 4 Simulation end.

The map shown in Fig. 3 and Fig. 4, which shows the Shinjuku District of Tokyo,
was used for this simulation. As can be seen in these figures, there are two safe areas
on the map. These correspond to actual shelters. The Map uses a 200 × 200 grid.
Each cell is marked with one of the two following attributes:

– Passable Area

• Road
• Safe Area

– Impassable Area

• Wall or Building
• Dangerous Area

In our simulation, evacuees are placed at random locations in passable areas on the
map. They are then directed to move to one of the safe areas, only through passable
areas, while using the ACO-based guidance system.
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It should be noted here that the evacuees cannot see the map and must make
decisions based on the attributes of their current coordinates. They can also learn
pheromone trace information regarding the eight cells surrounding their location
from the system, but have no information on the other attributes of those cells. Thus,
it is inevitable that some will attempt to move into impassable areas.

In this simulation, each step proceeds as follows. Evacuees first obtain pher-
omone information on the eight cells surrounding them, and then move to one of
those cells based on that pheromone information. When evacuees attempt to move
to an impassable area, they are informed of the attributes of the destination cell, and
must stay in their present location. That means they have failed to move during this
step. Once evacuees are in a safe area, they have completed the evacuation process
and no longer move. The system then updates pheromone information for all cells.
More specifically, it adds pheromone traces to the cell in the evacuee’s path if it
includes information on an evacuee that has completed the evacuation, and reduces
pheromone information for all other cells.

In this simulation, the dangerous area expands as time passes. The simulation
begins in the map shown in Fig. 3. The dangerous area then expands when 50%,
65%, and 80% of all evacuees complete their evacuation. When 80% of the evacuees
have successfully evacuated, the dangerous area are expanded as shown in the map
of Fig. 4. Only roads can be added to the dangerous areas, and no other changes are
permitted.

5.1 Pheromone Information Updates

The pheromone value update process proceeds as follows. The pheromone value
τi j (t) denoted by time t and coordinates (i, j).

τi j (t + 1) = (1 − ρ)τi j (t) +
∑
k∈Gt

�τ k
i j (1)

Gt is a set of evacuee that completed the evacuation at time t . τi j (t) is decreased
by evaporation rate ρ in every step.When evacuee k has completed evacuation, τi j (t)
is increased by �τ k

i j .
�τ k

i j is denoted by α and Tk . α is the amount of added pheromone. Tk is a set of
coordinates that evacuee k has passed. It includes the shortest paths for evacuation
as well as all other available routes, because pheromone traces are used as a means
of sharing paths that evacuees have used successfully. It is possible for evacuees to
change directions to a shorter shared path, but that might increase the number of
evacuees who cannot discover any pheromone traces because the total number of
shared paths decrease.

�τ k
i j =

{
α (i, j) ∈ Tk

0 otherwise
(2)
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Pheromone trace values are limited by upper bound value τmax and lower bound
value τmin .

0 < τmin ≤ τi j (t) ≤ τmax (3)

This simulation is based on the idea proposed by MAX-MIN Ant System
(MMAS) [12]. The lower bound value τmin leaves the open possibility that the evac-
uee will move to any coordinates that have minimum pheromone value. The upper
bound value τmax prevents to fall into a local optimum generated from the difference
of an extreme pheromone value.

5.2 Moving Direction Decision

In each step, evacueesmove to one of the eight surrounding cells from the current cell.
In this system, evacuees check pheromone information and then use that information
to determine which direction to move.

Hence, in this simulation, the pheromone value is treated as a movement proba-
bility. The probability pxy(t) that an evacuee k moves to coordinates (x, y) ∈ Xk(t)
at time t is as shown in equation (4). Xk(t) is a coordinates set into which evacuee
k can move.

pxy(t) = τxy(t)∑
(i, j)∈Xk (t) τi j (t)

(4)

5.3 Results and Discussion

Wehave conducted numerical experiments on the evacuation simulation systemusing
the parameters shown in Table 1. We have executed the other simulation in which
the evacuees walked randomly (did not use pheromone information) for comparison
purposes. Both simulations were repeated 500 times. We have recorded the average
value for each observation in the simulations. The table in Fig. 5 shows the average
results.

Table 1 Parameters

Parameter Value

Number of evacuees 1000
Volatile rate of pheromone ρ 0.0005
Amount of pheromone adding α 1.0
Lower bound of pheromone τmin 1.0
Upper bound of pheromone τmax 30.0
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step random ACO
0 364.5 365.1
1000 472.5 505.3
5000 586.8 712.8
25000 812.0 912.5
100000 975.4 982.3

Fig. 5 Number of evacuees who have completed evacuation.
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(b)

Fig. 6 (a): The horizontal axis shows the time transition, while the vertical axis shows the
number of average steps needed for successful evacuation at that time. (b): Ratio of ACO and
random walking.

First, we analyze the evacuation speed. Fig. 5 shows the relationship between the
number of evacuees who have completed evacuation and the elapsed time. About
360 evacuees have completed evacuation at step 0, because they are placed at safe
area from the beginning by the initial random placement.

In this simulation, the evacuees move until they reach safe areas. Therefore all of
them eventually complete their evacuation even though they do not use the system.
In the ACO, on the other hand, more evacuees complete their evacuation in the early
stages. Fig. 6 shows that the number of steps necessary for evacuation has decreased
by 40% in the ACO compared with that in the case of the random walk. Thus, we
can observe that it is possible to evacuate more efficiently by using the system. Next,
we will analyze the safety level of the evacuation.

We use the number of times that evacuees touched the dangerous area as the safety
level index. Fig. 7 shows the results of the experiments. The vertical axis shows how
many timesall theevacuees touch thedangerousarea.Aswecansee in thefigure,more
evacuees touch the dangerous area in the early stage when the ACO was used. This
means that the use of ACO alone does not significantly improve evacuation safeness.

Even though we expect the ACO-based simulation is flexible enough to adapt the
changes of situation and provide high safe level, based on the simulations discussed
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step random ACO
0 0.0 0.0
1000 7.2 131.6
5000 2555.4 4629.1
25000 13902.0 16764.1
100000 26814.2 22378.2

Fig. 7 Number of times that evacuees touched the dangerous area.

above, however, ACO does not provide sufficient levels of safety. Below, we will
discuss this problem.

First, pheromone traces around dangerous area do not always decrease. People
tend to usemajor roads even though it goes into a few parts of the dangerous area from
time to time. In that case, no pheromone decrease would occur because sufficient
numbers of evacuees pass over the road and deposit pheromone traces as usual. Since
evacuees are moving adjacent to the dangerous area, they can easily touch it.

Next, theACOchanges reflecting to the situation changes occurs somewhat slowly
because the evaporation of the pheromone of the old route is slow while they have to
discover a new route. In such situations, evacuees would continue being attracted to
the vicinity of the dangerous area until the pheromone traces evaporate completely.

One problem that is particularly important in evacuation guidance concerns the
route switching speed. In ACO, ants shuttle back and forth between start and end
points,while in an evacuation, evacuees stopwhen they reach the safe area. Therefore,
the number of evacuees in an evacuation steadily decreases over time. In order to
switch routes, it is necessary for the amount of pheromone on the new route to exceed
that of the old route. However, because there are fewer evacuees to add pheromone
traces onto a new route as the evacuation progresses, the process takes more time.

6 Extension for Avoiding Dangerous Area

At this point, it is clear that a more proactive mechanism for decreasing pheromone
traces around dangerous areas is necessary. To accomplish this, we add new informa-
tion that can erase pheromone traces into the system. Thus, when an evacuee reaches
a dangerous area, new information is produced. We call this a deodorant pheromone.

6.1 Deodorant Pheromone

When evacuees attempt to move to an impassable area, they are checked and return
to their previous location. At this time, the evacuees deposit deodorant pheromone
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Table 2 Parameters

Parameter Value

Number of evacuees 1000
Volatile rate of pheromone ρ 0.0005
Amount of pheromone adding α 1.0
Lower bound of pheromone τmin 1.0
Upper bound of pheromone τmax 30.0
Constant of deodorant pheromone τ ′ -100
Deodorant rate σ 0.5
Influence range of deodorant pheromone N 2

to the dangerous area coordinates. When evacuees arrive at the safe area, normal
pheromone information is sent to the system. The same process is used to send
deodorant pheromone information to the system if evacuees have encountered a
dangerous area.

Deodorant pheromone τi j (t)′ < 0 works by subtracting normal pheromone traces
τi j (t). If a deodorant pheromone and an ACO pheromone are present at the same
coordinates (i, j), the system treats the pheromone level of those coordinates as
τi j (t)′′ = τi j (t) + τi j (t)′. Thus, when an evacuee finds deodorant pheromone, the
normal pheromone τi j (t) of surrounding coordinates is decreased as follows:

τi j (t + 1) = (1 − σ nk
i j (t)+1)τi j (t) (5)

σ is the deodorant rate, and nk
i j (t) is the distance at time t between the evacuee

k and the coordinates (i, j). The influence of deodorant pheromone declines with
distance. In this simulation, the distance nk

i j (t) is the number of steps required for k
to move to (i, j), the influence range parameter N is used, and the simulation only
updates the coordinates satisfying nk

i j (t) ≤ N .

6.2 Results and Discussion

We have conducted two different sets of evacuation simulation using our proposed
ACO equipped with a deodorant pheromone and using a normal ACO that does not
use deodorant pheromone, and compared the results. We use the parameters shown
in Table 2.We have repeated these simulations for 500 times each, and then averaged
the results.

In this simulation, deodorant pheromone is set at a constant τ ′ that does not
evaporate. Fig. 8 shows the enhanced safety effect of our proposed ACO. We can
observe, in the figure, that the number of times that evacuees touched the dangerous
area is suppressed to a very small value by introducing the deodorant pheromone.

Next,we examined the overhead imposed by adding the deodorant pheromone.We
found little differences between a normal ACO and our proposed deodorant-added
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step normal proposal
0 0.0 0.0
1000 131.6 15.9
5000 4629.1 84.2
25000 16764.1 183.7
100000 22378.2 187.4

Fig. 8 Number of times evacuees touched the dangerous area.
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Fig. 9 Number of evacuees who completed
evacuation.
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Fig. 10 Number of average steps required
for a successful evacuation.

ACO in terms of efficiency, aswe observe in Fig. 9 andFig. 10. Thus,we can conclude
that our proposed ACO with deodorant pheromone results in almost no increase in
the number of steps required for a successful evacuation.

7 Conclusion

In this paper, we propose an evacuation guidance system based on ant colony op-
timization (ACO). Evacuees record the routes that they took and share the route
information as pheromone deposits with other evacuees once they arrive in the safe
area. Because ACO pheromone traces have inducing effects, this system can also
induce evacuees to move to safe areas. Our initial simulations, however, show that
while ACO guidance is efficient, it is not always safe. In order to increase its safety
level, we propose an extension that uses deodorant pheromone as a new guidance
mechanism. The results of the second set of simulations show that the number of
evacuee induced into safe routes increases without degrading overall ACO efficiency.
The reason should be the system that employs deodorant pheromone effectively re-
duces inducing pheromone traces around dangerous areas.
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Computational Models Based on Forgiveness
Mechanism for Untrustworthy Agents

Ruchdee Binmad and Mingchu Li

Abstract In online communities like e-marketplaces, the success of business trans-
actions only refers to the cooperation between reputable business agents. While
untrustworthy agents will never have an opportunity and are enforced to leave the
systems even they are potential to cooperate. In this study, we propose computational
models of an exploration strategy based on forgiveness mechanism for potential un-
trustworthy agents to recover their reputation. The implementation of thismechanism
is centralized in nature. Therefore, it can incorporate with existing reputation systems
to improve the efficiency of online trading.

Keywords Reputation · Forgiveness mechanism · Untrustworthy agents

1 Introduction

In human societies, there are three ways to learn about other people i.e., direct
experience, observation, and reputational information [1]. When learning through
the direct experience and observation is not available, the last modality becomes
essential. In dynamic open systems like online communities, a number of reputation
systems and strategies have been proposed in order to deal with distinct aspects of the
interactions between software agents. Reputation is one of the important concepts
in making more intelligent decision for predicting potential partner’s behaviour at
least partially or approximately [2]. Reputation systems help selecting trustworthy
partners with the ultimate aim is to achieve their goals or maximize their payoffs.
Reputation is a gradually learning process based on the outcome of a long-term
relationships. Reputation of an agent increases as a result of cooperative interactions.
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However, it can also be destroyed in an instant by either intentional dishonest or
mistaken behaviours. Once reputation is lost, it may be costly or it may take a long
time to rebuild it. In fact, the success of online business transactions only refer to
the cooperation between reputable business partners. While untrustworthy agents
will never have an opportunity and are enforced to leave the systems even they are
potentially capable of cooperating.

Like in business environments, agents always encounter the dilemmaofwhether to
keep interacting with the same trustworthy agents or to keep experimenting by trying
other agentswithwhom they haven’t hadmuch experience so far (i.e., explore in order
to discover better providers) [3]. In other words, the impact of future welfare is a key
factor for choosing which trading partners to interact with no matter how trustworthy
they are. According to Braynov et al. [4], an efficient market is unnecessary to require
the actual level of trustworthiness of interacting agents but rather the accuracy of each
individual agent estimates. Untrustworthy agents can possibly transact as efficiently
as trustworthy agents supposing that they hold accurate estimates of one another.
Therefore, a market in which agents are trusted to the degree they deserve to be
trusted is as efficient as a market with complete trustworthiness.

Consequently, this gives rise to a question about any possibility that untrust-
worthy agents can build up their reputation [5] as reputation systems incorporating
mechanism that allow untrustworthy agents to correct their intentional or uninten-
tional dishonest behaviours have received far less attention. In this study, we propose
forgiveness mechanism, an exploration approach based on the evaluation of five for-
giveness motivations i.e., intent, history, apology, severity, and importance, from the
viewpoints of agents and communities concerned. The result of the mechanism can
be utilized in decision making for choosing and recovering potential untrustworthy
agents.

The rest of the paper is organised as follows. In section 2, we present related work
on enhanced reputation systemswith regard to the addition of forgiveness component.
This is followed by a background on forgiveness in Section 3. Section 4 is dedicated
to our forgiveness mechanism. Last section, we conclude our study along with future
work.

2 Related Work

Allowing untrustworthy agents to build up their reputation, two main prosocial mo-
tivations are required: forgiveness and regret. A combinatorial framework of trust,
reputation, and forgiveness has been proposed by the study of Vasalou et at. [6]
called DigitalBlush System. The system which inspired by human forgiveness, uses
expressions of shame and embarrassment to elicit potential forgiveness by others in
the society. In more detail, offender’s natural reactions after shame and embarrass-
ment (i.e. the blush) can prompt sympathy or forgiveness from the victim. However,
misinterpretation of emotional signals can be more problematic than they are not
applied. In subsequent works of Vasalou et al. [10][13], when trust breaks down,
the trustworthiness of the offender will be detected by identifying a number of
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motivation constituents [10]. If the result is positive, the victim will be presented
with those motivation constituents to consider before reassigning a reputation score
to the offender. Specifically, this intervention mechanism intends to alleviate the
victim’s possibly negative attributions, while at the same time it aims to prevent the
unintentional/infrequent offender from receiving an unfair judgement. In [13], they
investigate trust repairing in one-off online interactions by conducting an experi-
ment that hypothesizes and shows that systems designed to stimulate forgiveness
can restore a victim’s trust in the offender.

The concept of regret has been proposed by Marsh et al. [15] as a cognitive
inconsistency. Regret can occur from truster, trustee, or both counterparts. A truster
feels regret because a positive trust decision is betrayed by a trustee. In other words, a
truster’s regret occurs when their expectations of the interaction toward a trusteewere
violated and the correspondent betrayal produced severe damage on trust. A trustee
feels regret because a negative trust decision is erroneous. Itmeans a trustee expresses
regret for what they have done whether it was wrongdoings or not. Both truster and
trustee can feel regret as a missed opportunity for what they did not do. Forgiveness
and regret are considered as implementable properties to formalize the incorporation
of trust defining a computational model.

Forgiveness factor has been used in [16][17] as an extended component of classical
reputation model. It is an optimistic view of reconciliation based on the fact that
individuals are more likely to forgive someone who committed an offence that seems
distant, rather than close, in time. In other words, an agent should always forgive
after a sufficiently large time passed without any interaction. Moreover, an agent
should assign a reputation value to its partner initially or increasing to the highest
possible value.

3 Forgiveness

Undoubtedly, the violations of norms and regulations are inevitable and unavoidable
in human societies. As a result, punishments are implemented either emotionally
(e.g., experiencing embarrassment) or practically (e.g., prosecution) as a social pro-
tective mechanism to maintain a sense of standard order within the community.
However, some transgressions can also be forgivable [6]. From the perspective of
religious beliefs, the key word in learning to forgive is the willingness to forgive [7].
Forgiveness is the way out of darkness and into the light. The very important issue
when considering forgiveness is it somehow can abandon all sense of security. Even
so, allowing forgiveness does not conclude other parties agreed with what trans-
gressor has done. The value of forgiveness can be learned by first eliminating the
unwillingness to change our belief systems about human nature. This is also sup-
ported by the study of Haselhuhn et al. [8] in which individuals who believe that
moral character can change over time are more likely to trust their counterpart fol-
lowing an apology and trustworthy behaviour than are individuals who believe that
moral character is fixed.
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Forgiveness is a consequence of prosocial motivational changes which heals the
one’s initial negative motivations towards the transgressor (i.e. revenge, avoidance)
with positive motivations [9]. Additionally, issuing forgiveness can encourage the
transgressor’s voluntary reparative actions. More importantly, applying punishment
to the transgressor for an unintentional action will result in displeasure and low-
compliancy behaviours making forgiveness more difficult [6][10]. The change of
motivation is depended on a number of factors, which help to alleviate the soreness
of the victim, for example, the severity of the fault occurrence, transgressor’s intent,
expression of apology and regret, reparative actions, transgressor’s prior interactions,
and the importance of the transgressor in community.

In more detail, the victim first assesses the severity of current transgression before
considering forgiveness. That means a more serious damage has less possibility to
forgive thanminor damage [11].Moreover, even the transgression does not costmuch
damage, but if it occurs more frequently, forgiveness would be assuredly impossi-
ble [12]. A transgressor may violate the victim’s trust unintentionally. In such case,
unintentional act can lead tomore positive attitude than intentional one [11][13]. Fur-
thermore, sincere apology and regret can restore a more favourable impression and a
perception of trust towards the transgressor. Besides, the transgressor’s expression of
apology and regret can evoke more empathy which is in turn more likely to grant for-
giveness [9]. In business environment, reparative responses (e.g., a discount for the
next purchase or a free stuff as compensation) are the most effect means of retaining
partner’s reputation in order to show that the transgressor takes responsibility of the
mistake [13][14]. Additionally, the outcome of past behaviours or previous interac-
tions can help decide whether or not to forgive the transgressor [9]. In other words,
poor historical experiences decrease the likelihood of forgiving the current trans-
gression. Lastly, if the only transgressor has a prominent service or product which
is necessarily required by other parties, forgiveness tends to be granted to fulfil the
requirement of transaction even knowing that the outcome of future transactions
might not be maximized. Similarly, the importance of relationship or situation can
also override the negative disposition leading to forgiveness which is expected to
help restore cooperation between partners after a transgression [15][18][19].

It is worth noting that forgiving a single transgression cannot override someone’s
attitude as a whole [20]. Specifically, while a current violation may be forgiven, the
transgressor’s trust towards other the past violations may still impede. Therefore, it is
not necessary to consider forgetting or condoning as a part of forgiveness. There are
many benefits fostered by forgiveness. Relationship, for example, after individuals
grant forgiveness to someone who committed an offence, their willingness to sac-
rifice negative motivation can improve and maintain relationship satisfaction [21].
Furthermore, social interactions with other parties also improves as they become
more supportive and altruistic in general [22]. Also, individuals’ status and power
can be compromised, when someone has transgressed towards them [23]. The act of
forgiveness in this sense can be considered as a sense of justice providing individuals
with an opportunity to reassert their status and position of power.

However, apart fromhighlighting the benefits of forgiveness, Luchies et al. [24] ar-
gue that forgiveness can be disadvantageous in some circumstances especially when
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it applies to an untrustworthy and disagreeable person. Specifically, a reasonable and
agreeable person who acted offensively always apologizes sincerely, takes respon-
sibility, and even compensates in some sense. As a result, the relationship between
the victim and the transgressor can be maintained. Moreover, forgiveness tends to
be appropriate and foster self respect. On the other hand, if the person who acted
offensively continues to be untrustworthy and disagreeable, the victim is unlikely
to benefit from allowing forgiveness to this person leading to the reduction of self
respect. Therefore, forgiveness in this context is rather indignity and humiliation.

4 Forgiveness Mechanism

In this section, we present a novel forgiveness mechanism which is used to explore
potential untrustworthy agents who have the required capabilities to fulfil future
transactions. The implementation of the mechanism is centralized in nature. It is
activated by a specialized agent called the “Forgiveness Facilitator" in a certain time
intervals.

4.1 Forgiveness Factors

We start by analysing factors that motivate forgiveness by alleviating the victim’s
negative responses. We modify a motivation-driven conceptualization of forgiveness
which is identified by Vasalou et al. [10] where positive motivations are collectively
evaluated to formulate forgiveness. These following factors are used to find the
prospective untrustworthy agents who are potential to reestablish their reputation.

– Intent (P Min). An offence is more or less forgivable depending on a victim’s
attribution of a transgressor’s intention. In case of intentional act, a transgressor
has committed his/herself to deliberately harm a victim resulting in the formation
of a victim’s harsh dispositional judgments. As a consequence of such intentional
offence, forgiveness is unlikely for a victim to be conducted. However, an action
of unintentional or infrequent offence can lead to more positive judgements and
more likely to foster forgiveness [11]. Also noting that lack of information about
the transgressor’s intention can presumably make the victim’s perception of the
transgressor’s actions as being intentional even they are unintentional.

– History (P Mhi ). The productive past interactions of the transgressor at both
dyadic and corporate level can foster benevolence, which are a key component for
trust building. Such benevolence can also increase the tendency towards forgive-
ness. Conversely, the offensive historical experiences of the transgressor decrease
the likelihood of positive motivations which result in the negative inclination to
forgive [13].

– Apology (P Map). The transgressor’s expression of a truthful apology as a form
of affective recovery effort can enhance the victim’s perceptions of interactional
justice and improve post-recovery satisfaction [25]. Apart from an interpersonal
apology, a corporate apology for negative consequences and its willingness to
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assume relevant responsibility can lead to a favorable impression that the trans-
gressor and his/her organization are problem solving-oriented rather than inclined
to conceal reality. Additionally, forgiveness is related to the time of expressing
apology as it shows a sense of taking responsibility. In other words, the transgres-
sor who apologizes immediately after a transgression takes place is more likely to
be forgiven than who apologizes later.

– Severity (P Mse). Forgiveness is more easily granted when the transgression is
perceived as less severe [11]. While more severity of the transgression lead to less
positive judgments. However, the severity assessment requires some serious con-
sideration as the transgression might not impact only the present, but also the past
and the inevitable future. If the consequences of the current transgression are for-
given, then its future consequences are also continually granted forgiveness.More-
over, the transgressor’s past offences are compared to the current event. Frequency
and severity of past offences can also impact one’s inclination to forgive [12].

– Importance (P Mim). If the only transgressor can provide a crucial product or
service which is necessarily most required by the victim or other consumers, for-
giveness tends to be granted in order to fulfil the transaction’s requirement and
avoid deadlock even knowing that the outcome of future transactions might not
be maximized. Also the importance of relationship and its quality between the
victim and the transgressor can override the victim’s negative disposition towards
an offence resulting in positive judgements which is expected to help restore co-
operation between them [15][18][19]. Furthermore, the vital role played by the
transgressor in the community that directly or indirectly influents the victim and
other members in some other way can lead to more positive motivations.

4.2 Sources of Forgiveness

We applies the concept of community [26] to categorize agents related to a specific
domain e.g., car dealer, book dealer, real estate agency, travel agency, and so on.How-
ever, each community member can possibly have different expectation of attributes
(e.g., price, quality, and delivery time) of the same product or service. For purposes
of simplification, we assume there are two communities: consumer community and
service provider community. The consumer community consists of consumer agents
which buy the product or use the service provided by service provider agents. While
the service provider community consists of service provider agents whose the func-
tionalities are to serve, maintain, and deliver the good quality of product or service
to consumer agents.

In this study, we assume a transgression occurs when the service provider breaks
transactional agreement by not delivering the product or delivering product of low
quality. The consumer as a victim suffers not only from not receiving the product as
promised but also wasting of time for making a complaint and spending unnecessary
cost to find a new service provider. In many cases, it is not only the consumer who
directly suffers the transgression but also consumer and service provider community
members who would be indirectly affected by the transgression.
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Fig. 1 Direct and indirect sources of forgiveness

As shown in Figure 1, violating contractual terms or agreements by a transgressor
can possibly affect both direct and indirect victims. Specifically, a direct victim is
the one who commits to do a transaction with a transgressor and the first one who
directly affected by a transgression. While an indirect victim is the one or group of
members in communitywho does not transactwith a transgressor directly or is not the
direct target but still suffers because of that transgression. Therefore, forgiveness is
issued from both direct and indirect sources: (i) the victim of a transgression, (ii) the
victim(consumer) community, and (iii) the transgressor(service provider) commu-
nity. The victim community forgives a transgressor based on the fact that the future
transactions between a transgressor and other members in the victim community
are possible. Similar to human societies, forgiveness from the victim community
can be considered as a declaration of amnesty. Furthermore, a transgressor asks for
forgiveness from his/her own community for a transgression that negatively affects
the whole community trust. The forgiveness from the transgressor community can
be motivated to overcome distrust in or restore harmony to the relationship among
community members. Hence, the overall forgiveness value is the aggregation of
forgiveness evaluation from both direct and indirect victims.

4.3 Computational Model of Forgiveness

Table 1 presents a mapping between positive motivations described above and the
sources of forgiveness. Each source of forgiveness has different point of view to eval-
uate and then make decision whether or not to forgive the transgressor. We suppose
agent y violates trust of agent x which also has an affect on trust of agent x’s (denote
as X) and agent y’s (denote as Y ) community members. The following subsections
detail how each forgiveness factor can be calculated and how each forgiveness source
provides their forgiveness value.

Computation of Positive Motivations
In this subsection, we provide computational models for evaluating positive moti-
vations by taking into account the information provided by agents (i.e., agent x and
agent y) and communities (i.e., community X and community Y ).
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Table 1 Positive motivations for evaluating forgiveness from the point of view of the victim,
the victim community, and the transgressor community

Positive motivations Victim Victim Transgressor
(PM) (Fv) community (Fvc) community (Ftc)
Intent (P Min) ●

History (P Mhi ) ● ●

Apology (P Map) ● ● ●

Severity (P Mse) ● ● ●

Importance (P Mim ) ● ● ●

– Intent.Thenumbers of transactions between interacting agents are used to evaluate
an agent’s intent. More specifically, if the number of transactions processed by
agent y is high, it means that agent y has high experience. This can lead to the
fact that high experience agent y would transact with high intention. Therefore,
the agent y’s intent of violating agent x’s trust can be computed by:

P Min(x, y) = 1 − (N all+
y + N all−

y ) − (N y+
x + N y−

x )

(N all+
y + N all−

y ) + (N y+
x + N y−

x )
, (1)

where N all+
y and N all−

y are the total number of successful and defective transactions

of agent y respectively. N y+
x and N y−

x are the number of successful and defective
transactions between agent x and agent y respectively.

– History. The result of past interactions between agent x and agent y can be calcu-
lated by considering the number of transactions as:

P Mhi (x, y) = N y+
x − N y−

x

N y+
x + N y−

x
, (2)

If P Mhi (x, y) > 0, historical interactions between them are considered to be
productive. Otherwise they are offensive (P Mhi (x, y) ≤ 0).

– Apology.As an apology relatedwith time,we first define recency factor (RF) [27]:

RF(a) = e
�t (a)

λ , (3)

where RF(a) is a recency factor of apology a. �t (a) is the difference between
the time that the transgression takes place (to) and the time that the offender
apologizes (ta). More different value between these two times is significantly less
positive judgements. The parameter λ ∈ [0, 1] is a decay rate of the apology offer.
The small λ indicates inclination relying more on the early time of expressing
apology. On the other hand, increasing λ indicates more acceptable on the late
apology. The overall apology value is the aggregation of an interpersonal and a
corporate apology as follows:
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P Map(x, y, Y ) = (ax
y × RF(ax

y )) + (ax
Y × RF(ax

Y ))

RF(ax
y ) + RF(ax

Y )
, (4)

where RF(ax
y ) and RF(ax

Y ) are the recency factors of apology offered to agent x
by agent y and community Y respectively. ax

y and ax
Y are the honesty of apology

offered by agent y and community Y respectively and range from 0 to 1.
– Severity. The severity of a transgression is evaluated by considering the current
utility that agent x has lost from transacting defectively with agent y:

P Mse(x, y) = (1 − U y+
x − U y−

x

U y+
x + U y−

x

) × P Mim(x, y), (5)

where U y+
x is the expected utility that agent x could have been gained from trans-

actingwith agent y andU y−
x is the utility that agent x has lost from the transgression

committed by agent y. P Mim(x, y) is the importance of product/service offered
by agent y to agent x.

– Importance. We evaluate the importance of product/service offered by agent y
to agent x by calculating the number of utility gain that agent x obtained from
transacting with agent y compared with utility gain that agent x obtained from all
transactions:

P Mim(x, y) =
∑N y

x
yi =1 U yi

x∑
m∈all(x)

∑N m
x

mi =1 U mi
x

(6)

where U y
x is the total utility gain obtained from transactions between agent x and

agent y and U m
x is the total utility gain obtained from transactions between agent

x and all other agents in the set all(x).

Forgiveness Values from Different Sources
In order to seek the possibility of issuing forgiveness for the transgression committed
by agent y, agent x as a direct victim, community X and community Y as indirect vic-
tims evaluate all possible factors according topositivemotivations as describedbelow.

– Victim of a Transgression. All positive motivations are assessed from the point
of view of the victim, agent x, as follows:

Fv(x, y, Y ) =P Mhi (x, y) + P Map(x, y, Y ) + P Mim(x, y)−
P Min(x, y) − P Mse(x, y),

(7)

where Fv(x, y, Y ) is the forgiveness value evaluated by agent x for the violation
made by agent y which is a member of Community Y. P Min(x, y) is the intent
assessment of the transgression reported by both agent x and agent y. P Mhi (x, y)

is the result of past interactions between agent x and agent y. P Map(x, y, Y ) is
the apology offered by agent y towards agent x incorporating the apology offered
by community Y towards agent x. P Mse(x, y) is the severity of the transgression
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made by agent y and reported by agent x. P Mim(x, y) is the importance of agent
y to agent x either in the form of product/service offered or relationship.

– Victim Community. Positive motivations from the view point of victim commu-
nity are different from that of the victim. The victim community’s forgiveness can
be evaluated according to the expression:

Fvc(x, X, y, Y ) =P Map(X, y, Y ) + P Mim(X, y)+∑
i∈X
i �=x

(P Mhi (i, y) − P Mse(i, y)), (8)

where Fvc(X, y, Y ) is the forgiveness value aggregated from the members of com-
munity X for the transgression made by agent y which is a member of Community
Y. P Mhi (i, y) is the historical interactions between agent i of community X and
agent y. P Mse(i, y) is the assessment of severity of the transgression made by
agent y towards agent i. Both P Mhi (i, y) and P Mse(i, y)will be different for each
member in the community. P Map(X, y, Y ) is the apology expressed by agent y
towards community X incorporating the apology expressed by community Y to-
wards community X. P Mim(X, y) is evaluated by considering the importance of
product/service that agent y offered to community X.

– Transgressor Community. Apart from victim community, transgressor commu-
nity also suffers from the transgression committed by the transgressor. Some pos-
itive motivations are collected and aggregated to formulate transgressor commu-
nity’s forgiveness as defined below:

Ftc(Y, y) = P Map(Y, y) + P Mim(Y, y) −
∑
j∈Y
j �=y

(P Mse( j, y)), (9)

where Ftc(Y, y) is the forgiveness value calculated from the members of com-
munity Y for the transgression committed by agent y. P Mse( j, y) is the severity
assessment of the transgression made by agent y towards agent j of its own com-
munity Y. P Map(Y, y) and P Mim(Y, y) are the apology and the importance of
product/service that agent y offered to its own community Y respectively.

In case that the community is large consisting of a huge number of members.
It is impossible to request forgiveness assessment from all community members
as it is costly and time-consuming. The community leader or a set of members
with high reputation can be used to represent the evaluation of positive motiva-
tions of the entire community. For example, we assume X+ = {x+

1 , x+
2 , ..., x+

m },
where X+ is a set of high reputation members of community X. The victim commu-
nity’s forgiveness can then be as follows: Fvc(x, X+, y, Y ) = ∑

i∈X+
i �=x

(P Mhi (i, y) −
P Mse(i, y)) + P Map(X, y, Y ) + P Mim(X, y). Similar to the transgressor commu-
nity, if we assume Y + = {y+

1 , y+
2 , ..., y+

n }, where Y + is a set of high reputation
members of community Y. The forgiveness value calculated by the transgressor com-
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munity can be expressed as follows: Ftc(Y +, y) = P Map(Y, y) + P Mim(Y, y) −∑
j∈Y +
j �=y

(P Mse( j, y)).

Furthermore, all forgiveness assessment values from agent x as the victim (Fv),
the victim community X (Fvc), and the transgressor community Y (Ftc), will be
transformed by applying the normalized inverse tangent function which is monoton-
ically increased in a range between 0 and 1 [28]. As a result, the victim’s (F

′
v), the

victim community’s (F
′
vc), and the transgressor community’s (F

′
tc) functions can be

formulated as shown in Equation (10), (11), and (12) respectively:

F
′
v = atan(Fv(x, y, Y ) − α) + atan(α)

π/2 + atan(α)
, (10)

F
′
vc = atan(Fvc(x, X, y, Y ) − α) + atan(α)

π/2 + atan(α)
, (11)

F
′
tc = atan(Ftc(Y, y) − α) + atan(α)

π/2 + atan(α)
, (12)

where α > 0 is a specific constant called forgiveness increasing factor. The overall
forgiveness value for the transgression committed by agent y is the aggregation
of results both subjective view (at the individual level) and objective view (at the
community level):

Ftotal(y) = ωv F
′
v + ωvc F

′
vc + ωtc F

′
tc, (13)

whereωv, ωvc, andωtc are the weight factors reflecting the major victim of the trans-
gression and the major contributor to the forgiveness assessment. The summation
of all weight factors is equal to 1, that is ωv + ωvc + ωtc = 1. In our case, we set
ωtc < ωvc < ωv , meaning that even there are collective views on positive motiva-
tions from community level, the main decision for granting forgiveness is still made
by the victim.

4.4 Zone of Forgivability

The result of forgiveness mechanism should also have some limits or boundary
values reflecting the fact that the transgression that might be forgiven should not be
completely forgotten [20][29]. Marsh et al. [15], introduce the concept of the Limit of
Forgivability as a minimum baseline of trust value for determining the worth of the
transgressor entering into redemption strategies. However, the concept does not state
how much the boundary values after granting the transgressor’s forgiveness would
be, which means it is possible that the transgressor’s trust can be fully reinstated.

In this study, our forgiveness boundary values are indicated as the Zone of For-
givability shown in Figure 2. More specifically, the minimum boundary value of
forgivability can be determined as:
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Fig. 2 The zone of forgivability

Min f orgivabili t y = Maxuntrust + Fthreshold , (14)

where Maxuntrust is the possible maximum value of an untrustworthy agent (which is
-1) and Fthreshold is a constant forgiveness threshold. A transgressor is considered to
be potential if the aggregation of existing reputation value and forgiveness assessment
exceeds theminimumvalue of forgivability, that is Rt

old+Ftotal(t) ≥ Min f orgivabili t y .
Whereas the cooperation threshold is used as the maximum value of forgivability
which means if the calculated forgiveness value exceeds the maximum boundary
value, then the cooperation threshold will be used as a new reputation:

Rt
new =

{
Rt

old + Ftotal(t) i f Rt
new < Cthreshold

Cthreshold i f Rt
new ≥ Cthreshold

(15)

where Cthreshold is a constant cooperation threshold. It is worth nothing that the Zone
of Forgivability still impede a potential transgressor to be directly considered for
selection if the result of forgiveness mechanism less than the cooperation threshold.
However, it is not completely rejected but rather a baseline for interacting agents to
incorporate with some additional information e.g., cost and quality into its decision
making [30].

5 Conclusion and Future Work

In this study, we provide computational models for untrustworthy agents the oppor-
tunity to build up their reputation in different types of relationships. We propose
forgiveness mechanism which is the evaluation of five positive motivations: intent,
history, apology, severity, and importance, of a transgressor based on different view-
points of the victim, the victim community, and the transgressor community. More-
over, based on the fact that even the violation of norms can be forgiven, it should not
be completely forgotten. Therefore, the Zone of Forgivability is presented indicating
the minimum and maximum boundary values of forgivability. The outcome of the
proposed forgiveness mechanism can be utilized in decision making for improving
the efficiency of an online marketplace.
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There are some issues worth to be further addressed in future work. For example,
incorporating incentive mechanism to encourage the victim and the members of vic-
timcommunity to cooperatewith the transgressor in future transactions. Furthermore,
risk assessment is considered to be necessary when interacting with untrustworthy
agents especially in risky environments. Therefore, incorporating risk assessment
with forgiveness mechanism can make the process of finding potential untrustwor-
thy agents more robust. Moreover, a number of experiments are required to evaluate
the effectiveness of the proposed forgiveness mechanism through the comparison of
different dynamic online marketplace environments.
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A New Adaptive Genetic Algorithm  
for Community Structure Detection 

Yilmaz Atay and Halife Kodaz 

Abstract Community structures exist in networks which has complex biological, 
social, technological and so on structures and contain important information. Net-
works and community structures in computer systems are presented by graphs and 
subgraphs respectively. Community structure detection problem is NP-hard problem 
and especially final results of the best community structures for large-complex net-
works are unknown. In this paper, to solve community structure detection problem a 
genetic algorithm-based algorithm, AGA-net, which is one of evolutionary tech-
niques has been proposed. This algorithm which has the property of fast conver-
gence to global best value without being trapped to local optimum has been  
supported by new parameters. Real-world network which are frequently used in 
literature has been used as test data and obtained results have been compared with 
10 different algorithms. After analyzing the test results it has been observed that 
the proposed algorithm gives successful results for determination of meaningful 
communities from complex networks. 

Keywords Combinatorial optimization · Community structure detection ·  
Complex networks · Evolutionary computation · Genetic algorithm · Modularity 

1 Introduction* 

Understanding networks provides us very important information about the extrac-
tion of meaningful information from complex systems. In eliciting meaningful 
information from these networks the importance of structures which are named as 
community structures is huge. The graph structures are used to present the real-
world networks. Community structures or clusters can be considered as subgraphs 
which are partially or completely independent from each other in graph structures. 
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As an example, tissues or organs which have the same role in the human body can 
be considered as clusters [1]. Community structure detection (CSD) is important 
to an understanding of the biological, economic, social, technological and so on 
networks. These networks can be synthetic or real-world networks. For real-world 
networks we can give some example like economic structure networks [2], food 
networks [3], networks of chemical interaction between proteins and molecules in 
cells [4-6] and social networks like networks of determination of friendship in 
groups, relation analysis networks and networks of detection of terrorist attacks [7]. 

Objects and connections in networks are presented with nodes and edges re-
spectively. Graph structures which are used to represent the above given networks 
are referred to as simplest form of undirected networks [8].    

Community mining problem (CMP) refers to discovery of meaningful subgraph 
in many complex networks data [9]. In this paper, many real-world data were 
analyzed by CMP and the obtained results are given in the experimental results 
section.  

Many methods have been developed for detection of community structures in 
complex networks. These methods give successful results according to many 
properties yet generalizations about obtaining the best result cannot be made. Per-
formances of the algorithms in literature are very low on large networks. In addi-
tion, for detection of community, many algorithms need prior knowledge like 
community number. Optimal grouping in network is a very difficult problem. 
Therefore, CSD problem is a nondeterministic polynomial time - hard problem 
[10, 11]. 

Usually to solve complex problems like CSD two different methods are pro-
posed. These are exact and (meta-)heuristic methods [12].  From these two me-
thods (meta-)heuristic method can offer more convenient solutions for difficult 
and complex problems than exact methods. Algorithms like memetic and genetic 
are covered by (meta-)heuristic methods and are also known as bio-inspired algo-
rithms [12]. These algorithms use various community calculating measures ac-
cording to their own methods in the CSD problems. The most common calculation 
measure used recently which is recommended by Girman and Newman is mod-
ularity Q measure [13, 14].   

So far the most well-known community detection algorithm is Girman-
Newman (GN) algorithm [13, 15]. Fast Newman (FN) algorithm is an algorithm 
based on the maximum modularity Q [16]. Similarly, another algorithm based on 
maximum modularity Q is called Fast Unfolding algorithm [17]. In addition to 
these, algorithms like Random Walks [18], Eigenvectors [19], Label Propagation 
(LP) [20] with Spin Glass Type Potts method [21] and LTE (Local Tightness Ex-
pansion) algorithm [22] are used in the literature. FN [16], community detection 
algorithm for large networks which is proposed by Clauset et al. [23], Extremal 
Optimization [24] and other algorithms like this have O(e3) complexity in terms of 
time complexity. Here the e refers to the number of edges [25]. 

Time complexity increases in a huge amount as the size of the network increases. 
In small or regular size networks community detection can be done very easily with 
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algorithms given above but as the network size get larger existing algorithms are 
inadequate in terms of both performance and success. Also when inclusion of 
prior knowledge to these algorithms become mandatory, discovery of new and 
efficient algorithms are inevitable. Due to this need, CSD problems are tried to 
solve with algorithms like genetic algorithms, particle swarm optimization algo-
rithm, ant colony optimization algorithm, memetic algorithms, and differential 
algorithm. In this paper genetic algorithm which is one of the above algorithms 
constitutes the basic structure of the proposed algorithm. Genetic algorithm is 
already very successful in terms of computation, time complexity and solution 
convergence in NP-hard problems and it is almost used in most problems in litera-
ture. For the first time Tasgin et al. [26] used genetic algorithms in CSD problem. 
The method that they developed was named as GATB (or GATHB [27]) [25]. After 
that both genetic and other algorithms started to be used widely in CSD problems. 
In particular, to find the optimal Q value in the most economical way, many me-
thods have been developed by making several changes on methods of genetic 
algorithm like mutation, crossover, selection and so on.  

Shi et al. tried to solve the CSD problem by using genetic algorithm based 
GACD [28] algorithm. They tested their own method with real-world networks 
which are used quite a lot in the literature and compare the results with GN [13], 
GN Fast [23] and GATB [25] results. When the obtained results were analyzed, it 
was stated that genetic algorithm-based algorithms such as GACD and GATB were 
quite effective to solve CSD problems. There are many advantages of the devel-
oped methods based on genetic algorithm. For example GATB [25] has a time 
complexity of O(e) and does not require any prior knowledge for CSD. In this 
paper, a new approach based on genetic algorithms has been proposed and has 
been named as AGA-net. AGA-net has a time complexity of O(e) and does not 
require any prior knowledge. The proposed algorithm is based on adaptive design 
of genetic algorithm to reach the most appropriate solution in less time for CSD 
problem. AGA-net was tested in networks given in section 3 and the obtained  
results were compared with some existing algorithms in literature (see section 3). 

1.1 Community Structure Detection 

When any given network presented by graph structure, obtained community struc-
tures can be considered as subgraphs which have quality or quantity like maxi-
mum common feature in itself, number of interactions, positional similarities and 
so on. Nodes which are the elements of these structures should have maximum 
interaction and common properties with its own community nodes and less inte-
raction and common properties with other community nodes. Group of people 
who have strong relationship in social environment, colony of living creatures in 
environmental networks who feed on each other and cluster of computers having 
maximum data exchange cooperation can be examples related with CSD.  

Let the given G(V,E) graph structure represent undirected and unweighted net-
work. Here the graph G has V set of nodes (vertices) and E set of edges (links). 
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 V = {vi | i = 1, 2, 3, …, n} and E = {ej | j = 1, 2, 3,  …, m} 

Here; i, j, n and m represent the node index, edge index, number of node and  
total edge number respectively. Let define adjacency matrix as Adj with nxn size. 
And let Adj matrix show the relationship of the elements of set V by the elements 
of the set E. Adj adjacency matrix is generated by Equation (1) [23].  

                      Adj =  1     if   . and . nodes are connected,0                                              otherwise.                           (1) 

Modularity Q for graph G is given in Equation (2). This fitness function has 
been proposed by Newman and Girvan in their work by the name of Finding and 
Evaluating Community Structure in Networks [15]. 

 Q = ∑ , ,                      (2) 

Where Q is named as modularity Q and expresses the objective function to be 
maximized. , , represents the adjacency matrix of given G graph. m demon-
strates the total number of edge in network and calculated by Equation (3). ki de-
monstrates the degree of ith node, kj demonstrates the degree of jth node and as an 
example ki can be calculated by Equation (4). Ci and Cj demonstrate the ith and jth 
node community respectively. ,  is a function which demonstrates the ith 
and jth node whether exist in the same community. ,  function is calculated 
by Equation (5).  

m = ∑ ,                                                         (3)  ∑ ,                                                               (4) 

 δ   1           if     0           if       (5) 

Detection of community structure according to fitness value was done by  
Tasgin et al. in 2007 by the name of Community Detection in Complex Networks 
using Genetic Algorithms [26]. In the specified paper, proposed algorithm was 
named as GATHB [26, 27]. After publication of this paper, many evolutionary 
algorithms were applied to CSD problems. The AGA-net algorithm that we pro-
posed has also used the same objective function as GATHB algorithm which is 
given in Equation (2). 

1.2 Genetic Algorithm 

GAs were first described by John Holland in the 1960s and further developed by 
Holland and his students and colleagues at the University of Michigan in the 1960s  
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and 1970s. Holland’s goal was to understand the phenomenon of “adaptation” as it 
occurs in nature and to develop ways in which the mechanisms of natural adaptation 
might be imported into computer systems. Holland’s 1975 book Adaptation in Natu-
ral and Artificial Systems (Holland, 1975) presented the GA as an abstraction of 
biological evolution and gave a theoretical framework for adaptation under the GA 
[29]. GA is a population based algorithm and can be modal without requiring any 
prior knowledge or assumptions. Thus this algorithm can be adapted to many 
problems and has a general-purpose structure property. 

2 The Proposed Algorithm 

In this paper to solve CSD problem, AGA-net algorithm has been proposed which 
is based on genetic algorithm. As every node of network in CSD problem has a 
limited number of neighbors therefore the probability of selected neighbor to be 
selected again is very high. This situation, searching for the best solution, it may 
cause to be entered to a vicious cycle in the various networks. This problem has 
been solved by the help of genetic operators given in section 2.4. Thus for rapid 
convergence to best solution, better solutions has been selected by elitism while 
entering in to vicious circle is also prevented by crossover and mutation mechan-
ism. The proposed algorithm has the property of convergence of best global mod-
ularity Q without being trapped in local best solution. AGA-net also has a linear 
time complexity. In addition to basic parameters and operators of standard genetic 
algorithm, specific changes for CSD problems and new parameters have been 
included. The proposed algorithm has been named as Adaptive Genetic Algorithm 
(AGA-net). The adaptive phrase used herein indicates that every mechanism of 
algorithm can be adapted to all networks. The proposed algorithm can be operated 
for all networks on CSD problem without being depended to any internal or exter-
nal data, with its new specific parameters. Proposed algorithm’s steps are given 
below in detail under separate headings. 

2.1 Genetic Representation 

The proposed algorithm uses locus-based adjacency representation (LAR) structure 
for graph based representation [30]. Each gene in chromosome holds two different 
information (communityID and populationID).  Information about these is given in 
Fig. 1. The first information stores randomly selected neighbor node from ith node 
neighbors. The second information keeps community knowledge (communityID) 
of ith node for communities generated by the first information. An example of  
8-node network has been given in Fig. 1(a), Fig. 1(b) shows an example of  
chromosomes generated according to the given network and Fig. 1(c) provides 
community structures generated from given chromosome information. Obtained 
community structures have been given in different colors.  
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Fig. 1 Examples of a network with 8 node, a chromosome and obtained community structures 

The chromosome given in Fig. 1(b) is represented by 3 different array which 
keeps information about ID, populationID and communityID. The first array keeps 
node sequence number, the second keeps selected neighbor node and the third 
array keeps information about the node’s community. 

2.2 Population Initialization 

The proposed algorithm produces chromosomes as the size of population in initia-
lization process. Each gene in the chromosome represents a node. The second 
array from the arrays given in Fig. 1(b) selects randomly neighboring node ac-
cording to ID. After all population formed in this way the 3rd array is formed ac-
cording to 2nd array which is given in Fig. 1(b). The 2nd array which is given in 
Fig. 1(b) provides forming of necessary community’s list during modularity Q 
calculation.   

While determining CommunityID of a gene inside chromosomes there should 
be neighborhood of neighbor gen with existing gen. According to this principle 
solution space becomes restricted and it saves time.  

2.3 Fitness Function 

In this paper, modularity Q has been used as fitness function. This measure has been 
first used by Newman and Girvan [15] in 2004. The function has been given in Equ-
ation (2). CSD problem can be considered as combinatorial optimization problem 
according to given objective function. The objective function in the best graph clus-
tering reaches maximum Q value. Q value varies in the range of -1 to +1. 

   2 
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   1 
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   8 
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1   2   3   4  5   6    7    8 
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2.4 Genetic Operators 

Elitism, selection, crossover and mutation operations have been used in proposed 
algorithm. Each operator parameters used in the process is adapted to CSD prob-
lem to achieve the most suitable solution. Unlike standard genetic algorithm new 
parameters have been included in elitism, crossover and mutation operators. Oper-
ators and parameters proposed by AGA-net algorithm are presented in detail below. 

Elitism. This operator is used at two stage of the algorithm. In the first stage, it is 
selected to transfer chromosomes at the rate of elitismRate (%) which has the best 
Q value in the population to the next generation. At the second stage, new chro-
mosomes with the better Q values change place with bad chromosomes at the 
same rate. Here elitismRate ensure the elimination of the worst chromosome from 
solution cluster. This parameter has been used in small rates to not reduce the 
chromosome diversity. 

Selection. The process of the production of a new generation individual selection 
process was carried out with the roulette wheel selection (RWS) [31]. In the pro-
posed algorithm selection process according to RWS method are done as follows. 

 
─ The fitness value of each chromosome is calculated and sum of all chromo-

somes fitness value in the population is calculated by Equation (6).   ∑       (6) 

─ The selection probability of each chromosome is calculated by Equation (7). ⁄       (7) 

─ The cumulative total is calculated for each chromosome and cumulative 
probability is determined by Equation (8).  Qt ∑ Pktk 1                                                        (8) 

─ A random number between 0 and 1 is generated. A chromosome is selected 
according to the generated number’s Qt range. So, chromosomes to be trans-
ferred to the next generation are selected.  

Crossover. Two different parameters associated with this operator by the names 
of crossover rate (CR) and crossover choice (CC) has been defined. Of these the 
CR parameters will be subjected to the individuals crossover process in the popu-
lation and determine the number of subjected process. The CC parameter will then 
provide the production of change control sequence for pairs of chromosome sub-
jected to crossover process. The sequence is generated such that the CC value 
would be 0 if it is smaller than the generated random number and 1 if it is bigger. 
The occurred crossover process has been given in Fig. 2. 
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Fig. 2 Crossover operation of AGA-net algorithm 

Mutation. In the proposed algorithm, mutation process is carried out in two cases, 
one-point and multi-point. The first one is single point mutation and the second 
one is multiple point mutations. Also two parameters have been used in mutation 
process. The first parameter is mutation rate (MR) and the second parameter is 
multi-point mutation rate (multiP).  MR parameter is selected in a small ratio and 
it will determine whether the incoming chromosome mutates or not. And the mul-
tiP parameter allows the selection of one of the single or multiple mutations op-
tion. If the value of this parameter is less than randomly generated number, single 
point mutation but if it is equal or greater than the randomly generated number 
multi-point mutation applies. Representative examples showing this process has 
been given in Fig. 3. Here, each selected genes are mutated by the neighborhood 
condition (refer to Fig. 1(a)).  

 

        
Fig. 3 Single-point and multi-point mutations 

3 Experimental Results 

In this section the AGA-net algorithm has been tested on 5 real networks which are 
(Z) Zachary's Karate Club [32], (D) Dolphins Social Network [33], (A) American 
College Football [13], (B) Books about US Politics [14] and (C) Cattle Protein 
Interactions (IntAct) [34]. These networks are organized as undirected and un-
weighted. Each node in the network is identified by an ID. For example the first 
node of Cattle Protein Interactions (IntAct) network which is AATM_BOVIN [35] 
has been identified by ID number 1. Networks and their properties used in the 
experiments are given in Table 1. All experiments have done on a computer which 
has the following specifics:  

   4      7    8    1    1    8    2     3   

  Multi point mutation 

   5     6     3     1    1     8    2     6   

   4      7     8    1      1      8      2     3 

  Single point mutation 

   4      7     3     1      1      8      2     3 

   4   7   8   1    1   8   2   3Chromosome-1 
Chromosome-2 

Change control array 

   5   7   8   6    1   4   2   6New chromosome 

   5   6   1   6    1   4   2   6

   1    0    0    1    1    1    0    1
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Microsoft Windows 7 (x64) OS environment, Intel (R) Core (TM) i7-3632QM 
CPU @ 2.20 GHz processor and 4 GB of RAM. 

Table 1 Networks and their properties used in the experiments 

Networks* Number of Nodes (V) Number of Edges (E) 
[Z] Zachary’s Karate Club 34 78 

[D] Dolphins Social Network 62 159 
[A] American College Football 115 613 

[B] Books about US Politics 105 441 
[C] Cattle Protein Interactions (IntAct) 268 303 

 The given node and edge numbers have been obtained after turning networks to undi-
rected and unweighted by subtracting self-loops featured nodes. 

The algorithm was run 50 times for networks in Table 1. The maximum Q,  
average Q and standard deviation was recorded as test results. The number of 
population used in the experiments varies according to the size of the network. 
Population numbers used for networks according to Table 1 order are 20, 30, 100, 
80 and 50 respectively. Also for other parameters the following values have been 
used; for elitismRate 0.05, for crossover rate 0.8, for crossover choice 0.5, for 
mutation rate 0.2 and multi point mutation 0.4. These parameters have been tested 
with experiments inside their borders and the effect of these values to the algo-
rithm has been tested through trial and error. The best results were achieved in this 
parameter value for all networks. 

The proposed algorithm’s experimental results were compared with algorithms 
which are given in Table 2. The results obtained are given in Table 2. In the table the 
best Q values are indicated in bold and for ease of reading the decimals have been 
rounded to three digits. For example, the best Q value of Z network was approx-
imately 0.419789612097304 and it was rounded to 0.420. Average modularity Q 
values and standard deviation values for AGA-net algorithm are given in Table 3.  

Table 2 Comparison of the results according to modularity Q values 

                         Networks 
    Algorithms 

Z D A B 

DECD [10] 0.416 - 0.605 - 
Eigenvector [19] 0.393 0.491 0.488 0.467 

GACD [37] 0.420 0.529 0.604 0.527 
GATHB [8] 0.402 0.522 0.551 0.518 

GN [13] 0.401 0.519 0.599 0.510 
FN [16] 0.381 0.510 0.550 0.502 

MA-COM [39] 0.420 0.529 0.605 0.527 
MA-Net [8] 0.420 0.529 0.605 0.527 

MENSGA [38] 0.420 0.527 0.604 0.526 
MOGA-Net [36] 0.416 0.505 0.515 0.518 

Proposed method (AGA-net) 0.420 0.529 0.605 0.527 
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Apart from the networks given in Table 2, maximum modularity Q value ob-
tained for network named as Cattle Protein Interactions (IntAct) is 0.720.  After 
analyzing present studies and as for as it is known this network (C) has not been 
used in CSD problem before. So, this network was not included in the list of com-
parison given in Table 2. 

Table 3 The average modularity Q and standard deviation values 

Networks Z D A B C 

 
Average Q values 

 
0.420 

 
0.528 

 
0.601 

 
0.527 

 
0.719 

Standard deviations ± 0 ± 0.000790 ± 0.002986 ± 0.000137 ± 0.000017 

 
Best global and local modularity Q values were recorded in each run for all 

networks. According to obtained results, the average and best Q values are almost 
the same. Also a low level of standard deviation values indicates that the proposed 
algorithm gave consistent results. For example the standard deviation for Z net-
work is zero therefore both the average and the best Q values are the same which 
is 0.420. There are not much different between the obtained results for other net-
works. 

While observing the community numbers generated according to the best Q 
values for Z, D, A, B and C networks the following community numbers 4, 5, 10, 5 
and 40 have been obtained respectively. 

When table 2 is examined, till now the AGA-net algorithm has reached the best 
Q modularity value for four networks (Z, D, A and B) which have been used in 
literature before. When genetic algorithm-based method proposed by us is com-
pared with other genetic algorithm-based methods given in Table 2 (GACD and 
GATHB), it is seen that our proposed method has given better results than other 
two methods. The most important reason for this is the other two methods men-
tioned above have limited genotype production mechanism while the crossover 
and mutation mechanisms used in our proposed method narrows down the solu-
tion space to converge to optimal solution.   

4 Conclusions 

In this paper, CSD problem which is often used in complex networks analysis is 
discussed and the meaningful information from real-world network has been de-
termined. To test the accuracy of the recommended algorithm the obtained results 
have been compared with state-of-the-art methods in the literature. In the experi-
ments, four social networks and a biological network have been used. In addition 
to existing operators and parameters of standard genetic algorithm the AGA-net 
algorithm has been supported by the proposed genetic operators and parameters 
which are given in section 2.4. These operators and parameters have provided fast 
convergence of proposed algorithm to global best Q value. When analyzing the 
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experimental results it is observed that the AGA-net algorithm has obtained the 
best modularity Q values known so far for all networks. These results indicate that 
MA-Net [8] and MA-COM [39] algorithms yielded similar results with the pro-
posed algorithm. While the proposed algorithm has obtained the same results with 
GACD [37] algorithm in 3 networks (Z, D and B), it has obtained better result in A 
network. Analogously the proposed algorithm has obtained the same results in A 
network with DECD [10] algorithm and better result in Z network. And also the 
proposed algorithm with compare to MENSGA algorithm [38] has obtained the 
same result in Z network and better results in other networks. 

As a result, the success and consistency of the proposed algorithm can be un-
derstood from both comparison and standard deviation tables. In addition, AGA-
net does not require any prior knowledge and works fast. Thus, with the proposed 
mechanism almost 20 percent time saving has been provided for each network. 
This algorithm has been designed in a way which does not consider the size of 
nodes and edges number therefore it can be applied to all synthetic and real-world 
networks. After analyzing the test results it has been observed that the proposed 
algorithm gives successful results for determination of meaningful communities 
from complex networks. 
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A Logical Model of Communication Channels

Matteo Cristani, Francesco Olivieri and Katia Santacà

Abstract A channel is a logical spcae where agents make announcements publicly.
Examples of such objects are forums, wikis and social networks. Several questions
arise about the nature of such a statement as well as about the attitude of the agent
herself in doing these announcements. Does the agent know whether the statement
is true? Is this agent announcing that statement or its opposite in any other channel?
Extensions to Dynamic Epistemic Logics have been proposed in the recent past
that give account to public announcements. One major limit of these logics is that
announcements are always considered truthful. It is however clear that, in real life,
incompetent agents may announce false things, while deceitful agents may even
announce things they do not believe in. In this paper, we shall provide a logical
framework, called Multiple Channel Logic, able to relate true statements, agent
beliefs, and announcements on communication channels. We discuss syntax and
semantics of this logic and show the behaviour of the proposed deduction system.
Lastly, we shall present a classification of agents based on the above introduced
behaviour analysis.

Keywords Rules · Agents · Multiple channel logic

1 Introduction

In several recent approaches to reasoning about web processes, two different matters
tend to intersect: the attitudes of the agents using the web for communication activ-
ities, and the beliefs of those agents. Consider, in particular, a situation in which a
set of agents use many different communication channels, such as blogs, social net-
works, forums. It may happen that these agents use those channels in an incoherent
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way: for instance one agent may announce one statement in a channel while omitting
it in another one, or she can announce a statement in a channel and the opposite
statement in another one.

In multiple agent settings, there are two different forms of incoherence. We can
look at different agents announcing opposite statements, or to one agent announcing
opposite things.Both types of incoherence lie on the sameground: contradictory state-
ments are made. The former type involves different agents making such statements
(possibly on the same channel), while the latter type sees one single agent making
contradictory announcements (possibly on distinct channels, for certain cases).

In this paper we only look at incoherences generated byn announcements made
by one single agent, within a multiple agent logical framework.

We then investigate the set of possible communication attitudes of the agents. A
communication attitude is the relation between reality facts and agent beliefs, or the
relation between beliefs and announcements the agentmakes. It is rather common that
agents communicating on channels result not always competent on the matter they
are talking about. Some agents can also be insincere, or they can hide some (possibly
private) information. The attitudes agents assumewhen communicating, or the ability
to know true facts about the reality are important aspects of the communication
processes. When we observe agents communicating, we typically have prejudices
about their attitudes, where prejudices value an agent behaviour before observing
what she announces.

In this paper we investigate how to combine public announcements with beliefs
that are also not necessarily aligned with the reality. Somebody can have a false
belief or she can believe something that is not known as true or false. Moreover
agents can announce things they do not believe, or avoid to announce things they
actually believe.

To clarify what we mean with this research boundaries, we provide a general
example of announcements and their relations with truth and beliefs.

Example 1. Alice, Bob and Charlie travel quite often for work. They are also pas-
sionate about good food and love visiting nice restaurants. To choose the best hotels
and restaurants in town, they use as channels the social networks C1 and C2, where
they are also active users by posting reviews and feedbacks. During their last busi-
ness trip, they all stayed at the hotel H and they ate at the restaurants R1, R2 and
R3. Once back home, Bob posts a review on channel C1 announcing that hotel H
was dirty (saying dir ty(H)), whilst on channel C2 he announces that H was clean
(saying ¬dir ty(H)). Alice agrees with his announcement on C1 but does not post
any comments on C2, while Charlie announces ¬dir ty(H) both on C1 and C2.

We assume that hotel H being clean or dirty is not a matter of opinions but
a provable fact. It follows that we may draw some conclusions on the statements
announced by Alice, Bob and Charlie on C1 and C2. First, Bob is not truthful since
he announces dir ty(H) on C1 and ¬dir ty(H) on C2. It may be the case that he
believes in only one of the two announces (and possibly in none of them) and,
consequently, he is lying in one of the two channels.
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In this paper, we assume atemporal channels, namely announcements are made
in a channel and hold forever and eversince, with respect to the moment in which the
announcement is made. When an agent observes a particular channel and another
agent contradicts herself in that channel the observer finds it out. Consequently we
assume that agents make coherent announcements in every single channel, though it
is possible that they make opposite announcements in distinct channels. In temporal
channels, an agent might announce a statement, and, later, announce the opposite
statement. Provided that she is not lying, this implies a belief revision process she
passed through in order to change her point of view.

In general, we include agents that can domore real-life things than just truthful and
sincere announcements. They can lie, but it is also possible that they just announce
things they simply are not informed about. An agent can make an announcement that
corresponds to her belief, or she can claim the opposite of her belief. Moreover she
can behave in a combination of the three above basic attitudes on different channels.
On the same way, an agent can believe things that are true, that are false, and that
are neither true or false.

We assume consistent agents, that is agents that either believe in the truthfulness
of a given statement, or believe in the truthfulness of the opposite statement; naturally,
we allow that an agent may be not competent on a certain topic and, as such, believe
in neither of them, but never to believe in both at the same.

Back to the example, while Bob and Charlie announce on every channel, Alice
decides to express her opinions just on channel C1. Finally, Alice and Charlie are
consistent with themselves even if not with one another. Therefore, they can be both
sincere but one of them is not competent. We shall assume that competent agents do
generally know any topic discussed in every channel, while – admittedly a strong
assumption – if the agent is ignorant in at least one topic, then she is considered
incompetent.

The structure of the paper is as follows. In Section 2we define the logical language.
In Section 4 we introduce the semantics of the logic and in Section 3 we provide
a inference rules of the framework. Section 5 provides the prove of soundness for
the introduced logic. Section 6 provides a concise analysis of the related works in
literature and we conclude the paper in Section 7 with a summary of the results
obtained in the investigation and a proposal of a few further investigations.

2 Multiple Channel Logic

In this section, we present our logical formalism, the Multiple Channel Logic (here-
after MCL); MCL is specified in terms of language, semantics and inference rules.

MCL is a three-layered labelled, modal logical framework. The first layer of MCL
is a propositional calculus. The second layer is a multi-modal calculus, where we
can use three distinct modalities: one modality of belief, permitting to assert that
an agent believes in a proposition, one modality for stating that a given proposition
is asserted by an agent in every channel, and one modality to state that an agent
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asserts a proposition in at least one channel. The last two are henceforth named
communication modalities.

The second layer does not allow skolemization, permitting, in particular, only
to assert that when an agent believes in a proposition, she cannot believe in the
opposite, and that she cannot simultaneously believe in something and not believe
in it. The same holds for the communication modalities, combined in a dual fashion.
A proposition can not be asserted by an agent in every channel when its opposite
is asserted in one channel, and, on the other hand, we cannot assert a proposition
in every channel and not asserting it in one channel (and vice versa). Not asserting
anywhere a proposition does not imply that the opposite of this proposition is asserted
somewhere (and vice versa). When we deal with the deduction rules, in section 3,
we shall mark those rules that guarantee this forms of duality.

Within the third layer, we habilitate agent tagging with the explicit purpose of
allowing assertion of prejudices about agent communicative attitudes. In particular,
we tag an agent as sincere, collaborative, and other positive or negative tags. The
statement of an agent tag associated to a given agent is named a prejudice. Predjudices
are employed as means to make certain deduction rules apply.

AnMCL theory T is a triple T = 〈W,A,R〉, whereW is the logical language,A
is the set of axioms, andR is the set of inference rules, in our specific case, rewriting
rules. When the set A is empty, then we call T a calculus. For a given MCL theory
M we denote byRM the set of axiomn of M . To represent the set of rulesR, that is
common to any MCL theory, we also use, for symmetry with AM the notationRM .

We employ the alphabet
∑ = L ∪ C ∪ M ∪ S ∪ � ∪ T where:

L is a finite non-empty set of propositional letters L ={
A1, A2, . . . , An

}
,

C is the set of connectives C ={¬,∧,∨ ∼,−,
}
,

M is the set of modalitiesM ={
B,T�,T�

}
,

S is the set of logical signs S ={
(, ), [, ],⊥}

,
� is a finite non-empty set of agents labels � ={

λ1, . . . , λm
}
,

T is the set of agent tags T = {Co, S, SCl, WCl, O}.

A propositional formula ϕ is defined by ϕ := A | ¬ϕ | ϕ∧ϕ | ϕ∨ϕ where A denotes a
letter. The second layer of MCL is a modal logic where the modal operators are B for
beliefs, while T� and T� are the operators for the communication channels. We use
T� (T�) to denote that an agent tells the embedded formula in every (at least one) com-
munication channel. A modal formula isμ ::= B[λ : ϕ] | T�[λ : ϕ] | T�[λ : ϕ] | ∼μ

where ϕ denotes a propositional formula. The modal formula for belief B[λ : ϕ]
is intended to denote that the agent λ believes ϕ. For the purpose of this paper, the
intended notion of belief embeds the notion of knowledge as meant in Epistemic
Logic.

The modal formula T�[λ : ϕ] denotes that the agent λ announces ϕ everywhere,
namely, when λ announces ϕ in a channel C , then she announces ϕ in any channel
C ′ that is accessible from C . When we provide the semantics of MCL we shall relate
the notion of accessibility to the notion of observation. A channel C ′ is accessible
from a channel C when the observer of C , also observes C ′.
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On the third layer of the logical framework we make use of the agent tags. An
agent tag formula has one of the two formats α ::= +(X)λ | − (X)λ where X ∈
{Co, S, SCl, WCl, O} is an agent tag, and λ is the label representing the agent. The
intended meaning of the tags is competent for Co, sincere for S, strongly (weakly)
collaborative for SCl and WCl, respectively and omniscient for O .

3 A Deduction System for MCL

In this Section we provide a set of inference rules forMCL. These rules are redundant.
In the stream of rules below, we prove that some of the rules can be reduced.

The rules can be of three distinct types:

– Introduction rules use the elements appearing in the antecendent for building
those elements that appear in the subsequent;

– Elimination rules de-construct elements appearing in the antecedent into ele-
ments in the subsequent;

– ⊥ rules introduce a contradiction, deriving ⊥ in the subsequent.

The first group of rules, defined below,manage inference on the propositional layer of
MCL. We adapted the classical presentation of Prawitz [1] for propositional calculus
to our needs. We shall then introduce a few other specific ⊥ rules while providing
the single contexts for the inference rules of the propositional layer, for the belief
layer and finally for the announcement layer.

Without loss of generality we assume that axioms in a MCL theory M are all writ-
ten in Conjunctive Normal Form, namely as conjunctions of disjuctions of positive
and negative literals.

Below, Introduction is shortened to In., Elimination to El., D.N. for Double Nega-
tion, Left is shortened to L and Right to R, and finally Non Contradiction to N.C.
The “Ex falso sequitur quodlibet in beliefs” rule is shortened to EFSQ, and Modus
Ponens is shortened to MP

ϕ ψ
R.1

ϕ ∧ ψ
[In. ∧] ϕ ∧ ψ

R.2 ϕ
[R el. ∧]

ϕ ∧ ψ
R.3

ψ
[L el. ∧] ϕ

R.4
ϕ ∨ ψ

[In. ∨]

ϕ ∨ ψ
R.5

ψ
[R el. of ∨] ϕ ∨ ψ

R.6 ϕ
[L el. of ∨]

ϕ
R.7 ¬¬ϕ

[In. of D.N.]
¬¬ϕ

R.8 ϕ
[El. of D.N.]

ϕ ¬ϕ
RC.1 ⊥ [N.C. principle] ⊥

RC.2 ϕ
[EFSQ]
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The last operation we need in this group to provide for inferential mechanism is the
Modus Ponens rule, that we introduce as follows:

ϕ (¬ϕ ∨ ψ)
MP.1

ψ
[Propositional modus ponens]

The second group of rules manage inference on the layer of beliefs. The last rule man-
ages the behaviour of combined negations ∼ and ¬. This is a quasi-skolemization,
in the sense that it introduces the concept that someone cannot believe that a fact is
true and simultaneously not believe that the negation of that fact is false.

B[λ : ϕ] B[λ : ψ]
R.9

B[λ : ϕ ∧ ψ] [In. ∧ in B ]
B[λ : ϕ ∧ ψ]

R.10
B[λ : ϕ] [R el. ∧ in B ]

B[λ : ϕ ∧ ψ]
R.11

B[λ : ψ] [L el. ∧ in B ]
B[λ : ϕ]

R.12
B[λ : ϕ ∨ ψ] [In. ∨ in B ]

B[λ : ϕ]
R.13

B[λ : ¬¬ϕ] [In. of D.N. in B ]
B[λ : ¬¬ϕ]

R.14
B[λ : ϕ] [El. of D.N. in B ]

B[λ : ϕ]
R.15 ∼ B[λ : ¬ϕ] [Coherence of disbeliefs]

We provide the ⊥ rules for the belief layer. The first rule is used for belief of contra-
diction, while the second rule is used for belief contradiction. A belief contradiction
occurs when the claim of belief is contradicted by the claim of corresponding dis-
belief. We also have a belief contradiction rule corresponding to “Ex falso sequitur
quodlibet in beliefs”. We then introduce the Modus Ponens rule for beliefs.

B[λ : ϕ] B[λ : (¬ϕ)]
RC.3 ⊥ [B of contr.]

B[λ : ⊥]
RC.4

B[λ : ϕ] [B EFSQ]

B[λ : ϕ] ∼ B[λ : ϕ]
RC.5 ⊥ [B contr.]

B[λ : ϕ] B[λ : ¬ϕ ∨ ψ]
MP.2

B[λ : ψ] [B MP]

We obtain the ⊥ when we believe in ϕ and either we believe in the opposite, or we
do not believe in it.

The third group of rules is introduced to manage inference on T� and T� modal-
ities. The first subgroup, formed by the rules R.16–R.20, supplies the five classical
rules for introduction, left and right elimination for ∧, introduction and elimination
for double negation for T�. The rules R.28 and R.29 represent, respectively, Coher-
ence of missing announcements (COM) and Coherence of provided announcements
(COP), and correspond to the quasi-skolemization of the modalities T� and T�.
Seriality is shortened below to Ser.



A Logical Model of Communication Channels 63

T�[λ : ϕ] T�[λ : ψ]
R.16

T�[λ : ϕ ∧ ψ] [In.∧ on T�]
T�[λ : ϕ ∧ ψ]

R.17
T�[λ : ϕ] [R el. ∧ on T�]

T�[λ : ϕ ∧ ψ]
R.18

T�[λ : ψ] [L el. ∧ on T�]
T�[λ : ϕ]

R.19
T�[λ : ϕ ∨ ψ] [In. ∨ in T�]

T�ϕ
R.20

T�[λ : ¬¬ϕ] [In. of D.N. on T�]
T�[λ : ¬¬ϕ]

R.21
T�[λ : ϕ] [El. of D.N. on T�]

T�[λ : ϕ ∧ ψ]
R.22

T�[λ : ϕ] [R el. ∧ on T�]
T�[λ : ϕ ∧ ψ]

R.23
T�[λ : ψ] [L el. ∧ on T�]

T�[λ : ϕ]
R.24

T�[λ : ϕ ∨ ψ] [In. ∨ in T�]
T�ϕ

R.25
T�[λ : ¬¬ϕ] [In. of D.N. on T�]

T�[λ : ¬¬ϕ]
R.26

T�[λ : ϕ] [El. of D.N. on T�]
T�[λ : ϕ]

R.27
T�[λ : ϕ] [Ser. T� on T�]

T�[λ : ϕ]
R.28 ∼ T�[λ : ¬ϕ] [COM]

T�[λ : ϕ]
R.29 ∼ T�[λ : ¬ϕ] [COP]

If agent λ announces ϕ on every channel, it is straightforward that she announces it
on at least one channel (R.27). If λ announces ϕ on every channel, then in no channel
she may announces the opposite (R.28). Lastly, if λ announces ϕ on at least one
channel, then she cannot announce the opposite on every channel (R.29).

We now present the ⊥ rules for announcements. Announcement contradictions
are shortened below to AC.

T�[λ : (ϕ ∧ ¬ϕ)]
RC.6 ⊥ [AC on T�]

T�[λ : (ϕ ∧ ¬ϕ)]
RC.7 ⊥ [AC]

T�[λ : ϕ] T�[λ : ¬ϕ]
RC.8 ⊥ [AC on T�]

RC.8 is derived from R.28–R.29: announcing ϕ on every channel contradicts with
announcing ¬ϕ somewhere. Again we provide a modus ponens rule for T� and T�.
The first is Channel existential Modus Ponens (CEMP), the second is Channel Uni-
versal Modus Ponens (CUMP).

T�[λ : ϕ] T�[¬ϕ ∨ ψ]
MP.3

T� : [λ : ψ] [CEMP]
T�[λ : ϕ] T�[¬ϕ ∨ ψ]

MP.4
T� : [λ : ψ] [CUMP]

We need to manage introduction and elimination of missing beliefs and missing
announces. We summarise the above by using the expression μ to denote a modal
formula of MCL.

μ[λ : ϕ]
R.30 ∼∼ μ[λ : ϕ] [In. of double ∼]

∼∼ μ[λ : ϕ]
R.31

μ[λ : ϕ] [El. of double ∼]
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We can introduce the rules for the agent tags.We have two rules that relate reality and
beliefs, based on the expressed prejudice of omniscience and competence. Moreover,
we have two pairs of rules for weak and strong collaboration tags, and one rule for
sincereness which relates beliefs and communication channels.

All the above mentioned rules are employed for positive tags. For every positive
tag, we have the dual rule for the negative counterpart.

ϕ + (O)λ
R.32

B[λ : ϕ] [Ext. +(O)]
B[λ : ϕ] + (Co)λ

R.33 ϕ
[Ext. +(Co)]

B[λ : ϕ] + (W cl)λ
R.34

T�[λ : ϕ] [Ext. +(WCl)]
B[λ : ϕ] + (SCl)λ

R.35
T�[λ : ϕ] [Ext. +(SCl)]

T�[λ : ϕ] + (S)λ
R.36

B[λ : ϕ] [Ext. +(S)]
∼ B[λ : ϕ] ϕ

R.37 −(O)λ
[In. −(O)]

B[λ : ϕ] ¬ϕ
R.38 −(Co)λ

[In. −(Co)]
B[λ : ϕ] ∼ T�[λ : ϕ]

R.39 −(W cl)λ
[In. −(WCl)]

B[λ : ϕ] ∼ T�[λ : ϕ]
R.40 −(Scl)λ

[In. −(SCl)]
T�[λ : ϕ] ∼ B[λ : ϕ]

R.41 −(S)λ
[In. −(S)]

An agent is omniscient if she knows every true formula. An agent is competent is
every formula she knows is true. Notice that in the case of omniscience, the set of
formulae believed true by the agent is a superset of the (actually) true formulae: the
agent knows all what is true but shemay also believe in some formulae proven neither
true, nor false. On the contrary, in case of competence, the agent’s beliefs are a subset
of the true formulae; as such, all the agent’s beliefs are proven to be true but there
may be true formulae “out” of her knowledge base.

If an agent believes that ϕ is true and she is weakly collaborative, then she will
announces ϕ in at least one channel. Sincerity relates the communication of an agent
with her beliefs. As such, a sincere agent that tells ϕ on a channel, then she believes
ϕ to be true. We might be tempted to formulate sincerity from “the other agents’
perspective” and state that occurs whenever an agent announces ϕ somewhere while
¬ϕ anywhere. The proposed formulation of R.36 has the advantage that a sincere
agent cannot contradict herself. This would lead to a contradiction due to λ being
sincere and the application of R.36 to both T�[λ : ϕ] and T�[λ : ϕ], and the
subsequent application of RC.3.

Sincerity and collaboration do not derive one another. Assume three channels and
that agent λ believes both formulae ϕ and ψ to be true. Suppose that λ announces ϕ

on the first channel, ¬ϕ on the second one, and ψ on the third one. In this setting,
λ is collaborative but not sincere. Suppose now that λ solely announces ψ on the
first channel. In this case, λ is sincere but not collaborative. It is straightforward to
notice that R.35 subsumes R.34 through seriality. In addition, it implies a subtle form
of sincerity. A strongly collaborative agent cannot announce anything she does not
believe to be true, even if she might announce something she believes to be neither
true nor false. (Indeed, whenever the strongly collaborative λ has ∼Bϕ as well as
∼B¬ϕ, nothing prevent her to announce either ϕ or ¬ϕ somewhere.)
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Trivially, an agent: (R.37) is non-omniscient whenever she does not believe true
an actually true formula, (R.38) is incompetent whenever she believe true a false
formula. An agent is not weakly (strongly) collaborative if she knows something
which she does not announce in at least one channel. Finally, an insincere agent
announces, in at least one channel, a formula she does not believe to be true. In our
formulation, it is not necessary that the agent believes in the truthfulness of a formula
ϕ while announcing ¬ϕ to be considered insincere.

R.38 depends on R.37. In fact, given the premises of R.37, by applying R.15 to
B[λ : ϕ] we obtain ∼B[λ : ¬ϕ].

Finallywe introduce the rules that provide contradictions between prejudices (pos-
itive and negative). The set of rules can be summarised by the expressions +(P)λ as
the assertion of the prejudice P on λ, and −(P)λ as the negation of the prejudice P
on λ.

+(P)λ − (P)λ
RC.9 ⊥ [Prejudice contradiction]

4 The Semantics of MCL

In MCL the announcement of a formula by one agent cannot be bound to appear on
a single, specific channel. We can only bind an announcement to appear in either all
channels, or at least one. We therefore employ a semantics for the modalities that
follows Kripke’s modelling guidelines.

In order to build the semantics of aMCL theorywe provide the interpretation of the
signature, of first-layer formulae, of second-layer formulae and of agent tags. Accord-
ingly, the semantics of a MCL theory is a tuple M = 〈WC,WA,WR,WL,RC, I〉.
where WC is the domain of Channels, WA is the domain of Agents, WR is the
Boolean twofold interpretation domain {true, f alse}, WL is the the domain of the
Letters, a finite non-empty set, as numerous as the letters in the signature ofMCL,RC
is the accessibility relation between elements ofWC , I is the Interpretation function.

Given a MCL theory L , the interpretation function maps every propositional letter
of the signature of L in one element of WR, every agent letter in one element of
WA, every channel letter in one element of WC , and finally every agent tag in a
subset ofWA. The accessibility relation is defined inWC . The accessibility relation
captures the idea that a channel C1 is related to a channel C2 iff the external observer
representing the theory can observe C2 whenever she observes C1. The accessibility
relation is assumed therefore to be reflexive and transitive, while we do not make
any assumption about symmetry.

The interpretation of ⊥ is I(⊥) = f alse. The truth of a propositional formula
follows the classic interpretation of ∧, ∨ and ¬ operators.

Interpretations are models when they provide consistent evaluations for the propo-
sitional layer, the beliefs, the announcements and the relationships between the above
determined by the expression of predjudices.
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In particular, we assume that for a model the following hold:

1. The interpretation of the set of propositional axioms is consistent with the inter-
pretation of letters;

2. The interpretation of each agent belief set is a consistent propositional theory
with respect to the interpretation of pairs formed by agent and propositional
letters;

3. The set of announcements for each agent in every single channel is a consistent
propositional theory with respect to the interpretation of triples formed by agent,
channel and propositional letters;

4. For every modal formula T�[λ : ϕ] asserted axiomatically in L and for every
channel C in which ϕ is announced by λ, ϕ is announced by λ in every channel
related from C by the accessibility relation;

5. For every modal formula T�[λ : ϕ] asserted axiomatically in L and for every
channel C in which ϕ is announced by λ, ϕ is announced by λ in at least one
channel related from C by the accessibility relation;

6. For every omniscient agent λ and every formula ϕ that is interpreted true, then
ϕ is also a belief of λ;

7. For every competent agent λ and every formula ϕ believed by λ, then ϕ is
interpreted true;

8. For every sincere agent λ, if a formula ϕ is announced in one channel by λ, then
ϕ is a belief of λ;

9. For every strongly collaborative agent λ, and every belief ϕ of λ, λ announces
ϕ in every channel;

10. For every weakly collaborative agent λ, and every belief ϕ of λ, λ announces ϕ

in at least one channel.

As usual, when a MCL theory L has a model, then L is called satisfiable. Con-
versely, when it has no model is called unsatisfiable. A set of axioms containing the
symbol ⊥ is unsatisfiable.

When we value semantics as defined above, we name such a model a MCL-model,
and we say that this holds for a MCL-semantics.

To explain how the interpetation of a theory works we introduce here an example.

Example 2. Consider a set of at least two agents. The construction of the model is
performed as follows: starting from a set of axioms A1, A2, . . . An , corresponding to
the interpetation of the letters AI

1 . . . AI
n .

An interpretation is, in fact, a set of literals assumed true: A1, A3, A5, A6.
An assignments for the beliefs of the agents is something like:

λ1 A1, A3, A6

λ2 A1, A6

λ3 A2
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and we can define for each C , where C is a channel, an assignement as in the scheme
below.

λ1,C1 A1, A2 λ2,C1 . . . λ3,C1 . . . λN ,C1 . . .

λ1,C2 A1, A2 λ2,C2 . . . λ3,C2 . . . λN ,C1 . . .
...

...
...
...

...
...

...
...

λ1,Cm A1, A2 λ2,Cm . . . λ3,Cm . . . λN ,C M
...

On the other hand, a channel is a space for interpreting announcements of the agents.
The underlying idea, again, is that a single agent in a single channel announces things
in a coherent way, being irrational that an agent contradicts herself in a completely
observable channel. Thus, the set of axioms corresponding to agent assertion quantifi-
cations are mapped to channels by choosing a set of literals for each agent label that,
assumed true, makes coherent the statements of the agent mapped in that particular
channel.

5 Formal Properties of MCL

In this sectionweprove thatMCL is sound and completewith respect to the introduced
semantics. For the sake of space, the proofs of simplest results are omitted, and we
only deal with the main ones.

The task we look at is consistency checking. Given a MCL theory L , we aim at
establishing whether the set of axioms in L are consistent with each other, or, in other
terms, whether they can or cannot derive a contradiction.

The first property we prove is that the set of deduction rules introduced for MCL
theories preserve satisfiability. When employing the deduction rules of MCL we
transform a theory L into other theories, called derived from L . We specifically say
that a theory L is deductively closed when applying the deduction rules to L we
obtain L . Conversely, when applying rules to a theory L leads to a theory L ′, and
further on, to a theory L∗, that is deductively closed, we name L∗ the deductive
closure of L .

Lemma 1. Given a satisfiable MCL theory L, if L ′ is derived from L, then L ′ is
satisfiable.

Proof. The proof is a direct consequence of the rules R.1-R.40 and of the rules
MP.1-MP.4, along with the definition of MCL-models.

Lemma 2. Given an unsatisfiable MCL theory L, if L ′ is derived from L, then L ′
is unsatisfiable.

Proof. The proof is a direct consequence of Lemma 1 and of rules RC.1-RC.9,
along with the definition of MCL-models..

An immediate, straightforward consequence of the above mentioned lemmas is
claimed in Corollary 1, whose proof is omitted.
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Corollary 1. The deductive closure L∗ of a MCL theory L is consistent iff L is
consistent.

Based on Lemma 1, 2 and Corollary 1, we can conclude Theorem 1.

Theorem 1. The rules of MCL preserve satisfiability.

Once we have proved that the rules preserve satisfiability, we are now able to claim a
soundness result. The soundness result is obtained bymeans of the rules, the standard
interpretation of ⊥ and the notion of MCL-model.

First of all, we claim that when a theory is contradictory, its deductive closure
contains ⊥. Secondly, we prove the inverse: if a MCL theory L ′ contains ⊥, when
another theory L can be transformed by the rules onto L ′, then L contains either ⊥
or a contradiction. When, given a theory L ′, there is not a theory L such that L ′ is
derived from L , we say that L ′ is primary.

Lemma 3. The deductive closure of a contradictoy theory contains ⊥.

Lemma 4. Every theory L ′ containing ⊥ that is not primary, can be derived from
a different theory L that either contains ⊥ or is contradictory.

As a consequence of the above lemmas we conclude the following theorem.

Theorem 2. The deduction system of MCL is sound.

In order to prove the completeness of the MCL deduction rules with respect to the
semantics introduced in Section 4 we firstly show the following lemma.

Lemma 5. If a MCL theory L is satisfiable, then it is consistent.

Proof. Lemmas 3 and 4 prove that deductively closed satisfiable theories do not
contain ⊥. As a consequence, if a theory had a model, then it would be consistent.

Based on Lemma 5 we can finally prove the following theorem.

Theorem 3. The deduction system of MCL is complete.

6 Related Work

There is a rather long research streamon theproblemof aligningbeliefs and announce-
ments, that starts from Dynamic Epistemic Logic. See [2], for a general framework
analysis in the early stage of Public Announcement Logics (PAL), and recent de-
velopment in [3–5]. Although these scholars have deeply dealt with the problem of
announcements, they havemade a very strong, and clearly oversimplified assumption:
agents are always truthful and sincere. As a consequence, an observer on a commu-
nication channel always trusts the agents making announcements on that channel. In
recent developments on PAL, the possibility that an announcement is made produc-
ing changes in beliefs of agents is provided in the form of belief revision operators:
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whenever an agent belief contrasts with what announced, she revises her knowledge
base [5].

On the other hand, there have been meany scholars who concentrated their atten-
tion upon the ways in which agents communicate false announcements, as recently
analysed in [6].

Back to early stage investigations on Public Announcements, the idea that some-
one could forecast others’ lies is incorporatedwithin the logic itself [7].Amore recent
study focused on communication, and introduces, in a different way with respect to
the approach we adopted here, a notion of channel [8]. The framework is Dynamic
Epistemic Logic. Authors consider only truthful communications. A message can
be sent only if the sender knows that the message is true. Agents cannot lie. Agents
communicate by sending messages to a group of other agents. This is distinct from
passing on channels where: (i.) The agent can choose on which channels say what,
(ii.) the agent has not control on who is looking at those channels, he thus does not
have control on who can access her announcement. The authors deal with updating
the knowledge of each agent after a message has been sent.

In [9], authors dealt with the problem of how to express a semantics for Agent
Communication Logic in order to make non-monotonic inferences on the ground of
speech acts. The above mentioned researches have exploited the flaws we referred
to in this paper. Some attempts to solve these flaws have been proposed in [10–16].
Although interesting perspectives, the focus of those papers and their aims share little
with the purpose of this work.

The most comprehensive investigation about lying agents, from the viewpoint of
agent communication logical framework is [6].

First things first, what author considers a lie? You lie to me that p, if you believe
that p is false while you say that p, and with the intention that I believe p.

This is the first strong difference between the two approaches. An agent’s be-
liefs are typically private, as such another agent can only guess if an agent believes
something or not. Therefore, lying in our framework is based on just what an agent
announces; an agent thus lies if she announces p as well as¬p on (possibly) different
channels.

The author claims that a lying agent considers that p is falsewhen she announces it.
We value this viewpoint not exhaustive. If an agent has not any knowledge regarding
p nor¬p but she announces p on a channel while¬p on (possibly) another channel,
we say that even in this situation that agent is lying. (In [6], the author calls it bluffing,
whereas we have named it incompetent.)

Another strong difference is that a lie is successful if the recipient of the lie ends
up believing in its truthfulness (provided the type of this recipient agent, that is
credulous, sceptical, or revising). Even if we can understand the author aim, we do
not agree on it. A lie is a lie, independently on whether, after it has been told, some
agents end up in believing in it. If you announce that the authors of this work are
females, we shall not believe it, but we know that you are a liar (or a joker in a more
sympathetic scenario).

An agent observing the communication channels is not really interested in what
the beliefs of another agent are, but rather on what is said on the channels under her
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observation. The information she uses by her deduction process can therefore rely
exclusively on those announcements, her knowledge and her own beliefs, and she
can combine all such information to make her own prejudices about the other agents.

To complete this short analysis of the reference literature, an important investiga-
tion regards complexity of reasoning inPAL. In [17], the author proves two interesting
results: Satisfiability in single-agent PAL is NP-complete and in multi-agent PAL is
PSpace-complete.

7 Conclusions

In this paper we dealt with the problem of combining beliefs and announcements
in a framework that also allows to provide prejudices about agent communication
attitudes. The basic results we obtained are: (i.) a formalisation of the modal logic
MCL which allows to express facts, beliefs and announcements, (ii.) the analysis of
a semantics for this logic, and (iii.) the proof of soundness for the logic itself.

As stated in Section 1, we have based our work on the stream of extensions to
Dynamic Epistemic Logic, in particular referring to PAL, which was originally pro-
posed by Plaza in [18]. The basis of our approach has been to quit the oversimplified
assumption of truthfulness of agents. Issues about truthfulness of agents have often
been dealt with in PAL and other agent-based logic approaches, as in [19].

There are several ways in which this research can be taken further. First, we
shall investigate completeness of MCL. Moreover, we are developing a tableaux
approach to the consistency checking, essentially by extending the method used for
proving soundness in this paper. We are finally looking at extensions to the logical
framework to cover partially observable channels that include temporal aspects and
access permissions. Agent tags presented in Section 3 might be refined. For instance,
an agent can be considered insincere only when announcing the opposite of a belief
of hers, while an agent making a statement on which she has no knowledge of
truthfulness might be classified as braggart.
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A New Approach for Wrapper Feature
Selection Using Genetic Algorithm
for Big Data

Waad Bouaguel

Abstract The increased dimensionality of genomic and proteomic data produced by
microarray and mass spectrometry technology makes testing and training of general
classification method difficult. Special data analysis is demanded in this case and
one of the common ways to handle high dimensionality is identification of the most
relevant features in the data. Wrapper feature selection is one of the most common
and effective techniques for feature selection. Although efficient, wrapper methods
have some limitations due to the fact that their result depends on the search strategy.
In theory when a complex search is used, it may take much longer to choose the
best subset of features and may be impractical in some cases. Hence we propose a
new wrapper feature selection for big data based on a random search using genetic
algorithm and prior information. The new approachwas tested on 2 biological dataset
and compared to two well known wrapper feature selection approaches and results
illustrate that our approach gives the best performances.

Keywords Wrapper · Feature selection · Big data

1 Introduction

Over the past few years, the problem of understanding cancer treatment went from
basic to one of themost important task in datamining, thanks to expanding knowledge
of cancer genomics and the technologies that make such understanding possible [1].

Genomic sequencing is continuously changing the way we understand cancer.
Over the time, we have come to a point where the challenge is not so much how
to generate large amounts of data, but how to connect the enormous amounts of
genomic data churned out by ever-advancing technologies so that they translate into
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meaningful cancer prevention and treatment strategies. As there are thousands of
gene expressions and only a few dozens of observations in a typical gene expression
data set, the number of genes d is usually of order 1000 to 10000 while n the number
of biological observations is somewhere between 10 and 100 [1]. Such a condition
makes the application of many classification methods a hard task.

Feature selection aims at identifying a subset of features for building robust learn-
ingmodels. Since only a small number of genes among tens of thousands show strong
correlation with the targeted disease, some works address the problem of defining
which is the appropriate number of genes to select [2, 3]. The choice of the best set
of pertinent features to retain is a key factor for a successful and effective classifica-
tion [1]. In general, redundant and irrelevant features can never help to improve the
performance of a classifier or a model. However, they are usually added by mistake
to the learning process. Let’s take the case of cancer diagnosis where we aim to
study the link between the symptoms and their class of diseases. For example, If the
patient identification (ID) is considered as one of the input features, the classifier
my conclude that the class of disease is influenced by the patient ID, which will
influence badly the final result. Thus, these kind of features should be removed in
order to increase the learning performance.

Usually, a feature selection method try to find a representative subset of fea-
tures from the original features space. This selected subset should bring the same
information of the original feature space and improve the accuracy of a particular ap-
plication. According to [1] feature selection process may reduce the time complexity
of an algorithm and usually facilitate the data understanding.

Feature selection methods can be grouped into two groups: filter and wrapper
methods [4]. On one hand, filter methods evaluate features, individually before the
learning process and eliminate some. Wrapper methods on the other hand, are an
other category of feature selection methods, in which the prediction accuracy of a
classifier is used as a threshold to separate the best features from the others.According
to [5] wrapper methods generally result in better performance than filter methods
because the feature selection process is optimized for the classification algorithm to
be used. Typically wrapper approach use some sort of search strategy to generate
the candidate subsets. The search strategy is broadly classified as exhaustive (eg.
branch & bound), heuristic (eg. forward selection, backward selection), and random
search (eg. genetic algorithm (GA)). The search complexity depends of the data
dimensionality, it is usually exponential for an exhaustive search and quadratic for a
heuristic search andmay be linear to the number of iterations for a random search [4].
Hence using random search seems to be to most appropriate choice but the feature
space have to be first reduced using some prior information in order to have a linear
complexity.

The presence of prior information and additional information about how the fea-
tures will interact in the classification model have always a great impact on feature
selection and on its subsequent application. So whenever possible try to use this in-
formation. For example, when the biological relevance of feature can be ascertained,
the potentially irrelevant or obvious features can also be eliminated.
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Further to enhance the classification accuracy and learning runtime in big data as
biological ones, we propose a new wrapper feature selection method that use in a
first step prior information to find a minimum set of features in order to reduce the
search space then use a random search using genetic algorithm leading to a new set
of features such that the resulting probability distribution of the data classes is as
close as possible to the original distribution obtained using all features.

This paper is organized as follows. “Wrapper framework” describes the wrapper
feature selection approach. “New approach for wrapper feature selection” proposes
a two-stage feature selection approach combining prior knowledge and GA. “Ex-
perimental investigations” describes the used datasets and the performance metrics.
Then, our results are summarized in “Results Analysis” and conclusions are drawn
in “Conclusion”.

2 Wrapper Framework

Typically a wrapper approach use a generation mechanism to generate candidate
subset: The original feature set contains d features, the total number of competing
candidate subsets to be generated is 2d , which is a huge number even for medium-
sized d. The ideal feature selection approach is the exhaustive search of the full set
of features to find the optimal subset. However, as the number of features increases
the exhaustive search becomes rapidly impractical even for a moderate number of
features [6]. If we look at different ways in which features subsets are generated
among many variations, three basic schemes are available in the literature namely
forward selection, backward elimination and random scheme [4].

Forward selection and backward elimination are considered as heuristics. Gener-
ally, sequential generation can help in getting a valid subset within a reasonable time
but still it cannot find an optimal subset. This is due to the fact that the generation
scheme uses a heuristic to obtain an optimal subset by selecting sequentially the best,
as in the forward case, or removing the worst as in the backward case. Using such
kind of generator will without doubt speed up the selection process. However, if the
search falls in a local optima it cannot turn back. In fact the generator has no way
to get out of the local optima because what has been removed cannot be added and
what has been added cannot be removed. This is a big shortcoming of sequential
schemes. To overcome this problem we may use the random generation scheme, to
add randomness to the fixed rule of sequential generation and avoid getting stuck at
some local optima [7].

Random searchworkswell for search spaceswith a high density of good solutions.
GA can be considered as a random search algorithm, since randomness is embedded
inGA at almost every level [8]. The idea of applying genetic algorithmswithwrapper
feature selection is not novel. Of these, Yang and Hanovar used genetic algorithm
and neural network to investigate feature subset selection [9].
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3 New Approach for Wrapper Feature Selection

In this section we propose a novel approach for wrapper feature selection:

– At first, a based on similarity study with the prior knowledge primary dimension-
ality reduction step is conducted on the original feature space. This step is used to
reduce the search space.

– Second, the subset generation step is performed using genetic algorithm.

3.1 Primary Dimensionality Reduction Step: Similarity Study

Thefirst stepofourproposedapproach is designed specifically to select less redundant
features without sacrificing quality. Redundancy is measured by a similarity measure
between a preselected set of features and the remaining features in the dataset. In this
step we enhance an existing set of preselected features by adding additional features
as a complement. In any data mining application we may already have a set of fea-
tures preselected with prior information. In fact, experts have years of experience on
some particular knowledge aboutwhich features aremore important. This knowledge
is generally obtained by years of use of classical feature selection methods. Thus, a
possible improvement of any search strategy is to use the prior knowledge and to elim-
inate redundant features before generating the candidate subsets. Since our goal is to
take advantage of any additional information about the feature, wemaywant to select
a set of features complementary to those preselected by experts. Hence, we need to
study the effect of using prior information on relevant feature complexity.

First, we split the features set in two sets. The first one regroups a set of features
that were assumed to be more relevant according to some prior knowledge. The
second set contains the remaining ones. Once the two sets are obtained we conduct
a similarity study and a similarity matrix is constructed. In this step the mutual
information (MI) is chosen as a similarity measure given its efficiency in providing
a solid theoretical framework for measuring the relation between the classes and a
feature or more than one feature [10]. Formally, the MI of two continuous random
variables X j and X j ′ is defined as follows:

M I (X j , X j ′) =
∫ ∫

p(x j , x j ′)log
p(x j , x j ′)

p(x j )p(x j ′)
dx j dx j ′, (1)

where p(x j , x j ′) is the joint probability density function and p(x j ) and p(x j ′) are
the marginal probability density functions. In the case of discrete random variables,
the double integral becomes a summation, where p(x j , x j ′) is the joint probability
mass function, and p(x j ) and p(x j ′) are the marginal probability mass functions.
MI is an information metric used to measure the relevance of features taking into
account the amount of information shared by two features [11]. Large values of MI
indicate high correlation between the two features and zero indicates that two features
are uncorrelated. Many authors proposed feature selection methods based on MI in
different evaluation functions [11, 12].
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Finally, we investigate level of similarity of each feature from the remaining set
with the features of the first set. If the similarity is over 80%, the evaluated feature is
eliminated else it is retained for further examination. More details are given in Fig. 1.

Fig. 1 First reduction process using prior knowledge.

3.2 Random Search Using Genetic Algorithms

Finding the best feature candidates from the reduced set can be seen as an enumera-
tion problem. A random search algorithm refers to an algorithm that uses some kind
of randomness or probability in the definition of the method. The term metaheuristic
is also commonly associated with random search algorithms. Tabu search, evolution-
ary programming, ant colony optimization, GA [13, 14] and other random search
methods are being widely applied to feature generation problems.

A GA use prior information to guide the search into the best region in the search
space.

GA are better than conventional artificial intelligence (AI) algorithm in that it
is more robust. GA is one of the artificial intelligence (AI) algorithms. However,
unlike these older AI algorithms, a GA perform well even with noisy data or when
the inputs changed slightly. Also, a GA may offer significant advantages over more
usual search of optimization techniques especially in presence of large feature space.

GAs, are general adaptive optimization search methodologies that were devel-
oped by [15] to imitate the mechanism of genetic models of natural evolution and
selection. They are a promising alternative to conventional random search methods.
They work on the basis of a set of candidate solutions. Each candidate solution is
called a “chromosome”, and the whole set of solutions is called a “population”. The
algorithm allows movement from one population of chromosomes to a new popula-
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tion in an iterative way, until acceptable results are obtained. Each iteration is called
a “generation”. A fitness function assesses the quality of a solution in the evaluation
step. The crossover and mutation functions are the main operators that randomly im-
pact the fitness value. Chromosomes are selected for reproduction by evaluating the
fitness value. The fitter chromosomes have higher probability to be selected into the
recombination pool using the roulette wheel or the tournament selection methods.
Fig. 2 depicts the GA evolutionary process mentioned above.

Fig. 2 General scheme for genetic algorithms.

4 Experimental Investigations

The experiments were conducted on Central Nervous System (CNS), a large data set
concerned with the prediction of central nervous system embryonal tumor outcome
based on gene expression. This data set includes 60 samples containing 39 medul-
loblastoma survivors and 21 treatment failures. These samples are described by 7129
genes [16]. We consider also the Leukemia microarry gene expression dataset that
consists of 72 sampleswhich are all acute leukemia patients, either acute lymphoblas-
tic leukemia (47 ALL) or acute myelogenous leukemia (25 AML). The total number
of genes to be tested is 7129 [3]. Table 1 displays the characteristics of the datasets
that have been used for evaluation.

Our wrapper approach is used with GA as random search technique wrapped
with two different classifiers namely support vector machine (SVM) and decision
tree (DT).

ForGA,populationsize is100,numberofgeneration is10as terminatingcondition,
crossover rate is 0.7 and mutation rate is 0.001. In order to study the performance of
the proposed approach, several evaluationmeasure derived from the confusionmatrix
were used [17]. these evaluation measures are: the percentage of correct positive pre-
dictions (Precision), the percentageof positive classified instances thatwere predicted
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Table 1 Datasets summary

Names CNS Leukemia

Total instances 60 72

Total features 7129 7129

Number of classes 2 2

Missing Values No No

as positive (Recall). Our newapproach is compared to forward and backwardwrapper
feature selection and results are summarized in Tables 2 and 3.

5 Results Analysis

The results in Tables 2 and 3 show that the relevant attributes identified by the various
wrappers have indeed improved classification precision and recall of DT and SVM
when compared to classification precision and recall with all the inputs. In fact using
forward and backward feature selection as a wrapper improved significantly the
classification performances compared to using all features, but most of the cases,
experimental results show employing wrapper feature selection using GA and prior
information enhanced the classification performances.

Table 2 Classification accuracy using wrapper feature selection approach for CNS dataset.

Wrapper approach Number of Attributes Precision (%) Recall (%)
GA+ DT 396 91 (%) 76(%)
GA+ SVM 361 89(%) 82(%)
Forward feature selection 367 69(%) 72(%)
Backward feature selection 370 67(%) 75(%)
With all inputs 7129 49(%) 57(%)

Table 3 Classification accuracy using wrapper feature selection approach for Leukemia
dataset.

Wrapper approach Number of Attributes Precision (%) Recall (%)
GA+ DT 392 92 (%) 73(%)
GA+ SVM 373 86(%) 85(%)
Forward feature selection 360 62(%) 68(%)
Backward feature selection 358 63(%) 65(%)
With all inputs 7129 48(%) 59(%)
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A closer look at Tables 2 and 3 shows that results are much better within the DT
outputs. Actually, DT classifiers are sometimes considered as embedded methods.
These kinds of methods essentially perform feature selection within the learning
process, which means that they are able to select relevant features on their own:
using their own search strategy and splittingmechanism. In otherwordsDTclassifiers
select relevant features at twodifferent stages. In thefirst stage features are selected by
DT objective function individual and in the second features are selected by wrapper
evaluation with GA. In this way, only features that are selected at both stages will
form the final feature subset which is very likely to include features of high relevance.

6 Conclusion

In this work we propose a new approach for wrapper feature selection using genetic
algorithm for random search and prior information. The motivation is to construct a
more robust feature selectionmodelwith less complexity than usual search strategies.
In a first part we investigated the effect of using prior information on the search space.
Then we we conduct a random search on the reduced space of features using genetic
algorithm. Results on two biological datasets show the performance of our approach.
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An Enhanced Univariate Discretization
Based on Cluster Ensembles

Kittakorn Sriwanna, Tossapon Boongoen and Natthakan Iam-On

Abstract Most discretization algorithms focus on the univariate case. In general,
they take into account the target class or interval-wise frequency of data. In so doing,
useful information regarding natural group, hidden pattern and correlation among the
attributes may be inevitably lost. In response, this paper introduces a new pruning
method that exploits natural groups or clusters as an explicit constraint to tradi-
tional cut-point determination techniques. This unsupervised approach makes use
of cluster ensembles to reveal similarities between data belonging to adjacent inter-
vals. To be precise, a cut-point between a pair of highly similar or related intervals
will be dropped. This pruning mechanism is coupled with three different univariate
discretization algorithms, with the evaluation is conducted on 10 datasets and 3 clas-
sifier models. The results suggest that the proposed method usually achieve higher
classification accuracy levels, than those of the three baseline counterparts.

Keywords Discretization · Clustering · Cluster ensembles · Data mining

1 Introduction

Discretization is a preprocessing technique that has been used for data reduction in
the fields of data mining and machine learning. It transforms a numeric attribute
to the discrete or nominal one. This is achieved by replacing the raw values of the
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continuous attribute to non-overlapping interval labels (e.g. , 0-5, 6-10 , etc.).Most of
dataminingmodels have been designed to handle different data types.While some are
able to cope only with numerical data, others are specifically developed for nominal
data. To tackle many real problems with mixed data type, some others attempt to
hybridize the two schemes. However, the problem remains with those work only with
nominal domains, where discretization is required prior to the learning process. Data
patterns are easier to be captured and interpreted once the data were reduced and
simplified [1–3]. Also, previous works suggested the improved accuracy obtained
by nominal classification methods [4].

Discretization can be classified into various categories; such as supervised vs.
unsupervised, univariate vs. multivariate, splitting vs. merging, etc. [5, 6]. Super-
vised methods consider class information whereas unsupervised ones exploit non-
class, natural characteristics embedded in the data. Splitting approach starts from
one interval and recursively selects the best cut-point to split the domain into two
sub-intervals. On the other hand, merging techniques kick off with the whole set
of single-value intervals and iteratively merge adjacent intervals into a larger group.
Univariate methods discretize each attribute independently, without considering pos-
sible relationships across attributes. However, multivariate methods consider other
attributes to determine the best cut-points.

Mostof thediscretizationalgorithmsareunivariate [3].These includeChiMerge [7]
and Chi2 [8], which are also supervised and merging. They use statistical metrics
such as χ2 values to determine the most similar pair adjacent intervals, to be merged.
Class-Attribute Interdependence Maximization (CAIM) [9] and Class-Attribute De-
pendent Discretizer (CADD) [10] are univariate, supervised and splittingmethods. A
cut-point is acquired through the greedyoptimization,with class-attribute interdepen-
dence being employed as the discretization criterion. Likewise, Minimum Entropy-
MinimumDescriptionLengthPrinciple (Ent-MDLP) [11]andDiscretizer2 (D-2) [12]
can alsobe classifiedasunivariate, supervised and splittingmethods.They recursively
select the best cut-points to partition the domain under examination, based on class in-
formation entropy [13].

Despite previous success, failing to blend interactions among attributes with a
univariate discretization may lead to important information loss [3] and inability to
reach a global optimal [14]. As a result, multivariate discretization methods such
as Independent Component Analysis (ICA) [14], Clustering + Minimum Entropy-
Minimum Description Length Principle (CEnt-MDLP) [15] and Hypercube Divi-
sion Discretizer (HDD) [3] have been proposed to fill this gap. Specific to ICA, it
first transforms original attributes to a new attribute space, then discretize the new
attribute space using the univariate discretization method, Ent-MDLP. Similarly,
CEnt-MDLP initially finds the pseudo-class by clustering the original data. After
that the discretization is based on Ent-MDLP with the target class and pseudo-class
information. It finds the best cut-point by averaging both the entropies that consider
the target class and pseudo-class. In addition, HDD extends CAIM by improving the
stopping criterion that encodes associations between attributes.

Given the recent trend of discretization, data clustering [1, 16] has been an at-
tractive alternative to conventional statistics to represent attribute-wise relations and
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native data properties. Following CEnt-MDLP, Clustering + Rought Sets Discretizer
(Cluster-RS-Disc) [17] also seeks optimal set of intervals based on knowledge dis-
closed by data clusters. The intuition of clustering is to partition a given set of data
based on the similarity measured across attributes. As such, the interdependency is
prescribed as clusters, where instances within a cluster are more similar to each other
than to those in different clusters. However, most clustering algorithms are highly
parameterized, and specifying an optimal setting has long been a difficult task. In
particular to CEnt-MDLP, many trials of parameter k (i.e., number of clusters) for k-
means clustering have been assessed,with the purpose of acquiring the best predictive
accuracy. In response, the methodology of cluster ensemble is recently put forward
to overcome such barrier. It turns a variety of parameter sets to the competitive edge
for the generation of more robust and stable clustering results [18].

Provided this insight, the paper introduces an enhanced univariate discretization
based on cluster ensembles, which is the multivariate method that consider the sim-
ilarity or distance between data points. The proposed algorithm aims to preserve
information regarding natural clusters in such a way that it can be coupled with con-
ventional discretization methods. As an active constraint to cut-point determination,
it drops any cut-point between intervals whose instance members are of high simi-
larity, or belong to similar clusters. This may help to increase the purity of intervals,
hence the quality of nominal domains.

The rest of this paper is organized as follows. Related works with respect to
discretization and cluster ensembles are provided in Section 2. Section 3 presents
the proposed algorithm, which includes the generation and use of cluster ensembles.
Following that, Section 4 contains performance evaluation with a collection of real
data sets and different classifiers. Finally, conclusion and future research are shown
in Section 5.

2 Related Work

This section provides a brief summary of two topics of: discretization and cluster
ensembles. The discretization part introduces three algorithms that are closely related
to the proposed method. In the other, basis of cluster ensembles is provided to set
the scene for the following sections.

2.1 Discretization

CAIM. The algorithm was proposed by Kurgan and Cios [9]. Its goal is to find the
minimumnumber of discrete intervals,whileminimizing the loss of class-attribute in-
terdependency. A greedy approach is exploited for this optimization problem, which
is the fundamental of splitting process. It iteratively searches for the best cut-point in
order to split the interval into two sub-intervals until the stopping criterion becomes
true. The algorithm mostly generates discretization schemes where the number of
intervals equal to the number of classes [19, 20].
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FUSINTER. This algorithm is a greedymergingmethod [21]. It employs the strategy
similar to that of ChiMerge. It first merges the adjacent intervals that all instances of
the intervals are of the same target class. The algorithm keeps on merging adjacent
intervals until no improvement can be made or the number of intervals reaches 1. In
practice, users must specify two parameters, α and λ, which are significance level
and variable tuning, respectively. In this paper, these parameters are used with the
default values α = 0.975 and λ = 1. Like any parameterized model, performance is
subjected to parameter tuning, usually with the help of prior knowledge or multiple
trials.

PKID. The algorithm proposed byYoung andWebb [22]. This unsupervisedmethod
aims to maintain discretization bias and variance by tuning interval frequency and
interval number, especially with Naive-Bayes classifier. The proportional discretiza-
tion (PKID) sets the interval frequency and interval number equally proportional to
the amount of training data in order to achieve low variance and low bias.

2.2 Cluster Ensembles

Data clustering is an unsupervised learning, whose goal is to discover structure,
natural groupings of data or objects. It categorizes data into groups such that the
objects in the same cluster are more similar to each other than to those in different
clusters. It has been used for many problem domains, ranging from engineering to
health informatics.

Despite the success, there is no single clustering algorithm that performs best
for all datasets. This holds true as each technique make specific assumption regard-
ing shape and structure of data clusters [18]. Each clustering algorithm has its own
strength and weakness. Moreover, its performance is normally determined by some
parameters. Thus, it is extremely difficult for users to decide the optimal param-
eter setting. Cluster ensembles are able to overcome these limitations. It combines
different decisions of various clustering algorithms to achieve superior accuracy [23].

The pairwise similarity [24, 25] is one of the approaches developed in the field of
cluster ensembles. It uses co-occurrence relationships between all pairs of objects or

(a) Cluster Ensembles (b) Label-Assignment (c) Pairwise Similarity

Fig. 1 Examples of (a) cluster ensembles and the corresponding ensembles-information ma-
trices: (b) label-assignment, and (c) pairwise similarity.Note that X = {x1, . . . , x5},� = {π1,
π2}, π1 = {C1

1 , C1
2 , C1

3 }, and π2 = {C2
1 , C2

2 }.
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data-points. The example of cluster ensembles and the so-called pairwise similarity
is illustrated in Fig. 1. Given the cluster ensemble with two based clusterings that is
shown in Fig. 1(a), Fig. 1(b), and Fig. 1(c) depicts two different matrices representing
information of the underlying ensemble. The pairwise similaritymatrix (see Fig. 1(c)
for and example) contains the similarity among all data points. It can be constructed
from the label-assignment matrix, given in Fig. 1(b). The similarity value is the
probability that the pair of data pints are the same cluster ensembles. Having obtained
this similarity matrix, agglomerative or spectral clustering techniques can be applied
to create the final clustering result.

3 Proposed Method

Most of the previous discretization algorithms make an extensive use of the criterion
exhibiting purity of the target class or equal interval sizes. They simply neglect natural
characteristics such as similarity among data points. Therefore, the cut-point selec-
tion may overlook a strong inter-interval association, which results in a premature
partitioning. Intuitively, encoding data clusters and similarity into the discretization
procedure can help to avoid the aforementioned dilemma.

The proposed method is an unsupervised learning that is based on cluster ensem-
bles. For the current research, the homogeneous-ensemble generationof thework [23]
is adopted, with k-means being repeatedly applied to the data, each with different
value of k. This clustering technique is chosen due to its simplicity and efficiency.
Euclidean metric [26] is employed to compute the distance between data-points un-
der examination. Its native instability, with respect to initialization of cluster centers
and number of clusters, can be useful to boost diversity, hence the cluster ensembles
are quality.

Fig. 2 The framework of the cut-point and data reduction algorithm. It includes three steps of:
Create a pairwise similarity matrix, create cutting-point reduction model, and apply models
to reduce cut-point and data.

The proposed framework is shown in Fig. 2, as the part encapsulated by the dashed
border. It includes three steps of: create a pairwise similarity matrix from a given
set of data, create the cut-point reduction model, and reduce potential cut-points and
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Input: Training dataset (train), testing dataset (test).
Output: The reduced data of train and test .
1: Create cluster ensembles

∏ = {π1, . . . , πm} of train.
2: Create pairwise similarity matrix.
3: for all numeric attribute Ai do
4: Sort Ai in ascending and find all posible cut-points (C).
5: repeat
6: for all cut-point ci , where ci ∈ C do
7: Calculate I S(ci ).
8: end for
9: Select the best cut-point c∗ that highest I S(c∗).
10: if I S(c∗) ≥ β then
11: Remove c∗.
12: end if
13: until I S(c∗) < β

14: Store the intervals of the remain cut-points of Ai (I Ai ).
15: end for
16: Reduce train and test using I A.

Fig. 3 The proposed cut-point reduction for discretization algorithm (CRD).

deliver the resulting data intervals, respectively. The cut-point reduction algorithm is
summarized in Fig. 3. Firstly, the pairwise similarity matrix is created from cluster
ensemble

∏ = {π1, . . . , πm}, which consists of m clustering results of k-means,
using k ∈ {2, 3, 4}. In this study, the maximum k of k-means (Kmax ) was setted to
4, which given high classification accuracy, see Sect 4.2 for the details. Because k-
means is nondeterministic algorithm, in this study, each k was run 10 times, m = 30.
Having accomplished that, the algorithm reduces the cut-point of one attribute at a
time by firstly sorting the attribute values in ascending order (see line 4 of Fig. 3).
Then, as shown from lines 6 to 8 in Fig. 3, the similarity between intervals I S(ci ) of
each cut-pint ci is calculated by Eq. 1.

I S(c) = 2

|N |(|N | − 1)

∑
∀u,v∈N ,u �=v

sim(u, v) (1)

where c is a cut-point, I S(c) is an interval similarity at c, |N | denotes the size of
set N , which contains data-points in the adjacent intervals of c, and sim(u, v) is a
pairwise similarity value of the data-points u and v. For any πg ∈ ∏

, the similarity
between two data points u and v can be justified by the following:

simg(u, v) =
{
1 if u and v are in the same cluster,

0 otherwise
(2)
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Then, the pairwise similarity across all clusterings in
∏

can be estimated as:

sim(u, v) = 1

m

∑
∀πg∈∏ simg(u, v) (3)

Where sim(u, v) ∈ [0, 1], with 0 and 1 denoting the least and the most similar cares,
respectively.

The interval similarity I S(c) is an average of similaritymeasures between all data-
point pairs. The maximum and minimum values of I S(s) are 1 and 0, respectively.
It reflects a probability of two adjacent intervals belonging to the same cluster. From
line 9 to line 12 in Fig. 3, the algorithm selects a candidate cut-point c with the highest
IS(c), where the intervals ae the most similar and should not be separated. Hence, the
selected cut-point c will be dropped, and repeat the aforementioned procedure with
the other cut-points. This continues as long as The I S(c) value is equal or greater
than a threshold β, otherwise stop the cut-point reduction process. In this study, the β

was tested to several values. The value that gives the best result is 0.8, 80% confident
of intervals’ similarity.

(a) Geometric view (b) Data view

Fig. 4 The toy dataset in the view of: (a) geometric view, and (b) data view. Note that the
vertical dashed-line and horizontal dashed-line of sub figure (a) are the cut-point of attribute
A1 and A2, respectively.

The proposed cut-point reduction for discretization algorithm (CRD) is designed
in such a way that it can be coupled with existing discretization algorithms, both
supervised and unsupervised methods. For clarity, the example of a toy dataset is
given in Fig. 4, which shows the geometry and data view of the dataset. This dataset
contains 10 data-points and 2 classes of black (B) and white (W). The vertical and
horizontal dashed-lines in Fig. 4(a) represent all possible cut-pints of attributes A1

and A2, respectively. Following that, Fig. 5 illustrates the resulting cut-points after
applying the CRD method. As shown in Fig. 5(a), CRD algorithm removes the cut-
points between data-points that appear to be in the same clusters. The result of data
reduction is presented in Fig. 5(b),where each data pointwas reduced by replacing the
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(a) Geometric view (b) Data view

Fig. 5 The result of toy dataset after reducing the cut-point: (a) cut-point reduction view, and
(b) the data reduction view

center value of the cut-point as calculated by Eq. 4, where cutl(data) and cuth(data)

are low and high adjacent cut-point values of the examined data, respectively.

data∗ = cutl(data) + cuth(data)

2
(4)

CRD algorithm is a pre-discretization algorithm. It iteratively reduce the cut-
point of all numeric attributes, then reduce the data in order to prevent partitioning
the natural group of data. CRD reduces data of training and testing dataset by using
the center value of each interval. Finally, the algorithm provides this set of reduced
data to a conventional discretization technique.

4 Performance Evaluation

4.1 Experiment Design

The experimental evaluation was conducted on ten datasets taken from the bench-
mark UCI Machine Learning Database Repository [27]. The main characteristics of
these datasets are summarized in Table 1. Three discretization techniques; CAIM,
FUSINTER, and PKID are coupled with the proposed CRD algorithm. This results
in three new combined method of CAIM+, FUSINTER+, and PKID+, respectively.
Note that the aforementioned baseline models are included in the empirical assess-
ment due to their exceptional performance reported in the literature [5].

This investigation evaluates the CRD algorithm with respect to two distinct
prospects. On one hand, it is to compare the quality of nominal data generated by
CRD, against those derived by baseline techniques. This can be justified by predictive
accuracy obtained with C4.5, K-Nearest Neighbors (KNN, the number of neighbours
is 3), and Naive Bayes (NB) classifiers. For each of the experimental datasets, the
accuracy of any pair of discretization model and classifier is as the average based
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Table 1 Description of datasets: number of instances (n), number of attributes (d), number
of numeric attributes (du), number of nominal attributes (do), and number of classes (c).

Dataset n d du do c

Blood 748 4 4 0 2
Bupa 345 6 6 0 2
Column 310 6 6 0 3
Faults 1941 27 25 2 7
Haberman 306 3 3 0 2
Ionosphere 351 34 32 2 2
Iris 150 4 4 0 3
Liver 345 6 6 0 2
Sonar 208 60 60 0 2
Wine 178 13 13 0 3

on 10-fold cross validation. On the other, it is also crucial to obtain a small num-
ber of nominal values, such that the learning model can be simple, efficient, easy
to understand and analyze. However, too small of a number of nominal intervals
may lead to worse classification performance [19]. Specific to this point, the num-
ber of intervals achieved by investigated techniques will be compared and discussed
later on.

Particular to CRD, the underlying cluster ensembles are generated using the ho-
mogeneous generation. As such, k-means with different number of clusters and ini-
tializations is exploited to create m = 30 base clusterings, from which the similarities
between data points are estimated.

4.2 Experiment Results and Analysis

Based on the classification accuracy, Table 2 compares the accuracy of the original
discretizations algorithm and their couplings with CRD algorithm. There are three
comparison groups: CAIM vs. CAIM+, FUSINTER vs. FUSINTER+, and PKID vs.
PKID+. For each dataset, the highest predictive accuracy in each comparison group
is highlighted in boldface. According to these measures, CAIM+ usually perform
better than its baseline counterpart, i.e., CAIM,with exceptional improvements being
observed on Wine, Iris and Bupa datasets. This is similarly seen in the cases of
FUSINTER+ and PKID+, which are able to increase the accuracy levels achieved
by their original models. For each classifier, the average predictive accuracy across
ten datasets is shown in Fig. 6. It reinforces that the use of CRD can boost the
accuracy normally achieved by the conventional algorithms of CAIM, FUSINTER
and PKID. To this end, the average accuracy of CAIM+ increase by 0.97% from
CAIM, FUSINTER+ increase by 2.28% from FUSINTER, and PKID+ increase by
0.63% from PKID, respectively.
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Table 2 Average accuracy with standard deviation results on 10 real datasets using C4.5,
KNN, and NB classifier. The highest accuracy of each comparing group is highlighted in
boldface.

Dataset, Classifier CAIM CAIM+ FUSINTER FUSINTER+ PKID PKID+

Blood C4.5 76.20±1.2 78.68±3.0 76.21±0.4 76.21±0.4 76.21±0.4 76.21±0.4
KNN 76.21±1.6 78.68±3.0 74.19±2.6 75.62±3.3 75.27±4.4 76.11±2.7
NB 74.20±4.0 75.69±4.8 73.40±3.4 74.53±4.0 74.46±5.1 74.96±5.4

Bupa C4.5 65.49±10.0 66.53±8.2 57.98±0.9 58.01±0.9 57.10±2.6 57.89±1.7
KNN 61.15±11.4 65.39±9.9 56.53±8.8 59.70±9.4 60.01±5.6 61.03±6.4
NB 65.22±7.0 66.74±6.1 60.32±7.0 63.87±7.7 61.45±10.4 61.24±8.3

Column C4.5 78.06±8.2 78.81±10.3 68.71±5.7 74.26±6.2 73.55±6.4 75.39±7.2
KNN 76.45±8.5 76.65±11.1 65.81±6.8 71.84±7.6 71.94±5.9 71.19±7.2
NB 76.13±7.2 76.84±11.1 66.77±8.1 71.00±6.5 75.81±7.3 73.29±7.9

Faults C4.5 71.98±3.2 71.95±2.2 43.54±11.1 60.98±6.7 69.61±2.5 70.81±3.0
KNN 71.51±2.5 71.45±2.3 65.07±2.7 65.48±2.4 68.01±2.6 68.44±2.7
NB 67.75±3.4 67.05±4.3 62.86±3.3 64.01±3.6 67.08±4.2 66.98±3.9

Haberman C4.5 75.48±3.9 76.40±3.8 73.53±1.0 73.53±0.9 73.53±1.0 73.53±0.9
KNN 75.81±4.2 76.23±4.0 73.54±2.7 72.54±2.9 72.20±5.0 71.28±3.7
NB 75.82±3.8 74.89±4.0 73.85±4.9 73.12±5.9 72.85±5.7 74.06±5.9

Ionosphere C4.5 88.91±5.2 90.58±3.7 73.50±7.0 81.45±5.0 88.62±3.7 86.02±5.8
KNN 88.61±4.4 89.21±4.0 90.04±3.6 90.55±2.7 91.44±4.3 91.40±2.9
NB 90.60±5.7 89.35±5.1 89.75±3.6 88.58±5.6 88.04±5.2 88.27±4.7

Iris C4.5 93.33±5.4 96.87±4.5 94.00±5.8 96.73±4.5 92.67±9.1 96.87±4.5
KNN 93.33±7.0 93.40±7.5 92.00±6.1 92.53±8.9 92.67±8.6 94.87±8.8
NB 94.00±6.6 94.20±8.2 92.67±5.8 94.47±7.6 92.00±6.1 95.93±6.3

Liver C4.5 65.49±10.0 66.56±7.2 57.98±0.9 57.98±0.8 57.10±2.6 56.37±4.6
KNN 61.15±11.4 64.14±9.0 56.53±8.8 59.94±5.4 60.01±5.6 60.21±9.0
NB 65.22±7.0 65.99±5.2 60.32±7.0 63.48±5.3 61.45±10.4 61.73±7.9

Sonar C4.5 73.52±11.7 75.88±9.4 64.86±10.0 65.21±9.9 66.86±9.5 67.28±9.2
KNN 81.69±6.0 81.61±7.8 73.60±8.9 73.50±9.7 83.17±4.1 82.65±7.0
NB 78.88±8.7 79.62±8.2 70.26±5.5 73.31±8.9 75.57±10.3 76.46±6.5

Wine C4.5 92.71±5.9 93.16±6.2 69.05±4.3 77.40±11.9 78.14±9.5 86.88±8.6
KNN 94.41±5.2 95.36±4.3 97.19±4.0 93.39±4.8 94.35±4.6 93.21±5.5
NB 97.78±2.9 98.33±2.6 96.01±4.7 95.41±5.0 96.08±3.8 95.88±4.6

Average 78.24±6.10 79.21±6.04 72.34±5.19 74.62±5.49 75.58±5.56 76.21±5.44

Based on the number of intervals, Table 3 compares the number of intervals
created by examined methods. Specific to a dataset, the lowest number of intervals
in each comparing group is highlighted in boldface. Since CAIM+, FUSINTER+
and PKID+ discretize the reduced data made by the CRD algorithm, the resulting
numbers of intervals are not greater than those of CAIM, FUSINTER, and PKID,
respectively. Regarding the pair of CAIM and CAIM+, both algorithms often give
the same interval sizes. This is due to the fact that CAIM is designed as to create the
number of intervals as small as the number of target classes.

The average running time of creating the cut-point reduction model and reducing
data shown for each dataset in Table 4. Note that the proposed CRD algorithm is
implemented in Java. All experiments are conducted on a workstation with Intel(R)
Xeon(R) CPU@2.40 GHz and 4 GB RAM. As shown in table 4, the highest running
time is 10.21 seconds for faults dataset. This is due to the size of data points, which
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Fig. 6 The average predictive accuracy of C4.5, KNN, NB and all classifiers. Note that,
the dashed horizontal lines are the average predictive accuracy without the discretization
algorithms.

Table 3 Average number of intervals with standard deviation results on 10 real datasets. The
lowest number of intervals of each comparing group is highlighted in boldface.

Dataset CAIM CAIM+ FUSINTER FUSINTER+ PKID PKID+

Blood 2.00 ±0.00 2.00 ±0.00 32.33 ±16.0 11.74 ±6.72 16.45 ±5.1 9.70 ±4.34
Bupa 2.00 ±0.00 2.00 ±0.00 40.92 ±19.4 28.82 ±14.26 16.05 ±2.6 14.20 ±3.22
Column 3.00 ±0.00 2.995 ±0.03 129.75 ±27.4 48.70 ±34.76 17.00 ±0.0 11.44 ±3.98
Faults 6.49 ±1.48 6.48 ±1.48 471.69 ±412.2 310.32 ±290.34 33.69 ±13.0 30.58 ±12.29
Haberman 2.00 ±0.00 2.00 ±0.00 25.80 ±11.2 22.84 ±14.26 12.70 ±3.3 10.21 ±5.30
Ionosphere 2.00 ±0.00 2.00 ±0.00 63.88 ±16.9 37.80 ±19.73 16.67 ±2.7 13.47 ±4.42
Iris 3.00 ±0.00 3.00 ±0.00 13.73 ±6.4 7.83 ±5.30 11.95 ±0.2 6.39 ±3.58
Liver 2.00 ±0.00 2.00 ±0.00 40.92 ±19.4 28.74 ±14.16 16.05 ±2.6 14.33 ±3.40
Sonar 2.00 ±0.00 2.00 ±0.00 85.06 ±9.4 63.79 ±8.93 14.00 ±0.0 13.75 ±0.75
Wine 3.00 ±0.00 3.00 ±0.00 47.57 ±10.1 40.34 ±11.97 13.00 ±0.0 11.83 ±1.77

Average 2.749 ±0.15 2.748 ±0.15 95.16 ±54.8 60.09 ±42.04 16.76 ±3.0 13.59 ±4.31

require a large proportion of time to estimate pairwise-similarity values. While CRD
algorithm is effective to improve the quality of discretized intervals, hence the re-
sulting classification accuracy, it can be computationally expensive for a very large
dataset.
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Table 4 The running time results on 10 real datasets of crate data reduction model includes
the process of reducing data, repeat 10 runs (10 folds) and average.

Dataset Run time (in seconds)

Blood 0.673
Bupa 0.510
Column 0.387
Faults 10.210
Haberman 0.221
Ionosphere 1.582
Iris 0.122
Liver 0.498
Sonar 1.640
Wine 0.345

The Maximum k of k-Means (Kmax). In order to find the appropriate Kmax that user
can make the best use of the proposed framework, Kmax was tested to several values.
Fig. 7 illustrates a relationship, based on the average of accuracy across all datasets
and all classifiers. In the figure, the value of Kmax is varied from 2 through 15, insteps
of 1. An important observation of average accuracy is that the proposed algorithms
performedwell with Kmax is 4. Some results of the proposed framework also perform
well with Kmax higher than 4.However, it demand higher time consuming. Therefore,
in this study, Kmax was setted to 4.

Fig. 7 The relationship of Kmax and average accuracy across all datasets and all classifiers.

5 Conclusion

This paper presents an enhanced univariate discretization based on cluster ensem-
bles, which proposed the Cut-point Reduction for Discretization (CRD) algorithm.
This is a preprocessing of a conventional discretization technique. It aims to re-
move the cut-point and reduce data before proceeding to the usual discretization
procedure. In principle, CRD gets rid of any cut-point that may damage the natural
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group or cluster of data based on cluster ensembles. The proposed algorithm is an
unsupervised method, which can be coupled with both supervised and unsupervised
discretization algorithms. The empirical study, with different univariate discretiza-
tion algorithms, classifiers, and datasets, suggests that CRD can enhanced baseline
discretization techniques, in term of predictive accuracy and number of intervals
generated. However the algorithm requires a larger proportion of time to estimate
pairwise-similarity values. With respect to this limitation, an approximated frame-
work to calculating similarities between data points is an important future work. This
widens the application of CRD to a large collection of data that has been frequently
encountered in the modern-age society. Another work is to investigate the behaviour
of algorithmic parameters, and the application of CRD to various problem domains.
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Abstract A classifier aims to categorize instances into well-defined groups based 
on a model called classifier. One of the most widely used classifiers is a decision 
tree built using a recursive partitioning algorithm. This paper applies the recursive 
partitioning technique based on the series of tubes. A tube is identified from three 
information; 1) a core vector, 2) a tube length and 3) a tube radius. The first com-
ponent is the core vector generated by the extreme pole and the centroid of the 
current dataset and the second component is the tube length which is the maxi-
mum magnitude of the projections from all instances onto the core vector and the 
last component is the tube radius which is the maximum distance of the farthest 
point away from the core vector. Our experiment was performed on synthesized 
datasets of varying sizes with 2, 4, 6 and 8 attributes. The results showed the im-
provement over the conditional inference tree and C4.5 tree via the F-measure and 
G-measure score. 

Keywords Classification · Recursive partitioning · Extreme pole · Tube 

1 Introduction* 

The knowledge discovery is a process to uncover interesting knowledge from a 
large amount of data where the classification is one of the main techniques. It 
categorizes each instance into a designated class where members share their com-
mon characteristics. The classifier built from the classification algorithm is used to 
categorize a future instance into appropriate class. 

Classifier proposed in the literature had been applied to several application do-
mains such as business intelligences, bioinformatics, finances, and telecommunication  
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[1–4]. These examples showed the presence of classification algorithm in the  
real world application. Moreover, there are literatures that showed continuity of the 
algorithm development. For example, Miller designed a decision tree using kNN and 
recursive partitioning techniques applying to biological medicine data [5]. Ko et al. 
proposed a fire detection method using SVM in image and video processing [6]. Farid 
et.al. modified the decision tree with Naïve Bayes’ theorem to classify a biological 
dataset [7]. Delen applied three classification methods; Artificial neural networks, 
Decision tree and Logistic regression, in breast cancer survivability domain [8].  
Sirisomboonrat and Sinapiromsaran proposed a classification method using multi-
attributed lens to detect breast cancer patients [9]. Bunkhumpornpat, et al. proposed  
an over-sampling technique for the class imbalance problem and used C4.5 as one  
of the classifiers [10]. 

C4.5 [11] has been picked as the most used classification algorithm applying to 
build a decision tree [12]. The method was originally proposed as an improvement 
of a classification algorithm ID3 [13]. Basically, the C4.5 algorithm builds a bi-
nary decision tree based on the maximum gain ratio. The selected attribute always 
split at a single value for the current dataset. However, the single best attribute for 
splitting may not be appropriate for all situations. 

In addition, the statistical software “R” contains many classifier packages in-
cluding a party package which contains ctree [14, 15]. It uses conditional infe-
rence binary trees which embeds tree-structured regression models and applies a 
statistical hypothesis testing from multivariate linear statistics according to the 
best attributes ordering position. However, the main drawback is its computation 
which mostly affected from the complex dataset. Its computation time depends on 
the number of attributes.  

Sirisomboonrat and Sinapiromsaran introduced a recursive partitioning to rec-
ognize the pattern of the breast cancer patients [9]. It uses multi-attributed lens, 
which generates the core vector from the furthest paired instances, to capture the 
main characteristics of patients.  The concept of the core vector can split a region 
into three partitions, two of which contains only a pure class. 

Our approach determines a position and a direction of a core vector which is 
different from the multi-attribute lens while maintaining the property of a pure 
class region. A core vector expands to cover a region containing instances of the 
same class, called a tube. Instances which are not captured by any tube needs to be 
identified using other models such k-NN. A tube then expands to cover the largest 
region that guarantee the property of a pure class. For the intersection of two 
tubes, it needs the recursive partitioning technique to construct tubes to split it into 
appropriate regions. 

The rest of the paper is organized as follows. Section 2 reviews the basic  
concept of the decision tree induction and mathematical notation. In Section 3,  
mathematical concepts of recursive binary tube partitioning are presented. An expe-
rimental result is discussed in section 4. Finally, Section 5 concludes the paper. 
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2 Decision Tree Induction 

A decision tree consists of a set of nodes and a set of edges. Nodes can be catego-
rized as an internal node or a leaf node. All the internal nodes represent split crite-
ria to partition a dataset into various subsets based on a single characteristic and 
the root node is just the first internal node to be considered. An edge represents by 
one of possible outcomes of the test condition from the internal node. A leaf node 
is labeled by the class. 

In the past decade, one of the top ten algorithms in data mining is C4.5 [12] 
which is commonly regarded for inducing decision. C4.5 attempts to build a deci-
sion tree with the gain ratio measure of each feature and branching on the attribute 
which returns the maximum information gain ratio. At any point during the search, 
a chosen attribute is considered to have the highest discriminating ability among 
the concepts whose description are generated. 

ID3 and C4.5 use the entropy measurement to find the best split from the 
attribute that has the highest information gain while C4.5 uses Shannon entropy as 
an impurity measure. Let IM(D) be an overall impurity of the dataset D computed 
by (1) where ip  is the approximated probability of the number of instances in 
class i. The information gain is calculated by (2) where V  is a selected attribute 
and C  is a class of instances. 

      Entropy log
C

i i
i

IM D D p p   (1) 

      InfoGain VV IM D IM D   (2) 

The impurity of a collection of subsets based on the V  attributes,  IM D , 
can be computed by (1) where vD  is a partition which contains instances having 
the value in attribute V  as v . 

    Entropyv
v v

v V

D
IM D D

D

    (3) 

The split information measure is presented in equation (4) where vp  is the 
probability of an instance with the attribute V  having value v . Furthermore, C4.5 
deals with this problem using a gain ratio calculated by (5). 

  SplitInfo logv v v
v V

D p p


    (4) 

 
 
 

InfoGain
GainRatio

SplitInfov

V
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A limitation of decision tree is the single attribute selection which may not help 
to split a dataset clustering along the non-orthogonal dimensions. 

3 Recursive Tube Partitioning 

3.1 A Classifier: Tube 

The method for generating a tube required four essential components: the extreme 
pole (p ), the centroid of the current partition ( c ), the tube length ( H ), and the 
tube radius ( R ). The tube length and tube radius are computed from instances to  
guarantee the tube covering of the same class instances. For a binary classification 
dataset, two tubes were generated by the instances of each class, called a positive 
tube and a negative tube. A positive tube covers all positive instances and a nega-
tive tube covers all negative instances. In this section, only the process for gene-
rating the positive tube will be given while the process for generating the negative 
tube is performed similarly. 

The positional arrangement of a tube concept is explained by a core vector as a 
direction of a tube. Initially, two extreme poles are identified as the farthest pair of 
the instances. The vector generated by these two poles is called the core vector. It 
guarantees to make an acute angle with a vector generated from an extreme pole to 
each instance [9, 16]. In this context, a new core vector is defined using an ex-
treme pole and a centroid, denoted by pc


. As shown in Fig. 1(a), this new core 

vector has the same property with the core vector generated from two extreme 
poles. 

The tube length is defined as the magnitude of the projection vector onto the 
core vector. For an instance ix , the vector ( ipx


) is generated from the pole p  to

ix . Note that the pole p  is the pole that has the largest distance with respect to 

the centroid of a dataset. The tube length formula for ix is 

 
projh  i

i i
x pc

= px pc px
 

  (6) 

The tube radius is defined as the minimum distance of ix to a core vector. An al-

ternative computing of r ix
is a norm of vector   ipc - pc px pc


, as shown in Fig. 1(b). 

So the tube radius formula is 

  r i
i

x
= pc - pc px pc


 (7) 
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Fig. 1 (a) A length is described by a magnitude of the projection vector ipx


 onto pc


 

and a radius is identified by the length of vector  i ipx - pc px pc
 

. (b) Illustrated the  

region of a tube in 3D. The figure shows the region of this tube guaranteed to cover an 
instance ix . 

As described above, h ix
and r ix

are the initial conditions to construct a tube 

which ix  was covered by this tube. Our approach determined the length and the 
radius of this tube which cover all of the instances in pos . The tube length ( H ) 
and tube radius ( R ) were computed by 

  
in

max
pos

H



i

i

x
= pc px


, (8) 

and 

   
in

max
pos

R



i

i

x
= pc - pc px pc


 (9) 

Algorithm 1: Construct a tube. 
Input: dataset 

1. Find the farthest distance pair of instances, ex-
treme poles. 

2. Find a centroid (c) 

1 2 1
1 1 1 1c , , , ,

N N N N
i i i i

d d
i i i i

x x x x

N N N N


   

 
 
 
 

   
   

3. Pick an extreme pole (p) that is the farthest 
distance of c. 

4. Compute length of tube (H) as 
 

in
max

pos

H



i

i

x
= pc px


 

5. Compute radius of tube (R) 
  in

max
pos

R



i

i

x
= pc - pc px pc
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3.2 Recursive Binary Tube Partitioning (RBTP) 

As described above, a tube exhibit as a region which covered all instances of the 
same class. For the binary classification, the dataset has two disjoint sets; pos

and neg . Each set is used to construct two tubes; the positive tube and the nega-
tive tube. The important property for these two tubes are that if an instance is not 
covered by a positive tube, then this instance must be classified as a negative 
class. Similarly, if an instance is not covered by a negative tube, then this instance 
must be classified as a positive class. A binary tube consists of a length H and a 
radius R. As illustrated in Fig. 2(a), the spaces is partition into four possible re-
gions (R0 - R3) where R0 is the region outside both the positive and the negative 
tubes, R1 is the region inside the positive tube excluding the region of the negative 
tube, R2 is the region insider the negative tube excluding the region of the positive 
tube and R3 is the region inside both the positive and the negative tubes. As illu-
strated in Fig. 2(b), the region R0 in the training phase must be empty however it 
may not be empty in the testing phase. Note that the region R3 contains the mixed 
class instances which require additional recursive partitioning split. The recursion 
is applied until all regions have pure class. 

Algorithm 2: Classify class instance. 
requirement: , , ,pos pos pos posH Rp c  from pos  

       , , ,neg neg neg negH Rp c  from neg  

input: instance ( ix ) 
 

1. Calculate   pos pos posh pos i
i

x
= p c p x


  

and    pos pos pos pos pos posr pos i
i i

x
= p x - p c p x p c
 

  

2. Calculate   neg neg negh neg i
i

x
= p c p x


  

and    neg neg neg neg neg negr neg i
i i

x
= p x - p c p x p c
 

  

3. Decide region: 
-              0 pos pos neg negR h pos H r pos R h neg H r neg R          i i i i

i
x x x x

x  

-              1 pos pos neg negR h pos H r pos R h neg H r neg R          i i i i
i

x x x x
x  

-              2 pos pos neg negR h pos H r pos R h neg H r neg R          i i i i
i

x x x x
x  

-              3 pos pos neg negR h pos H r pos R h neg H r neg R          i i i i
i

x x x x
x  

4. Classify class: 
- If ix  is in R0, ix  is outlier or no class. 

- If ix  is in R1, 
ix  is a positive class. 

- If ix  is in R2, 
ix  is a negative class. 

- If ix  is in R3, recursion step with new parameters. 
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Fig. 2 The four disjoint regions of a binary tube. 

4 Experiment Results 

4.1 Dataset and Performance Measures 

In this paper, ctree and J48 were executed and compared with RBTP. ctree is the 
conditional inference tree of  party package [14] and J48 is C4.5 tree of RWeka 
package [17, 18]. We implemented RBTP using RStudio with statistical software 
R. Nine equally assigned class datasets were synthesized with the standard normal  
distribution, varying sizes from 1000, 2000 and 5000 and varying attributes from 
2, 4, and 6 attributes. The performance measures in this study were average of  
F-measure and G-measure. Additionally, the 10-fold cross validation was applied 
for these experiments. 

4.2 Result 

Table 1 highlighted the best performance of all classifiers. RBTP achieves the 
highest performance of F-measure and G-measure when the dimensions 4. The 
performance of J48 and ctree are slightly better than RBTP only in the dataset 
with 5000 instances for 2 and 4 dimensions. 
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Table 1 F-measure and G-m

5 Conclusion 

From the experiment resu
than C4.5 tree and condit
the synthetic datasets wit
to larger datasets and so
Moreover, RBTP is not d
improvement is needed. 
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Extreme-Centroid Tree for Outlier Detection* 

Panote Songwattanasiri and Krung Sinapiromsaran 

Abstract Outlier detection is one of the knowledge discovery problems that iden-
tifies a data point which does not agree with majority data points in a dataset. In 
the real-world datasets, the majority data points normally line up into patterns that 
can be captured by some models. In this paper, we propose the new outlier detec-
tion algorithm based on the dynamically updated tree model. It composes of two-
step processes (1) constructing the extreme-centroid tree from a sampling dataset, 
and (2) dynamically updated extreme-centroid tree. In the extreme-centroid tree 
construction step, the root initially identifies two extreme data points from the 
centroid of a sampling dataset and uses them for splitting data points into groups. 
It continues splitting until the terminal criterion is met. A leaf node with a single 
data point is assigned as a suspected outlier in this process. The suspected outliers 
are trimmed from the tree model and sent back to the rest of a dataset. In the dy-
namically updated extreme-centroid tree step, a data point from the rest of a data-
set will be inserted to the tree model, called the new inserted data point, and a 
single data point in the tree model is randomly removed from this tree model to 
maintain the amount of current data points, called the expired data point. The new 
inserted data point and the expired data point will adjust the tree maintaining the 
linear time complexity. We compared our algorithm with LOF algorithm and COF 
algorithm on the synthetic dataset and three UCI datasets. In the UCI datasets, a 
majority class is selected and other classes are randomly picked as the outliers. 
The results show that our algorithm outperformed when compared to LOF and 
COF using precision, recall, and F-measure. 

Keywords Outlier detection · LOF · COF · Extreme-centroid tree 

1 Introduction 

Outlier detection method [1] is an algorithm to find the data points in a dataset 
which are different from the majority data points. It has been used in varieties of 
                                                           
P. Songwattanasiri() · K. Sinapiromsaran 
Department of Mathematics and Computer Science, Faculty of Science,  
Chulalongkorn University, Bangkok 10330, Thailand 
e-mail: panote.song@gmail.com, krung.s@chula.ac.th 
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application domains such as intrusion detection in network security [2], fraud 
detection in a bank transaction [2]. Outlier detection can be categorized into three 
scenarios [3], 1) Supervised outlier detection which labels outlier instances, 2) 
Semi-supervised outlier detection algorithm which assumes the model from the 
majority data points and all data points conflicting with the model are outliers, 3) 
Unsupervised outlier detection which does not label the outlier class and no model 
assumption for a dataset.  

In this paper, we propose the novel outlier detection algorithm for identifying 
the outliers based on an extreme-centroid tree. Our methodology is split into two 
steps. The first step is performed once by constructing the extreme-centroid tree 
from a subset of a dataset. Two extreme-centroid data points are extracted with a 
centroid of the data points in this subset. They are used for splitting current data 
points into two groups. Each group is split recursively until the maximum depth or 
there is a single data point in a group. The leaf node containing a single data point 
is classified as the suspected outlier. In each node of the tree, it kept the centroid, 
the extreme-centroids, the height of the node, and the number of the data points. 
The second step is performed iteratively until all data points are considered. It 
adjusted the tree when 1) the inserted data point is the new extreme-centroid, 2) 
the size of the highest node of the inserted data point is satisfying the splitting 
criterion, 3) the expired data point is an extreme-centroid, and 4) the expired data 
point is a single data point in its highest node.  

The next section contains literature reviews related to the outlier detection. In 
section 3, definitions and notations are defined. Then, our algorithm is introduced 
and analyzed its time complexity. In section 4, the results of our algorithm are 
demonstrated. At the end, the conclusions and our future works are described. 

2 Literature Review 

Knox, E. M., and Ng, R.T. proposed the definition of the outliers with distance-
based in 1998 [4]. They defined the outliers with 2 parameters, which are the ra-
dius (eps) and the minimum number of neighbor points (minpts). A data point is 
considered as an outlier when the number of its neighbors in radius eps is smaller 
than minpts. This is called Distance-Based (DB) outlier definition. However, this 
definition cannot identify the outliers in various densities of clusters. 

In 2000, the most well-known technique, named Local Outlier Factor (LOF) 
[5], was created to remedy the problem of DB. LOF is a density-based outlier 
detection technique that uses a local cluster to identify the outliers. Instead of labe-
ling outlier level, LOF computes the outlier degree of each data point, called  
outlier factors. High outlier factor means the corresponding data point should be 
denoted as the outliers.  

In 2002, Connectivity Outlier Factor (COF) [6] was proposed by Tang, J., et al. 
They proposed this algorithm to identify the outliers in a low density cluster which 
is the weakness of the LOF. COF connects each data point with a path in a local 
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cluster and uses it to compute an outlier factor. However, the running time of COF 
is slower than that of LOF in a large size of data points. 

Angle-Based Outlier Detection (ABOD) [7] was proposed in 2010. This tech-
nique aims to detect the outlier in high dimensional dataset. To avoid the curse of 
dimensionality, ABOD uses the angle-based distance to compute the outlier fac-
tors. However, ABOD cannot identify the outliers in multi-cluster dataset. 

Outlier Detection Score Based on Ordered Distance Difference (OOF) [8] was 
proposed in 2013. It computes the outlier factors with the difference of the ordered 
distance matrix of the entire data points. OOF is a parameter-free algorithm, which 
is an advantage of OOF. However, the running time of OOF is slower than that of 
LOF and COF due to the ordered distance matrix. 

Histogram-based Outlier Score (HBOS) [1] was proposed by Markus Goldstein 
and Andreas Dengel. HBOS calculates the outlier factors for each dimension by 
using histogram. The outlier factors of each dimension are adjusted with the Naive 
Bayes probability. 

In the next section, we proposed a novel outlier detection algorithm, Extreme-
centroid Tree for Outlier detection. 

3 Extreme-Centroid Tree for Outlier Detection 

3.1 Definitions and Notations 

The definitions and notations are described below. 
Assume ,  ⊆ , where , , … , , and , , … , , 

and ⊆D. 

Definition 1 (Extreme-centroid poles) 
Extreme-centroid poles are a pair of two data points which consist of the 

extreme-centroid pole and the pseudo extreme-centroid pole.  
The first point is the extreme-centroid pole 1 , which is a data point with the 

largest distance from a centroid . 1 , |   

The second point is the pseudo extreme-centroid pole 2 , which is a data 
point with the largest distance from the extreme-centroid pole. 2  , 1 |  

Definition 2 (Outlier) 
An outlier is an isolated individual data point in a dataset D.  
Let c be the centroid of , where  is a subset of , which is recursively split 

by the extreme-centroid tree. 
Let o be an outlier. , , ,    \ ,   
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3.2 Extreme-Centroid Tree for Outlier Detection (ETO) 
Algorithm 

Extreme-centroid Tree for Outlier detection (ETO) is a distance-based outlier 
detection algorithm. It executes two steps. The first step is only performed once on 
the sampling dataset. It construct the extreme-centroid tree from the subset of the 
original dataset. The second step will refine the extreme-centroid tree based on the 
rest of data points.  

1) Constructing the extreme-centroid tree based on extreme-centroid poles 

The root initially contains all current data points in a subset. This subset is a set 
of data points that randomly collected from a dataset. Two extreme-centroids (De-
finition 1) are identified and used for splitting current data points into two groups. 
Each data point belongs to a group of the closest the extreme-centroid as Fig. 1 a) 
and b). The clusters that split from the root are described as the child nodes (Fig. 1 
c)). Each node is recursively split until there is no need to partition such as there is 
only an individual data point, see Fig. 2 a), b), and c). A node with a single data 
point is denoted as a leaf node. The information for a node of the tree contains the 
centroid, the extreme-centroids, level of the tree, and the number of the data 
points.  In this step, if a leaf node is identified, then it will be assigned as a sus-
pected outlier.  

From Fig. 3, we limits the tree size to be three. No leaf nodes is labeled as the 
suspected outliers because both of them are the sibling of each other. In Fig. 4, the 
leaf nodes are labeled as the suspected outliers because their siblings are not the 
leaf nodes.  

The suspected outliers are trimmed from the tree model. The suspected outliers 
are returned to the rest of a dataset. So the tree will maintain only the majority 
data points.  

 
Fig. 1 a) A pair of the extreme-centroids of the entire data points b) Clusters that separated 
with each of the extreme-centroid c) The clusters are formed the tree structure. 
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Fig. 2 a) A pair of the extreme-centroids of a cluster after the first splitting b) Candidate 
outlier is detected after clustering (data point “1” in a circle) c) Candidate outlier is col-
lected as a leaf node. 

 
Fig. 3 The terminal criterion is set to have the height of the tree equal to 3, thus the algo-
rithm has to terminate when it reaches that height. 

2) Identifying outliers using the extreme-centroid tree  

To identifying outliers using the extreme-centroid tree, it requires two subpro-
cesses, 1) inserting the new data point and 2) removing the expired data point. The 
new inserted data point is a data point which randomly collected from the rest of a 
dataset and entered to this tree. In each level of the tree, the new inserted data 
point will adjust the tree. 

1. The inserted data point is the new extreme-centroid in some node of the 
tree. In this case, we will reconstruct this node and its descendants with 
Algorithm 1.  

2. An inserted data point reaches a leaf node and the level of this node is less 
than the terminal criterion. In this case, the extreme-centroids of this leaf 
node are identified and this node will be split into two new leaf nodes. 
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In this step, the new inserted data point is classified as an outlier, if it belongs 
to the leaf node and this leaf node reaches the highest level when compared to 
other leaf nodes. After the new inserted data points is classified as the outlier, a 
data point in extreme-centroid tree is randomly collected as the expired data point 
and it will be removed from this tree. The extreme-centroid tree structure is  
adjusted from removing the expired data point. 

1. The expired data point is an extreme-centroid in some node of tree. In this 
case, we will reconstruct this node and its descendants with Algorithm 1. 

2. The expired data point is a single data point in its highest node. In this 
case, this node is deleted. 

Algorithm 1: Constructing the extreme-centroid tree based 
on extreme-centroid poles  
Procedure: Constructing the extreme-centroid tree 
Inputs: a subset G, where G is a random subset of the 
original dataset D. 
Let:  G be the root. 
p be a data point in G. 
rp be the height of the current node that the data point 
p belongs to, where p ϵ G. 
Outputs: the extreme-centroid tree model. 
1   Calculate the centroid c of G  
3   for each data point p in G,  
4  rp = rp + 1  
5   Identify the extreme poles 1  and 2  (Definition 1) 
6   G1 = a set of data points that belong to group of 1 . 
7   G2 = a set of data points that belong to group of 2 .   
8   for each point p,  
9    if dist(p, 1 )< dist(p, 2 ) then  
10   p belongs to group G1 
11  else, 
12   p belongs to group G2 
13 if (r0+1) == rp then,  
14  stop the process 
15 if w1 > 1 then, 
16  ETO(G1)   
17 if w2 > 1 then, 
18  ETO(G2)  
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Fig. 4 An example of the leaf nodes which labeled as a suspected outlier in the initial step. 

3.3 Time Complexity of the Outlier Detection Based on Extreme-
Centroid Poles 

In this section, we analyze the time complexity of the ETO. ETO composes of two-
step processes (1) constructing the extreme-centroid tree, and (2) adjusting the ex-
treme-centroid tree. In step (1), the process needs to find a) a centroid (O(N)), b) two 
extreme-centroids (O(2·N)),  and c) split the data points into two groups (O(N)) for 
each node of tree until the criterion r0 is met (O(r0·N)), where r0 is the height of the 
tree. Therefore, the time complexity of step (1) can be stated as O(r0·N) + O(3·N) = 
O(r0·N). For the time complexity in step (2), we separate into 4 cases as we de-
scribed in adjusting the extreme-centroid tree step. In case 1, the time complexity of 
reconstructing a node and its descendants is O(r0·Nc), where Nc is the number of the 
data points in the adjusted cluster. In case 2, the time complexity of splitting the new 
node with a single data point is O(1). In case 3, the time complexity of reconstruct-
ing a node and its descendants is O(r0·Nc). In case 4, the time complexity of deleting 
an empty leaf node is O(1). From all cases, the time complexity of this step is 
O(r0·Nc) + O(1) + O(1) + O(r0·Nc) = O(r0·Nc). From all steps, the time complexity of 
outlier detection with ETO is O(r0·N) + O(r0·Nc) = O(r0·N). 

4 Experimental Results 

In this paper, LOF and COF are compared to our proposed algorithm with the 
synthetic datasets and three real-world datasets. 

For the synthetic datasets, we synthesize 1000 data points with the multivariate 
normal distribution. We set the number of the outliers to be 10 [9]. We use preci-
sion, recall, and F-measure as the performance measures for our experiments.  
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The K-nearest neighbors of LOF and COF are set to be 5, 10, and 20. The terminal 
criterion of our algorithm is set to be 7. We repeat the experiments 10 times.  
For LOF and COF, we use the optimal cut-off line to collect the outliers, which 
means the recall of LOF and COF are always 1. 

For the real world datasets, we use the Breast Cancer Wisconsin (Diagnostic) da-
taset, the E. coli dataset, and the Satellite image dataset. For the Breast Cancer Wis-
consin (Diagnostic) dataset, it consists of 357 benign and 212 malignant medical 
diagnosis data points with 30 dimensions. We randomly correct 10 malignant data 
points as the outliers and drop the rest malignant data points. For the E. coli dataset, 
we choose class “cp” as the majority class and randomly choose 10 data points from 
the rest as the outliers. For the Satellite image dataset, we choose class 1 as the ma-
jority class and randomly choose 10 data points from the rest as the outliers. 

For each dataset, a size of the subset G is set to be 30% of the entire data 
points. We repeat the experiments 10 times for each dataset. 

Table 1 Dataset descriptions 

Information # of data points  # of dimensions # of outliers 

Synthetic data 
points 1000 2 10 

E. coli 152 7 10 

Breast Cancer 357 30 10 

Satimage 1057 36 10 

Table 2 Precisions, Recalls, and F-measures of LOF, COF, and ETO, respectively 

Dataset Precision Recall F-measure 
single cluster 
(multivariate 
normal) 

LOF 0.828 1 0.901 
COF 0.756 1 0.861 
ETO 0.905 1 0.944 

E. coli 
LOF 0.457 1 0.627 
COF 0.290 1 0.450 
ETO 0.625 1 0.769 

Breast Cancer 
LOF 0.291 1 0.412 
COF 0.113 1 0.190 
ETO 0.421 0.8 0.552 

Satimage 
LOF 0.127 1 0.26 
COF 0.046 1 0.09 
ETO 0.364 0.8 0.50 

From Table 2, LOF’s performance is higher than COF’s performance in the 
synthetic datasets and three real-world datasets, because COF is not suitable  
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for a dataset with the high density distribution. However, our proposed technique 
outperforms when compare with both LOF and COF. Due to the outlier characte-
ristics, LOF and COF may not identify the outliers from the majority data points. 
ETO constructs the model from a subset of the entire data points and adjusted the 
model when the new data point is inserted, therefore it can identify the outlier 
while it is inserted to the tree. 

5 Conclusion 

From the previous section, we compare our algorithm to LOF and COF on the 
datasets with various distributions. LOF is more sensitive to its parameter than 
COF’s. When the parameter of LOF is changed the performance of LOF is also 
changed while the parameter of COF shows a little effect to the datasets. Howev-
er, the performance of COF is slightly better when its parameter is increased. For 
our algorithm, the parameter does not affect the performance because it is used for 
controlling the height of the tree which reduces the running time. For the power of 
the detection, our algorithm shows the best performance in the synthetic datasets 
and the real-world datasets. In the future, we intend to adapt our algorithm to the 
temporal dataset such as a data stream. 
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Gaussian Fuzzy Integral Based Classification 

Wang Jinfeng and Wang Wenzhong 

Abstract Fuzzy integral is a kind of effective fusion tool. Traditionally, fuzzy 
integral can project the data with n-dimension into one line, in which the projec-
tion is along with a group of linear lines. In reality, data distribution is not regular, 
so the straight line for projection is too limited. Gaussian function is applied to 
natural science widely. It is close to normal distribution and can cover more data. 
In this article, a new generalization of fuzzy integral is proposed. The Gaussian 
function is used as integrand. A new classifier is constructed based on Gaussian 
Fuzzy integral and applied into several benchmark data sets. The results show that 
the new version can improve the property of fuzzy integral and obtain the better 
performance. 

Keywords Gaussian function · Fuzzy integral · Generalization · Classification 

1 Introduction* 

In reality, nonlinear is ubiquitous. The classical linear method cannot deal with 
those nonlinear problems with the lower accuracy. Fuzzy measure was proposed 
to describe the contribution of each feature and combination of features for deci-
sion [1, 2]. It can show the interaction among features, and the contribution is 
nonadditive. Each fuzzy measure represents one subset of the feature universal set.  

Traditionally, fuzzy integral can classify the n-dimensional data by projecting 
into straight line and using linear classifier on virtual space [3, 4]. But, there are 
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many data will be lost in the projecting process. In actual problems, dataset is not 
distributed linearly. For example, some data may be surrounded by other data 
belonged to different classes; or there are overlapping situations among multiple 
classes. As so far, research on Fuzzy integral mainly focuses on two points. One is 
about the application of classical Fuzzy Integral; the other is fundamental theory 
of Fuzzy Measure [5, 6].  There are few studies to consider the data distribution. 
When modeling these problems, Gaussian function is used as a distribution func-
tion usually. So, a new generalized fuzzy integral---Gaussian Fuzzy Integral is 
proposed, which adopts Gaussian function as integrand. All data in same class can 
be projected along same Gaussian curves. The classifier can be constructed based 
on Gaussian Fuzzy Integral. Experiments show that this new method can cover 
most datasets and improved the classifying accuracy greatly. 

This article is arranged as follows. Section 1 gave out the introduction about 
this research. The classical Fuzzy Integral and Fuzzy Measure are presented in 
Section 2. Gaussian Fuzzy measure and classifier are proposed in Section 3. The 
next section shows the experimental results and related analysis.  The last section 
gives the conclusion.  

2 The Fundamental Materials 

The signed fuzzy measure [9] was used in previous research, which can break the 
limitation of traditional fuzzy measure and be extended to more fields. So, in this 
article, we still adopt the signed fuzzy measure to our new model. Then,  
the signed fuzzy measure and fuzzy integral. The fundamental materials will be 
introduced as follows. 

2.1 Signed Fuzzy Measure 

Denote by X  and call it the universal set. Then   XP,X  is a measurable 
space, where  XP  is the power set of X . In almost all real problems, the uni-
versal set is finite. For example, in any database, the number of features is always 
finite. Thus, throughout this paper we assume that }..., { 21 nx,x,xX  , where each 

ix , n,,,i 21 , is a feature. In a multi-regression problem, nx,x,x ..., 21  are 
called predictive features. They are usually numerical. There is another numerical 
feature Y  called the objective feature in the database as a fusion target. The ob-
servation value of Y  is denoted by y generally.  

Definition 1. A Fuzzy Measure [10],  is a mapping from  XP  to the finite 
space  ,0  satisfying the following conditions: 

1)   0 ; 
2)       .XPA,B,BμAμBA   
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Set function   is nonadditive in general. If   1X , then    is said to be 
regular. 

To further understand the practical meaning of Fuzzy Measure, let us consider 
the elements in a universal set X as a set of predictive features to predict a certain 
objective. Then, for each individual predictive feature as well as each possible 
combination of the predictive features, a distinct value of a Fuzzy Measure is as-
signed to describe its influence to the objective. Due to the nonadditivity of the 
Fuzzy Measure, the influences of the predictive features to the objective are de-
pendent such that the global contribution of them to the objective is not just the 
simple sum of their individual contributions. However, the monotonicity and non-
negativity of Fuzzy Measure are too restrictive for real applications. The Signed 
Fuzzy Measure was proposed. 

Definition 2. Any set function,     ,XP: , is called a Signed Fuzzy 
Measure if   0 , where  is the empty set. Any nonnegative Signed Fuzzy 
Measure is called Fuzzy Measure. The Signed Fuzzy Measure is also called Gene-
ralized Fuzzy Measure [7, 8, 9], [11]. 

The following example explains that a Signed Fuzzy Measure can be used for 
describing the interaction among the contributions from the information sources 
towards a certain target. A similar example of workers appeared in [7] first. 
Worker efficiency corresponds to the Signed Fuzzy Measure. 

Example 1. Let  321 x,x,xX   be the set of three workers. They are hired for 
manufacturing a certain type of products. Their individual and joint efficiency 

     0  ，: XP  is given as follows: 
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Set function   is a Fuzzy Measure that describes the interaction among  
the contributions from individual workers towards the target, the total number  
of toys manufactured by these workers. In this example, 

        2121  xxx,x    shows that workers 1x  and 2x  cooperate well, 
therefore, the interaction between their contributions is mutually promoting. 
While         3131  xxx,x   , even      131  xx,x   , shows that work-
ers 1x  and 3x  cooperate very badly and the interaction between their contribu-
tions is mutually inhibitive. This set function is not monotonic. 
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2.2 Nonlinear Integral with Respect to the Signed Fuzzy 
Measure 

Let  n, ...,x,xxX 21  be Signed Fuzzy Measures, and )0[:  ,Xf  be non-
negative functions. 

To calculate the value of the Nonlinear Integral of a given real-valued function 
f , usually the values of f , i.e., ),()(),( 21 nx,f,xfxf   should be sorted in a 

non-decreasing order so that 
1 2

( ') ( ') ( ')
n

f x f x f x   , where )( 21 'x,'x,'x n  is a 
certain permutation of )( 21 nx,x,x  . So the value of Nonlinear Integral can be 
obtained by  

,'x'x'x'xf'xffdμ n,.....i,ii

n

i
i  })({)]()([ 11

1



   

where   .xf ' 00   
The Nonlinear Integral is based on linear operators to deal with nonlinear 

space. When the linear space cannot provide the accurate classification, we need 
to extend the projection to 2-dimensional space in order to stretch and classify the 
confused data. So the second Fuzzy Measure is introduced to finish the second 
projection. 

Fuzzy integral can deal with nonlinear problem with linear operator.  Tradi-
tional fuzzy integral make the original information by projecting data into one 
dimensional space as figure 1. Projection lines are determined by integrand which 
is linear function in classical fuzzy integral. The direction of projecting relies on 
the sign of fuzzy measures. But, linear projection cannot reflect the data distribu-
tion leading to the crossover among classes. We need a kind of projection model 
close to the real distribution. So, a new fuzzy integral based on Gaussian function 
is proposed to cover more data and obtain better performance. 

 
Fig. 1 Projection by classical fuzzy integral 
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3 Gaussian Fuzzy Integral Based Classifier 
The standard Gaussian Function can be defined as  

    22 2G c/bxaex   
In which a, b and c are real constant data, and a>0. 
Gaussian function can describe the distribution of most datasets. Different pa-

rameters infect function figure. Gaussian function is applied to describe normal 
distribution in statistics, to deal with signal by defining Gaussian filter and image 
processing by Gaussian fuzzification. For simplicity, let a=1, b=0, c=1 usually. 

3.1 Fuzzy Integral Based on Gaussian Function 
The fundamental setup still keeps the classical fuzzy integral format. Gaussian 
function based fuzzy integral can be defined as follows. 
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in which )x(f  is the feature vector, ib is the mean value of )x(f , and  2
ic  is 

the variance. The formulas are defined as follows. 
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Assumed that the feature number n=2, and 6050;40 1221 .;..   , the 
projection is shown in Fig. 2(a). The statues of projection curves rely on the fuzzy 
measure. When 90501;0 1221 .;..   , the corresponding projection is pre-
sented in Fig. 2(b). Gaussian fuzzy integral can cover most data distribution by 
changing fuzzy measure. Data is projected into 1-D space by Gaussian fuzzy 
measure and classified with the higher accuracy.  

  
                 (a)                                             (b) 

Fig. 2 The projection of Gaussian Fuzzy Integral 
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3.2 Classifier Based on Gaussian Fuzzy Integral 

In classification problems, classifier based on Gaussian fuzzy integral is con-
structed by projecting multiple dimensional data to one dimension space along the 
Gaussian curves and classifying the final virtual data. If the classification perfor-
mance is not satisfying, fuzzy measures must be learned again, in which parame-
ters a, b and u can be learned with fuzzy measures using GA. The concrete  
technical route is presented as figure 3. 

 
  
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3 The technical route for constructing classifier 

4 Experiment and Analysis 

In this article, the new model was constructed by Matlab2012. The validation was 
finished in two parts of experiments. Firstly, several classical data sets were se-
lected from UCI data warehouse for simulating[10]. Secondly, a group of HBV 
Gene data was adopted for testing compared with several classical algorithms. 

4.1 Benchmark Data 

The description about benchmark data are listed in table 1. The cross-validate 
method was adopted for reducing overfitting. All results are shown in table 2 
which includes classical Fuzzy Integral and Gaussian Fuzzy Integral. The best 
values on accuracy are marked in bold. We can see that the Gaussian Fuzzy 
Integral is superior to the classical one. 
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Table 1 Data Description 

Data sets cases feature class 
Monk1 556 6 2 
Monk2 601 6 2 
Monk3 554 6 2 

Table 2 Classification Results 

Data sets FI Gaussian-FI 

Monk1 Training accuracy 0.867 0.950 
Testing accuracy 0.789 0.941 

Monk2 Training accuracy 0.720 0.983 
Testing accuracy 0.677 0.963 

Monk3 Training accuracy 0.954 0.942 
Testing accuracy 0.950 0.877 

4.2 HBV Diagnosis 

HBV data was collected from Wilson Hospital which contains 98 patients without 
cancer and 100 positive patients. All DNA sequences of HBV cases were selected 
carefully by biologists for minimizing the statistical bias. Database was clustered 
into four data sets which are listed in table 3. All data were processed by molecu-
lar analysis, clustering and feature selection [11, 12]. 

Table 3 HBV Database Description 

Data sets Negative Positive Total
B 51 37 88

C1 10 16 26
C2 18 22 40
C3 19 25 44

Total 98 100 198 
 

In classifying an unknown case, depending on the class predicted by the clas-
sifier and the true class of the patient, four possible types of results can be ob-
served for the prediction as follows: 

(1) True positive (TP) - The result of the patient has been predicted as positive 
(Cancer) and the patient has cancer. 

(2) False positive (FP) - The result of the patient has been predicted as positive 
(Cancer) but the patient does not have cancer. 

(3) True negative (TN) - The result of the patient has been predicted as negative 
(Control), and indeed the patient does not have cancer. 

(4) False negative (FN) - The result of the patient has been predicted as negative 
(Control) but the patient has cancer. 
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For each learning and evaluation experiment, Accuracy , ySensitivit  and 
ySpecificit defined below are used as the fitness or performance indicators of the 

classification. 

,))/(( FNFPTNTPTNTPAccuracy ++++=  

,)/( FNTPTPySensitivit   

.)/( FPTNTNySpecificit   

Table 4 All Comparison Results 

             Algorithms 
Data sets FI Gaussian-

FI SVM DT NB 

B 

Training Accuracy 0.682 0.773 0.674  0.682  0.689  
Training Sensitivity 0.811 0.902 0.794  0.811  0.790  
Training Specificity 0.588 0.595 0.589  0.588  0.617  
Testing Accuracy 0.674 0.753 0.680  0.681  0.650  
Testing Sensitivity 0.813 0.900 0.795  0.812  0.758  
Testing Specificity 0.574 0.550 0.597  0.571  0.573  

C1 

Training Accuracy 0.961 0.961 0.897  0.937  0.894  
Training Sensitivity 1.000 0.9 0.965  1.000  0.722  
Training Specificity 0.899 1.000 0.810  0.836  1.000  
Testing Accuracy 0.847 0.780 0.961  0.717  0.650  
Testing Sensitivity 0.980 0.600 1.000  1.000  0.300  
Testing Specificity 0.640 0.950 0.899  0.280  0.850  

C2 

Training Accuracy 0.918 0.881 0.725  0.839  0.773  
Training Sensitivity 0.903 0.888 0.665  0.749  0.993  
Training Specificity 0.937 0.883 0.785  0.953  0.589  
Testing Accuracy 0.817 0.700 0.848  0.728  0.727  
Testing Sensitivity 0.788 0.800 0.789  0.615  0.897  
Testing Specificity 0.860 0.6 0.907  0.880  0.592  

C3 

Training Accuracy 0.731 0.755 0.604  0.684  0.697  
Training Sensitivity 0.913 1.000 0.475  0.504  0.688  
Training Specificity 0.491 0.569 0.780  0.905  0.702  
Testing Accuracy 0.600 0.695 0.753  0.645  0.587  
Testing Sensitivity 0.738 0.950 0.663  0.442  0.600  
Testing Specificity 0.410 0.483 0.871  0.920  0.567  

AVE. 

Training Accuracy 0.777 0.843  0.698  0.748  0.735  
Training Sensitivity 0.877 0.923  0.720  0.755  0.799  
Training Specificity 0.678 0.762  0.700  0.765  0.680  
Testing Accuracy 0.709 0.732  0.767  0.687  0.652  
Testing Sensitivity 0.813 0.813  0.791  0.715  0.691  
Testing Specificity 0.604 0.646  0.760  0.673  0.612  
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Medicine Specialist prefer to the higher sensitivity with lower acceptable accu-
racy and specificity. We rather confirm more patients with cancer than miss those 
true patients. In these data sets, all features are symbolic types. Each feature con-
tains four values A, C, G and T. For using our nonlinear model, we use 0, 1, 2 and 
3 to represent the feature as initial values.  

We applied the Gaussian Fuzzy Integral(Gaussian-FI) to HBV Gene Data  
Sets and compared with the results in previous research [13] as shown in Table 4, 
which includes Neural Network(NN)[14], Decision Tree(DT)[15], Naive Baye-
sian(NB)[16], Support Vector Machine(SVM)[17] and classical Fuzzy Integral(FI). 
The average is used to measure performance and the best values are highlighted in 
bold. The results show that SVM has the best accuracy and the poor sensitivity. On 
the contrary, Gaussian FI has the best testing sensitivity in favor of shifting test. 
We hope not to miss true patients. So Gaussian FI is the best choice as the diagno-
sis assisting tool.  

5 Conclusion 

Fuzzy Integral is a good tool of information fusion. But it has many limits and 
defects. In this article, a new generalized fuzzy integral was proposed based on 
Gaussian Function---Gaussian Fuzzy Integral. It extended the classical Fuzzy 
Integral by projecting data along Gaussian curve into virtual space. Linear classi-
fication was implemented on the virtual values. Experimental results showed that 
the performance of Gaussian FI is better than classical ones on classifying, espe-
cially for cancer diagnosis. Gaussian FI has the best training and testing sensitivity 
which is important for medicine specialist and doctors. The research on genera-
lized Fuzzy Integral is worthy digging, such as adjusting parameters in Gaussian 
function, reducing the complexity of learning parameters. We will continue to 
develop the related work in the future. 
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Predicting Duration of CKD Progression
in Patients with Hypertension and Diabetes

Warangkana Khannara, Natthakan Iam-On and Tossapon Boongoen

Abstract Renal failure is one of major medical diseases that is recently on the
rise, especially in Thailand. In general, patients with hypertension and diabetes are
at high risk of encountering this disorder. The medical cost for a large group of
chronic-disease patients has been the burden not only to the local hospitals, but also
the country as awhole.Without forward planning, the allocated budgetmay not cover
the expense of increasing cases. This research aims to develop an intelligent model
to predict the duration to progress kidney disease in those patients with hypertension
and diabetes. As such, the predictive model can help physicians to acknowledge
patients’ risk and set up a plan to prolong the progression duration, perhaps by
modifying their behaviors. The methodology of data mining is employed for such
cause, with records of 360 patients from Phan hospital’s database in Chiang Rai
province between 2004 and 2014. Prior model generation, the underlying data has
gone through conventional steps of data cleaning and preparation, such that the
problems of incomplete and biased data are resolved. To explore the baseline of
predictionperformance, four classical classification techniques are exploited to create
the desiredmodel. These include decision tree, K-nearest neighbor, Naive Bayes, and
Artificial Neural Networks. Based on 10-fold cross validation, the overall accuracy
obtained with the aforementioned techniques is around 70% to 80%, with the highest
of 86.7% being achieved by Artificial Neural Networks.
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1 Introduction

ChronicKidneyDisease (CKD) has long been one of important issues in public health
worldwide. With this disease, many patients inevitably encounter pain and high cost
of medical treatment. Specific to Thailand, patients with CKD were approximately
17.5 percent of the population in 2010 [1]. In addition, the cost of treating patients
with CKD on Renal Replacement Therapy (RRT) has inclined over the previous
years. In 2010, there were approximately 40,000 new cases of RRT and the yearly
increase was about 12,000 cases [2]. Given this observation, governmental hospitals
as well as other medical service agencies may face a financial difficulty as to cope
with CKD cases in the near future.

In particular, the association between CKDwith diabetes and high blood pressure
(i.e., hypertension) has been widely identified in the medical literature. With respect
to the report of Nephrology Society of Thailand in 2013, 18.7 to 43.5 percent of
patients with diagnosis of CKD were caused by diabetes, while 6.1 percent cased by
high blood pressure [3, 4, 5]. According to the investigation of [6], diabetes appears
to be the main cause of kidney disease in patients with end-stage renal disease, at
the rate around 30.1 percent.

There are studies on the prognosis using statistical methods such as Coxmodel [7,
8] and Markov model [9]. To determine the duration of the disease, the exploitation
of risk factor of disease progression were analyzed. The model used in the study was
to discover the factors that affect the progression of the disease and help to predict
the likelihood of disease. The cross-sectional study was conducted to determine the
prevalence of kidney disease [10]. There are other related works that explore the
literature to identify risks expected to result in kidney disease [11]. The study makes
use of data mining techniques that help to determine the decision to treat the disease
[12, 13, 14], in addition to the typical calculation of the GFR (Glomerular Filtration
Rate). But, there has been no study focusing on predicting progression of CKD in
patients with diabetes or hypertension. This provides an opportunity to explore the
use of data mining techniques to classify the progression interval, which can be used
to determine the risk faced by each individual patient and the demand of medical
care upon the hospital.

The study is based on the specific population of patientswith prior diagnosis of dia-
betes or high blood pressure, who have been receivingmedical treatment at Phan hos-
pital.A set of potential patient records have been specified inPhan database during the
first quarter of 2015. These are extracted with the targeted attributes corresponding to
those commonly identified in the literature and others suggested by medical experts.
A number of clinical variables can be retrieved and employed in the empirical investi-
gation. These include patients age, sex, BodyMass Index (BMI), and the results of di-
agnostic laboratory, e.g., High-Density Lipoprotein (HDL) and Blood Urea Nitrogen
(BUN). In addition, patients medical history, especially those associative diseases to
CKD such as gallstones and gout, are also examined. As the research has been shaped
as a classification problem, a number of conventional or basic classifiers like decision
tree (J48), Naive Bayes (NB), K-nearest nieghbor (KNN) and Artificial Neural Net-
works (ANN) are initially exploited to present the baseline for accuracy level with the
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data set. Given such background,more advance techniques can be formulated tomax-
imize the potential of this research work and its applications.

The rest of this paper is organized as follows. Section 2 introduces background of
CKDand relatedworks as to set the scene for the following sections. The data-mining
approach to progression prediction including details of data specification, extraction,
cleaning and transformation are presented in Section 3. To tackle the problem of
unbalanced data that is typical for this classification task, the proposed framework has
integrated synthetic data objects into the learning process. As a result, a conventional
classifier can be applied to create the desired predictive model. Section 4 provides
experimental design and the corresponding results with standard classifiers. The
paper is concluded in Section 5 with possible future work.

2 Background and Related Work

The definition of CKD is currently under the standard of the Kidney Disease Im-
proving Global Outcome (KDIGO) 2012 [15]. To be precise, this term means that
a person’s kidneys are abnormal in structure or working on disorder conditions for
more than 3 months. Fig. 1 presents the conceptual model of the course of CKD.
According to this figure, the shaded ellipses represent different stages of CKD, while
the unshaded ones show potential antecedents or impact of CKD. The thick arrows
between ellipses represent risk factors associated with the initiation and progres-
sion of the disease that can be affected or detected by interventions: susceptibility
factors (black), initiation factors (dark gray), progression factors (light gray), and
end-stage factors (white). See Table 1 for more details. Interventions of each stage
are given beneath the stage. In particular, a person who appears to be normal should
be screened for CKD risk factors. Others with increasing risk of CKD should be
screened for CKD. Note that the term ‘Complications’ refers to all complications of
CKD and treatment, including complications of GFR (e.g., hypertension, anemia,
malnutrition, bone disease, neuropathy, and decreased quality of life) and cardiovas-

Fig. 1 Conceptual model of the course of chronic kidney disease and the corresponding
therapeutic strategies [15].
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Table 1 Risk factors for chronic kidney disease (CKD) and its outcomes [15].

Risk factor Definition Examples
Susceptibility Increase susceptibility to Older age, family history of chronic kidney disease,

kidney damage reduction in kidney mass, low birthweight, U.S.
racial or ethnic minority status, low income or
education

Initiation Directly initiate kidney Diabetes, high blood pressure, autoimmune diseases,
damage systemic infections, urinary tract infections, urinary

stones, lower urinary tract obstruction, drug toxicity
Progression Cause worsening kidney Higher level of proteinuria, higher blood pressure,

damage and faster decline poor glycemic control in diabetes, smoking
in kidney function after
initiation of kidney damage

End-stage Increase morbidity and Lower dialysis dose, temporary vascular access,
mortality in kidney failure anemia, low serum albumin, high serum phosphorus

and late referral

cular disease (CVD). The increased thickness of arrows connecting later stages to
complications represents the increased risk of complications as kidney disease.

The value of abnormal renal function can be measured by the GFR, which is
divided into the following five stages of kidney disease [16]. See Table 2 details.
A number of recent studies have commonly point out blood sugar levels of dia-
betic patients, hypertension and cardiovascular disease as important factors, which
commonly cause kidney disease [17, 18, 19]. This leads to the focused population
of examined patients, for which the present research aims to predict CKD progres-
sion patterns. To accomplish this objective, the methodology of data mining [20] is
identified as an effective approach to extract a useful and accurate predictive model.
Data mining is able to disclose patterns hidden in the data under examination, which
help to improve the decision making process. It typically consists of various steps:
(1) collecting and selecting data to be used, (2) cleaning and preparing data such
that it becomes suitable for the following tasks, (3) transforming and consolidating
data types and domains, (4) creating the desired model using an appropriate learning
method (e.g., classification and clustering), and (5) evaluating the resulting model
with the preparation to deploy.

Table 2 Classification of CKD based on GFR.

Stage State of kidney function Classification of severity by GFR

1 Kidney damage with normal or increasing GFR ≥ 90

in GFR

2 Kidney damage with mild decreasing in GFR GFR between 60-89

3 Moderate with decreasing in GFR GFR between 30-59

4 Severe with decreasing in GFR GFR between 15-29

5 Kidney failure GFR < 15 (or dialysis)
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In recent years, there have been many researches that make use of data mining
techniques to healthcare applications. These include the search for factors and risks
in diseases occurrence [21]. Also, there are studies that aim to find the duration
of diseases occurrence by data mining method. Specific to kidney disease, there
are researchers attempts to generate a decision to identify the risk factors of early
arteriovenous fistula failure in hemodialysis patients [22]. Similarly, another work
by [23] predicts survival of kidney dialysis patients using a decision tree model.

3 Method

3.1 Overview

Fig. 2 illustrates the overview of this research study, which initially starts with the se-
lectionof important variablesor attributes topredict theprogressionofkidneydisease.
Thesecanbe identifiedbasedonpreviousworks found in the literatureandsuggestions
of medical professionals. Following that, the aforementioned collection of attributes
is preprocessed such that any error found can be corrected. This is to ensure the quality
of the resulting prediction. Having done this, several classification techniques are ap-
plied to the selected data set. These include standard classifiers like J48,KNN,NBand
ANN.Note that the underlying classification process aims to categorize a new patient
into classes of time interval betweendiagnosis of diabetes/hypertension anddiagnosis
ofCKD(i.e.,Class1andClass2 that are shown inFig. 2 andwill bediscussed in the fol-
lowing section). After formulating an accurate and robust predictive model, it will be
used to support decision-making aids. For instance, it can report the risk level of each
patient that may lead to modification on medical assessment and plan for treatment.

Fig. 2 The overview of research study.
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Moreover, the hospital can use it to better evaluate the demand of resources arising
from new CKD cases likely to occur in the future.

3.2 Data Collection and Preparation

Fig. 3 summarizes the process of data collection and preparation, such that the well-
formed data can be achieved for the following learning stage. Within the database at
Phan hospital, there are totally 364 patient records with the set of desired attributes.
These patients have been diagnosedwith diabetes or hypertension before the progres-
sion to kidney disease (i.e., CKD stage3) is validated. Note that the duration between
the aforementioned key observations found in this set of population is between one
to ten years. Based on the consultation with CKD experts and the result of applying a
standard discretization (i.e., binning) technique, two categories of progress duration
are appropriate for further medical and budget planning. One is the duration of less
than 5.5 years, the other is more than or equal to 5.5 years, which are denoted as
Class1 and Class2, respectively.

Fig. 3 Data preparation process.

Specific to this population, the following original attributes are extracted.

– General information: sex and age being diagnosed with hypertension or diabetes
(Age HT/DM).

– Laboratory results:

• total number of times with blood-sugar result (x2), number of times with high-
sugar value (x1), and number of times with normal-sugar value (x3).

• total number of times with blood-fat result (y2), number of times with high-fat
value (y1), and number of times with normal-fat value (y3).
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• total number of times with blood-waste result (z2), number of times with high-
waste value (z1), number of times with low-waste value (z3) and number of
times with normal-waste value(z4).

– Clinical data:

• body mass index higher than standard (BMIHigh).
• prescription of pain killer with power to damage kidney consecutively more
than 6 months (NSAID).

• ability to control blood pressure (ControlBP).
• having congenital disease of diabetes (DM).
• having congenital disease of hypertension (HT).
• having record of stone (N20).
• having record of Ischemic heart disease (I200).
• having record of disease related to heart failure (I500).
• having record of Gout or Rheumatoid (M109).
• having record of Urinary disease (N30).
• having record of protein in the urine microalbuminuria (Albumin).

Having obtained the initial collection of data, it is to proceed to the step of data
cleaning in Fig. 3. Firstly, the problemwith missing value is resolved, using the basic
norm of leaving those records with a missing value(s) out of the target data set. As
a result, this has reduced the size of the initial population to 360 patient records,
with 223 records belonging to Class1 and the other 137 are of Class2. In addition,
problems with inconsistent data types and incorrecct data values are taken care of in
this processing phase.

In the next preparation step, both data transformation and normalization are con-
ducted. In particular to different laboratory results aggregated in the data set, the
value ranges are different and may raise an uneven preference of one attribute to
another in the learning process. Therefore, some of initial attributes related to the
laboratory results are transformed to the following seven new ones, whose values are
in the range of [0, 1].

FBS-high: Calculated from number of times with high-sugar value in blood (x1)
and total number of times with blood-sugar laboratory result (x2):

F BS − high = x1
x2

(1)

FBS-normal: Calculated from number of times with normal-sugar value in blood
(x3) and total number of times with blood-sugar laboratory result (x2):

F BS − normal = x3
x2

(2)

HDL-high: Calculated from number of times with high-fat value in blood (y1) and
total number of times with blood-fat laboratory result (y2):
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H DL − high = y1
y2

(3)

HDL-normal: Calculated from number of times with normal-fat value in blood
(y3) and total number of times with blood-fat laboratory result (y2):

H DL − normal = y3
y2

(4)

BUN-high: Calculated from number of times with high-waste value in blood (z1)
and total number of times with blood-waste laboratory result (z2):

BU N − high = z1
z2

(5)

BUN-low: Calculated from number of times with low-waste value in blood (z3)
and total number of times with blood-waste laboratory result (z2):

BU N − low = z3
z2

(6)

BUN-normal: Calculated from number of times with normal-waste value in blood
(z4) and total number of times with blood-waste laboratory result (z2):

BU N − normal = z4
z2

(7)

Table 3 presents the final 20 attributes employed in the empirical study, which
have been modified from the original group of 23 attributes. Note that the attribute
Age HT/DM ∈ [0, 1] has gone through a normalization as to overcome the bias with
other numeric attributes.

AgeH T/DM = Age − Agemin

Agemax − Agemin
, (8)

where Age denotes the patient’s age in the original value range, while Agemin and
Agemax are the minimum and the maximum age values among 360 patients.

4 Results

This research makes use of the tool ofWeka 3.7.1 program1 for the experiments. The
classification techniques investigated are decision tree (J48), K-nearest neighbor
(KNN), Artificial neural network (ANN), and Naive Bayes (NB). The framework of
10-fold cross validation is used to assess the performance of these classifiers with the
current prediction problem. In particular, the aforementioned well-formed dataset is

1 Available at www.cs.waikato.ac.nz/ml/weka/

www.cs.waikato.ac.nz/ml/weka/
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Table 3 Details of the attributes used in this research study.

Attribute Data Type Value Domain

Sex Nominal {Male, Female}
Age HT/DM Numeric [0, 1]
FBS-high Numeric [0, 1]
FBS-normal Numeric [0, 1]
HDL-high Numeric [0, 1]
HDL-normal Numeric [0, 1]
BUN-high Numeric [0, 1]
BUN-low Numeric [0, 1]
BUN-normal Numeric [0, 1]
BMIHigh Nominal {Yes, No}
NSAID Nominal {Yes, No}
ControlBP Nominal {Yes, No}
DM Nominal {Yes, No}
HT Nominal {Yes, No}
N20 Nominal {Yes, No}
I200 Nominal {Yes, No}
I500 Nominal {Yes, No}
M109 Nominal {Yes, No}
N30 Nominal {Yes, No}
Albumin Nominal {Yes, No}

repeatedly split into training and test sets, with the ratio of 70% to 30%. For each of
ten repetitions, the training set is fed to the desired classification algorithm, with the
resulting classifier model is assessed with the corresponding test set. The evaluation
is based on the confusion matrix of binary classes shown in Fig. 4, from which the
metric Accuracy ∈ [0, 100] can be estimated. Note that, Class1 and Class2 of the
present problem can be regarded as positive and negative cases of the general binary
classification.

Accuracy = T P + T N

T P + F P + T N + F N
× 100 (9)

Fig. 4 Illustration of confusion matrix of binary classes, where TP = True Positive, TN =
True Negative, FP = False Positive, and FN = False Negative.

Based on this evaluation design, Table 4 shows the accuracies obtained by four
different classification methods, with the corresponding standard deviation values.
The results suggest thatANNis themost accurate,withNBgiving the lowest accuracy
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value. It is note worthy that the result given for KNN is acquired with the setting of
K = 1. As for ANN, the back-propagation algorithm is used to train the networks,
with weights/bias values being initialized to small random values (between 0.001
and 0.0001) and the hidden layer size of 10. The learning rate and momentum are
set to 0.05 and 0.01, respectively. The training process stops after 2,000 iterations,
or when a mean squared error term drops below 0.001.

Table 4 Experimental results - classification accuracy and the corresponding standard devi-
ation (SD) obtained from 10-fold cross validation.

Algorithm Accuracy SD

J48 80.242 1.925

KNN (K=1) 76.835 0.773

NB 72.565 0.911

ANN 86.750 1.660

It is shown in the previous table that KNN is not as effective as ANN, with
the accuracy around 80%, 6% lower than the other. Therefore, it may be useful to
investigate the KNNmodel further, with respect to its perfoomance and the neighbor
sizes. To this end, Fig. 5 depicts the decrease of classification accuracy as the size of
nearest neighbors gets larger. This has dropped from 76% to 71%, with the increase
of K from 1 to 5. Intuitively, this indicates that attributes are not equally important
for the prediction task under examination. This is reinforced by the results of NB,
whichmakes use of all given attributeswithout any bias or preference. Fig. 6 provides

Fig. 5 Performance of KNN classifier with different sizes of nearest neighbors, i.e. K ∈
{1, 3, 5}.
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Fig. 6 Example of rules obtained by J48 classifier.

example of rules acquired by J48 classification model. It is shown that only some
attributes are included in the decision tree, with different levels of signficance. Based
on this, N20 (i.e., patient has a record of stone) is the most discriminative, and more
important than information related to age and gender. Given this insight, a model
that assigns a set of weights to attributes such as ANN may perform well. This
also raises the further investigation of using the techniques of feature selection and
transformation.

5 Conclusion

This paper has presented the data mining approach to predicting the progression of
kidney disease occurrence in the patients having hypertension and diabetes. It is the
first and useful step towards the provision of a computerized model for identifying
patient groups, hence a set of appropriate medical care and behavioral guidance. This
is not only effective to prolong the disease progress, but also to estimate hospitals’
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budget in the coming years. The empirical study is based on a collection of patients at
Phan hospital, Chiang Rai province, Thailand. The research follows the conventional
data mining steps of data cleaning and transformation, as to prepare for the classifica-
tion model development. Having obtained a set of well-formed data, four benchmark
classifiers: J48, KNN, NB and ANN; are exploited to create the desired predictive
model. Based on the framework of 10-fold cross validation, J48 and ANN are more
accurate than the others, with ANN achieving the highest accuracy of 86.7%. Intu-
itively, this difference is due to the fact that attributes might not be equally significant
to the classification task, as suggested by the worse results of KNN and NB. To ver-
ify this, the future work is to expand the population such that the corresponding
outcome can consolidate the aforementioned assumption. Another is to make use of
feature selection and transformation techniques to improve the performance of those
conventional models.
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Prediction of Student Dropout Using
Personal Profile and Data Mining Approach

Phanupong Meedech, Natthakan Iam-On and Tossapon Boongoen

Abstract The problem of student dropout has steadily increased in many univer-
sities in Thailand. The main purpose of this research is to develop a model for
predicting dropout occurences with the first-year students and determine the factors
behind these cases. Despite several classification techniques being made available
in the literature, the current study focuses on using decision trees and rule induction
models to discover knowledge from data of students at Mae Fah Luang University.
The resulting classifiers that is interpretable and analyzed by those involved in the
assistant and consultation aid, are built from the collection of different attributes.
These include student’s academic performance in the first semester, student social
behavior, personal background and education background.With respect to the exper-
iments with various classifiers and the application of data rebalancing algorithm, the
results indicate a promising accuracy, hence the reliability of this study as a decision
support tool.

Keywords Student dropout · Personal profile · Data mining · Classification ·
Unbalanced data

1 Introduction

Within more competitive environment, many modern universities and higher edu-
cation institutes turn to performance analysis, as the basis to setting up a strategic
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plan [1]. Increasing amount of information regarding student details and course man-
agement provides a goldmine that can be explored to understand students learning
behavior, preference and performance [2]. Given this, the application of data mining
(DM) in education, i.e., educational data mining (EDM), has been a fast-growing
area of research [3]. Disclosed knowledge can be useful to understand how students
learn, and capture effects of different settings to their achievement.

Recent EDM research works have focused on student categories and targeted
marketing [4]. Example of these include predictive modeling for maximizing student
retention [5], enrollment prediction models based on admission data [6], prediction
of student performance [7]. With an accurate prediction model, it can be used to
gain insights of success and risk factors with respect to the course curriculum [8].
Awareness of these issues by educational staffs andmanagementwill help identifying
the risk group and determining the appropriate course of measures.

The problem of student dropout has steadily increased in many universities and
higher education institutes [9]. This causes negative impacts to both student and
university ends. On one hand, students have wasted a great deal of time, financial
support and morale to learning over the years. On the other, the aforementioned
dilemma may dramatically damage the university reputation and budget, as less
tuition fee and governmental funding are probably obtained. Revealed by previous
works [10], there are many factors accounting for student dropout. At first, students
might not be interested in studying. In addition to this, they may disapprove of their
branch of learning. Another important issue is due to environmental issues such as
friends, family, social setting and adaptation to university life.

To deal with student dropout better, there have beenmany international studies fo-
cusing specifically on the analysis of student performance and marketing-led student
categorization [11].Moreover, some others direct their investigations towards the dis-
covery of dropout profile, from which an effective plan of enrollment can be derived
[12]. Particular to cases in Thailand, the problem of student dropout can be observed
in most of the universities, including those in governmental and private sectors. The
research of student dropout in Thailand is still in its early stage as compared to the
projects conducted in Europe and North America. A few social and psychological
studies are found in the literaturewith an objective of determining factors of dropping
out of Thai students [13]. As such, they suggest that first-year students are at high risk
of leaving a university. The main reasons behind this are the financial difficulty and
unsatisfactory with selected major of enrollment. Yet, the data-mining model devel-
opment is limited in number, whilst restricted to the coupling of a particular learning
model and exclusive dataset [14], in terms of type and interpretation.

Following the success of data mining approach to dropout prediction found in
the literature [15], this research aims to investigate the use of different classifica-
tion methods with a collection of student data specific to Mae Fah Luang University
(MFU), Thailand, between the academic years of 2012-2013. The work focuses on
the dropout problem observed with first-year students who have commonly encoun-
tered difficulty of staying in the courses. This predictive modelling exploits both
prior and at-university academic results to disclose meaning patterns. In addition,
information related to demographic and event-participation is included to refine the
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learning process. The underlying set of data that is extracted fromMFUManagement
Information System (MIS) is highly similar to those of other Thai universities. Hence,
the resulting analytical framework is generalized and can be effectively employed
for such a problem.With the focus on human-interpretable classification models like
decision tree and rule-based techniques, the discovered knowledge can be used not
only to predict the dropout, but also to explain the rationale of this conclusion [16].
Besides, the present research provides an important set of empirical findings, from
which more sophiticated and accurate classification models can be built.

The rest of this paper is organized as follows. Section 2 introduces related works
as to set the scene for the following sections. The data mining approach to student
dropout including details of data specification, extraction, cleaning and transforma-
tion are presented in Section 3. To tackle the problem of unbalanced data that is
typical for this classification task, the proposed framework has integrated synthetic
data objects into the learning process. As a result, a conventional classifier can be
applied to create the desired predictive model. Section 4 provides experimental de-
sign and the corresponding results with various classifiers such as decistion tree, rule
induction and K-nearest neghbor algorithms. The paper is concluded in Section 5
with possible future work.

2 Related Work

With respect to the investigation of [9], student dropout appears to be a significant
problem in higher education such that about one fourth of students leaving academic
institutes during the first year. In particular, the determinants to course completion
revealed by this study include family background, personality, social involvement,
and prior-college academic results. Dropout is likely to take place when any student
achieves a grade less than a threshold set by the university. This unfortunate outcome
is due to many factors; for instance, a habit of skipping classes, attitude towards the
degree or course, social participation, and personal adjustment to university lifestyle
and friends. In general, a universitymakes use of students overall academic evaluation
(or GPAX) in each academic year to justify the termination. Thatmeans a student will
be retired if he or she obtains the GPAX below the university standard. At Mae Fah
Luang University, the aforementioned threshold value on semester-specific GPAX is
1.5. In fact, dropout may occur at any stages during a degree course, but it is reported
that first-year students are at the highest risk of encountering one [17].

Following this finding, a line of research has been dedicated to exploiting EDM
to disclose dropout patterns and relations to students characteristics and learning
conditions [11, 12, 18–24]. These are subjected to a common assumption that
early identification of vulnerable students may lead to an effective retention strat-
egy. Ning and Jingui [12] conduct an empirical study, which aims to find the best
data mining model for student performance prediction. The investigated models
include decision tree and linear regression, with the former providing better accu-
racy than the other. Similarly, Ahmed et al. [18] apply classification techniques
to predict student performance. In particular, nine factors are exploited in the
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classification process, which is designed to predict the final grade. These are de-
partment, high school degree, mid-term mark, lab test grade, seminar performance,
assignment, measure of student participation, attendance and homework. It is re-
ported that the midterm mark has the highest impact on student performance.

In addition, Kumar and Singh [20] also use ID3 decision tree technique for pre-
dicting performance of students in Information Technology (IT) faculty. The result
suggests that those in CS major have better grade than others belonging in different
academic branches. Pumpuang et al. [21] compare Bayesian Network, C4.5, Deci-
sion Forest and NBTree classification techniques for the task of course registration
planning that helps to lessen the dropout probability. Based on WEKA1 tool, it is
found that NBTree exhibits the best accuracy level. In addition, Bunkar et al. [22]
examine the performance of C4.5 (i.e., referred to as J48 in Weka), CART and ID3
decision tree algorithms for predicting the performance of first-year students. In this
research, ID3 has been identified as the most effective among the models under
investigation. The work of Siddiqui and Gemalel-Din [23] concentrates on course
planning that can be useful for student enrollment. As a result of this study where
regression tree and support vector regression techniques are used, it is recommended
that an advisor can use both models to advise a student, as for his or her study plan.

Mishra et al. [11] tackle the problem of student dropout by applying the collection
of attributes specific to the field of learning and emotional skills. This is based on
the classification algorithms of J48 and random tree, with the latter showing more
accurate prediction results than the other. Carlos Marquez-Vera et al. [24] introduce
the prediction of school failure and dropout by applying the SMOTE algorithm [25],
which is able to solve the problem of unbalanced data. Moreover, the built-inWEKA
function for attribute selection is employed to get rid of some attributes that possess
small or none correlation with the target classes. Having accomplished that, the
selected attributes have been used with different classifiers. It is also worth looking
up other data mining studies that make use of different learning techniques, such as
k-means clustering technique [26] and decision tree model [15].

3 Method

This section describes the data mining framework specifically designed and ex-
ploited in the present research. Fig. 1 illustrates processing steps enapsulated within
this approach, including data collection, data preparation, data analysis and model
generation. There are many factors of student dropout such as social factors, fam-
ily factors and education background including a major that students selected. In
Thai education system, every high school normally gives advice to students on the
selection of major in a university, which complies with student’s interest and aca-
demic performance. This appears to be suboptimal to identify a possible dropout, as
there are several other university-level issues worth taking into account. Hence, the
targeted data that is used to developed a predictive model includes the followings.

1 Available at www.cs.waikato.ac.nz/ml/weka/

www.cs.waikato.ac.nz/ml/weka/
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– Students university performance: academic performance in the first semester only.
– Students social behavior: participation in different university events.
– Students personal background: demographic details.
– Students education background: academic performance in high school.

Fig. 1 The data mining approach to student dropout prediction, with respect to three phases
of (1) data collection and extraction from MFU MIS, (2) data preparation inclduing cleaning
and transformation processes, and (3) data analysis and the generation of classifier model,
respectively.

3.1 Data Collection and Preparation

To demonstrate the proposed data mining approach to this problem at MFU, the
current research picks up students in some related programs as a case study, where
the incidence of dropout has been the largest in magnitude among academic schools
and continued increasing in recent years. Specific to the academic years of 2012 to
2013, the trageted set of data is extracted from MFU MIS, where the underlying
database relations are maintained by admission, registration and student affair de-
partments. Table 1 summarizes 19 attributes used in this study, in accordance with
the aforementioned categories.

Before coupling the extracted student records with any classification model, it
is necessary to prepare the data such that the resulting set is complete, with uni-



148 P. Meedech et al.

Table 1 Description of investigated attributes, where Dropout attribute values are used as the
target classes.

Category Attribute Type Details
Student’s university GPAX1 Numeric GPAX at the end of first semester
performance Grade-A Numeric Amount of Grade A in first semester

Grade-B+ Numeric Amount of Grade B+ in first semester
Grade-B Numeric Amount of Grade B in first semester
Grade-C+ Numeric Amount of Grade C+ in first semester
Grade-C Numeric Amount of Grade C in first semester
Grade-D+ Numeric Amount of Grade D+ in first semester
Grade-D Numeric Amount of Grade D in first semester
Grade-F Numeric Amount of Grade F in first semester
English Nominal Pass or fail English course in first semester

Student’s social Event- Numeric Number of university events a student
behavior Participation participates in first semester
Student’s personal Gender Nominal Male or female
background Region Nominal Region of student’s famaily residence
Student’s educational Entry-GPA Numeric High school GPA
background Entry-Type Nominal Type of entry admission to MFU: Quota,

Direct admission, and Others
English-GPA Numeric High school GPA of English subjects
Science-GPA Numeric High school GPA of Science subjects
Social-GPA Numeric High school GPA of Social subjects
Maths-GPA Numeric High school GPA of Mathematics subjects

Student’s status Dropout Nominal Status at the end of first year: Yes (Dropout)
or No (Not dropout)

fied representation. This is crucial to the quality of disclosed knowledge, hence the
prediction accuracy. At first, relations aggregated from several relational MIS tables
may encounter a missing value problem, i.e. unknown or incorrect attribute values.
Specific to this research, any record with this problem is excluded from the final
data collection, which consists of 509 records. For numerical attributes, data nor-
malization as in the common range of [0, 1] is exploited to avoid bias in the learning
process.With this, each c ∈ {G P AX1, Entry−G P A, English−G P A, Science−
G P A, Social − G P A, Maths − G P A} is normalized to c′as follows:

c′ = c

4
(1)

where c ∈ [0, 4].
For each of the grade frequencies obtained in the first MFU semester, it is stan-

dradized by the following example that is specific to the attribute Grade-A. Let
Grade-A* ∈ [0, 1] be the normalized value of the count Grade-A,

Grade − A∗ = Grade − A

�
, (2)

provided that
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� =
∑

∀x∈A,B+,B,C+,C,D+,D,F

Grade − x (3)

3.2 Model Generation

With the aim to create a classifier model that can be interpretable and analyzed by
a user, a number of decision tree and rule-based methods are investigated. These
include eight classical classification algorithms available in the WEKA data mining
tool.

– Rule induction algorithms: JRip, OneR and Ridor
– Decision tree algorithms: J48, SimpleCart, ADTree, RandomTree and REPTree

To investigate the predictive performance and details of the resulting knowledge,
the evaluation methodology of n-fold cross validation is employed. For this, the data
set of 509 records are randomly partitioned into training and test sets, with the ratio
of around 9 to 1 (i.e., 449 and 60 records). It is repeated for ten times as to set the
assessment context of 10-fold cross valiation, i.e. n = 10. For each of the ten settings,
the training set is fed to the learning process with a specific classification technique.
After that, the corresponding test set is used to evaluate the accuracy (within the
range of [0, 100]) of that classifier model. By iterating through ten data subsets, the
overall classification perfromance can be identified as the average accuracy across
those different runs.

However, the problem of imbalance data that appears in this data set has not been
taken care of. In particular, the size of dropout class and that of not-dropout one is
not even, with the number of records being 108 and 401, respectively. The problem
with this imbalance data might occur because a learning algorithm tends to overlook
minority class, while pay more attention to the other. So, the result obtained may not
be accurate. The way to solve this problem is using oversampling technique, which
is capable of balancing the sizes of different classes. In the present work, SMOTE
(Synthetic Minority Over-sampling TEchnique [25]) technique that is provided in

Table 2 Results with original data set, where the presented accuracy is the average across
10-fold cross validation.

Algorithm Accuracy Standard deviation

JRip 79.2 4.354

OneR 78.0 2.459

Ridor 75.3 8.670

ADTree 75.0 6.382

J48 75.4 4.516

RandomTree 74.3 3.063

REPTree 74.9 8.190

SimpleCart 76.4 2.415
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Table 3 Results with balanced data set (applying SMOTE), where the presented accuracy is
the average across 10-fold cross validation.

Algorithm Accuracy Standard deviation

JRip 80.0 4.766

OneR 83.3 3.333

Ridor 79.0 5.454

ADTree 83.4 2.986

J48 82.3 2.744

RandomTree 75.7 2.851

REPTree 77.9 5.431

SimpleCart 80.0 5.665

Fig. 2 The algorithm-specific comparison of the results with two different data settings:
original data and balanced data using SMOTE.

WEKA, is exploited to solve the problem. Note that this algorithm will increase the
size of the minority class, with simulated records created from the basis of k-nearest
neighbors. As for the results shown in the next section, the value of k is set to 3, with
similar results being observed when k = 1 and k = 2.

4 Results

In the first experiment, all specified classification algorithms are used to generate
classifier models from the original training sets (i.e., wihtout the application of
SMOTE). This is conducted in accordance with the predefined 10-fold setting. The
corresponding results are shown in Table 2, where rule-based models like JRip and
OneR methods appear to be more accurate than the category of decision tree tech-
niques. The lowest accuracy has been observed with RandomTree model. This is
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Fig. 3 The improvement over original data using SMOTE algorithm, as the averages across
all, and two categories of classification models.

Fig. 4 The set of rules obtained by ADTree algorithm.

rational as the selection of attribute for tree generation is random and not as intuitive
as other decision tree models.

In the second experiment, the previous formulation of 10-fold cross validation is
re-used, with each training set being balanced using SMOTE. The resulting training
set contains 802 records after rebalanced (401Dropout and 401Not-dropout). Table 3
presents the results of this assessment, where all classification algorithms perform
better than the case of unbalance data. Fig. 2 gives the illustration that supports this
conclusion. The classifier models that obtain the high accuracy rates are J48, ADTree
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Fig. 5 The set of rules obtained by J48 algorithm.

and OneR. These findings suggest that the unbalance problem has a greater effect on
decision tree category than the other, see Fig. 3.

Based on the experimental results discussed so far, the prediction of student
dropout is practical with the rate of accuracy around 80%. This may be enhanced
using a more advanced classification technique such as SVM (Support Vector Ma-
chine). However, the resulting model might not be understandable by a general user.
This has turned to be the advantage of this work where rule induction methods are
employed. These rules show the relationships between attributes and the dropout
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outcome. In Fig. 4 and 5, the rules obatined from ADTree and J48 algorithms are
shown, respectively. According to these, some attributes are commonly regarded as
effective indicators of dropout, GPAX1, Grade-F and Grade-C, for instance.

It is also worth noting that the size of rule set created by ADTree is smaller than
that of J48. Of course, the requirements of time and space to use the former is smaller
than the latter. Despite this, it is interesting to see that some attributes appearing in the
rule set of J48 are not in that of the others. Hence, there is a tradeof between model
efficiency and robustness. Nonetheless, these rule sets provide a great oppotunity to
understand the critical factors to dropout, at least to this specific group of students.
This allows a preventive strategy to be carefully drawn and executed, to identify and
help those at risk of leaving the university prematurely.

5 Conclusion

This paper has presented a research work on the development of analytical frame-
work for student dropout prediction. The proposed approach follows the basis of data
mining to collect, prepare and generate the desired classifier model. At first, different
groups of data have been identified and combined to form the target data set. These
include academic perfromance both at university and from previous high-school
level, personal characteristics, admission type, and participation in social events. As
for the case of Thai students, this research provides a unique study where those di-
versed data types are blended as a base for predictive modelling. For the phase of
data preparation, conventional techniques for solving missing values and normaliza-
tion are employed to avoid bias and errors found in the data. Lastly, different rule
induction models are explored for the classification purpose, such that the resulting
knowledge is interpretable. To this end, an IF-THEN rule is a native form for decision
making because it is easy to use and efficient. The accuracy obtained is around 80%
with the use of SMOTE to solve the problem of imbalance data. Several findings
worth noting include the fact that GPAX1 and Grade-F are the most discriminative
attributes, with Entry-Type being used to refine the decision by some models. These
can be useful for those trying not only to identify at-risk students, but also to under-
stand the dropout circumstances. Besides the results shown in this paper, there are
future works that can further improve the prediction quality. One is to include other
types of student data, which can be informative to refine a classification process.
Another involves the use of more advanced techniques that can be highly accurate,
for the rule generation.
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The Optimization of Parallel DBN Based on 
Spark 

Juan Yang and Shuqing He 

Abstract* Deep Belief Network (DBN) is widely used for modelling and analysis 
of all kinds of actual problems. However, it’s easy to have a computational bottle-
neck problem when training DBN in a single computational node. And traditional 
parallel full-batch gradient descent exists the problem that the speed of conver-
gence is slow when we use it to train DBN. To solve this problem, the article pro-
poses a parallel mini-batch gradient descent algorithm based on Spark and uses it 
to train DBN. The experiment shows the method is faster than parallel full-batch 
gradient and the convergence result is better when batch size is relatively small. 
We use the method to train the DBN, and apply it to text classification. We also 
discuss how the size of batch impacts on the weights of network. The experiments 
show that it can improve the precision and recall of text classification compared 
with SVM when batch size is small. 

Keywords Deep learning · DBN · Spark · Parallel algorithm · Text classification 

1 Introduction 

Deep Learning consists of a series of algorithm which can effectively abstract date 
[1]. It has been widely paid much attention to as a hot subject of academic nowa-
days [2]. Deep Belief Network (DBN), as one of the earliest Deep Learning 
frameworks, is a deep neural network consist of a visual layer and multiple hidden 
layers [3]. DBN has a complex network structure. Meanwhile, the increasing of 
the number of network layer leads to the expansion of the number of cells in the 
network and that the number of the parameters between cells and cells increase 
rapidly.  As the number of parameters expands sharply, it is necessary for com-
puter to have enormous computer processing power. 
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Nowadays what is generally used to train deep neural network is Graphics 
Processing Unit (GPU), which can shorten the training time effectively by its ex-
cellent computer processing ability. However, when confronted with massive data, 
a single computer is still faced with the problem of insufficient computing capaci-
ty. Some experts try to solve this problem by making use of the parallel network 
framework formed of multiple GPU structures or thousands of computational 
modes [4] [5]. However, the methods above are based on proprietary software, not 
general purpose computing framework. 

In respect of general framework, the methods in [6] [7] focus on describing the 
process of aggregate the weights generated by computational nodes. They do not 
optimize the method used to train the model in the computational node. Therefore 
we propose a novel parallel gradient descent algorithm based on a general compu-
ting framework named Spark and uses it train DBN. The algorithm optimize the 
training process in each computational node by adding a control factor which can 
control the batch size. 

We realize the parallel algorithm based on Spark. We show that the algorithm 
can faster the convergence of the network by taking a small batch size, and we 
also give a reasonable explanation for the huge difference in the convergence of 
later sub-network of parallel DBN. In addition, we apply the DBN trained by the 
algorithm proposed in the article to text classification and compare the result with 
SVM. 

The rest of this article is organized as follow. We will introduce the DBN and 
Spark in section 2. In section 3, we present the parallel algorithm of training DBN 
based on Spark. In section 4, we summarize and analyze the experiments per-
formed of the DBN training by proposed algorithm in the reconstruction error and 
text classification respectively. Finally, we conclude the article and discuss future 
work in section 5. 

2 Related Work 

2.1 Deep Belief Network 

DBN is a deep neural network contains multiple layers of hidden cells, it also can 
be regarded as a graphical model which can be viewed as stacked by multiple 
Restricted Boltzmann Machines (RBMs). For every hidden layer of RBM, it’s 
always be regarded as the visible layer of later RBM. The structure chart of DBN 
is shown as Fig. 1 [8], where the gray arrows don’t belong to DBN when DBN is 
regarded as a generative model, Wn-1 means the weight matrix between layer n-2 
and layer n-1 and WT

n-1
 is the transposed matrix of Wn-1. In Fig. 1, the hidden layer 

n and the hidden layer n-1 build up a RBM; the hidden layer n-1, the hidden layer 
below and the visible layer build up a directed belief network. 
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Fig. 1 Structure chart of DBN 

A greedy and layer-wise unsupervised training procedure is always used to 
train the DBN [9], then the neural network is fine-tuned with the data labelled. 
During the training procedure, contrastive divergence (CD) algorithm is applied to 
each RBM which is regarded as sub-network of DBN [3]. 

RBM is a kind of energy model, also can be looked as a kind of probability 
graph model. As a bipartite graph, RBM has a visible layer which represent the 
observations, and a hidden layer. Fig. 2 is a diagram of RBM [10], consisting 
of m hidden cells and n visible cells, where we represent hidden layer as , , , … ,  and visible layer as  , , , … , .  Besides, , , , … ,  represents the bias of the hidden layer and , , , … ,   
represents the bias of the visible layer. In Fig. 2,  means weight matrix be-
tween the hidden layer and the visible layer;  means the i th cell in the hid-
den layer;  means the j th cell in the visible layer; w  means the weights 
between  and . In this article, we make ,  to take values {0, 1}.  

 
Fig. 2 An undirected graph of RBM 

As mentioned above, RBM is a kind of energy model, and its energy function 
can be defined as follow: 
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According to (1), when the state is given with the state vector of visible layer  
and the state vector of hidden layer , the joint probability distribution is as (2), 
where the denominator ∑ ,,  means all possible configurations. In other 
words, formula 2 means the probability which current state appeared in the state 
space. 

 ,  , ∑ ,,  (2) 

It is straightforward to infer (3) and (4), where sigm is the sigmod 
tion sigm x 1 / 1 . Formula 3 means the conditional probability of a 
configuration of the hidden cell , given a configuration of the visible vector . 
The formula 4 means the conditional probability of a configuration of the visible 
cell , given a configuration of the visible vector . 

 | ∑  (3) 

 | ∑   (4) 

After obtaining the likelihood function of training set S, we can get the partial 
derivative calculation formula of likehood   . The formula is shown in (5), 
where  means the m th sample vector in S, θ means the parameter in RBM,  
means the number of the samples in S.  
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During the weights be updated iteratively, Gibbs sampling [11] is used to esti-
mates the probability distribution of the target of the RBM. As mentioned above, 
the training of DBN is unsupervised and the process is from the bottom to the top 
one by one greedily. By use the greedy algorithm recursively, we can learn the 
weights of DBN one layer at a time.  

After all the RBMs have been trained, the all weights of DBN have been 
learned which mean we can get a DBN that have been trained. 

2.2 Spark 

Spark is a distributed general purpose computing framework based on map-reduce 
thought [12]. Different from MapReduce [13], the calculation model of Spark is 
based on memory, it make Spark good at dealing with machine learning problem.  

Similar with MapReduce, Spark composed by master and workers (slavers). 
The management framework of Spark is show as Fig. 3. In Fig. 3, Driver is the 
program that runs the user’s main function and executes various parallel opera-
tions on the cluster. The executor responsible for the execution of tasks and  
store data in the worker. Cluster manager grants executors to a Spark application. 
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The core concept of Spark is Resilient Distributed Dataset (RDD) [14]. RDD pro-
vides a model of highly restricted and shared memory. RDD supports two types of 
operating driving program: conversion and action.  

 
Fig. 3 The Management Framework of Spark 

Data running in Spark are represented as RDD object, hence, the operating on 
the dataset is expressed as the operating on the RDD object. And the RDD opera-
tions defined in driver will be distributed to workers. New data fragment will be 
generated according to the operation received by worker. After that, the data 
fragment will be returned to the driver or write in the local storage system. 

3 Parallelization of DBN Based on Spark 

When we use the greedy layer-wise algorithm to train the DBN, we sequentially 
train the RBMs which make up the DBN, but for each RBM we train it parallelly. 
We will describe the parallel training process of RBM in section 3.1, and in  
section 3.2 we give the full process of parallel DBN training. 

3.1 The Parallel Training Process of RBM 

In the parallel training process of RBMk which is the k th RBM in the DBN, the 
initial weights of RBMk is provided to each computational node at first. After that, 
one epoch of training is completed on each slave node with corresponding training 
subset，all weights are gathered in driver. After average all weights, we use the 
mean to update the weight in the driver.  

Given the number of partition p and training set S which contain ns instances, 
we divide S into p disjoint subsets S   ···  . For i th slave computa-
tion node , denote the training subset in  as s , there are  ⁄  instances 
in s . In the weight initialization process, the same initial weight is provided to 
each slaver. Denote the weight in slaver   as , where m is the epoch number. 
The weight  is learned using corresponding subset s  in . 
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 During the training process in slaver, we use “mini-batch” thought to update 
the weight. That is, after obtain the initial weight ,  update the weight by 
formula 6 where  means the 1 th epoch of training and ∆  is the 
gradient.  

  ∆  (6) 

Formula 6 is the gradient descent formula essentially, and the gradient ∆  is 
calculated by formula 7 which is deduced from formula 5. Note that we ignore the 
bias for visible and hidden layer for convenience. In formula 7, ,  means the 
weight between  and  which mention in Section 2,   means the original 
data vector of the  th training set instance,  means the result of  having been 
sampled k times by Gibbs sampling,  means the mini-batch size. For conveni-
ence, we use batch short for mini-batch below. 

 , ∑ 1| 1|  (7) 

Unlike getting multiple results at a time by using MATLAB or GPU program-
ming, we just can get one result at a time. So we implement mini-batch thought by 
“delay” the time that we update the weights of DBN. In other words, instead of 
update the weights immediately, that we update the weights until the number of 
instance having been trained is equal to the batch size.  

In the driver, the common weights should be updated by all computational 
nodes as formula 8, where  is the parallel size.  

 ∑ /  (8) 

We describe the algorithm in pseudo code as Algorithm 1. In the Algorithm 1, 
the key is that we add the controlling factor to adjust the batch size, and the 
weights will update only until the number of instance having been trained is equal 
to the mini-batch size. In Algorithm 1, epochs is iterative times, lr is the learning 
rate.  

ALGORITHM 1 Mini-BatchGD 
1: Distribute the initial weight  
2: for m = 0 to epochs do 
3:    for     do 
4:      ∆   = calculateGradient( , ) 
5:      if count =   do 
6:           ∆   
7:         count = 1 
8:      else count = count + 1 
9:    end for 
10:  Aggregate the weights: ∑ /  
11:end for 
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By controlling batch size, we make the method find the balance between full-
batch gradient descent and stochastic gradient descent. Also, appropriate batch 
size can make the convergence speed faster and can not be caught in the turbu-
lence in the local optimum. 

3.2 The Implement of DBN Training  

The training of DBN is sequential, the later RBMs could be trained after the pre-
vious RBMs have been trained. The layer by layer process start with a random 
initialization executed by driver, and corresponding data set is cached is the each 
slaver. After initialization process, the training of DBN start with the first RBM. 
The second RBM is trained thereafter, and the training process is go on until the 
last RBM is trained. 

As mentioned above, each of slaver train the corresponding RBM independent-
ly. After we run Algorithm 1, the driver aggregate the result from the slaver. The 
whole flow of training DBN is outlined in Algorithm 2, where setParameterToZe-
ro function sets the parameters of RBM to 0,  is a DBN which had random 
initialized, S is the training set, p is the number of parallelization, ephs is the 
number of epochs,  is the parameter of RBM. 

In Algorithm 2, we describe the whole process of parallel training. In general, 
the driver collect the result of parameters trained, and then update the global net-
work which is RBM here. After the sub-networks have been trained one by one, 
the DBN will been trained. 

ALGORITHM 2 Parallel DBN 
1:  for  in  do 
2:    do epoch until ephs times 
3:          Parallel s  in S 
4:               θ  = RBMi.   
5:               θ   =Mini-BatchGD(θ , l , n , s )  
6:          end parrallel 
7:          (W,B,C) = aggregate(wl,bl,cl) 
8:          .setParameterToZero()  
9:          for (wk,bk,ck) in (W,B,C) do 
10:                RBMi.  = RBMi.  +  k/p 
11:         end for 
12: end for 

4 The Experiment and Analysis 

The test platform of this experiment is Spark on Yarn. In detail, the Spark version 
is 1.3.0 and the Hadoop version is 2.6.0. The cluster contains 5 nodes. The hard-
ware configuration of every node is Dual CPU, 24-core, 64G of RAM and the 
configuration of every core is Intel(R) Xeon(R) CPU E5-2620 v2 @ 2.10GHz.  
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All the experimental datasets are from the text categorization corpus of Sogou. 
And the text categorization corpus comes from the news corpus and equivalent 
category message saved by Sohu news website. 

The experiment will be divided into two phases. In the first phase, we train a 
DBN which contains three layers by using proposed algorithm. In second phase, 
we add an output layer containing 9 output units to the top of DBN. At the same 
time, we apply the network to predict the text classification results regarding DBN 
as a Discriminative Model and eventually analyze the results.  

4.1 The Pre-process of Data 

The dataset obtained in the experiment is the express edition, containing 9 catego-
ries and more than 10000 news records. 4100 news records selected randomly are 
regarding as training set, and the other 1288 news records are regarded as testing 
set. Specific as shown in Table 1, where C1~C9 represent Finance and Econom-
ics, IT, Health, Sport, Tourism, Education, Recruitment, Culture and Military  
successively.  

Table 1 The number of training set and testing set in each categories 

 C1 C2 C3 C4 C5 C6 C7 C8 C9 
Training set 400 400 500 300 400 500 500 600 500 
Testing set 100 66 200 22 100 200 200 200 200 

We segment the news data based on NLPIR Chinese segmentation system. Af-
ter that, the term frequency-inverse document frequency (TF-IDF) [15] is used as 
the weights factor. For word  in the text  , computational formula 
is , , , where the ,  and  is calculated as (9) (10). 

 , ,∑ ,  (9) 
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In (9) (10), ,  means the number of times that  appears in the , ∑ , means the number of all the words appearing in the , D means the num-
ber of texts in the dataset, : means the number of texts containing , α 
means smoothing parameter.  

4.2 The Results and Analysis of Experiment 

4.2.1 The Results and Analysis of Parallelization of DBN 

In order to show the influence of the batch size to the learning time and performance 
of parallel DBN, we select the size of 1, 2, 5, 10, 50, 100 and 205 to illustrate the 
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results. When the size is 205, it is full batch gradient ascent actually. In the experi-
ment, the process of fine-tune of DBN is not added to the parallel method. 

When we train a network containing the DBN of three layers, we are actually 
training two RBMs which make up DBN by stacking. As a performance evalua-
tion standard of DBN, this article respectively analyzes two RBMs contained in 
DBN. In this DBN, RBM1 consists of two layers, whose units respectively are 
2000 and 500, and RBM2 consists of the layer with 500 units and the layer with 
200 units. We take the reconstruction error as the standard of performance, the 
formula is as (11). 
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Where R means the reconstruction error, N means the number of input data,   
means the number of cells contained in the visible layer,  means the value of j 
th cell in i th input data vector ,  means the value of j th cell in the vector 
which Gibbs sample from  , Fig. 4 (a) and Fig. 4 (b) respectively mean the ten-
dency that the reconstruction error of RBM1 and RBM2 changes with the increas-
ing of iterations when batch size is 1, 2, 3, 10, 50, 100, 205(full-batch). 

Fig. 4 (a) clearly expresses that the tendency of RBM1’s reconstruction error 
along with the increasing of the number of iterations when the size of batch is 
different. As we expected that with the decrease of the batch size, the convergence 
speed of network weights speeds up. When the size is 205, the speed of conver-
gence of the network is obviously slow and even cannot reach local optimum after 
the network has been trained 200 iterations.  

 
(a)The reconstruction error     (b) The reconstruction error    (c) The needed iterations 
         of RBM1                        of RBM2                              of RBM1 

Fig. 4 The reconstruction error of RBM1 and RBM2 and the needed iterations of RBM1 

Fig. 4 (c) shows us the needed iterations of different size when the convergence 
criterion for stopping of the RBM1 is its reconstruction error less than: 100, 70 and 
35. When the requirement of the reconstruction error is relatively loose, satisfying 
convergence criterion for stopping is faster with the size of batch is smaller. How-
ever, with the reconstruction error is more and more strict, the performance of 
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value to the initial value, the poorer the training effect. To prove the point, we 
make iterations of training RBM1 increase from 200 to 1000 and iterations of 
training RBM2 not change when the size is 10. The reconstruction error of RBM2 
drops from 210 to 140 sharply while the error of RBM1 drops from 29 to 26 
slightly. It's strongly proved our hypothesis that the size of weights and the times 
of the updating of weights are closely linked. 

In conclusion, when the batch size is small, the network of the later layers can 
have a good enough convergent effect though the convergent process vibrates near 
the local optimal value, and at the same time the speed that it get local optical is 
fast. But in theory, as long as the iterations are large enough, relatively large batch 
size can get better local optimal value. 

4.2.2 The Results and Analysis of Text Classification 

After training the DBN by using the proposed method, 9 output units are added to 
the top layer. That is, we use the weights of DBN to initialize a neural network 
except the last layer. The weights initialization of the last layer we use the norma-
lized initialization [16], which make the connection weights between the last layer 
and the previous layer follow Uniform distribution. We adopt the traditional BP 
algorithm [17] in the process of fine-tuning. We use two indicators to evaluate the 
performance of text categorization: precision (P) and recall(R) in this article. 

After fine-tuning, there are 1124 records classified correctly in the total 1288 
testing records when batch size = 1, 1088 correct records when size = 10, 1073 
correct records when size = 205 which is parallel full-batch gradient descent. Each 
category of the prediction results are as table 2. 

From table 2 and table 3, we can know that the expected result that the preci-
sion and recall is increasing as the size decreasing. When the size is 1 or 10, the 
effect of classifying is better than that when size is 205(full-batch). Relatively, the 
results have little difference when the size is 1 or 10. The result when the size is 
10 is even better than the result when the size is 1 in some categories. 

Table 2 The precision of DBN when batch size is 1, 10, 205(full-batch) 

 C1 C2 C3 C4 C5 C6 C7 C8 C9 
Size = 1 0.91 0.74 0.88 0.88 0.91 0.89 0.88 0.81 0.93 

Size = 10 0.87 0.61 0.87 0.96 0.84 0.88 0.88 0.78 0.88 
Size=205 0.75 0.55 0.92 0.72 0.82 0.87 0.92 0.81 0.85 

Table 3 The recall of DBN when batch size is 1, 10, 205(full-batch) 

 C1 C2 C3 C4 C5 C6 C7 C8 C9 
Size = 1 0.85 0.80 0.94 0.95 0.85 0.81 0.87 0.81 0.97 

Size = 10 0.77 0.74 0.90 1.00 0.91 0.81 0.87 0.72 0.95 
Size=205 0.79 0.77 0.87 0.95 0.87 0.82 0.83 0.70 0.97 
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To illustrate the effect of classification, this experiment is compared with 
LibSVM [18]. Fig. 6 show the results of precision and recall respectively. In terms 
of resource consumption, SVM take less than 5 minutes to complete training the 
model in single computing node. At the same time, training the DBN model takes 
about 60 minutes. 

From Fig. 6, we can see that the neural network produced by DBN when size is 
1 is slightly lifted compared with which by SVM when considering the precision 
and recall. When the size is 10, the effect of classifying is similar. However, the 
effect of classifying is worse than SVM when the size is 205. 

  

Fig. 6 Precision and Recall of each categories 

5 Conclusion 

The article designs and realizes a new parallel algorithm of DBN based on distri-
buted general purpose computing framework named Spark. The algorithm control 
the convergence of the network in each computing node by adjusting the batch 
size.  

The results of our algorithm show the algorithm proposed in the article is better 
than the traditional parallel full-batch gradient descent in convergence rate and 
convergence precision when the batch size is relatively smaller. We also describe 
the phenomenon that the latter RBMs in parallel DBN network nearly cannot be 
trained when the batch size is large relatively and give the explanation. In addi-
tion, compared with the SVM, the performance of DBN is better in text classifica-
tion when batch size is small. 

For future work, we would like to research how to enhance the sparsity of DBN 
and focus on improving the precision and recall of the method. 
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Predicting Potential Retweeters
for a Microblog on Twitter

Soniya Rangnani and V. Susheela Devi

Abstract Recently, retweeting is found to be an important action to understand dif-
fusion in microblogging sites. There have been studies on how tweets propagate in
networks. Previous studies have shown that history of users interaction and proper-
ties of the message are good attributes to understand the retweet behavior of users.
Factors like content of message and time are less investigated. We propose a model
for predicting users who are more likely to retweet a particular tweet using tweet
properties, time and estimates of pairwise influence among users. We have ana-
lyzed retweet cascades and validated that structural, social, behavioral and history
of nodes are equally important for influence estimation among users. We develop
a model which ranks the users based on the likelihood of the users to be potential
retweeters. We have performed experiments on real world Twitter sub-graphs and
our results validate our proposed work satisfactorily. We have also compared our
results with existing works and our results outperform them.

Keywords Retweet behavior · Information diffusion · Predicting potential
retweeters

1 Introduction

Information diffusion is a generic concept that refers to the propagation process of
an object regardless of its type or nature. One of the reasons to study networks is
diffusion of information over a network. In context of social networks, the models
assume that people are influenced by their surrounding in the network. In otherwords,
they model the process as an “Information cascade". Spread of particular objects like
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hashtags, URLs or even broader concepts like topics are problems to be explored in
case of microblogging sites.

Micro-blogging services like Twitter have given people a platform to obtain, share
and spread the ideas as and when they wish. Users can post their tweets through web
service or third-party applications available 24/7.

Retweeting is the key mechanism of information diffusion in Twitter. Often users
give credit for a message to another user who posted the same message before. This
phenomenon is known as retweeting. A user ‘retweets a tweet’ means he shares the
tweet with his followers with acknowledgement to its source (i.e. original poster
of tweet). Direction of information flow can be strongly indicated by retweeting
mechanism. People are actually selective about whom they want to listen to. This
makes retweet mechanism even more interesting.

Diffusion process is a time dependent process where probability is associated
with each edge of a social graph. This probability represents how likely that edge is
to participate in a diffusion. Interaction among users helps to quantify and estimate
mutual influence appropriately. In case of social networks, user profile information
contribute to understand how much and how a user tends to adopt an information.
Also for the same network, different messages propagate through different parts as
per the interest of users in the path.

We have developed a ranking approach where the adoption of information is
explained by topology of the network and the interactions that occur between pair of
users. Our proposal has been validated on real Twitter datasets. Experiments show
that our approach is able to predict the retweeters of a particular tweet posted by a
particular user at a particular time depending on the network of users and the content.

The paper is organized as follows. Problem is stated in Section 2. Related work is
introduced in Section 3. The detailed description of our work is presented in Section
4. Experimental results are presented in Section 5. Finally the conclusions and future
work are given in Section 6.

2 Problem Statement

To model a microblogging social network (e.g., Twitter), we adopt the following
terminology. Let G = (U, E) be the social graph with U = {u1, u2, . . . , uN } being
the set of N users (nodes) and E ⊆ U × U , the set of directed edges, where the
direction is in accordance with the information flow. Thus, (u, v) ∈ E denotes that
user u is followed by v, indicating that information flows from user u to user v.

We introduce functions follower (Fr : U → 2U ) and followee (Fe : U → 2U ),
defined as follows:

Fr (u) = {v ∈ U | (u, v) ∈ E}, and
Fe(v) = {u ∈ U | (u, v) ∈ E}.

Thus, for a given user u, Fr (u) denotes the set of users who follow u, which means
amessage posted by u will reach allmembers in Fr (u). Similarly, Fe(u) denotes those
whom u follows, that is, a message posted by anymember of Fe(u)will reach u.
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Let M be a universal pool (a set) of messages that were tweeted. And let T denote
a universal timeline. We define functions t t : M → T and tu : M → U , which give
the timestamp t t (m) and tweeter tu(m), respectively, of message m ∈ M when it
was tweeted (i.e., first posted).

Let us now define the retweet decision function, δ as follows:

δ : U × M → {0, 1}
(u, m) �→

{
1, if u retweets m,

0, otherwise.

For a user u, let Mu = {m1, m2, . . . , m|Mu |} denote the messages that have reached
u. We assume here that a user u retweets only messages in Mu , i.e., δ(u, m) = 0 for
all m /∈ Mu .

For experimental purposes, let T be divided into two parts, viz., training and
testing periods, denoted by Ttr and Tte respectively. This also partitions the set of
messages M into train and test sets M (tr) and M (te) respectively, defined by

M (tr) :=
⋃
t∈Ttr

t t−1(t) and M (te) :=
⋃
t∈Tte

t t−1(t).

Finally, we define two decision functions δtr := δ|U×M (tr) and δte := δ|U×M (te) . We
predict future retweet decisions δte, given past retweet decisions δtr .

3 Related Work

Various studies in the context of social network have been conducted with the aim of
predicting properties of the information spread. Yang and Counts [10] finds mention
as an important action for predicting speed, scale and range of diffusion. Suh et al. [9]
present exploratory analysis of retweetabililty with respect to properties of the user
who has posted the tweet and the content of the tweet (number of URLs, hashtags
in tweet). This study shows content properties like presence of URLs, hashtags and
number of followers and followees are correlated to retweetability but number of
past tweets of users is a poor predictor of retweetability.

Many existing works estimate number of nodes adopting the information [5, 8],
lifespan of the information [4] and its popularity [1]. However, there are very few
prediction models in literature which aim to predict which node will participate in
diffusion of a particular information depending on time at which the tweet occured.
Gulaba et al [3] have proposed a Linear Threshold approach to model spread of
URLs in Twitter network. The parameters of the model include virality of infor-
mation, influence between pair of users and receptiveness of users for information.
Content of URLs has not been analyzed. In a similar study, Petrovic et al. [8] per-
formed experimental work to predict whether a tweet will be retweeted or not. They
developed an online learning-based algorithm [14] to make the prediction as quickly
as possible. They trained a set of local models merely on different subsets of data
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which are generated based on the time of the day to be able to better exploit the
time information of tweets. Luo et al. [7] consider the contents of tweets and predict
the activated nodes (retweeters). However, they have not discussed explicitly about
influence among the users. They showed that retweeting behavior mostly depends on
diffusion history and tweet properties. Similar observations were seen in the models
by Uysal, et al. [11] and Chen, et al. [12]. These works were not able to make any
remarkable observations on the temporal and topical factors affecting retweetability,
and were left for further investigation. This differs from the works where temporal
properties are primarily studied. We compare our results with the work of Luo et al.
[7] as it is the closest to our work.

Given the state-of-art, we propose a model which exploits all the dimensions of
information diffusion process- influence, content and temporal properties to predict
the potential retweeters for a tweet.

4 Methodology

User v follows user u, and u posts a tweet m through a microblogging service. We
want to model the retweeting behavior of user v i.e., whether v will retweet the tweet
m or not.

Wemodel the task of finding retweeters as a ranking task.We formulate a function
which ranks the followers of the initiator of the test tweet according to how receptive
they are to the test tweet. The function generates a confidence score for the edges join-
ing the initiator and the followers. As two different pieces of information propagate
through different users in the network, we divide the task of calculating confidence
score. First part is independent of the test tweet. It models transmission rate of the
tie between the initiator and the follower. We call this as ‘Pairwise Influence Estima-
tion’. The second part incorporates the tweet properties and user activeness as per
time in the ranking function. We call it ‘Score Calculation’.

4.1 Features

Retweeting is a timedependent process.Wemodel how likely a user is to participate in
a diffusion. Interaction among users helps to quantify and estimate mutual influence
appropriately. In case of social networks, user profile information contributes to
understand how much and how a user tends to adopt an information. Also for the
same network, differentmessages propagate through different parts as per the interest
of users in the path. Retweet actions of a user can be explained by following three
factors- pairwise influence, content and time.

Pairwise Influence. Pairwise influence is independent of the tweet under consid-
eration. Influence can be seen as transmission rate of information on that edge. In
practice, we only observe log of actions of users or cascade data originating from
users. Influence among them is not available. Various works explain factors causing



Predicting Potential Retweeters for a Microblog on Twitter 175

users’ participation in the spread of information. We use three sets of features: struc-
tural, user-profile based and user-pair based, which characterize static properties of
pair of users with respect to diffusion. These are explained in detail below.

1. Structural features
Many topological properties of nodes of a social graph explain the information
spread. These include eigenvector centrality, in-degree, out-degree, and cluster-
ing coefficient of user nodes.

2. User-profile based features
These features are collected from a user’s profile information and observing the
tweet/retweet activity of the user in the training period.Number of tweets, retweet
ratio, social pressure and number of tweets which either mention or retweet the
user comprise this set of features.
Let us define Rtr (u) := {m ∈ Mu | δtr (u, m) = 1} as the set of retweets by user
u during the training period, and r t (u, m) represents the timestamp of a retweet
m ∈ Rtr (u).
Retweet ratio ρ(u) of user u is the ratio of number of retweets by the user and
total number of his original tweets in the training period.

ρ(u) := |Rtr (u)|
|tu−1(u) ∩ Mtr | (1)

Social pressure [6] ψ(u) for user u can be estimated as the expected number of
active neighbors of u right before u himself gets active. It can be formulated as
follows:

ψ(u) =

∑
m∈Rtr (u)

|{v ∈ Fe(u) : r t (v, m) < r t (u, m)}|

|Rtr (u)| (2)

3. User-pair based features
Homophily and social influence are two aspects being captured in this set of
features. The phenomenon of people tending to communicate with those similar
to them in socially significant ways is called homophily. It is found to have an
important implication in information flow in social networks [2]. Many studies
have proved that both aspects are equally important and are very different as
concepts. Homophily is captured by the number of common URLs and common
hashtags found in tweets of pairs of users, and by the number of common fol-
lowees. For an edge from user u to user v, number of tweets of user u retweeted
by user v and number of times user v has mentioned user u are the features
characterizing social influence.

An edge (u, v) denotes the spread of message from user u to user v. We classify
edges of the social graph in two classes (1,−1). Positive class corresponds to the
edges which have participated in at least one diffusion sequence in the training data
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(aka retweet class). An edge is classified as a negative instance (aka no retweet class),
if it has not participated in any of the diffusion sequences. We have extracted twenty
one features (first two set of features for both the users u and v and the third set for
the pair (u,v) Table 1), and Logistic Regression was applied to the data. Influence
can be seen as the confidence score of an edge to estimate participation in diffusion.
We define the supervised classification task as follows.

Let P L Rv,u be the estimate of Logistic regression for a pair of users (u, v) whose
feature vector is X .

P L Rv,u = P(Y = 1 | X). (3)

The parametric equation for P(Y=1 | X) is formulated as follows:

P(Y = 1 | X) = 1

1 + exp(β0 + ∑
i
(βi Xi )

(4)

P(Y = −1 | X) = 1 − P(Y = 1 | X) (5)

Maximum likelihood estimation is used to learn the parameters βi of the model.
For vector X , P(Y = 1 | X) is calculated by substituting estimated βi in equation 4
above.

Content. Content of tweets shared by a user highly signifies the topics he follows.
It is intuitive to assume that a user tends to share those tweets which are similar
in content to the past ones. A content-based similarity score Kσ (u, m) between the
words in the history of user u and words of tweet m can be formulated to capture
u’s willingness to retweet (diffuse the content). Let κ(m) denote the content (set of
distinct words) of tweet m and vocabu denote distinct words in the posts of user u.

Kσ (u, m) = |κ(m) ∩ vocabu |
|κ(m)| (6)

To model thematic interest among a connected pair of users (u, v) and tweet m,
we formulate a combined content factor K f (u, v, m) as

K f (u, v, m) = Kσ (u, m) · Kσ (v, m) (7)

Time. We assume a hourly time resolution for modeling a user. It is important to
consider how receptive (to retweet) a user generally is at any given hour. We assume
that an individual’s activity level (total number of posts) in a particular hour follows
a Poisson distribution. Let x (u)

dh ∈ N be the number of tweets (including retweets)
posted by user u on day d and during hour h ∈ {1, 2, . . . , 24}. For an hourly analysis
over multiple days, we consider, for each hour h, the sequence x (u)

1h , x (u)
2h , . . . , x (u)

nh of
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number of tweets posted by user u for n consecutive days. The maximum likelihood
estimate of the activity level of the user u at hour h may be represented as

λuh = 1

n

n∑
d=0

x (u)
dh (8)

We define the receptivity of a user for a piece of information as average activation
time (τ ) for user u. It is the average number of hours a user takes to retweet a tweet.
Let hm be the hour of the day at which tweet m is posted. The temporal aspect is
captured for the tweet m and the user u using λu(hm+τ).

We analyse activeness of users per hour as tweets posted in that hour. The hours
of a day at which user u is more active to adopt information are called as Active
Hours (Hu) of user u. It can be defined as -

Hu = { h ∈ [1, 24] ∩ Z | λuh �= 0 } (9)

Table 1 Features for influence estimation

user u user v

Structural
features

eigenvector centrality eigenvector centrality
in-degree in-degree
out-degree out-degree
clustering coefficient clustering coefficient

User-profile
based

Number of tweets Number of tweets
retweet ratio retweet ratio
social pressure social pressure
number of tweets which either
mention or retweet the user

number of tweets which either
mention or retweet the user

User-pair
based

number of common URLs
number of common common hashtags
the number of common followees

number of tweets of user u retweeted by user v
number of tweets of user v retweeted by user u

4.2 Score Function

Given a test tweet, its time of post and its initiator, we calculate confidence score of
the edges of the social graph. Following are the three main steps in calculating score
for an edge:
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Data: m, v, τ , α1, α2 P L R, Hv , K f
Result: score(u,v)
u = tu(m)

t0 = t t (m)

score(u,v) = P L Rvu × 0.5;
tv = t0 + τ ;
I = [tv , tv + 1];
if ( I

⋂
Hv �= φ) then

score(u,v) = score(u,v)+(1-score(u,v)).α1;
else

score(u,v) = score(u,v)+(1-score(u,v)).α2;
end
score(u,v) = score(u,v)+(1-score(u,v)).K f (u,v,m);

Algorithm 1. Score Function

Step 1: We initialise score with static probability P L Ruv . The likelihood of acti-
vation of edge with respect to history and properties of user nodes is considered to
be half of score.

score(u, v) = 0.5 × P L Rvu (10)

Step 2: Temporal aspect is characterised by active hours of the follower, his
average time of activation and time of post of test tweet. This step penalises non
active followers. For a test tweet posted at hour t0, we check activity of user in the
interval [t0 + avgacttime, t0 + avgacttime + 1] and perturb score(u,v) calculated
from the previous step appropriately.

score(u, v) =
{

score(u, v) + (1 − score(u, v)).α1 when follower v is active.
score(u, v) + (1 − score(u, v)).α2 when follower v is not active

(11)
Here, α1 and α2 are two parameters which are like weights for activeness of

follower v. If the follower is active, we increase probability by (1−score(u, v))∗α1

and if he is not active, we increase probability by (1 − score(u, v)) ∗ α2. Their
values are chosen appropriately depending on data. These values address the trade-
off between penalising the inactive users and crediting the active users (α1 ≥ α2).

Step 3: We increase probability as per content similarity K f (u, v, m) (see equa-
tion 7) between test tweet m and users forming an edge as shown below.

score(u, v) = score(u, v) + (1 − score(u, v)) · K f (u, v, m) (12)

The three steps are applied to all the edges and scores are calculated. Algorithm 1
briefly explains score function. It takes a test tweet m and user v as input and outputs
score between user v and the user u who posted message m. The other inputs τ ,
α1, α2, P L Ruv , Hv , K f are explained in Table 2. These inputs are calculated while
training the model. The next section describes the prediction phase of the model.
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Table 2 Notations

Notations Description
G = (U, E) social graph with users U and edges E
m tweet under consideration
v user under consideration
Fr (v) Followers of user v

Fe(v) Followees of user v

t t (m) timestamp at which the tweet m was posted
tu(m) user who posted the tweet m
δ(v, m) Estimated retweet decision
M(tr) Messages by users during training period
Y (tr) Retweet decisions for M(tr)

P L Rvu Influence of u on v (ref. Section 4.1)
k Parameter k
Hv hours at which user v is observed to be active (ref. Section 4.1)
τ Average activation time (ref. Section 4.1)
λvh Temporal feature for user v and hour h (ref. Section 4.1)
αi Parameter αi ’s
S list of confidence scores of users
ranked S sorted list of scores of users

4.3 Prediction

Wemodel the task of finding retweeters as a ranking task. The scores generated for the
edges reflect the receptiveness of users for the particular tweet under consideration.
Given a test tweet, the score values of edges are calculated and ordered in a non
increasing fashion with respect to scores. The model reports top k scoring users as
retweeters, k being the size of prediction. There could be different ways of fixing
size of prediction.

One way to fix k is to use a validation set of tweets. The properties of diffusion
sequences in the validation set are found to be similar to that of diffusion sequences
in the training set. For a user, it has been seen that the average of retweeters size
or audience size of his tweets in the training method is approximately the same as
the audience size of the tweets in the validation set. A possible value of users who
retweet (k) is twice the average of retweeters count.

Another way to fix prediction size is to fix a threshold for the scores. We analyse
the scores of the tweets in the validation set. The edges with scores greater than
threshold is reported as potential paths of information flow and the users to which
the edges are directed to, are the potential retweeters. The threshold is selected by
analysing the scores of edges for the tweets in the validation set and an optimal
threshold is selected which gives better prediction results.
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Data: v, M(tr), Y (tr)

Result: (P L Rvu), (λvh)24h=1

Step 1: Calculate Influence component for edges using M(tr) and Y (tr) as
(P L Rvu)u∈Fe(v)

Step 2: Estimate hourly parameters for v as (λvh)24h=1

Algorithm 2. Training for user v

Data: m, v, k
Result: δ(v, m)

u = tu(m)

t0 = t t (m)

F = Fr (u)

for v′ ∈ F do
Calculate Sv′ using Algorithm 1

end
ranked S = sort scores S in non increasing order
if v ∈ top k scoring users in ranked S then

δ(v, m) = 1
else

δ(v, m) = 0
end

Algorithm 3. Prediction

4.4 Algorithms for Learning and Testing the Model

Notations used in the algorithms are shown in Table 2. For training the model, tweets
posted in the training period M (tr) and their labels Y (tr) are taken to estimate P L Ruv

for all pairs of users (u, v) constituted as edges in the network. We estimate hourly
parameters λvh during training (See Algorithm 2).

To predict the retweeters of a test tweet m, the major step is to calculate scores of
all the followers of the user who posted m. Followers are ranked according to their
scores. If user v is in the top k ranked followers, we predict that v has retweeted m.
Otherwise, we predict that he hasnot retweeted. The prediction phase is explained
briefly in Algorithm 3.
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5 Model Evaluation

5.1 Data Collection and Preprocessing

As per our best knowledge, there is no annotated dataset for retweeters available with
the full set of features used by our approach.We collected data of Twitter graph using
web service calls of Twitter RESTAPI1. To be assured about availability of diffusion
sequences in data, we selected one seed node. We collected hundred recent tweets of
the seed node and their retweeters. These retweeters and the seed node constitute the
social graph. The links between user nodes are requested using Twitter API service
routines to complete the graph. We collected recent 3200 tweets of users.

A tweet is a JSON (Javascript Object Notation) object which contains abundant
meta-data about its status. It include created_at (time of post), user (details of ini-
tiator) and text (the message) as major fields. A retweet is also a JSON object with
additional field retweeted_status which contains the object of original tweet which is
retweeted. Fig. 1 shows the structure of JSON object which retweets the tweet shown
in the shaded region as the value of field ‘retweeted_status’. The major part of pre-
processing is extracting diffusion sequence from tweets. The tweet and all retweets
with same embedded tweet are collected and ordered chronologically. These ordered
set of users form a diffusion sequence.

Fig. 1 Retweet structure example

We have done experiments on two Twitter subgraphs. Dataset 1 contains 341
users with 1997 edges. We collected 1.9 lakhs tweets spanning from 1st June, 2014
to 4th August, 2014. We divide the tweets into training and test data with respect to
time. We exacted 481 training diffusion sequences and 169 test diffusion sequences.
Dataset 2 is bigger then dataset 1. It has 3327 nodes and approximately 38.9 lakhs
tweets spanning from 1st July, 2014 to 30th November, 2014. Diffusion sequence

1 https://dev.twitter.com/rest/public

https://dev.twitter.com/rest/public
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Table 3 Top Fscore values on features of edge (u,v)

Features F score
#Retweet from u to v 0.1904
Outdegree of u 0.1838
eigenvector centrality 0.1813
Retweet ratio of u 0.1619
#CommonFollowees 0.0848
#Retweet from u to v 0.0599
Indegree of v 0.0531

of 2046 tweets from training data were considered and 248 tweets from test data.
Number of non-retweeters (i.e. number of followers of initiators) are 60 to 261 for
dataset 1 and 700 to 3300 in dataset 2. The seed node for dataset 1 is ‘PMOffice’. It
is the account managed by Prime Minister Office of India. The seed node of dataset
2 is ‘CNNBreakingNews’. It is a news account managed by CNN news.

5.2 Features Analysis

We analyze the significance of the features used for calculating Influence component
P L R explained in Section 4.1 in two ways:

1. We calculated the Fisher score (Fscore) of the features to understand the con-
tribution of the features used by us. Fisher Score [13] gives a higher score to features
that assign similar values to the samples from the same class and different values to
samples from different classes. The evaluation criterion used in Fisher Score can be
formulated as

F Score( fi ) =

c∑
j=1

(n j (μi, j − μi )
2)

c∑
j=1

(n j (σ
2
i, j )))

(13)

where μi is the mean of the feature fi , n j is the number of samples in the j th

class, and μi, j and σ 2
i, j are the mean and the variance of fi on class j , respectively.

Table 3 shows top Fscore features in decreasing order.
2. After applying Logistic Regression, we analyse the parameter β for every

feature. Features corresponding to top absolute normalized parameters in descending
order are

1. Outdegree of u
2. #CommonHashtags
3. #Retweet from u to v

4. Clustering Co-efficient of u
5. #RetweetsMentions of u
6. Retweet Ratio of u
7. Social pressure of v
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Both the above methods found many common features which helped us in under-
standing the significance and contribution of features.

By analysing both the methods, we conclude that the categories of features men-
tioned below contribute to probability estimation of pairwise influence between users

1. Structural features:
Outdegree of u, eigenvector centrality of u , Clustering co-efficient of u

2. User-profile based features:
#RetweetsMentions of u, Social Pressure of v, retweet ratio of u

3. Homophily:
#Commonhashtags, #CommonFollowees

4. Influence:
#Retweet from u to v

5.3 Baseline Methods

We compare our model with two models- the work of Luo et al [7] ‘RankSVM’
and Random model. RankSVM generates a ranking function which ranks followers
according to how likely they are to retweet the tweet. They develop feature families
based on retweet history, follower status, follower active time and follower inter-
ests. They report that follower interest, retweet history and follower status are good
predictors of retweetability. We use these features to predict retweeting of users.
Random model generates random ranking for the followers.

5.4 Performance Measures

We show results with Mean precision average (Map@n) performance measure.
Map@n is evaluation measure for ranked retrieval results. For a test tweet, appro-
priate sets of retrieved users are naturally given by top k retrieved users. This means
that the k users with higher scores are chosen as the predicted retweeters. Suppose
top k scoring users are predicted as retweeters. We define P(k) as precision of set of
predicted retweeters. For a test tweet m, average precision (AP@k) is the average
of precision values obtained for the set of top k predicted retweeters for some k. We
calculate average precision as

AP@k(m) =
∑i=k

i=1 1{ui ∈Retweetersm }(ui )P(i)

|Retweetersm |
where Retweetersm gives the set of retweeters. For the entire set of test tweets

M = {
m1, m2, . . . , m|M |

}
and prediction count ki for all i ∈ [1, |M |], we calculate

Map(M) as

Map(M) =
∑ j=|M |

j=1 AP@k j (m j )

|M |
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5.5 Experimental Results

We performed experiments on both the datasets. On validation data, we record the
performance of our model, for different values of parameters α1 and α2. The param-
eters corresponding to which best performance are recorded is used for prediction
of test tweets. For evaluating the ranks of the users, we show results with respect to
number of original retweeters |Retweetersm | for message m. Table 4 presents the
performance of ranking methods for finding retweeters based on the approaches. We
report Mean Precision Average at twice and thrice of original number of retweeters
of a tweet i.e ki = 2 × |Retweetersmi | and ki = 3 × |Retweetersmi |. Tables 5 and
6 show average precision with k = 2 × |Retweetersm | for twenty test tweets from

Table 4 Performance of Methods

Methods Dataset no. Map@n (n=k×#retweeters)
k=2 k=3

1
Our Method 0.1881 0.2280
RankSVM 0.0459 0.0603
Random 0.0237 0.0342

2
Our Method 0.0846 0.2113
RankSVM 0.0680 0.0743
Random 0.0307 0.0419

Table 5 Average Precision values for dataset 1

Sr. no. Our Method RankSVM Random
1 0.0535 0.0781 0.0395
2 0.1927 0.1059 0.0738
3 0.6561 0.0959 0.0000
4 0.7202 0.1290 0.0039
5 0.6163 0.2222 0.0000
6 0.0902 0.0369 0.0102
7 0.2014 0.0277 0.0059
8 0.3763 0.0586 0.0235
9 0.0574 0.0526 0.0000
10 0.3238 0.1279 0.0078
11 0.3026 0.0526 0.0146
12 0.7462 0.1378 0.0000
13 0.3029 0.0259 0.0000
14 0.5446 0.0676 0.0083
15 0.4333 0.0537 0.0000
16 0.2314 0.0661 0.0258
17 0.0678 0.0458 0.0249
18 0.1046 0.0994 0.0310
19 0.1530 0.0752 0.0143
20 0.1572 0.0246 0.0000
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Table 6 Average Precision values for dataset 2

Sr. no. Our Method RankSVM Random
1 0.0976 0.0338 0.0227
2 0.1534 0.0564 0.0206
3 0.1535 0.0560 0.1182
4 0.2222 0.0447 0.0000
5 0.0831 0.0566 0.0476
6 0.0508 0.0178 0.0280
7 0.0626 0.1099 0.0745
8 0.0899 0.0372 0.0417
9 0.0752 0.0039 0.0392
10 0.1369 0.0311 0.0175
11 0.1106 0.0113 0.0338
12 0.0565 0.0018 0.0556
13 0.1052 0.0124 0.0708
14 0.0933 0.0064 0.0443
15 0.1032 0.0157 0.0000
16 0.2009 0.0000 0.0000
17 0.2238 0.0419 0.0318
18 0.0778 0.0079 0.4319
19 0.0509 0.0337 0.3131
20 0.1314 0.0174 0.0000

dataset 1 and 2. The values of average precision on the test tweets calculated by our
method is much higher compared to the values of other two methods in both the
datasets. Our method shows a significant improvement over RankSVM and Random
model. It can be seen from Tables 4 that mean average precision of our method is
significantly more than that obtained by RankSVM and Random. From Table 5 and
6, it can be seen that in almost all the cases, the average precision is higher for our
method.

6 Conclusion

Finding retweeters in Twitter can help deliver information to other people more
efficiently and effectively. Many recent diffusion models are based on the dynamics
of interactions between neighbor nodes in the network, and largely ignores important
dimensions as content of a piece of information. We propose a model that predicts
how a message will be diffused by making use of additional dimensions such as the
content of the piece of information diffused, user’s profile and attentiveness of user
towards the upcomingmessages. Our results show promising predictions on potential
retweeters among followers. We capture local aspects of diffusion. Future work can
include studying and incorporating global aspects of the graph such as virality of the
content. More preprocessing and different formulations for content can be used for
calculation of scores and modeling of the task.
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An Implementation of Tree-Seed Algorithm 
(TSA) for Constrained Optimization 
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Abstract One of the recent proposed population-based heuristic search algorithms 
is tree-seed optimization algorithm, TSA for short. TSA simulates the growing 
over on a land of trees and seeds and it has been proposed for solving 
unconstrained continuous optimization problems. The trees and their seeds on  
the D-dimensional solution space correspond to the possible solution for the 
optimization problem. At the beginning of the search, the trees are sowed to  
the land, and a number of seeds for each tree are produced during the iterations. 
The tree is removed from the stand and its best seed is added to the stand if the 
fitness of the best seed is better than the fitness of this tree. In the present study, a 
constraint optimization problem, the well-known pressure vessel design-PVD 
problem, is solved by using TSA. To overcome the constraints of the problem, a 
penalty function is used and the problem is considered as a single objective 
optimization problem. The experimental results obtained by the TSA are 
compared with the results of state-of-art methods such as artificial bee colony 
(ABC) and particle swarm optimization (PSO). Based on the solution quality and 
robustness, the promising and comparable results are obtained by the proposed 
approach. 

Keywords Heuristic search · Population-based search · Tree-seed · Constrained 
optimization 

1 Introduction* 

In last decades, many nature-inspired optimization algorithms have been proposed 
to solve discrete or continuous optimization problems. Ant colony optimization 
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(ACO) has been developed by imitating behaviors of real ants between nest and 
food source [1]. Particle swarm optimization (PSO) has been proposed by 
simulating social behaviors of birds or fishes [2]. Artificial bee colony algorithm 
(ABC) has been investigated by considering the intelligent behaviors of real honey 
bee colonies, such as waggle dance and foraging nectar sources [3]. By being 
inspired Newtonian Gravity Rules, the gravitational search (GSA) algorithm has 
been proposed by Rashedi et al. [4] . The some disadvantages of these algorithms 
have been improved by the researchers since their inventions [5-14] . A new 
population-based search algorithm named as Tree-Seed Algorithm-TSA has been 
developed by using some components of these algorithms by Kıran [15]. Kıran 
[15] investigated the performance of TSA on optimizing unconstrained numeric 
benchmark functions and a multi-level thresholding problem. In this approach, 
there are two type of searcher called as trees and seeds. In the initialization of the 
algorithm, the trees are sowed to the land. The tree locations correspond to the 
possible solution for the optimization problem and the land represents the search 
space of the optimization problems. A pre-defined number of seeds are produced 
for each tree at the each iteration of the algorithm. If the fitness of the best seed is 
better than the current tree, the tree removed from the stand and the new seed is 
added to the stand as a new tree. This search that is performed with tree and seeds 
is run until a predetermined number of iteration is met. 

In this study, TSA algorithm is applied to solve a constrained optimization 
problem, and obtained results are compared with the results PSO and ABC. The 
paper is organized as follows. Section 1 introduces the study, TSA is detailed in 
Section 2 and Section 3 explains the problem dealt with the study. The application 
of the algorithm to the problem is presented in Section 4 and the experimental 
study and comparisons are given in Section 5. The obtained results are presented 
and discussed in Section 6 and the finally the study is concluded and a future 
direction is presented in Section 7. 

2 The Tree-Seed Algorithm 

TSA is one of the population-based algorithms, and the population will be named 
as stand hereafter. The stand is obtained by using Eq. 1. 

, , ( ) , 1, 2,..., 1, 2,...,i j j i j j jT L r U L i N and j D           (1) 

where, ,i jT  is the value of jth dimension of ith tree, jU  and jL is the upper and 
lower bounds of jth dimension, respectively. N is the number of trees in the stand 
and D is the dimensionality of the optimization problem. ,i jr  is a random number 
produced in range of [0,1].  

After the trees in the stand are produced, the fitness values of the trees are 
calculated by using an objective function which is specific for the optimization 
problem.  
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While a predetermined termination condition is met, a number of seeds are 
produced for each tree by using Eq. 2 or 3. 

, , , ,( )k j i j i j j r jS T B T        (2) 

, , , , ,( )k j i j i j i j r jS T T T       (3) 

where, ,k jS  is jth dimension of the kth seed produced for ,i jT  that is jth 

dimension ith tree. jB  is the jth dimension of best tree obtained so far and ,r jT  is 

the jth dimension of rth tree which is randomly selected. ,i j  is the scaling factor 

which is randomly produced in range of [-1, 1]. The selection of Eq. 2 or Eq. 3 is 
depended on a control parameter for TSA. This control parameter is named as ST 
(search tendency) in range of [0,1]. If the intensification of stand around the best 
tree location is demanded, ST parameter should be chosen a high value. If the 
exploration capability of the stand is strengthened, the ST parameter should be 
selected a low value. For selection Eq. 2 or Eq. 3, a random number is generated 
in range of [0,1]. If this value is lower than ST, the Eq. 2 is selected; otherwise Eq. 
3 is selected. Briefly, ST parameter is used for controlling the exploration and 
exploitation capability of the stand. The local search capability around the tree 
locations can be also improved by using the number of seeds. In the TSA 
algorithm, minimum number of seeds is 10% of the number of trees and 
maximum number of seeds is 25% of the number trees (stand). The number of 
seeds is therefore obtained by depending on the stand. 

After the seeds are generated for a tree, the best seeds are selected by using  
Eq. 4 and the best tree is selected by using Eq. 5. 

arg { ( )}i
b kS Min f S     (4) 

where, bS  is the best seed of the k number of seeds produced for ith tree. If the 

fitness of bS  is better than the fitness of ith tree. This tree is removed from the 

stand and bS  is added to the stand.  

arg { ( )}B Min f T      (5) 

where, B  is the best tree location in the T stand. 
After the initialization of the algorithm, while a predetermined termination 

condition is met, the search procedure and equations given above are iterated 
consecutively. 
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3 The Pressure Vessel Design-PVD Problem 

There are four design variables in PVD problem and the aim for PVD problem is to 
optimize these design variables for obtaining most appropriate pressure vessel design. 
PVD problem has widely used to compare the performance of metaheuristic search 
algorithms [16-22]. In the test problem used in the experiments are directly taken 
from [23] and a pressure vessel with the volume of 750 ft3 and a working pressure of 
3000 psi is tried to design in this study. The schematic diagram of the pressure vessel 
is given in Fig. 1. 

 
Fig. 1 The schematic diagram of pressure vessel 

As seen from the Fig. 1, the design variables are the thickness of the shell (Ts), 
the thickness of the head (Th), the radius (R) and length of the shell (L). It is 
expected to be that Ts and Th are in multiplies of 0.0625 inches. R and L are 
continuous values for PVD problem. 

According to explanations above, the mathematical formulation of the PVD 
problem is given as follows: 

The decision variables 

1 2 3 4( , , , ) ( , , , )s hX x x x x T T R L 


   (6) 

The objective function 
2 2 2

1 3 4 2 3 1 4 1 3( ) 0.6224 1.7781 3.1611 19.84f X x x x x x x x x x   


       (7) 
Subject to 

1 1 3 3 1( , ) 0.0193 0g x x x x       (8) 

2 2 3 3 2( , ) 0.0095 0g x x x x       (9) 
2 3

3 3 4 3 4 3, 129600( ) 0 (4 / 3) 0g x x x x x       (10) 

4 4 4( ) 4 02 0g x x       (11) 

5 11.1 0g x       (12) 

6 2 2( ) 0.6 0g x x        (13) 
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The objective of PVD is to find X


 values those minimizes cost of ( )f X


 

under 1g , 2g , 3g , 4g , 5g  and 6g  constraints. In constraints, 3g  provides to 
be the pressure vessel having volume of 750 ft3. The other constraints are in 
design code of PVD problem and detailed explanations can be seen in [23]. 

4 Application of TSA to PVD Problem 

To cope with constraints of PVD problem, a penalty function is used. If a 
constraint is violated, a penalty value is added to the objective function. For 6g  
constraint, the penalty value for is calculated as follows: 

Let be 2 0.2x  , 6g  constraint functions is calculated as 0.4, and the 

constraint is therefore violated. New ( )f X


 is obtained by using Eq. 14 
6

1
( ) ( ) i

i
nF X f X v



 
 

     (14) 

where, iv  is the violation of ith constraint and is calculated as follows: 
2( ( )) , ( ( ) 0)

( )
0

i i
i

k g X if g X
v X

otherwise
   


 


  (15) 

where, k is a high positive constant number.  

Briefly, the violation value (Eq. 14 and 15) of each constraint is added to 
objective function value. While the method minimizes the objective function, it is 
tried to cope with the constraints by using the penalty function (Eq. 15) 

By considering TSA, PVD problem and explanations given above, the pseudo 
code of the application of TSA to PVD is presented in Fig. 2.  

 
Fig. 2 The pseudo code of application of TSA to PVD problem 
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5 Experiments 

In order to analysis the performance of TSA on PVD problem, the method is run 
30 times with random initialization for each test case and mean of obtained results 
and standard deviations are reported. The size of stand is taken as 10, 20, 30, 40 
and 50 and ST parameter is taken as 0.1, 0.2, 0.3, 0.4 and 0.5. The number of 
seeds that will be produced for each seed is controlled by the size of stand. 
Minimum and maximum numbers of seeds for each tree are 10% and 25% of the 
size of the stand, respectively. The maximum number of function evaluations is 
used for termination of the algorithm and it is used as 4.00E+4 in the analysis of 
control parameters of TSA and comparisons for all algorithms. Based on these 
conditions, the effect of the control parameters (size of stand and ST) to the 
performance of TSA on the PVD problem is analyzed, and the obtained results are 
given in Table 1, and the best results for each row are written in boldface font 
type. 

Table 1 The effects of control parameters to the performance of TSA 

ST 
Pop_Size=10 Pop_Size=20 Pop_Size=30 Pop_Size=40 Pop_Size=50 

Mean Std. Mean Std. Mean Std. Mean Std. Mean Std. 

0.1 7213.86 32.23 7201.30 9.31 7199.59 3.39 7201.28 6.52 7203.10 5.15 

0.2 7201.77 7.58 7199.47 1.28 7200.90 4.89 7199.83 1.75 7204.27 5.27 

0.3 7199.69 2.57 7201.33 5.43 7199.12 2.02 7201.53 3.30 7202.63 3.50 

0.4 7201.92 7.03 7199.35 1.72 7200.25 1.89 7202.70 4.10 7205.42 4.28 

0.5 7201.51 8.70 7198.75 0.77 7201.90 4.29 7203.19 3.11 7207.33 5.42 

 
As seen form Table 1, when the size of stand and ST are taken as 20 and 0.5, 

respectively, the best results are obtained. When 20 or 30 trees are in the stand and 
ST parameter is between 0.2 and 0.5, the promising results can be obtained by the 
TSA for PVD problem.  

To compare the TSA with the PSO and ABC, these algorithms are implemented 
and run 30 times with the same conditions. For PSO and ABC algorithms, the 
population size is taken as 40 and the maximum number of function evaluations 
used for termination criterion for the algorithms is set to 4.00E+4. The mean and 
standard deviation of the results obtained by PSO and ABC are compared with 
results of TSA. Because the best performance is obtained by TSA while there are 
20 trees in the stand and 0.5 is for ST, the results are directly taken from Table 1. 
The comparison is given in Table 2 and the algorithm with the best results is 
written as boldface font type. 
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Table 2 Comparison of ABC, PSO and TSA on solving PVD problem 

Metrics ABC PSO TSA 

Best Cost 7201.68 7197.98 7197.99 

Worst Cost 7287.61 7205.49 7203.84 

Mean Cost 7229.42 7198.27 7198.75 

Std.Dev 21.72 1.37 0.77 

x1 of Best Cost 1.125 1.125 1.125 

x2 of Best Cost 0.625 0.625 0.625 

x3 of Best Cost 58.2379413565 58.2909762512 58.2907205752 

x4 of best Cost 43.9905728518 43.6881425550 43.6897067538 

 
In the comparisons, it is shown that the methods produce very promising and 

comparable results. Based on the mean and best solutions, the PSO algorithm and 
TSA are better than the ABC and PSO is slightly better than TSA. According to 
the standard deviations, TSA and PSO algorithm are better than ABC and TSA is 
slightly better than the PSO algorithm.  

6 Results and Discussion 

Experimental studies show that all the methods are successful in solving PVD 
problem. It is shown that the performances of TSA and PSO algorithm are better 
than the performance of ABC because all the design parameters of a solution in 
TSA and PSO at the each iteration are updated. But in ABC algorithm, only one 
dimension of a solution is updated at the each iteration. Therefore, iteration time 
(4.00E+4 maximum number of function evaluation) is not seen enough for ABC 
on solving PVD problem. Due to the fact that TSA and ABC algorithm are 
designed to overcome some characteristics (such as multimodality) of the 
optimization problems, there is randomness in search strategies of these 
algorithms. All the agents in these algorithms are not directly affected by the best 
solution in the population. But PSO algorithm uses the best solution in the 
population to effectively search the solution space. Therefore, different algorithms 
can be successful in solving the optimization problems by depending on the 
characteristics of the optimization problem. For this problem, PSO algorithm is 
better than ABC algorithm but slightly better than TSA algorithm because both all 
the design parameters of a solution are updated in TSA algorithm at the each 
iteration and TSA algorithm uses the best solution in the stand by using a control 
parameter (ST) to search solution space. 
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7 Conclusion and Future Works 

A well-known constrained benchmark problem (Pressure Vessel Design Problem) 
is studied in this paper. For solving this problem, a newly developed optimizer 
(TSA) is proposed and the effects of its parameters to the performance are 
investigated. The performance of TSA is also compared with the performance of 
PSO and ABC algorithms. Based on the experimental study, it is shown that TSA 
algorithm is an alternative approach to solve constrained optimization. In near 
future, the TSA will be applied to solve a large set of constrained benchmark 
problems and its performance will be compared with the swarm intelligence 
algorithms and evolutionary computation methods. 
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Utilization of Bat Algorithm for Solving 
Uncapacitated Facility Location Problem 

İsmail Babaoğlu* 

Abstract The uncapacitated facility location problem (UFLP) is a location-based 
binary optimization problem investigated by using various methods in the 
literature. This study demonstrates a solution methodology for UFLP by a binary 
version of a novel swarm intelligence method namely bat algorithm (BA). BA is 
an optimization method employed for solving continuous optimization problems 
in the literature, suggested by inspiring the echolocation of microbats in nature. As 
implemented within some studies, sigmoid function is used in BA in order to 
obtain binary version of the algorithm (BBA) in this study, and then BBA is used 
for solving UFLP. According to the experimental results, BBA acquires successful 
results for solving UFLP in terms of solution quality. 

Keywords Binary bat algorithm · Uncapacitated facility location problem · Binary 
optimization · Swarm intelligence 

1 Introduction 

With growing phenomena, the population-based metaheuristic iterative methods 
have been used in solving many real world optimization problems by simulating 
biological or physical systems as in nature. This inspiration has huge positive 
effects on solving various kinds of problems as seen from literature. Most of the 
nonlinear optimization problems have been investigated by using these 
population-based methods like particle swarm optimization (PSO), ant colony 
optimization (ACO), artificial bee colony algorithm (ABC), gravitational search 
algorithm (GSA) and bat algorithm (BA). PSO simulates the social behaviors of 
birds or fishes [1], and ACO algorithm has been developed by inspiring the 
behavior of real ants between the nest and the hive [2]. The ABC algorithm has 
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been proposed by simulating intelligent behavior of the honey bees [3]. Besides, 
the GSA has been suggested for optimizing nonlinear optimization problems by 
modeling the Newtonian gravitation rules [4]. One of the recent swarm 
intelligence algorithms is BA which is proposed by echolocation behavior of 
microbats [5]. BA has been utilized in various applications and on solving various 
problems. Bora et al. used BA to solve the brushless DC wheel motor problems 
[6], and also Premkumar et al. used BA optimized adaptive neuro-fuzzy inference 
system for speed control of brushless DC motor [7]. In a different field, Ye et al. 
suggested fuzzy entropy-based thresholding for image segmentation using BA [8], 
and Zhang et al. utilized mutation based BA for image matching [9]. In another 
study, BA was used for solving constrained optimization problems in [10].  

Although BA was early suggested for solving continuous optimization 
problems, it is also modified and enhanced for solving binary or discrete problems 
by the researchers [11]. This paper presents an implementation of binary version 
of BA (BBA) for solving the uncapacitated facility location problem (UFLP), and 
its performance is compared with the performances of some swarm intelligence 
optimization algorithms.  

The rest of paper is organized as follows: Section 1 introduces the study, and 
the continuous and binary BAs are detailed in Section 2. The mathematical model 
of UFLP is given in Section 3, and Section 4 presents the experimental study and 
results. Finally, the study is concluded in Section 5.  

2 BAT Algorithm 

In order to give an analysis of the suggested approach, BA, its formulation and 
pseudo code are presented in this section. After the description of BA, binary 
version of BA namely BBA is also presented. 

2.1 The Basic Version of Bat Algorithm 

BA is a novel optimization algorithm in swarm intelligence concept. The 
algorithm was suggested by Yang [5] and developed by inspiring echolocation 
capability of microbats. The prime behavior of the microbats during movement to 
their prey is using echolocation even in complete darkness. Echolocation, also 
called as bio sonar, is defined as emitting very loud sound pulses and listen the 
echo bounces of these sounds in order to find prey, avoid obstacles and locate 
their roosting crevices.  

The loudness varies from the loudest while searching to quieter as the bats 
move towards to prey. According to the studies [12], a microbat detects the 3D 
environment via the time delay, which occurs in emission of echoes, and time 
difference, which occurs in loudness variations of the echoes between self-ears. 

With respect to these behaviors of microbats BA was formulated in order to 
find optimal solutions in solution space. For generalization of the BA algorithm, 
three rules must be considered [5]; 
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1. Bats utilize echolocation in order to detect distance, and also know the 
difference between prey and obstacles.  

2. Bats fly randomly during their way to prey having velocity  at position  
with a fixed frequency , varying wavelength  and loudness . They can 
adjust the wavelength or frequency of the emitted pulses, the rate of pulse 
emission r depending on the distance to the prey. 

3. The loudness is accepted to be decreasing from a large positive value  to a 
minimum constant value . 

Another espousal is to use frequency within range   which 
corresponds to a range of wavelengths  . Because  is constant (Eq. 
1),  can be used varying by fixing the wavelength .  

  (1) 

where  is velocity of sound which is typically 340m/s in air.  
According to these definitions, the position update is formulated [5]. The 

positions are accepted as solutions, and velocities  are used for updating the 
positions. The new positions  and velocities  at time  can be given as  

  (2) 

  (3) 

  (4) 

where  is the frequency of  bat,  and  are minimum and maximum 
frequency values,  0,1  is a random vector generated by uniform distribution 
and  is the global best location among all bats at time . Because the product 

 is the velocity increment,  can be used by fixing . Initially, frequency of 
each bat is assigned randomly within a range  . 

Candidate solutions related to each bat are obtained by random walk after the 
selection of global best solution at the local search process. The candidate solution 
generation is implemented by following equation; 

  (5) 

where  is a random number within a range 1,1 ,  is the average loudness 
of all bats at time . 

During the iteration process, loudness  is usually decreased and pulse 
emission rate  is increased while a bat gets closer to its prey. The update 
formulation of loudness and pulse emission rate are implemented as; 

  , 1  (6) 

where  and  are constants. Each bat has different values of loudness and pulse 
emission rate given randomized initially. As bats get closer to its prey these values 
are updated. In other words, loudness and pulse emission rate of each bat are 
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updated only if the solutions are improved and solutions get closer to the optimal 
solution. According to the definitions, pseudo code of the BA is given in Figure 1. 

Fig. 1 Pseudo code of BA 

2.2 Binary Version of Bat Algorithm 
With some modifications or adoptions for development binary versions of 
concerned algorithms, many studies have been carried out [13-16]. In order to 
obtain binary version of BA, sigmoid transfer function was used as in binary PSO 
[17] and also suggested by Nakamura et al. [11] for BA.  

The binary version of PSO (BPSO) updates the positions of the particles 
according to Eq. 7 and Eq. 8 [17]. 

 1 0,1,  (7) 

  (8) 

Define objective function f(x), x=(x1,..xd) 

Initialize population xi and vi (i=1..n) 

Calculate objective values of the population 

Define pulse frequency fi at xi 

Initialize loudness ri and pulse emission rates Ai 

While t<maximum number of iterations do 

 For each bat (solution) xi do 

Generate candidate solution xc using Eq.2, Eq.3 and Eq.4 

(Generate candidate solution using frequency, current solution 

and best solution) 

 If rand >ri do 

Generate candidate solution xc using Eq.4  

(Generate candidate solution around best solution) 

 End if 

 

 If rand <Ai and f(xi)<f(xc) do 

Update solution xi, (xi= xc) 

Update Ai and ri using Eq.6 (increase Ai and decrease ri) 

 End if 

  

 End for 

Calculate objective values of all solutions 

Find the current best solution 

End while
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where  is  position of  particle, rand is a random value sampled from a 
uniform distribution within a range 0,1 ,  is sigmoid function,  is the velocity 
of the  position of   particle.  

The binary version of BA is obtained by using sigmoid function given in Eq. 8. 
According to this assumption, Eq. 4 in BA can be replaced by  

 
0,1,  (9) 

where rand is a random value sampled from a uniform distribution within a 
range 0,1 . 

3 The Uncapacitated Facility Location Problem  

Being a discrete facility location problem, the UFLP involves the location of an 
undetermined number of facilities for minimizing the fixed setup costs and 
variable costs of serving the market demand from these facilities. This discrete 
economical decision problem is one of the most fundamental problems in location 
theory, and it is also known as simple plant or simple warehouse location problem 
[18-20].  

The UFLP in a simple form can be represented as follows [21, 16]; 
 

 Min ∑ ∑ c x ∑ f y  (10) 

 s. t.    ∑ x 1  ,     i 1, … , m (11) 
 x y   , i 1, … , m  and j 1, … , n (12) 
 x 0 , i 1, … , m  and j 1, … , n (13) 
 x 0,1   , i 1, … , m  and j 1, … , n (14) 
 y 0,1  ,    j 1, … , n (15) 

 
where i=1,…,m stands for customer demand points, j=1,…,n stands for possible 

facility locations,  is the cost for supplying customer at point i from the facility 
location j,  is 1 if customer i is assigned to facility location j, and otherwise 0, 

 stands for fixed cost for opening facility j,  is 1 if facility j is opened, and  
otherwise 0. Eq.10 ensures to satisfy all customer demands, and Eq.11 provides to 
supply customer i only if the facility j is opened.  

The main aim of UFLP is to obtain the optimum solution which corresponds to 
all customer demand and minimizes the total cost. Many studies were presented in 
literature for solving UFLP [20]. The earlier studies such as development of 
branch-and-bound procedures [22], branch-and-bound procedures using linear 
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programming relaxation [23] and Lagrangian relaxation [24] are presented for 
conventional solutions for UFLP. Besides, some other studies such as using 
genetic algorithms [25], tabu search [26,27], continuous and discrete particle 
swarm optimization algorithm [28] and continuous artificial bee colony algorithm 
[16] for solving UFLP were presented in last decades. 

This study demonstrates a utilization of BBA for solving UFLP. Each bat 
represents a possible solution in UFLP in the proposed approach. Objective function 
which calculates gap is generated using Eq. 10 – Eq. 15, and the gap value which is 
obtained by Eq. 16 is used for a clearly demonstration of the results of the methods. 

 gap  100 (16) 

4 Experimental Results and Discussion 

The performance of the proposed approach is examined on 15 test problems taken 
from OR-library [29], and descriptions of these UFLPs are given in Table 1. 
UFLP name stands for the common name of the problem, Problem size stands for 
number of facility locations and the number of the customer demand points and 
Cost of optimal solution stands for the cost of the optimal solution of the problem 
in Table 1. In the proposed approach, the aim is to find the number of opened 
facilities with minimum cost by corresponding demands of the customers. 

According to the given UFLPs, BBA is implemented in order to minimize the 
cost by using Eq. 10. The number of the population size is used as 40 and the 
number of the generations is employed as 2000. Therefore, total function 
evaluation is equal to 80000. For each UFLP, the number of positions of the bats 
is used equal to the value given in Problem size column of Table 1. The loudness 
and pulse rate limits are utilized as 0.9 and 0.9, and constant values  and  which 
are used for updating loudness and pulse rate limits are chosen as 0.9 and 0.9, 
respectively. The maximum and minimum values of the frequency are chosen as 1 
and 0, respectively. In order to achieve more robust results, the suggested 
approach was run 30 times for each UFLP with random seeds. According to Eq. 
16, the obtained mean results of 30 runs are reported in Table 2.  

For presenting a clear analysis of the results of the proposed approach, results of 
the suggested approach are compared with results of some binary structured 
optimization algorithms which were used for solving UFLP having the same number 
of function evaluations and stopping criteria, and the results of the compared 
algorithms are directly taken from [16]. The comparative results are given in Table 2 
where the better results are written in bold font type. BPSO column stands for results 
of the binary particle swarm optimization algorithm, IBPSO column stands for 
results of the improved version of binary particle swarm optimization algorithm, 
DisABC column stands for results of the discrete artificial bee colony algorithm, 
ABCbin column stands for results of the binary artificial bee colony algorithm and 
BBA column stands for results of the binary bat algorithm in Table 2.  
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Table 1 Description of the UFLP dataset 

UFLP name Problem size Cost of optimal solution 
Cap71 16×50 932,615.75 
Cap72 16×50 977,799.40 
Cap73 16×50 1,010,641.98 
Cap74 16×50 1,034,976.98 
Cap101 25×50 796,648.44 
Cap102 25×50 854,704.20 
Cap103 25×50 893,782.11 
Cap104 25×50 928,941.75 
Cap131 50×50 793,439.56 
Cap132 50×50 851,495.33 
Cap133 50×50 893,076.71 
Cap134 50×50 928,941.75 
CapA 100×1000 17,156,454.48 
CapB 100×1000 12,979,071.58 
CapC 100×1000 11,505,594.33 

Table 2 Comparison of BBA with some binary structured optimization algorithms 

UFLP name BPSO IBPSO DisAB
C 

ABCbin BBA 

Cap71 0.0000 0.0374 0.0000 0.0000 0.0000 
Cap72 0.0000 0.2749 0.0000 0.0000 0.0000 
Cap73 0.0242 0.198 0.0000 0.0000 0.0000 
Cap74 0.0088 0.4031 0.0000 0.0000 0.0000 

Cap101 0.0462 0.5968 0.0000 0.0000 0.0359 
Cap102 0.0148 0.7317 0.0000 0.0000 0.0000 
Cap103 0.0422 0.6410 0.0000 0.0051 0.0582 
Cap104 0.0810 0.9964 0.0000 0.0000 0.0000 
Cap131 0.1317 2.4236 0.6196 0.1967 0.2132 
Cap132 0.0914 3.6014 0.0945 0.0199 0.0914 
Cap133 0.1115 5.2626 0.0309 0.0747 0.1349 
Cap134 0.1346 7.6338 0.0000 0.0000 0.0501 

CapA 2.1785 37.8862 0.1522 3.1723 8.4934 
CapB 1.9490 55.2701 3.3027 2.8154 4.3459 
CapC 1.4870 45.5561 4.6968 2.0374 4.2456 
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According to the comparison table, it can be obviously seen that BBA acquires 
more successful results than both BPSO and IBPSO in most cases. Besides, BBA 
has successful results which are almost equal to the results of both DisABC and 
ABCbin algorithms. 

For high dimensional UFLPs, the performance of the BPSO is better than the 
other methods because the particles in BPSO algorithm is affected global best and 
personal best solution at the each iteration and all the dimension of the problem is 
updated. Therefore, this behavior is useful for solving the high dimensional 
problems in this study. On the other hand, BPSO is ineffective for UFLPs when 
the dimension of the problem is low because the perturbation in BPSO algorithm 
is high for low dimensional problems. 

Even though BBA has comparable results with both DisABC and ABCbin, 
future work includes parameter optimization of BBA and utilization of some 
hybridization techniques which are implemented for PSO in order to obtain better 
results on binary optimization problems. 

5 Conclusion 

This study presents a utilization of BBA for solving UFLP. The performance of 
the proposed approach is investigated on 15 pure binary test problems taken from 
OR-library. Obtained results are compared with the results of some known swarm 
intelligence optimization algorithms. It can be seen from the comparisons that 
BBA can be effectively and successfully usable in solving UFLPs. The results also 
indicate that the proposed approach is an alternative optimizer for binary 
optimization. As seen from the experimental results, the performance of the BBA 
depends on the dimensionality of the problem. To overcome this issue, future 
work includes parameter optimization of BA and utilization of some hybridization 
techniques which are implemented for PSO for obtaining better results.  
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Implementation of Bat Algorithm on 2D Strip 
Packing Problem 

Ahmet Babalik* 

Abstract This paper suggests utilization of a novel metaheuristic method namely bat 
algorithm (BA) in order to solve 2D rectangular strip packing problem. Although 
BA is proposed for solving continuous optimization problems, a discrete version of 
BA is developed by being used neighborhood operators to solve the problem dealt 
with this study. Firstly, bottom left approach is used as the placement algorithm in 
the problem, then, discrete BA is used for obtaining the proper sequence of the 
rectangular object list. The performance of the proposed approach is investigated on 
9 different problems on well-known 2D rectangular problem literature. Experimental 
results show that discrete BA is effective and alternatively usable in solving 2D 
rectangular strip packing problems. 

Keywords Bat algorithm · 2D strip packing problem · Discrete optimization 

1 Introduction 

A packing problem is a combinatorial optimization problem encountered in 
various forms such as wood, glass, paper and textile packing and container 
loading. Being a NP-hard problem, packing problem can be classified into 
different forms as one, two and three dimension considering dimension and 
rotatable and non-rotatable considering orientation. 2D strip packing problem 
(2DSPP) considers placing N objects into a space which has a fixed width and 
infinite length without overlapping and with minimum height [1]. There are many 
different solution techniques proposed for solving 2DSPP such as bottom left 
(BL), bottom left fill (BLF) and best fit (BF) in literature. Usually, achievement of 
these methods depends on a proper sequence of rectangles.  

There are various placement heuristics for solving 2DSPP. One of the well-
known is BL algorithm proposed by Baker et al [2]. BLF heuristic, the improved 
version of BL, which suggests placement of the new objects to the gaps occurred 
during the placement process is developed by Chazelle [3]. Burke et al. suggested 
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a new placement heuristic called as best fit (BF) in which the candidate objects 
could be dynamically selectable from the object list [4].  

As well as researchers develop many heuristic placement algorithms as 
mentioned above, metaheuristic algorithms were combined with these heuristics or 
new metaheuristic methods were developed by researchers. Many metaheuristic 
methods like genetic algorithm and particle swarm optimization are suggested for 
obtaining the proper sequence [4,5]. Improved BL algorithm was developed by 
Liu and Teng in order to use with genetic algorithm for orthogonal packing of 
rectangles [6]. Hopper and Turton suggested a new placement approach and 
described two variants of genetic algorithm for 2D packing problems [7], and 
hybridized two heuristics with three metaheuristic methods in a different study [8]. 
One another metaheuristic algorithm which was based on heuristic recursive 
strategy and simulated annealing algorithm was presented for solving 2D strip 
rectangular packing problem by Zhang at al. [9]. Leung et al. applied simulated 
annealing and genetic algorithm metaheuristics by hybridizing them for solving 
2D packing problem [10], and Leo et al. suggested combination of a novel 
allocation method and genetic algorithm for solving 2D packing problem [11]. 

Because metaheuristic methods have better search capability in solution space, 
many other metaheuristic methods can be used in 2DSPP. One of the novel 
metaheuristic algorithms in literature is bat algorithm (BA) which was developed 
by inspiring from the echolocation behavior of the microbats during flight to their 
prey. Although BA is a novel algorithm, it is used in many optimization problems 
in literature. Hasancebi et al. used BA for structural optimization [12]. Prekumar 
and Manikandan implemented speed control of brushless DC motor using BA 
optimized adaptive neuro-fuzzy inference system [13]. Yilmaz and Kucuksille 
suggested improved version of BA in order to enhance its local and global search 
capabilities [14]. Gandomi and Yang developed chaotic BA for improving 
performance of BA for solving continuous optimization problems [15].  

In this study, being a novel population based metaheuristic approach; BA is 
utilized for solving 2DSPP. This is the first study that implements BA for solving 
2DSPP considering the literature search.  

The rest of the paper is organized as follows; 2D strip packing problem is 
briefly explained in section 2, BA is explained in section 3, proposed method is 
presented in section 4, experimental results are given and discussed in section 5, 
and conclusion is given in section 6.  

2 2D Strip Packing Problem 

In the literature, authors usually deal with two objectives in 2DSPP’s. One of the 
objectives is to minimize the packing height and the other is to obtain minimum gap 
size between objects within the package. Minimizing the packing height is the prime 
aim of this study, and mathematical model of 2DSPP is given as follows [1]; 

Minimize H 
Subject to 

 ,       (1) 

 ,         (2) 
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     (3) 
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 0,  (5) 

where N is the rectangular problem set which includes n rectangles inside, H is the 
height of the packaged rectangles, W is the width of the package and it’s a fixed 
value, i is the rectangles indices and 1, . . , , hi is the height of the ith 
rectangle, wi is the width of the ith rectangle, xi, yi are the coordinates of the bottom 
left corner of rectangles.  

There are some heuristic placement strategies implemented by the authors which 
can be seen from literature. Most common of these are BL, BLF and BF. This study 
is focused on BL placement strategy, and the definition of BL is given below.  

Bottom left (BL) algorithm is heuristic placement strategy developed Baker et 
al [2]. In BL algorithm, each rectangle is placed upper right corner on the board 
and shift down as low as possible then shift left as far as possible to the left 
position on the board [2]. A brief illustration of BL algorithm is given in Figure 1.  

 

 
Fig. 1 BL heuristic 

3 BAT Algorithm 

BA is a novel nature-inspired metaheuristic algorithm based on echolocation 
behavior of bats, which is developed by Yang [16]. Bats have advanced capability 
of echolocation which is a type of sonar. Microbats usually use echolocation to 
detect objects around them, and they also produce three dimensional images of the 
environment. Microbats use this information for prey and navigation. Microbats 
emit loud sound pulse and listen to the echo which returns from obstacles. In other 
words, microbats obtain three dimensional map of the surrounding by means of 
the time delay for this signal between their two ears. These pulses properties are 
varying depend on species and hunting strategies [16].  

Microbats emit short pulses throughout flying. If a probable prey is nearby, 
their pulse emitting rate increase, and so the frequency of sound emitted from the 
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bats increases, and the wavelength of emitted sounds is shortened. Actually, bat 
algorithm use this idea of frequency tuning .  

The bat algorithm tries to simulate the ability of microbats during their way on 
finding prey. Each bat represents a possible solution in BA which is formulated as 
positions, and each bat also has a frequency and velocity for generating new 
solutions and updating the positions. BA assumes following three rules [16]: 

─ All bats use echolocation to sense disance, and they also “know” the difference 
between food/prey and background barriers in some magical way; 

─ Bats fly randomly with velocity vi at position xi with a fixed frequency fmin, 
varying wawelength λ and loundness A0 to search their prey. They can 
automatically adjust the wavelength (or frequency) of their emitted pulses and 
adjust the rate of pulse emission r ϵ [0, 1], depending on the proximity of their 
target; 

─ It is assumed that, the loudness varies from a large positive A0 to a minimum 
constant value Amin 

Pseudo code of the bat algorithm is shown in Figure 2 [16].  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Pseudo code of the BA 

According to the assumptions, the formulization of BA can be given as follows; 

  (6) 

  (7) 

  (8) 

Bat Algorithm
Initialize the bat population x

i
 and v

i
 

Define pulse frequency f
i 
at x

i
 

Initialize pulse rates r
i 
and the loudness A

i
 

while(termination condition is not met) 
Generate new solutions by adjusting frequency [Eq.(6)] 
Update velocities [Eq.(7)] 
Update locations/solutions [Eq.(8)] 
if(rand>r

i
) 

Select a solution from among the best solutions 
Generate a local solution around the selected best 
solution 
endif  
Generate a new solution by flying randomly 
if(rand < A

i 
& f(x

i
) < f(x

*
)) 

Accept the new solutions 
Increase r

i 
and reduce A

i
 

endif 
Rank the bats and find the current best x

*
 

endwhile 
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where fi is the frequency value of ith bat,  and  are minimum and 
maximum frequency values, 0 1  is a random vector,  is velocity of ith bat, 

 is the velocity of ith bat in previous iteration,  is the positions/solution of 
each bat and  is the positions of the current global best bat. A new solution for 
each bat are calculated as given in Eq. (9) by using random walk.  

  (9) 

where xnew is the new candidate solution, xold is the old position of the bat,  is a 
random number within a range [-1,1],  is the average of the loudness value of 
whole population at time t. 

In each iteration, with some conditions aforementioned, pulse emission rate ri 
and loundness Ai  are updated. Generally, while pulse emission rates increases, 
loudness values decreases.  Pulse emission rates and loudness values are updated 
as given below;  

 A αA   (10) 

 1   (11) 

where α and γ are constants, 0< α <1 and γ>0.  

4 Proposed Method 

BA is a continuous optimization algorithm. According to the algorithm, the update 
rules (equations Eq. (8) and Eq. (9)) generate continuous values. Thus, basic form of 
BA could not be applicable to solve discrete optimization problems. To come with 
this issue, the neighborhood operators are used instead of update rules in order to 
obtain discrete form of BA for creating a feasible solution for the problem. Three 
different neighborhood operators are experimented in this study [17]; 

Random Swap (RS): This operator changes two different position of the 
sequence which is randomly selected. Only two position of the sequence is 
changed, and the demonstration is given in Figure 3. 

 
1 2 3 4 5 6              Initial sequence 

 
1 2 6 4 5 3              After RS 

Fig. 3 Random swap function 

Random Insertion (RI): According to this operator, one element is selected and 
inserted into a random position (repositioned) in the sequence. The rest of the 
elements in sequence are shifted.  Demonstration of RI is given in Figure 4.  
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1 2 3 4 5 6              Initial sequence 
 

1 2 6 3 4 5              After RI 

Fig. 4 Random insertion function 

Random Reversing Subsequence (RRS): This operator changes the sequence by 
reversing the subsequence which is between randomly selected two points. 
Demonstration of RRS is given in Figure 5.   

 
1 2 3 4 5 6              Initial sequence 

 
1 5 4 3 2 6              After RRS 

Fig. 5 Random reversing subsequence function 

By modifying the update rules using neighborhood operators, discrete BA is 
obtained. In the proposed discrete BA, positions of each bat represent the sequence 
of rectangles. At the beginning of the discrete BA, the positions of bats are obtained 
by random permutation of the sequences of rectangles. And the variations in the 
whole iteration cycle are carried out by using mentioned neighborhood operators.  

The prime aim of the proposed discrete BA is to obtain proper sequences which are 
used in the placement strategy for 2DRSSP. The objective value which is the fitness 
function of the proposed system of each bat is obtained by calculating the height of the 
package after packing the given sequence (bat) with bottom left approach. The height 
is defined as the distance of the top rectangle to the bottom of the package. 

According to the definitions mentioned, the pseudo code of the proposed 
system can be given in Figure 6. 

Fig. 6 Pseudo code of the proposed algorithm 

Proposed Algorithm
Initialize the bat population x

i
 by random permutation  

Initialize pulse rates r
i 
and the loudness A

i
 

while(termination condition is not met) 
Generate new solutions by using neighborhood operator (RI, 
RS or RRS) 
if(rand>r

i
) 

Select a solution from among the best solutions 
Generate a local solution around the selected best 
solution by using neighborhood operator (RI, RS or RRS) 
endif  
if(rand < A

i 
& f(x

i
) < f(x

*
)) 

Accept the new solutions 
Increase r

i 
and reduce A

i
 

endif 
Rank the bats and find the current best x

*
 

endwhile 
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5 Results and Discussion 

In this study, discrete BA is obtained by using neighborhood operators. Three 
different neighborhood operators are tested separately at equal circumstances. 
These neighborhood operators are RI, RS and RRS. In order to compare the 
results of the study with the results in literature [4], the population size and the 
iteration number is used as 50 and 1000 respectively. The loudness value and 
pulse emission rate are used as both equal to 0.9. The constants α and γ which are 
used to update the loudness value and pulse emission rate are also used as both 
equal to 0.9. BA is implemented to 2DSPP’s with given parameters and this 
evaluation is run 5 times for comparison with the literature also [4].  

The proposed algorithm is evaluated on nine well-known benchmark problems 
[8]. The description of the problems is given in Table 1. The number of the 
rectangles in each problem is used as the dimension of the bat in BA. According to 
the proposed algorithm for the given experimental problems, BL placement 
heuristic is used in the fitness function. The objective value of each bat is the 
height of the package in which the objects are packaged with the given sequence 
(bat) using BL. The obtained results for three different neighborhood operators are 
given in Table 2. Table 3 presents the comparison of the results of proposed 
algorithm with the results of heuristics given in [4]. Table 4 presents the 
comparison of the results of proposed algorithm with the results of metaheuristic 
algorithms given in [4], also.  

Table 1 Specifications of benchmark problems [8] 

Problem Number of Rectangles Sheet Width Opt. Height 
C1-P1 16 20 20 
C1-P2 17 20 20 
C1-P3 16 20 20 
C2-P1 25 40 15 
C2-P2 25 40 15 
C2-P3 25 40 15 
C3-P1 28 60 30 
C3-P2 28 60 30 
C3-P3 28 60 30 

 
According to the mean results given in Table 2, it can be seen that BA-RS is 

slightly better mean results than mean results of the other neighborhood operator 
variants. Nevertheless, BA-RS achieved at least equal of better results than results 
of the other operator variants. According to the results given in Table 3, all of the 
three neighborhood operator variants of BA obtain better results than the results of 
the placement heuristics.   
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Table 2 Comparison of the performance of neighborhood operators used with BA 

BA-RRS BA-RI BA-RS 
Problem Best Worst Mean Best Worst Mean Best Worst Mean 
C1-P1 20 21 20,8 21 21 21 20 20 20 
C1-P2 21 22 21,2 22 22 22 21 22 21,4 
C1-P3 20 21 20,4 21 22 21,4 20 21 20,6 
C2-P1 16 16 16 16 16 16 16 16 16 
C2-P2 16 16 16 16 16 16 16 16 16 
C2-P3 16 16 16 16 16 16 16 16 16 
C3-P1 32 32 32 32 33 32,2 31 32 31,8 
C3-P2 32 33 32,8 33 34 33,6 32 33 32,4 
C3-P3 32 33 32,8 32 33 32,8 31 33 32,4 

Table 3 Comparison of BA-RS with BL and BLF (% over optimal)  

  C1-P1 C1-P2 C1-P3 C2-P1 C2-P2 C2-P3 C3-P1 C3-P2 C3-P3 
BL 45 40 35 53 80 67 40 43 40 
BL-DW 30 20 20 13 27 27 10 20 17 
BL-DH 15 10 5 13 73 13 10 10 13 
BLF 30 35 25 47 73 47 37 50 33 
BLF-DW 10 15 15 13 20 20 10 13 13 
BLF-DH 10 10 5 13 73 13 10 6,7 13 
BF 5 10 20 6,7 6,7 6,7 6,7 13 10 
BA-RRS 4 6 2 6,7 6,7 6,7 6,7 9,3 9,3 
BA-RI 5 10 7 6,7 6,7 6,7 7,3 12 9,3 
BA-RS 0 7 3 6,7 6,7 6,7 6 8 8 

BL stands for Bottom Left; BL-DW stands for Bottom Left Decreasing Width; BL-DH stands 
for Bottom Left Decreasing Height; BLF stands for Bottom Left Fill; BLF-DW stands for 
Bottom Left Fill Decreasing Width; BLF-DH stands for Bottom Left Fill Decreasing Height; 
BF stands for Best Fit.  

 
According to the comparison given in Table 4, it can be seen that the proposed 

algorithm obtains better or at least equal results than the results of GA+BLF and 
SA+BLF.  

Table 4 Comparison of obtained results with GA+BLF and SA+BLF 

BA-RRS BA-RI BA-RS GA+BLF SA+BLF 
Problem Best Worst Best Worst Best Worst Best Worst Best Worst 
C1-P1 20 21 21 21 20 20 20 21 20 21 
C1-P2 21 22 22 22 21 22 21 21 21 21 
C1-P3 20 21 21 22 20 21 20 21 20 21 
C2-P1 16 16 16 16 16 16 16 16 16 16 
C2-P2 16 16 16 16 16 16 16 16 16 16 
C2-P3 16 16 16 16 16 16 16 16 16 16 
C3-P1 32 32 32 33 31 32 32 32 32 33 
C3-P2 32 33 33 34 32 33 32 32 32 32 
C3-P3 32 33 32 33 31 33 32 32 32 33 
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6 Conclusion and Future Works 

This study presents an implementation of BA with three different neighborhood 
operators on 2DSPP. Because 2DSPP is a combinatorial problem, discrete version 
of BA is obtained by utilizing neighborhood operators on the update mechanism 
of BA. The proposed algorithm is evaluated on 9 well-known 2DSPP.  According 
to the results, the proposed algorithm is capable of solving 2DSPP’s and obtains 
better or at least equal results than both results of the placement heuristics or 
metaheuristic algorithms when compared to [4].  

BL heuristic is utilized in the suggested algorithm. It is expected that the 
suggested algorithm can give better results when BLF strategy is used instead of 
BL. This will be assessed in the future works. Bigger 2DSPP’s can be investigated 
with the proposed algorithm in the future works. Parameters of the BA can be 
evaluated also.  

In the study, a new discrete optimization algorithm by using BA is introduced, 
and a comprehensive research and comparisons based on BA and other 
metaheuristics for solving discrete problems will be investigated in near future. 
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Base Hybrid Approach for TSP Based
on Neural Networks and Ant Colony
Optimization

Carsten Mueller and Niklas Kiehne

Abstract This research article presents a hybrid approach based on an intelligent
combination of artificial ants and neurons. Research on different parameter combi-
nations are performed, in order to find the best performing parameter settings. The
obtained insights are then subsumed into an intelligent architecture consisting of Ant
Colony Optimization and Self Organizing Map.

Keywords Ant colony optimization · Neural network · Self organizing map ·
Hybrid approach · Traveling salesman problem

1 Introduction

1.1 Neural Networks and Self Organizing Maps

In biological neural networks the observed topology of neurons is often planar,
whereas the input is of multiple dimensions [1, 2]. Neuron topologies do not map
the exact input, but rather map the phase space of it. In result, close neurons process
those stimuli which are similar. This behaviour is made use of in a special type of
artificial neural networks (ANN), called Self Organizing Map (SOM) [3].

The application of the biological inspiration is to have a layer of n interconnected
artificial neurons that represent the map. Each neuron is associated with a weight
vector wi of the same dimensions as the expected input and a location li , typically
in the Euclidean plane. The location is used to model the topology of the net. The
weights are initialized to either randomvalues or close representations of the expected
inputs. The goal is to train the net to respond to similar input vectors within the same
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region of neurons on the plane. For this purpose, a set of input stimuli M is needed,
which is applied successively to the neurons. During training step t , for each mi ∈ M
the neuron nt

s with the closest Euclidean distance between stimulus and weight is
selected, and called the excitation centre.

Moreover, a set of neurons that are within a range σ t around the centre are chosen
to adjust their weights to the stimulus according to the following formula:

wt+1
i = wt

i + φ ∗ e
−d(ls ,li )

2

2∗σ t ∗ (
mi − wt

i

)
(1)

where φ is interpretable as the learning rate.
The training consists of one or more epochs in which every mi ∈ M is applied

exactly once, but in a random order. With each stimulus presentation the time de-
pendent σ t is updated as σ t+1 = σ t ∗ momentum. The momentum is an adjustable
parameter to control how fast the neighbourhood radius decreases over time. After
a specified amount of epochs the training is complete.

1.2 Ant Colony Optimization

Ant Colony Optimization (ACO) is a proposed metaheuristic approach for solving
hard combinatorial optimization problems [4–6]. One important behaviour pattern of
ants for ACO is stigmergy, the indirect communication by manipulating the environ-
ment [7–10]. Pheromone trails in ACO serve as distributed, numerical information
which the ants use to probabilistically construct solutions to the problem being solved
and which the ants adapt during the algorithm’s execution to reflect their search ex-
perience. The behaviour is determined by the parameters α and β [4] - α > β: there
is bigger influence on the choice of path, which is more often explored; α < β: there
is bigger influence on the choice of path, which offers better solution; α = β: there is
balanceddependencybetweenquality of thepath anddegreeof its exploration;α = 0:
there is a heuristics based only on the quality of passage between consecutive points.

2 Architecture of the Hybrid Approach

The general idea of combining ACO andANN is to let the ants construct a tour which
is then improved by applying a Self Organizing Map.

As the ACO algorithm is faster in converging towards a good, but not a very good,
solution, the thought is to use the ANN as a kind of local search.

The procedure is as follows:

1. Initialize ACO and SOM with the given parameters
2. Solve the given TSP with the initialized ACO
3. Extract the best found tour in ACO and insert it into the SOM
4. Solve the SOM
5. Return the solution when SOM training is finished
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At first, both ACO and SOM are set up with the user specified parameters and the
selected TSP case. Then, ACO is started which rapidly scans the search space and
finds a useful solution. The solution provided by ACO is extracted as a list of cities
that depicts the found tour.

Subsequently, the list is handed over to the already initialized ANN, that spreads
the neuron’s weights evenly along the solution. So in direct opposition to the circular
layout used in standalone SOM, the weights are distributed across the tour found by
ACO.

At this point, a critical review of the SOM’s parameter σ which represents the
neighbourhood radius is needed. Once the neurons are dispersed on a valid tour,
the usual values, like σ = 3, would render the inserted solution useless, since the
whole structure would be severely deformed. Therefore, a hybrid specific parameter
is introduced as the start iteration of the SOM.

The idea is to simulate an advanced progress in the neural net, in which, due to
the momentum parameter, changes are only applied to smaller groups of weights.
This is done by computing σx with x being the start iteration:

σx = σ0 · momentumx (2)

Different settings of the start iteration effectively change the amount of weights that
are slightly detached from the inserted tour, as shown in Figure 1b.

The SOM algorithm is then proceeding without further adjustments. As shown
in Figure 1, the net first relocates the neurons off their initial positions, but only to
a limited extent. One effect is, that most of the intersections and overlapping are
straightened out, which is due to the simultaneous movement of multiple weights. In
this spirit, the initial softening is some kind of local optimization, whose degree of
locality is controllable through a parameter. Once a specific neighbourhood radius
is reached, the behaviour of the algorithm is seemingly reversed.

As the amounts of neurons that are moved during one training step is decreasing
over time, a behavioural turning point is observed. After the softening reached a
peak, the weights are moved back to the nodes, but now without the errors the ants
made (see transition from Figure 1c to 1d).

The algorithm terminates after the weights are successfully distributed on the
cities, which is the known procedure as seen in standalone SOM. In addition, a
tournament selection is used, so that the best of both available tours is returned.

In summary, the hybrid approach consists of the sequential processing of a TSP by
ACO and SOM. The improved performance emerges from the special application of
the neural net, which leads to the local straightening of crossings in the tour supplied
by ACO. This behaviour is accomplished through simulating an advanced state in
the overall procedure of the SOM algorithm, such that smaller amounts of neurons
are moved as compared to the original approach.

The SOM is therefore used as a local optimization technique to refine the tour
found by ACO.
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(a) Second SOM iteration. With two excep-
tions, the ACO tour is visible, only two re-
gions differ from it.

(b) After 100 iterations the general character
of the ACO tour is still observable, but nearly
all weights were moved from their original
position.

(c) At iteration 1000 the neurons form a
smooth and vague representation of the
handed over tour.

(d)With iteration 3000 the algorithm starts to
move the weights back to the cities.

(e) The algorithm is nearly finished in the
5000th iteration, only few cities are not di-
rectly connected.

(f) After 7000 training steps the handed over
tour is successfully refined by an ANN. The
tour found by ACO had a relative error of
22.9%, whereas the tour after applying SOM
achieves 8.0%.

Fig. 1 Six excerpts of one run of the hybrid approach.

3 Parameter Dependencies and Optimization

In the following, the parameters used for fine grained control over the algorithm’s
performance are explained. Since the proposed architecture uses bothACOandSOM,
the parameters available are theoretically the sum of both algorithms.
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But examining the influences of all these parameters, and especially their de-
pendencies, is an extensive task. So before the actual evaluation, a logical analysis
of the parameters at hand is carried out with the goal of identifying the substantial
influences.

At first, parameters concerning the ACO algorithm, such as α and β, are not
necessarily parts of the investigation. This is mostly due to the fact, that ACO is
used to find the best possible solution in a reasonable time. But since the settings
to achieve this behaviour were already figured out in related research, a repeated
evaluation can be omitted.

The evaluated standard parameters for the ACO component are α = 1, β = 3, an
initial pheromone of 30, 5 ants and 1000 iterations. Furthermore, the examination of
the SOM’s parameters yielded, that the momentum and the number of neurons factor
have good standard values that can be applied through all test cases. Therefore, the
chosen values are a momentum of 0.999 and a number of neuron factor of 6. The
remaining parameters are σ , φ and the number of iterations of the neural net, as well
as the hybrid specific start iteration.

– σ : Similar to the functionality and influence of σ in standalone SOM, this param-
eter represents the neighbourhood radius. But since the ANN is used in a different
way than before, good settings are to be discussed. As the neural net is simulated
to start in a later iteration, the hybrid approach changes σ depending on the stated
start iteration. Graph 2c shows, that best values for σ are between 2 and 8, with dif-
ferent starting iterations respectively. Considering also 2b scales the values down
to 2 < σ ≤ 5.

– φ: The meaning of φ does not change, but it is still an influential parameter. As
seen in figures 2a and 2d, valuable settings are 0.2 < φ < 0.5.

– Number of iterations: The used number of iterations which represents the number
of times a training stimulus is presented to the neural net has probably the most
obvious ranges. All related graphs in Figure 2 state, that the number of iterations
should be not less than 2000, with the hint that even higher numbers could result
in better solutions.

– Start iteration SOM: The start iteration parameter is controlling how far the neural
net is delayed, and therefore closely connected to the behaviour of the hybrid
approach. It is responsible for the degree of locality of the local search character
of the SOM, since it influences how far neurons are detached from the ACO tour.
Choosing a start iteration of zero and a high value of σ would move the weights
to such an extent, that the information provided by the ants is lost. But a value too
high would cause no improvement at all, since only single weights are adapted per
iteration.

– Hence the closeness of minima and maxima as seen in Figure 2c. Interestingly, the
area in the upper half shows the results of the ACO tour, caused by the mentioned
single weight adjustment. So the parameter has to be chosen carefully, since even
small changes of a few hundred iterations or less may decide on best or worst
performance. In general, the start iteration should not be greater 2000 and not
lower than 750.
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(a) Parameter test of σ in a range from 0.1 to
10 with a step size of 0.1 and φ ranging from
0.1 to 1 with a step size of 0.01.
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(b) Parameter test of σ in a range from 0.1 to
10 with a step size of 0.1 and the number of
iterations in a range from 0 to 10000 with a
step size of 100.
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(c) Parameter test of σ in a range from 0.1 to
10with a step size of 0.1 and the start iteration
of the SOM in a range from 0 to 10000 with
a step size of 100.
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(d) Parameter test of φ in a range from 0.1 to
1 with a step size of 0.01 and the number of
iterations in a range from 0 to 10000 with a
step size of 100.

Fig. 2 Parameter tests of the hybrid approach of combinations ofσ ,φ, the number of iterations
and the start iteration.
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(e) Parameter test ofφ in a range from 0.1 to 1
with a step size of 0.01 and the start iteration
in a range from 0 to 10000 with a step size of
100.
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(f) Parameter test of the number of iterations
in a range from 0 to 10000 with a step size of
100 and the SOM’s start iteration in a range
from 0 to 10000 with a step size of 100.

Fig. 2 Continued

4 Statistical Analysis

In this section the hybrid approach is compared to its components ACO and SOM
regarding their performances. For this purpose, each of the three algorithm computes
10000 results on the TSP berlin52, which then are statistically evaluated. The pa-
rameter settings applied were α = 1, β = 3, 1 − ρ = 0.975, an initial pheromone
of 30 and 1000 iterations for the ACO as well as σ = 3, φ = 0.4, a momentum of
0.999, a neuron factor of 6 and 5000 iterations for the SOM. The hybrid approach
uses the same settings as specified for ACO and SOM, but ran with σ = 4 and a start
iteration of 1500 instead.

(a) SOM: median of 0.089 (b) ACO: median of 0.070 (c) Hybrid: median of 0.048

Fig. 3 Performance benchmark of ACO, SOM and the hybrid approach.
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As shown in Figure 3, the hybrid approach seems to outperform its components
ACO and SOM. In order to ensure the significance of the results, a welch-test based
on the acquired results is computed. Since no information about the distribution of
the samples is obtained, sufficiently large samples are required. With the available
data of 10000 runs per algorithm, the welch-test can be safely applied. Since the
hybrid approach’s median is the lowest among the algorithms, the statistical test is
used to validate the significance of the differences.

The p-values of the t-tests are

1. t.test(SOM,HYBRID) → p-value < 2.2 ∗ 10−16

2. t.test(ACO,HYBRID) → p-value < 2.2 ∗ 10−16

which allows the statement, that the hybrid approach outperforms both ACO and
SOM on a level of significance of 5%.

5 Conclusions

In this research article a hybrid approach based on an intelligent combination of
artificial ants and neurons was developed. At first, the performance of the hybrid’s
components was evaluated separately. For this purpose, the respective parameters,
their dependencies and influences on the algorithm’s behaviour where investigated
and explained. Multiple tests of different parameter combinations were studied, in
order to find the best performing parameter settings. The obtained insights subsumed
into an intelligent architecture consisting of ACO and SOM. It was shown, that the
proposed hybrid approach outperformed both its components with a high statistic
significance.
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The Analysis of Migrating Birds
Optimization Algorithm with Neighborhood
Operator on Traveling Salesman Problem

Vahit Tongur and Erkan Ülker

Abstract Migrating birds optimization (MBO) algorithm is a new meta-heuristic
algorithm inspired from behaviors of migratory birds during migration. Basic MBO
algorithm is designed for quadratic assignment problems (QAP) which are known as
discrete problems, and the performance ofMBO algorithm for solvingQAP is shown
successfully. But MBO algorithm could not achieve same performance for some
other benchmark problems like traveling salesman problem (TSP) and asymmetric
traveling salesman problem (ATSP). In order to deal with these kinds of problems,
neighborhood operators of MBO is focused in this paper. The performance of MBO
algorithm is evaluated with seven varieties of neighborhood operators on symmetric
and asymmetric TSP problems. Experimental results show that the performance of
MBOalgorithm is improved up to 36%by utilizing different neighborhood operators.

Keywords Migrating Birds Optimization · Traveling Salesman Problem ·
Neighborhood operators

1 Introduction

Travelling Salesman Problem (TSP), takes its name from the approach of a salesman
who has to visit all his customers in all cities in a whole tour. The aim of TSP is
finding the shortest path which the salesman travels some specific number of cities
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by starting from a point and visits each city only one time and get back to that starting
point. Such problems are also applied into various areas like vehicle routing, printed
circuit positioning problems, tabulation charts and flexible production systems. For
this reason, these kinds of problems have attracted the attention of many researchers
from mathematics, biology, engineering and many other areas.

Until now, TSP problem is investigated for obtaining better solutions than so-
lutions obtained by many meta-heuristic algorithms. TSP problem is tried to solve
with discrete artificial bee colony algorithm in [1], with ant colony optimization
method in [2] and by applying search space smoothing technique using an existing
local search algorithm in [3]. Performance of TSP is compared with the performance
of basic genetic algorithm, hopfield neural network and basic ant colony algorithm
in [4]. Also, other studies in literature are given in [5]-[10]. TSP can be formulated
as below; Considering a scalar graph; while G = (N , A), N ={0, 1, ..., n} shows
cities, A = N x N shows the roads between cities. Permutation of a matrix which
is given as D = (di j )nxn is shown as π = {π0, π1, ..., πn}. In TSP, it is targeted to
minimize travel costs which can be defined as;

min f (π) =
n−1∑
i=0

dπi ,πi+1 + dπn ,π0 (1)

where, d shows matrix of couples between cities. di j shows the distance between
i th and j th cities. j = πi shows the j th city which is visited in i th step. While
permutation is generally called as tour,(π0, π1, ..., πi , πi+1, ..., πn, π0) is called as
borders [1]. In symmetric TSP problems, graphs are scalar. Also di j = d ji equality is
always provided. But coming and going between cities are not same for asymmetric
TSP problems. In other words di j �= d ji .

Next sections are organized as follows; In the second section, MBO algorithm is
presented. Afterwards, solution of TSP utilizing MBO algorithm is given in the third
section. In the fourth section, new neighborhood operators which are implemented in
MBO algorithm are described. In the final section, experimental results are evaluated
and discussed.

2 Migrating Birds Optimization Algorithm

MBO algorithm is firstly proposed by [11]. MBO algorithm is inspired from energy
saving of migrating birds during flying in V formation. It is developed for discrete
problems and tested on QAP problems which are based on real life problems.

Most common flying style of the migrating birds is V formation which provides
flying longer distances. It is also known that basic instinct of this formation is energy
saving. Leader bird is the onewhich spends themost energy inV formation. The other
birds can ride longer by the wind energy created by frontier birds wing moves. Some
of the flocks can be in different orders in V formation. The reason of this situation is
that different birds have different wing lengths. In order to use wind energy created
by leader bird, the other birds follow the leader in a specific distance and angle.
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Fig. 1 A V formation

MBO algorithm starts with initial solutions and then develops these solutions. Ini-
tial solutions are randomly generated, and tried to converge to ideal results according
to the objective function. This convergence is achieved by using real life V formation
of birds. Each bird in V formation represents a solution in search space. Neighbor
solutions are produced from these solutions in order to make local searches in the
search space. Therefore, the neighbor search method is used by MBO algorithm.
Details of MBO algorithm can be obtained from [11].

Duman et al. created neighborhood production by changing only one couple of
existing solution permutation for QAP problems [11]. Each solution produce pre-
defined number of neighbors, and keep the best neighbor for comparing with itself,
and predefined sharing number (x) of the rest of the solutions are transmitted to the
following bird. This neighbor solution sharing process is the most important feature
of MBO algorithm which separates it from other meta-heuristic algorithms. Thus,
each bird in flock is in contact with the other birds and converges to the optimal
solution in a faster way. Solution producing and sharing processes of the birds are
repeated as much as flapping number of the leader bird which is given as a parameter.
When the flapping value is reached, the leader bird gets tired and goes to the end
of left wing. The bird which follows the leader in the left side gets the lead and the
birds on the left wing takes each others place in order. Next leader change occurs in

Fig. 2 The pseudo code of MBO algorithm
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the right wing. This process is repeated until total number of the produced neighbor
birds reaches the iteration number, and iteration value should be big enough that
each bird can take the lead once at least. Duman et al. determined the iteration value
equals to the cube of the problem size for QAP problems [11].

3 Solution of TSP with MBO Algorithm

MBO algorithm has a permutation structure because it is designed for discrete prob-
lems. Each city for traveling salesman problem (TSP) or asymmetric traveling sales-
man problem (ATSP) is placed into this permutation sequence. Afterwards, this
permutation sequence is evaluated according to Eq.(1). Permutation sequence and
cities that placed into permutation are presented in Figure 3. Size of the permutation

Fig. 3 Cities layout in permutation sequence

equals to the number of the cities, and each bird has a permutation. In Figure 3, five
cities are randomly placed into permutation.

MBO algorithm uses neighborhood method for local search process. This method
is known as swap. In this method, two randomly selected cities are replaced.

Fig. 4 Swap method for generate neighbor

Due to the algorithm structure, at least three neighbors are generated. Generated
neighbors are sorted from best value to worst value according to the objective func-
tion. Then, the best neighbor solution is compared with current solution. Current
solution is replaced with the neighbor solution if neighbor solution is better than
current solution. These processes are conducted for all birds in the flock.

4 Neighborhood Methods

Neighborhoodmethods in meta-heuristics algorithms are used for local search. Eight
neighborhood operators are investigated on artificial bee colony (ABC) algorithm
in [12]. Seven neighborhood operators are applied to simulated annealing algorithm
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in [13]. In this study, seven neighborhood operators are tested for TSP and ATSP
with MBO algorithm.

4.1 Swap Method

In this method, two randomly selected cities from current sequence are replaced.
Other positions are not changed.

Table 1 Swap

Current sequence Randomly selected two city New sequence

2-5-4-1-3 2,1 1-5-4-2-3

4.2 Insertion Method

In this method, a randomly selected city is inserted to a randomly selected position.

Table 2 Insertion

Current sequence Randomly selected city Randomly selected position New sequence

2-5-4-1-3 5 4 2-4-1-5-3

4.3 Swap Greedy Method

In this method, a randomly selected city is replaced with rest of the other cities. Thus,
ci tiesnumber −1 neighbors are generated. These neighbors are evaluated according
to objective function, and best neighbor is selected for neighbor solution.

Table 3 Swap greedy

Current sequence Randomly selected city Selected city New sequence

2 4-5-2-1-3
5 2-4-5-1-3

2-5-4-1-3 4 1 2-5-1-4-3
3 2-5-3-1-4
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4.4 Insertion Greedy Method

In this method, a randomly selected city is inserted to all other positions. In this way,
ci tiesnumber −1 neighbors are generated. These neighbors are evaluated according
to objective function, and best neighbor is selected for neighbor solution.

Table 4 Insertion greedy

Current sequence Randomly selected position Selected position New sequence

1 1-2-5-4-3
2 2-1-5-4-3

2-5-4-1-3 4 3 2-5-1-4-3
5 2-5-4-3-1

4.5 Random Insertion Perturbation Method

In this method, c is assumed as number of the city. First city in the current sequence
is inserted to any position at its right. In other words, first city is inserted to any
position between 2 and c. On the other hand, last city in current sequence is inserted
to any position at its left. In other words, last city is inserted to any position between
1 and c − 1. Rest of the cities is inserted into two different positions. j th city in

Table 5 Random insertion perturbation

Current sequence Position of selected city Selected city Randomly selected position New sequence

1 2 4 5-4-1-2-3
2 5 1 5-2-4-1-3

3 2-4-5-1-3
3 4 1 4-2-5-1-3

2-5-4-1-3 5 2-5-1-3-4
4 1 2 2-1-5-4-3

5 2-5-4-3-1
5 3 2 2-3-5-4-1

Table 6 Starting parameters of MBO algoritm

Parameters Values

Number of Bird (n) 51
Number of Neighbor (k) 3
Number of Neighbor Sharing (x) 1
Number of Flap (m) 20
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Table 7 TSP and ATSP problems and best known solutions

Problem Best known solutions

berlin52 7542
eil76 538
br17 39
ft53 6905

Table 8 Results of neighbourhood methods on tested problems

Problem Method Minimum(Avg.) Success rate(%) Time(Sec.)

Swap 8955.24 81.27 0.67
Insertion 8096.87 92.65 0.69
Swap Greedy 8719.93 84.39 1.1

berlin52 Insertion Greedy 8056.66 93.18 1.73
Rnd.Ins.Perturb. 8163.51 91.76 1.48
Swap Best 8812,08 83.12 1.86
Insertion Best 7975.85 94.25 3.22
Swap 653.8 78.48 2.48
Insertion 596.55 89.12 2.53
Swap Greedy 657.7 77.76 7.37

eil76 Insertion Greedy 583.43 91.56 12.56
Rnd.Ins.Perturb. 605.55 87.45 5.43
Swap Best 656.55 77.97 6.07
Insertion Best 582.17 91.79 10.03
Swap 39.1 99.75 0.01
Insertion 39 100 0.01
Swap Greedy 39 100 0.01

br17 Insertion Greedy 39 100 0.02
Rnd.Ins.Perturb. 39 100 0.02
Swap Best 39 100 0.01
Insertion Best 39 100 0.01
Swap 9031.7 69.21.75 0.71
Insertion 7740 87.91 0.75
Swap Greedy 9021.4 69.35 0.01

ft53 Insertion Greedy 7686 88.69 2.1
Rnd.Ins.Perturb. 7878.5 85.91 4.6
Swap Best 8521.2 76.6 2.27
Insertion Best 7297.5 94.32 2.05

current sequence is inserted to any position between 1 and j − 1. Also this city is
inserted to any position between j + 1 and c. In this way, 2(c − 1) neighbor solution
is obtained. All generated neighbor solutions are evaluated according to objective
function, and best neighbor solution is selected as neighbor solution.



234 V. Tongur and E. Ülker

4.6 Swap Best Method

In this method, n (number of city) neighbors are generated using swap method. All
generated neighbor solutions are evaluated according to objective function, and best
neighbor solution is selected as neighbor solution.

4.7 Insertion Best Method

In this method, c (number of city) neighbors are generated using insertion method.
All generated neighbor solutions are evaluated according to objective function, and
best neighbor solution is selected as neighbor solution.

5 Experiment Results

In this study, seven aforementioned methods are tested on some benchmark prob-
lems which are chosen from TSPLIB library [14]. These benchmark problems are
berlin52, eil76, br17 and ft53. Berlin52 and eil76 problems have 52 and 76 cities
respectively, and these problems are symmetric TSP problems. On the other hand,
br17 and ft53 problems have 17 and 53 cities respectively, and these are asymmetric
TSP problems. Experiments are evaluated on a computer having Intel(R) Core(TM)
i5-3330 CPU @ 3.00GHz processor, 4 GB RAM and Linux Ubuntu 14.04 (64-bit)
operating system. All of the methods are coded with QT Creator 3.0.1 gcc compiler
and C++ language. Proposed methods are executed 10 times by keeping the starting
parameters same and results are averaged. Starting parameters ofMBO algorithm are
given in Table 6. Selected problems and best known solutions of these problems are
given in Table 7. Problems, neighborhood operators, average minimum tour length,

Fig. 5 Results of objective function for berlin52
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success rate (%) and best result obtaining time (second) are given in Table 8. Best
results are demonstrated bold in Table 8.

Since average solutions are evaluated on test results, it can not be reached to best
known solutions. According to Table 8, all neighbor methods are successful in br17
problem. Furthermore, insertion best method is reached the best achievement for
ft53 problem. In eil76 and berlin52 problems, success rate are 91.79% and 94.25%,
respectively.

Also, the results which are obtained in leader exchange are given in Figure 5,
6, 7 and 8 for berlin 52, eil76, br17 and ft53 problems, respectively. As is seen, all
neighbor methods are tendency to improvement. With regard to figures, insertion

Fig. 6 Results of objective function for eil76

Fig. 7 Results of objective function for br17
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Fig. 8 Results of objective function for ft53

best method is successful in comparison to other neighbor method. Insertion best
method converge faster but the step is longer.

Also observed that performance of insertion methods are better than swap meth-
ods. All neighborhood methods can be advised for small size problems (such as
br17). They were given close values in terms of time and results for small size prob-
lem. But insertion methods (especially insertion best and insertion greedy) can be
advised for big size problem.

5.1 Conclusion and Future Works

In this study, performance of neighborhood methods on MBO algorithm are investi-
gated for the symmetric and asymmetric TSP problems. The obtained results showed
that insertion best method were given better results than the other methods. But run-
time of this method is higher than other methods. In this study, it is shown that
neighborhood methods improves the performance of MBO algorithm. The selection
of neighborhood method depends on the problem itself in the proposed method.
However, the suggested method achieves more successful results than pure MBO.
Future work include parameter optimization ofMBO and enlargement of benchmark
problems for presenting more general conclusion.
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Solving the IEEE CEC 2015 Dynamic
Benchmark Problems Using Kalman
Filter Based Dynamic Multiobjective
Evolutionary Algorithm
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Abstract Evolutionary algorithms have been extensively used to solve static and
dynamic single objective optimization problems, and static multiobjective optimiza-
tion problems. However, there has only been tepid interest to solve multiobjective
optimization problems in dynamic environments. It is only in the past few years that
evolutionary algorithms have been used to solve dynamic multiobjective optimiza-
tion problems and comprehensive benchmark suites have been proposed for testing
the performance of algorithms. Prediction based algorithms may be able to provide
information about the location of the changed optima and thereby assisting the evo-
lutionary algorithm in the non-trivial task of tracking the changing Pareto Optimal
Front or Set. Kalman filter is one of the widely used techniques in prediction sce-
narios for state estimation. A Dynamic Multi-objective Evolutionary algorithm was
proposed in which the Kalman Filter was applied to the whole population to direct
the search for Pareto Optimal Solutions in the decision space after a change in the
problem has occurred. In this work, the Kalman Filter assisted Evolutionary Algo-
rithm is tested on the IEEE CEC 2015 Benchmark problems set and the results are
presented. It is observed that while the proposed algorithm performs well on some
problems, more efficient strategies are required to supplement the algorithm in cases
of high change severity, isolated and deceptive fronts.
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1 Introduction

Optimization problems are aplenty and are found in various fields such as science, en-
gineering, economics, finance, management, scheduling, planning, design, control,
etc. The list is ever growing, and scientists and industrialists alike are in the lookout
for better and more efficient techniques to solve their problems. Optimization in gen-
eral refers to the process of finding one or more feasible solutions which correspond
to extreme values of one or more objectives. Many researchers have tend to focus
on optimization problems which consider a single objective, although most real-
world search and optimization problems involve more than one objective. Further,
the presence of conflict in the multiple objectives makes these optimization problems
(commonly termed as multiobjective optimization problems) more interesting and
challenging to solve. Since no single solution can satisfy the multiple conflicting
objectives simultaneously, the solution to a multiobjective optimization problem is a
set of trade-off optimal solutions. Classical optimization methods such as hill climb-
ing, simulated annealing can at best find one solution in a simulation run, thereby
deeming these methods inefficient to solve multiobjective optimization problems.

Evolutionary algorithms are inspired from biological evolution and mimic na-
ture’s evolutionary principles to drive the search towards optimal solution(s). These
algorithms use a population of solutions in each iteration, consequently making
them ideal candidates for solving multiobjective optimization problems. Numer-
ous Evolutionary Algorithms(EAs) have been developed in the past few decades
to solve multiobjective optimization problems such as NSGA-II [1], MOEA/D [2],
MOEA/D-DE [3], to name a few. The advances of EvolutionaryMultiobjective Opti-
mization(EMO) research has been drastic and has resulted inmany new paradigms to
be developed such as the Estimation of Distribution Algorithms(EDAs), decomposi-
tion based algorithms, and so on. Applications of EMO research have been observed
in a wide variety of problems [4, 5, 6, 7, 8, 9]. However, there has only been luke-
warm interest in applying Evolutionary Algorithms to solve dynamic optimization
problems, where the optimum(or optima) changes with time. Furthermore, most of
the EA researchers in this area have tend to focus on dynamic single-objective op-
timization problems, while most real-world problems are dynamic multiobjective
optimization problems.

Using Evolutionary Algorithms to solve dynamic multiobjective optimization
problems has started gaining attention over the past few years. Nevertheless, there is
large scope for contribution and improvement in this field. In dynamicmultiobjective
optimization problems the fitness landscape is changing over time. Preliminary re-
search in solving proposed benchmark problems involved applying Multiobjective
Evolutionary Algorithm(MOEA) directly to solve them. However, the inherent char-
acteristic of an MOEA is that it takes significant amount of time to converge to the
Pareto Optimal Front(POF). This is an important issue in dynamic multiobjective
optimization where the POF and/or the Pareto Optimal Solution(s) (POS) are con-
tinuously changing with time. In the current literature, various approaches have
been proposed to solve dynamic multiobjective optimization problems. In this pa-
per, the focus is on employing prediction techniques to solve dynamic multiobjective
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optimization problems. A novel Kalman Filter based dynamic multiobjective opti-
mization algorithm was developed to solve dynamic multiobjective optimization
problems [10].

Based on the IEEE-CEC 2015 Dynamic Multi-objective Optimization Bench-
mark problems, this paper aims to examine and discuss the performance of the
Kalman Filter assisted MOEA/D-DE algorithm, MOEA/D-KF in solving the pro-
posed benchmark set. The outline of the paper is as follows: Section 2 provides
required background and outlines related work. Section 3 provides the algorithm de-
scription including a brief overview of MOEA/D-DE and Kalman Filter prediction
method. Section 4 provides the experimental setup, outlines the performance metric
used and the results are presented. Section 5 consists of anlaysis of the performance
based on the severity and frequency of change in the problems. Section 6 outlines
the discussion of the results and Section 7 concludes the work.

2 Background

This section provides the basic definitions used in the evolutionary multiobjective
community together with some key concepts which are essential for understanding
the work described in a more scientific manner.

2.1 Multiobjective Optimization Problem

A multiobjective problem can be expressed in its general form mathematically as

Minimize/Maximize fm(x), m = 1, 2, . . . , M;
subject to g j (x) ≥ 0, j = 1, 2, . . . , J ;

hk(x) = 0, k = 1, 2, . . . , K ;
x L

i ≤ xi ≤ xU
i , i = 1, 2, . . . , n.

where fi is the i-th objective function and M is the number of objectives.
The vector, f (x) = [ f1(x) f2(x) . . . fm(x)]T forms the objective vector, f (x) ∈

R
M . A solution x is a vector of n decision variables: x = [x1 x2 . . . xn]T . The above

general problem is associated with J inequality and K equality constraints. The last
set of constraints are called variable bounds, restricting each decision variable xi to
take a value within a lower x (L)

i and an upper x (U )
i bound. These variable bounds

constitute the decision variable space � ∈ R
n , or simply the decision space.

In the presence of constraints g j and hk , the entire decision variable space � may
not be feasible. The feasible region S is the set of all feasible solutions in the context
of optimization. The feasible search space can be divided into 2 sets of solutions -
pareto optimal and non pareto otpimal set. To define pareto optimality, first we need
to look into the concept of domination.
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Concept of Domination. There are M objective functions in a multiobjective prob-
lem. Say,we have 2 solutions, i and j . i < j implies i is better than j or i dominates j .
A solution x1 is said to dominate another solution x2, if both the following conditions
are true.

1. The solution x1 is no worse than x2 in all objectives, or fm(x1) is not better than
fm(x2) for all m = 1, 2, ..., M .

2. The solution x1 is strictly better than x2 in at least one objective.

Pareto Optimality. Among a set of solutions P , the non-dominated solutions, P∗ are
those that are not dominated by any member of the set P . When the set P comprises
the entire search space, the resulting non-dominated set P∗ is the Pareto Optimal
Set(POS in the decision space). Pareto optimal solutions joined together as a curve
form the Pareto Optimal Front(POF in the objective space). The front lies in the
bottom-left corner of the search space for problems where all objectives are to be
minimized.

Goals of an MOEA. The working principle for an ideal multiobjective procedure
consists of finding multiple trade-off optimal solutions with a wide range of values
for the objectives, and later choosing one of the obtained solutions using higher
level information. In such a case it is difficult to prefer one solution over the other
without any further information about the problem. If higher level information is
satisfactorily available, this can be used to make a biased search. However, in the
absence of any such information, all pareto optimal solutions are equally important.
Therefore, there are 2 goals:

1. To find a set of solutions as close as possible to the POF, i.e. Convergence
2. To find a set of solutions as diverse as possible, i.e. Diversity

For each of the M conflicting objectives, there exists one different optimal solu-
tion. An objective vector constructed with these individual optimal objective values
constitutes the ideal objective vector, z∗, which in general lies in the infeasible space.
For more detailed discussion of the concepts on multiobjective optimization , please
refer to [11].

2.2 Dynamic Multiobjective Optimization Problem

The various concepts discussed for multiobjective optimization are still essential
in dynamic multiobjective optimization together with some additional issues and
goal(s). In general, in a dynamic multiobjective optimization problem(DMOOP),
the optimum changes with time. Mathematically, a DMOOP can be described as

minimize
x

f(x, t) = [ f1(x, t) f2(x, t) . . . fm(x, t)]T

subject to x ∈ �
(1)
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where t represents time index, x ∈ R
n represents the decision vector, n is the

number of decision variables and � ⊂ R
n represents the decision space. m is the

number of objectives,Rm is the objective space and f (x, t) consists of m real-valued
objective functions, each of which is continuous with respect to x over �. Thus, the
POF and/or POS may change over time.

The goals of convergence and diversity apply to Dynamic Multiobjective Opti-
mization Evolutionary Algorithms (DMOEAs) as well. However, it is not restricted
to the above two and there is an additional goal of tracking the changing POF/POS
which plays an important role in determining the overall performance.

Classification of DMOOPs. [12] have classified dynamic multiobjective optimiza-
tion problems based on the possible ways a problem can demonstrate a time varying
change.

Table 1 Classification of DMOOPs

Type I POS changes, but POF does not change
Type II Both POS and POF change
Type III POS does not change, POF changes
Type IV Both POS and POF do not change,

although the problem can change

These four cases are summarized in the Table 1. There are other possible ways of
classifying DMOOPs as well such as based on severity, predictability and visibility
of change, among others [13].

3 Algorithm Description

3.1 MOEA/D-DE

The DMOEA used in this paper is built on the basis of Multiobjective Evolutionary
Algorithm with Decomposition based on Differential Evolution (MOEA/D-DE) [3].
MOEA/D-DE decomposes a problem into several sub-problems and simultaneously
optimizes them to find the pareto optimal solutions of theMultiobjective optimization
problem. Each solution is assigned with a weight vector and neighbourhood relations
are defined based on the weight vectors. In the context of dynamic multiobjective
optimization, the usage of weight vectors enables the tracking of individual solutions
in the decision space which are essential for prediction purposes. Decomposition into
sub-problems is performed using the Tchebycheff approach in this paper.

3.2 Change Detection

Sentry particles in the population are used to observe any changes in the system,
assuming there is no noise. These change detecter individuals’ objective values are
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recomputed at the beginning of each generation to check if there has been any change
since the last objective function evaluation. If there is a change in the objective
function values, it is assumed that a change has occured and the Kalman filter based
model is used to predict for the optimal values of solutions in the decision space.
Otherwise, the optimization process proceeds as in a static MOEA.

3.3 Kalman Filter Prediction Based DMOEA

Kalman Filter is an algorithm that uses a series of measurements observed over
time, containing noise and other inaccuracies, and produces statistically optimal
estimates of the underlying system state [14, 15]. The algorithm works in a two-step
process involving a prediction step and a measurement step. In the prediction step,
the Kalman filter produces estimates of the current state variables, along with their
uncertainties. Once the outcome of the next measurement is observed, these a priori
estimates are updated to obtain the a posteriori estimates. The Kalman filter operates
recursively in time series analysis. The fact that Kalman filter can run in real-time
makes it a good candidate for the prediction model in solving DMOOP. Thus, in our
study, Kalman filter is applied to the whole population to direct the search for Pareto
Optimal Solutions (POS) in the decision space after a change in the problem has
occured. Please refer to [10] for more details on the Kalman Filter assisted DMOEA.
The 2by2 variant of the Kalman filter based algorithm from [10] is used in this paper.

4 Empirical Study

4.1 Experimental Setup

The Kalman Filter prediction based DMOEA, MOEA/D-KF is tested on the bench-
mark problems proposed for the IEEE CEC 2015 Competition on Dynamic Multi-
objective optimization [16] in this paper. The benchmark set consists of functions
from FDA [12], dMOP [17] and HE [18, 19, 20] benchmark function suites and were
adapted to further test the capabilities of DMOEAs in a more comprehensible man-
ner than currently available in the evolutionary dynamic multiobjective optimization
literature. The parameter settings for the experiments are tabulated in Table 2.

4.2 Performance Metric - Modified Inverted Generational
Distance

A number of performance metrics are in use for evaluation of static MOEAs which
evaluate convergence and diversity quite effectively. These metrics have been modi-
fied for usage in evaluation of DMOEAs. The Inverted Generational Distance(IGD)
is a unary performance indicator which provides a quantitative measurement for the
proximity and diversity goal ofmultiobjective optimization [21]. It ismathematically
given by



Solving Dynamic MO Problems Using Kalman Filter Based DMOEA 245

Table 2 Experiment Settings

Number of decision variables, n FDA:12, dMOP and HE:10, HE2:30
Population size 100 for 2 objective problems

200 for 3 objective problems.
Neighborhood Size: 20.

Probability that parents are selected from
the neighborhood is 0.9.

Decomposition method Tchebycheff
Differential Evolution CR = 1.0 and F = 0.5.
Polynomial Mutation η = 20, pm = 1/n.

The number of solutions replaced by any
child solution is at most 2.

Number of detectors 10
Percentage for RND model 20%

KF model Process noise: Gaussian of N(0, 0.04).
Observation noise: Gaussian of N(0, 0.01).

Number of changes 20

I G D(Pt∗, Pt ) =
∑

v∈Pt∗ d(v, Pt )

|Pt∗| (2)

where Pt∗ is a set of uniformly distributed Pareto optimal solutions in the POF at
time t(P O Ft ) and Pt is an approximation of the POF obtained by the algorithm in
consideration. d is a distance measure between Pt and Pt∗, given by

d(v, Pt ) = min
u∈Pt

‖F(v) − F(u)‖. (3)

A lower value of IGD implies that the algorithm has better optimization perfor-
mance. To obtain a low value of IGD, it can be seen from the above 2 equations that,
Pt must be very close to P O Ft and cannot miss any part of P O Ft , thus measuring
both convergence and diversity.

To adapt the IGD metric for dynamic multiobjective optimization, the average of
the IGD values in some time steps over a run is taken as the performance metric,
given by

M I G D = 1

|T |
∑
t∈T

I G D(Pt∗, Pt ) (4)

where T is a set of discrete time points(immediately before the change occurs) in
a run and |T | is the cardinality of T . A lower value of the MIGD metric described
above would also assist in evaluating the tracking ability, as the approximated pareto
front obtained from the algorithm with the changing pareto optimal front.

4.3 Results

TheMOEA/D-KFalgorithm is comparedwith a baseline of random immigrants strat-
egy where a percentage of the population is randomly reinitialized when a change



246 A. Muruganantham et al.

Table 3 nt and τt values for the benchmark functions

nt 10 10 10 10 1 1 20 20

τt 5 10 25 50 10 50 10 50

τt 100 200 500 1000 200 1000 200 1000

occurs and this method is indicated by RND. The difficulty of a DMOOP is deter-
mined by the parameters nt and τt which denote the severity and frequency of change
respectively. The combination of parameter values used in the simulations are given
in Table 3. τT denotes the maximum number of iterations.

Table 4 MIGD mean and standard deviation statistics for nt = 10

Problem RND MOEA/D-KF

FDA4 0.257978 ± 0.202(+) 0.207295 ± 0.211

FDA5 0.538704 ± 0.222(-) 0.383436 ± 0.193

dMOP1 0.173554 ± 0.461 0.248594 ± 0.452(+)

dMOP2 0.882946 ± 0.682(+) 0.303540 ± 0.449

dMOP2iso 0.009556 ± 0.020 0.009895 ± 0.020(-)

dMOP2dec 2.739828 ± 6.218(-) 2.671837 ± 6.109

HE2 0.057582 ± 0.001 0.057710 ± 0.001(-)

HE7 0.223214 ± 0.030 0.333162 ± 0.073(+)

HE9 0.403658 ± 0.035 0.499466 ± 0.068(+)

(a) nt = 10, τt = 5

Problem RND MOEA/D-KF

FDA4 0.144859 ± 0.090(+) 0.122009 ± 0.090

FDA5 0.347302 ± 0.111(+) 0.227943 ± 0.094

dMOP1 0.037534 ± 0.103 0.047511 ± 0.101(+)

dMOP2 0.173277 ± 0.119(+) 0.078387 ± 0.107

dMOP2iso 0.004369 ± 0.002 0.004411 ± 0.002(-)

dMOP2dec 0.901509 ± 2.811(-) 0.859458 ± 2.824

HE2 0.057046 ± 0.001(-) 0.057030 ± 0.001

HE7 0.168585 ± 0.018 0.253887 ± 0.053(+)

HE9 0.377706 ± 0.039 0.478676 ± 0.085(+)

(b) nt = 10, τt = 10

Problem RND MOEA/D-KF

FDA4 0.085218 ± 0.016(+) 0.077284 ± 0.014

FDA5 0.226148 ± 0.083(+) 0.140106 ± 0.029

dMOP1 0.007402 ± 0.013 0.008307 ± 0.012(+)

dMOP2 0.022815 ± 0.013(+) 0.013347 ± 0.012

dMOP2iso 0.003743 ± 0.000 0.003747 ± 0.000(-)

dMOP2dec 0.099968 ± 0.335 0.106301 ± 0.337(-)

HE2 0.056916 ± 0.001(-) 0.056910 ± 0.001

HE7 0.153983 ± 0.030 0.206505 ± 0.054(+)

HE9 0.353986 ± 0.042 0.445529 ± 0.084(+)

(c) nt = 10, τt = 25

Problem RND MOEA/D-KF

FDA4 0.072128 ± 0.003(+) 0.069282 ± 0.001

FDA5 0.197262 ± 0.088(+) 0.130583 ± 0.038

dMOP1 0.004237 ± 0.001 0.004411 ± 0.001(+)

dMOP2 0.006455 ± 0.001(+) 0.005675 ± 0.001

dMOP2iso 0.003730 ± 0.000 0.003730 ± 0.000(-)

dMOP2dec 0.029316 ± 0.099 0.031941 ± 0.099(-)

HE2 0.056915 ± 0.001(+) 0.056909 ± 0.001

HE7 0.147688 ± 0.034 0.185881 ± 0.053(+)

HE9 0.330218 ± 0.032 0.420749 ± 0.083(+)

(d) nt = 10, τt = 50

Tables 4 and 5 provide the MIGD mean and standard deviation statistics for
the different combination of parameter values for the various benchmark problems.
Statistical t-test was conducted on the results at the 5% significance level and the
best value is denoted in bold. (+) (and (−)) indicates that the difference between
the marked entry and the best entry is statistically significant (and insignificant,
respectively).

FDA4 and FDA5 are 3-objective problems, while the rest of the problems are 2-
objective problems. It can be observed fromTables III-V thatMOEA/D-KF performs
significantly better than RND on FDA4, FDA5 and dMOP2 in all three parameter
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Table 5 MIGD mean and standard deviation statistics for nt = 1

Problem RND MOEA/D-KF

FDA4 0.390467 ± 0.089 0.602495 ± 0.128(+)

FDA5 1.058697 ± 0.455 1.193283 ± 0.450(+)

dMOP1 0.112298 ± 0.111(-) 0.110023 ± 0.110

dMOP2cec 7.429464 ± 7.310 17.893780 ± 15.640(+)

dMOP2iso 0.084172 ± 0.073 0.084333 ± 0.073(-)

dMOP2dec 30.214032 ± 39.352 31.296647 ± 39.384(-)

HE2 0.109764 ± 0.061 0.110784 ± 0.060(+)

HE7 0.191397 ± 0.026 0.237358 ± 0.046(+)

HE9 0.317087 ± 0.110 0.367213 ± 0.132(+)

(a) nt = 1, τt = 10

Problem RND MOEA/D-KF

FDA4 0.068035 ± 0.001 0.069631 ± 0.001(+)

FDA5 0.825898 ± 0.328 0.902508 ± 0.358(-)

dMOP1 0.083306 ± 0.073(+) 0.082921 ± 0.072

dMOP2cec 0.082403 ± 0.069(+) 0.076870 ± 0.061

dMOP2iso 0.083391 ± 0.073 0.083401 ± 0.073(-)

dMOP2dec 20.317731 ± 34.716 20.346623 ± 34.710(-)

HE2 0.107948 ± 0.060(-) 0.107937 ± 0.060

HE7 0.187327 ± 0.055 0.202417 ± 0.047(-)

HE9 0.276737 ± 0.086 0.349261 ± 0.123(+)

(b) nt = 1, τt = 50

settings. dMOP2 is a type II DMOOP and its time-varying POS is sinusoidal in
nature. The Kalman filter prediction can track the changing POS better than the
random immigrants strategy in this case. A similar explation for FDA5 applies as
well. Though FDA4 is a type I DMOOP, wherein its POF does not change with time,
its POS also follows a sinusoidal trajectory and MOEA/D-KF’s better performance
could be attributed to the more efficient POS tracking.

For dMOP1, the optimal values for all decision variables remain the same through-
out the iteration. RND performs better than MOEA/D-KF on this problem, as a
majority of RND’s population is retained without any modification after a change.
Once the EA converges on the POS, the RND method does not effectively disrupt
the POF/POS attained.

HE7 and HE9 are type III DMOOPs and their POS is not dependent on time.
This might result in the better performance of RND compared to the Kalman fil-
ter predictions. dMOP2iso and dMOP2dec consist of isolated and deceptive POF
respectively. Even though MOEA/D-KF performs better than RND on dMOP2, it
does not perform significantly better than RND on the isolated and deceptive POF
variants of dMOP2. This maybe a result of trapping into local optima for both the
algorithms.

HE2 is a type III DMOOP, similar to HE7 and HE9. However, it has discontin-
uous POF, with various disconnected continuous sub-regions [16]. This increases
the problem complexity significantly and may lead to similar performance on RND
andMOEA/D-KF as specific measures have not been taken to handle such scenarios
in the Kalman Filter prediction based DMOEA. Both the algorithms seem to give
similar performance on all three parameter settings for HE2.

More efficient strategies are required to enhance the performance of MOEA/D-
KF on the IEEE CEC 2015 Dynamic benchmark suite, especially in the problems
with isolated, deceptive and disconnected POF. Further, the state transition of the
model can be modified such that it is able to better model the movement of decision
variables to obtain efficient tracking performance.
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5 Analysis

5.1 Effect of Severity of Change

The parameter nt , denotes the severity of change in the DMOOP. The parameter
settings for Table III-(b) and Table IV-(a) are τt = 10 and nt = 10, and 1 respectively.
It can be seen from the MIGD values on the table that as nt decreases, the severity of
change in the problem increases manyfold. This gets reflected in the MIGD values
obtained as high numbers as can be seen in Table IV.

Figures 1 and 2 depict the influence of severity of change on FDA4 and dMOP2
problems. The IGD box plots for RND and MOEA/D-KF are plotted for different
values of severity of change. From the range of IGD in the box plots, it can be seen
that in the higher nt setting both the algorithms perform better than in the lower
setting. It is also interesting to note that MOEA/D-KF performs better than RND for
nt = 10, 20, while it performs worser for the lowest nt setting.

(a) nt = 1 (b) nt = 10 (c) nt = 20

Fig. 1 Effect of severity of change: IGD box plots for FDA4 with τt = 10 and nt = 1, 10
and 20

(a) nt = 1 (b) nt = 10 (c) nt = 20

Fig. 2 Effect of severity of change: IGD box plots for dMOP2 with τt = 10 and nt = 1, 10
and 20

5.2 Effect of Frequency of Change

The parameter τt , denotes the frequency of change in the DMOOP. It determines
the number of generations for which the problem does not change. The smaller the
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frequency of change the problem changes quickly. Thus, as the frequency of change
increases with other parameters kept constant, the difficutly of the DMOOP would
be expected to decrease.

Figures 3 and 4 depict the trend of IGD with number of changes in the DMOOP
for FDA4, FDA5 and dMOP2 problems. The trends are plotted for a number of
values of τt : 5, 10, 25 and 50. It can be observed from the figures that theMOEA/D-
KF algorithm performs better than RND for the various values of τt . However, the
problem difficulty reduces for higher values of τt and therefore, the distance between
the trend curves of MOEA/D-KF and RND reduces as τt increases.

(a) τt = 5 (b) τt = 10 (c) τt = 25 (d) τt = 50

Fig. 3 Plots of IGD vs Number of Changes for FDA4 problem with nt = 10 and various
values of τt

(a) τt = 5 (b) τt = 10 (c) τt = 25 (d) τt = 50

Fig. 4 Plots of IGD vs Number of Changes for FDA4 problem with nt = 10 and various
values of τt

5.3 Initial Populations Obtained Before a Change

Figure 5 shows the initial populations obtained before a change by MOEA/D-KF
and RND algorithms for dMOP1, dMOP2 and dMOP2dec problems with nt = 10
and τt = 10. All three problems have similar POF. However, their Pareto Optimal
Sets are very different from each other. RND is able to obtain solutions close to the
POF as the problem’s POS does not change with time and the algorithm does not
reinitialize a major portion of the population. However, its performance is worser in
the dMOP2 and dMOP2dec problems.

In dMOP2, MOEA/D-KF is able to better approximate to the POF than RND.
This can be observed in Fig 5(b) as the solutions obtained by MOEA/D-KF are
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closer to the POF than that of RND. In the case of dMOP2dec, the problem has
a deceptive POF. Further, in dMOP2dec, solutions obtained by MOEA/D-KF are
within the vicinity of POF whereas only few solutions of RND are visible.

(a) dMOP1 (b) dMOP2 (c) dMOP2dec

Fig. 5 Initial populations obtained before a change by MOEA/D-KF and RND for dMOP1,
dMOP2 and dMOP2dec problems with nt = 10 and τt = 10

6 Discussion

6.1 Type I DMOOPs

The POF remains static for these problems, while the POS keeps changing with
time. In the benchmark problems used in this study, FDA4 falls into this category.
MOEA/D-KF seems to perform quite well in these kind of problems in comparison
with the RND algorithm.

6.2 Type II DMOOPs

Both the POF and POS change with time in this class of problems. FDA5, dMOP2,
dMOP2iso and dMOP2dec come under this categorization.WhileMOEA/D-KF per-
forms quite well in FDA5 and dMOP2, its performance is much worse in the case
of dMOP2iso and dMOP2dec which have isolated POF and deceptive POF respec-
tively. While a generalization cannot be made in this case about the performance of
MOEA/D-KF or RND, it is to be noted that in problems with isolated and deceptive
POF, DMOEAs may have significant difficulty in tracking the changing POF/POS.

6.3 Type III DMOOPs

The POS remains static in these problems, while the POF keeps changing with time.
HE2, HE7 and HE9 problems come under this category. The discontinuous POF
characteristic of HE2 leads to similar performance on RND andMOEA/D-KF while
RND tends to be perform marginally better than MOEA/D-KF in the other problems
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as it does not disrupt the converged solutions in the decision space and thereby
maintaining the solutions to be close to the POS.

7 Conclusion

In this paper, a brief overview of evolutionary algorithms in the optimization context
was provided in general and the issues related to evolutionary dynamicmultiobjective
optimizationwere discussed in particular. AKalmanFilter prediction basedDMOEA
was also outlined. Subsequently, the algorithm was tested on the IEEE CEC 2015
Benchmark suite and its results were compared to the random immigrants strategy
also based on MOEA/D-DE. While MOEA/D-KF does perform significantly better
than RND in some of the problems, more effective strategies need to be observed
to effectively solve them. The effect of severity of change and frequency of change
was also analysed. The initial populations obtained by the two algorithms were also
visualized to get a better perspective about their optimization performance.
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Ideation Support Based on Infomorphism
for Designing Beneficial Inconvenience

Hiroshi Kawakami, Toshihiro Hiraoka and Setsui Riku

Abstract This paper proposes an ideation (idea generation) support process based
on Channel Theory, which is a qualitative information theory. Channel Theory for-
mulates information flow by establishing infomorphism between two classifications.
By encoding a set of examples into a classification and the target of ideation into
another classification, the infomorphism between two classifications guides analog-
ical reasonings. This paper employs fuben-eki systems as the appropriate target of
ideation by our proposed process. Fuben-eki denotes the benefits of inconvenience,
and fuben-eki systems give users beneficial inconvenience. Our proposed process
was implemented in a experimental system as a web application. The experimental
result shows that the system improved not the amount but the experiment quality of
ideas. Furthermore, questionnaire answers from the participants elucidated how the
process helped them conceive ideas.

Keywords Idea generation · System design · Human machine system · Channel
theory · Benefit of inconvenience

1 Introduction

One principle of systems design is reducing human labor. In this case, quantita-
tive evaluation of whether a principle was achieved is easy: decreasing the amount
of time, labor cost, and monetary cost. On the other hand, the harm of efficiency
has also been discussed [1]. Solely pursuing efficiency causes such problems as ex-
cluding users, eliminating their ability, and depriving the pleasure of using systems.
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Other than efficiency, several principles of systems design have been proposed, in-
cluding emotional design [2] and UX design.

As one such principle, we proposed fuben-eki [3], which stands for the benefits
of inconvenience and designs inconvenient but beneficial systems. In this case, in-
troducing quantitative evaluations is difficult. For example, providing users a space
to develop their skills is one element of fuben-eki. The space can be objectively
evaluated, but its value depends on the users that cannot be objectively measured.

In this way, the designs of systems, based on principles other than efficiency, are
difficult to quantify and manage in a systematic way. Nevertheless, it is desirable to
managedesignprocesses onmathematical bases.As such abase, this paper introduces
Channel Theory [4], which is also called qualitative information theory and provides
a mathematical framework to Situation Semantics, to the ideation of design concept.

2 Designing Systems Based on Fuben-eki

2.1 Outline

In this paper, fuben-eki denotes the benefits of inconvenience. Fuben-eki examples
stand for existing examples that provide fuben-eki, and fuben-eki systems stand for
newly designed systems that give users the space to experience fuben-eki. This paper
supports the ideation processes for designing fuben-eki systems. Fuben-eki examples
include:

– a cell production system instead of a line production system,
– barrier-aree1 instead of barrier-free.

Compared with a line production system that is convenient for workers because
they are only required to be skilled at one specific task, a cell production system is
superficially inconvenient because it requires that workers have the skills to assemble
such complex productions as automobiles in small groups. But the latter allows
workers to be skilled and encourages them to understand production that in turn
motivates them. Compared with barrier-free that eliminates inconvenient barriers
from living spaces, barrier-aree introduces such minor barriers as differences in level
on floor on purpose to enjoy maintaining physical abilities.

As a result of analyzing almost 100 examples from the point of view of the
relationship between inconvenience and benefit, inconvenience-oriented benefits are
classified into eight categories [5], as shown on the right of Fig. 1.

2.2 Premises of Fuben-eki Examples

The following three factors are the premises of fuben-eki examples:

factors of inconvenience: fuben-eki must originate from inconvenience,

1 Aree is Japanese for existence.
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Fig. 1 Fuben-eki principles and categories displayed on cards [6]

main tasks: fuben-eki need to be collateral effects of achieving main tasks,
comparison examples: conveniece/inconvenience are comparative.

2.3 Subjective or Objective View

As described in Section 1, an example of fuben-eki, which provides a space for skill
development, is objectively observable, but its value is subjective; appreciating the
space is left to users. On the contrary, some users negatively value the space and
prefer to innocuously carry on routines.

The subject who reaped a benefit needs to be the person who suffered incon-
venience. We do not want to encourage the exploitation of others for our personal
benefit.

2.4 Design Support of Fuben-eki Systems

To demonstrate fuben-eki, we developed such fuben-eki systems as a prime num-
ber ruler, degraded navigation [7], and a gesture lock for smartphones [8]. They
were designed by transforming normal systems into inconvenient ones that provide
benefits.

For supporting such designs, we proposed an ideation (idea generation) support
method [9, 10] based on TRIZ, which is a theory for inventive problem solving.
It is based on patent analyses and provides 40 principles for technical innovations
and a tool for searching for appropriate principles called the Contradiction Matrix.
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We extracted 12 principles for designing fuben-eki systems by analyzing fuben-eki
examples and created a tool called the Fuben-ekiMatrix [5]. The principles are shown
on the left of Fig. 1. The matrix was implemented on a web application [11] and a
card-type tool [6]. Fig. 1 shows the cards. The yellow cards show 12 principles, and
the green cards show eight categories of benefits.

We confirmed the performances of our web application and the cards for support-
ing the ideation of fuben-eki systems [6, 11]. They are based on principles that are
derived from the abstractions of the examples. In contrast, this paper does not rely on
abstract principles but on analogies to examples. In other words, our previous works
supported rule-based reasonings; this work supports case-based reasonings.

typ(A) typ(B)

tok(A) tok(B)

f

f 

A B

Fig. 2 Examples of classifications and infomorphism

3 Representational Scheme of Fuben-eki Examples Based
on Channel Theory

While the standard Information Theory proposed by C. E. Shannon focuses on the
quantity of information, Channel Theory [4], which provides a mathematical frame-
work ofDretske’s Situation Semantics, is called the qualitative theory of information.

Channel Theory is based on Category Theory and Boolean algebra and is closely
related with Chu Space [12]. It is applied to Abstract Design Theory [13], Ontology
Engineering [14], and so forth. Its ability to process semantics, which is always
exclusive to quantitative operations, is suitable for at least representing fuben-eki,
which cannot be evaluated by quantitative factors. Furthermore, its mathematical
bases can be applied to support the design of fuben-eki systems.

3.1 Brief Introduction to Channel Theory

Channel Theory represents a local state by a classification, and the information flow
between two classifications is represented by an infomorphism.

Classification A = 〈tok(A), typ(A), |=A〉 consists of set tok(A) of tokens, set typ(A)

of types, and binary relation |=A between tok(A) and typ(A). Generally, tokens are
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objects to be classified and types are their attributes. In this case, a |=A α can be
interpreted as “token a has attribute α,” where a ∈ tok(A) and α ∈ typ(A). Fig. 2
shows examples of classifications A of English words and B of Japanese words.

Infomorphism is a pair 〈 f ∧, f ∨〉 of functions. Given classifications A and B, an
infomorphism from A to B, written as f : A � B, satisfies

∀α ∈ typ(A), ∀b ∈ tok(B), b |=B f ∧(α) ⇔ f ∨(b) |=A α. (1)

For example, those who know both languages in Fig. 2 can imagine the following
infomorphism:

f ∧(liquid)=ekitai, f ∧(solid)=kotai,
f ∨(mizu) = f ∨(yu)=water, f ∨(kori)=ice.

This is semantically correct and syntactically satisfies Eq. (1). On the other hand,
Eq. (1) does not always assume a unique and semantically correct morphism. For
example, the following morphism satisfies Eq. (1) but is conventionally incorrect:
( f ∧(liquid) = kotai, f ∧(solid) = ekitai, f ∨(mizu) = f ∨(yu) = ice, f ∨(kori) =
water). In other words, infomorphism can break conventional assumptions.

Constraint � 	A � satisfies

∀a ∈ tok(A), (∀γ ∈ �, a |= γ ) → (∃δ ∈ �, a |= δ),

where � and � are exclusive subsets of typ(A) of classification A. 〈�,�〉 is called a
sequent. The constraints of Channel Theory correspond to the implications of first-
order predicate logic.

Local Logic L = 〈A,	L, NL〉 consists of
– classification A,
– set 	L of sequents of A called the constraint of L,
– set NL ⊆ tok(A) of tokens that satisfy all elements of 	L.

Each local logic of A establishes constraints by extracting a subset from tok(A)

even if the constraints do not satisfy the whole set tok(A). Compared with first-order
predicate logic, which quantifies tokens either ∀ (for all) or ∃ (it exists), the local
logics of Channel Theory are for NL that are located between ∀ and ∃.

3.2 Representation and Analysis of Fuben-eki Examples
Based on Channel Theory

This section represents fuben-eki examples by slightly extending the classification
format of Channel Theory. Based on Channel Theory, infomorphism guides ana-
logical reasoning, and the constraints derive beneficial attributes for supporting the
ideation of fuben-eki systems.



260 H. Kawakami et al.

Types and Tokens: By corresponding each token to an example and each type
to an attribute of the examples, a set of fuben-eki examples is represented by a
classification. As described in Section 2.2, examples must be represented by at least
their main tasks, their comparison examples, and the factors that are inconvenient.
As described in Section 2.3, wemust also distinguish between subjective or objective
viewpoints. Embracing these notions, each example is represented by the following
three types:

common type (χ ): common attributes of the fuben-eki example and its compari-
son example,

specific type (σ ): objective functions specific to the fuben-eki example,
fuben-eki type (φ): subjectivebenefits feltbyuserswhouse the fuben-ekiexample.

Common typesχ have such sub-categories as is-used-for, is-a, has-a, and be-related-
to. Specific types σ are the factors that make examples inconvenient and derive
fuben-eki (benefits of inconvenience).

Each token represents an fuben-eki example. Each token is labeled by the name
of a concept.

Classifications F and T : A classification is defined by determining the binary
relations between sets of tokens and types. The set of known fuben-eki examples is
encoded into a classification called F . Tok(F) consists of the names of examples.
Typ(F) consists of common, specific, and fuben-eki types. |=F indicates the types
of each example.

The theme of ideation is also encoded into a classification that we call T . Its token
is the target of ideation that we call t . Assuming a situation where users are faced
with generating ideas for target t , tok(T ) = {t} and |tok(T )| = 1.

Informorphism F � T : The infomorphism between F and T represents the sim-
ilarity between known examples and the target of ideation. Both constituents of
infomorphism 〈 f ∧, f ∨〉 are functions where each element of their domain needs to
bemapped uniquely to an element of their codomain. If f ∨ : tok(F) → tok(T ), then
all the known examples are mapped to a single target t . This mapping is semantically
abnormal. Normally, a target is associated not with all the known examples but some
similar examples. Therefore, f ∨ : tok(T ) → tok(F). By remapping f ∨(t), similar
examples are explored in tok(F). In this case, the definition of infomorphism derives
f ∧ : typ(F) → typ(T ).

Constraint � �F �: The constraints of F and its local logics support analogical
reasoning. When generating ideas by analogies to known examples, specific types
σ of the examples are beneficial for transforming target t into an inconvenient one.
Therefore, beneficial constraints can be selected from those of F and its local logics
by checking �, where all the constituents are specific types σ . Furthermore, for
practical use, the constraints with ¬(∃ f ∈ tok(F), ∀γ ∈ �, f |=F γ ) or � = ∅
are eliminated even if they are logically correct.
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On the other hand, even it is logically incorrect to derive � 	 δi from � 	
δ1 ∨ · · · δi ∨ · · · δn (n ≥ 2), we employ � as the possibility of δi when � consists of
common χ or fuben-eki types φ. When � consists of specific types σ , ({a} 	 {b}) ∧
({b} � {a}) gives an order relation between a and b, and ({a} 	 {b}) ∧ ({b} 	 {a})
gives an equivalent relation to a and b. The order and the equivalent relations make
a partially ordered set of specific types σ .

Local Logic: The constraints of F are too strong for the ideation processes because
they embrace all the tokens of F . Some are irrelevant to target t . Constraints 	L of
local logic L for a set of relevant tokens NL ⊆ tok(F) are appropriate. The variation
of selecting NL supports the diverseness of ideation.

tok(T)t
χ φ

χ φ

tok(F)’

σ

χ

φ

F

T
typ(F)

typ(T)

tok(F)

Fig. 3 Flow of ideation support

4 Implementation and Validation of a System
for Ideation Support

4.1 Ideation Support Process

Based on the settings described in Section 3.2, this section proposes the ideation
support process as shown in Fig. 3. In the figure, the process flow is superposed on
the infomorphism flow.

1. The system user sets up a target of ideation. In other words, token t is put into
classification T .

(a) Lists of common types (χ ) and fuben-eki types (φ) is shown.
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2. From the lists, the user selects common types (χ ) that are related to t anddesirable
fuben-eki types (φ). Consequently, the domain of f ∧ is determined.

(a) Set of tokens tok(F)′ is extracted from tok(F), s.t. each constituent of
tok(F)′ is at least one of the selected types. The codomain of f ∨ is tok(F)′,
so each constituent of tok(F)′ can be f ∨(t), and the possible number of
infomorphisms is equivalent to |tok(F)′|.

(b) Local logicL is definedwhere NL = tok(F)′. Following	L, a set of specific
types σ is derived from selected χ and φ.

(c) The associable types of derived σ are generated in typ(T ) as f ∧(σ ).

3. The user generates ideas by referring to σ and f ∧(σ ). Consequently, binary
relations t |=T f ∧(σ ) are established.

In Step 3 (c), associable types f ∧(σ ) are generated for translating derived σ in Step
3 (b) into new types that fit t .

4.2 Specifications of Experimental System

The experimental system is implemented by Python as a web application. The sys-
tem’s database consists of four tables: tok(F), typ(F), |=F , and associable types.
The data sizes are as follows:

token 81,
common type 195,
specific type 191,

fuben-eki type 37,
binary relation (|=F ) 1,150,

candidates of associable type 206,432.

The system’s web site consists of pages for registering tok(T ), for registering
typ(T ), for browsing |=T , for ideation support, and for showing results. The result
page shows ten associable types for every specific type.

4.3 Experimental Settings and Procedure

To validate the performance of our proposed process, we conducted intra-subject ex-
periments using our experimental system. The seven participants had almost equal
levels of understanding of fuben-eki. Written informed consents were obtained from
them. Each participant did three sessions: (1) normal idea generation, (2) idea gen-
eration with a partial support system, and (3) idea generation with a full support
system.

Instruction (10 min.): The participants were instructed about the concept of
fuben-eki.

(1) Normal idea generation (15 min.) The participants generated ideas about
transforming a wristwatch into fuben-eki systems and then wrote them down.
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Fig. 4 Numbers of generated ideas

Table 1 Number of ideas generated by each participant

Total number Favorite-five
Sessions A B C D E F G sum A B C D E F G sum rate
(1) Normal 3 5 5 2 2 6 3 26 2 1 1 2 1 1 3 11 11/26=0.42
(2) Partial support 3 3 6 3 3 4 1 23 2 2 3 0 1 1 1 10 10/23=0.44
(3) Full support 1 2 3 3 4 4 1 18 1 2 1 2 3 2 1 12 12/18=0.67

They mentioned as many kind of benefits as possible that are derived from the
transformation.

Practice (10 min.): The participants used the support system. They were given a
minute in which to repeat the selection of relevant types for a given theme.

(2) Idea generation with partial support system (15 min.): The participants
generated ideas of transforming a wristwatch into fuben-eki systems. They were
supported by specific types σ , constraints 	L, and examples tok(F)′. They wrote
down their ideas with relevant σ .

(3) Idea generation with full support system (15 min.): The participants gen-
erated ideas of transforming a wristwatch into fuben-eki systems. They were
supported by σ , 	L, tok(F)′, and associable types f ∧(σi ). They wrote down
their ideas with relevant f ∧(σi ).

Selection of favorite five ideas (5 min.): The participants selected their favorite
five ideas from their own ideas generated in sessions (1), (2), and (3).

Answering questionnaires (10 min.)

4.4 Experimental Results and Discussions

Number of Ideas: The left parts of Table 1 and Fig. 4 show the numbers of generated
ideas by each participant in each session. All sessions lasted 15minutes, so the results
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Table 2 Questionnaire scores

Participant A B C D E F G average
Q II 3.5 3 4 2 3 2 2 2.8
Q III 3.2 4 5 3 4 5 3 3.9
Q IV-1 150 200 200 120 105 200 130 151.9
Q IV-2 110 160 250 110 150 50 80 130.0
Q V 4.3 5 5 3 5 5 4 4.5
Q VI 3.8 5 5 4 5 5 2 4.3

Table 3 Questionnaire items

Q II : I made full use of the system. (no: 0, yes: 5)
Q III : The system helped me conceive ideas. (no: 0, yes: 5)
Q IV-1: How much did the system help you in session (2)?
Q IV-2: How much did the system help you in session (3)?
Q V : Some ideas could not been conceived without this system. (no: 0, yes: 5)
Q VI : I want to use this system in the future. (no: 0, yes: 5)

show that the support systems reduced the number of ideas per unit time. We got the
following related comments from participants:

order effect: “I squeezed out most of my ideas in the first session.”
time resource: “I spent most of the time of sessions using the system.”

In spite of these setbacks, participants D and E generated more ideas in sessions (2)
and (3) than in session (1). According to the result of session (1), they are poor at
ideation. These facts support our hypothesis that the support system is effective for
those who are not good at ideation.

The right parts of Table 1 and Fig. 4 show the numbers of favorite ideas. The
support system reduced the total number of ideas but did not reduce the number of
favorite ideas. More than half of the generated ideas in session (3) were favorite.
These facts support our hypothesis that associable types f ∧(σi ) improve the quality
of ideas.

The favorite-five include such ideas as a “game watch” that shows the time only
after users win a simple game, and a “gesture watch” that does not show the time
unless users shake it in a pre-registered gesture.

Questionnaires: Table 2 shows the questionnaire answers, and Table 3 shows the
questions.

Questions V and VI earned full marks from more than half of the participants and
both average scores are high. The system did help participants conceive ideas.

The scores of question IV were normalized so that the score of session (1) is 100.
Both sessions (2) and (3) got more than 100 on average. Most participants preferred
session (2) to session (3). We got the following comments: “the associable types
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were too numerous;” “most of the associable types were wasteful;” “they confused
me;” and “most were badly written Japanese sentences.” On the other hand, the
participants who gave session (3) high marks said: “generating ideas was fun;” and
“the associable types were concrete, and some were almost self-completed.”

5 Conclusions

This paper introduced Channel Theory as the framework of an ideation (idea gener-
ation) support process based on case-based reasoning. We encoded a set of examples
into a classification, and the theme of ideation is also encoded into another classifi-
cation. The infomorphism between two classifications relates the target of ideation to
known examples. The local logics are established by relevant examples of the target,
and the constraints of the local logics derive types that are beneficial for ideations.
The proposed processes were implemented in a web application and applied to the
ideation of fuben-eki systems to give users beneficial inconvenience. Our experimen-
tal results elucidated the effect of the proposed process and got positive feedback
from the experiment participants.

Even though the scale of the experiments was inadequate for firmly stating a
conclusion about the performance of our proposed process, our results support the
following hypotheses:

– The support system is effective for persons who are poor at ideation,
– The associable types improve the quality of ideas.

The research reported in this paper can be developed in the following directions:

Improving the Case Base: The case base of the web application is a set of fuben-eki
examples. Enriching them would enhance the ability of ideation support.

Improving Evaluation Method: In our reported experiments, ideas were subjectively
evaluated by the participants. Introducing evaluations by bystanders would improve
the objectivity of the experiments.

Generalization: In this paper, our proposed process was applied to the ideation of
fuben-eki systems, but it was not restricted to fuben-eki. By replacing the case base,
our proposed process can be applied to the ideation of other fields where qualitative
evaluations are difficult to introduce.
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A Solution to the Cold-Start Problem
in Recommender Systems
Based on Social Choice Theory

Li Li and Xiao-jia Tang

Abstract Recommender systems are a popular approach for dealing with the prob-
lem of product overload. Collaborative Filtering (CF), probably the best known tech-
nique for recommender systems, is based on the idea of determining and locating
like-minded users. However, CF suffers from a common phenomenon known as the
cold-start problem, which prevents the technique from effectively locating sugges-
tions for newusers. In this paperwewill investigate how to provide a recommendation
to a new user, based on a previous group of users opinions, by utilizing techniques
from social choice theory. Social choice theory has developed models for aggregat-
ing individual preferences and judgments, so as to reach a collective decision. We
then determined how these can best be utilized to establish a collective decision as
a recommendation for new users; hence, a solution to the cold start problem. This
solution not only solves the cold-start problem, but can also be used to give existing
users more accurate suggestions. We focused on models of preference aggregation
and judgment aggregation; specifically, by using the judgment aggregation model to
solve the cold-start problem, which is a novel approach.

Keywords Collaborative filtering algorithm · Social choice theory · Preference
aggregation model · Judgment aggregation model · Cold-start problem

1 Introduction

Recommender systems (RSs) [1] technology was designed to help agents solve the
product overload challenge, as it can suggest items to users based on their preferences.
In general, recommendations are relied on items related to the characteristics or users’
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features, while some of the recommendations are reliant on other users who have
similar interests or tastes. The outcome of the process is determined by combining
the information of users and items; thus, being able to more adequately ascertain the
recommendation results. Recommendation systems algorithms attempt to explore
the connection between users and items and allows the users more personalized
recommendations. Almost all websites use recommender systems to relate some
useful and appropriate advice to their customers.

Social choice theory focuses on group decision processes and procedures, and
a growing literature research in the aggregation of individual inputs (e.g. votes,
preferences, judgments, welfare) into collective outputs (e.g, collective decisions,
preferences, judgments, welfare). The preference aggregation model [2]is designed
to aggregate several individuals’ preference orders into a collective preference order
over alternatives set. Judgment aggregation [3, 4] is a new branch of social choice
theory, which is based on research related to how individual judgments can be aggre-
gated into a collective decision, which is based on deductive logic and reason. More
specifically, judgment aggregation considers how multiple sets of logical formula
can be combined into a single consistent collective set. There are some academic
literary publications related to judgment aggregation rules [5, 6], which are used to
determine the consistent collective judgment set. Compared with preference aggre-
gation model, judgment aggregation model is built on the basis of logic, which is
more general and accurate. Judgment aggregationmodel always is applied in aritficial
intelligence and computer science.

The Cold-start problem is one of themost difficult problems to solve in RSs, and it
has a close relationship with data sparsity in recommendation algorithms. Since the
algorithms cannot obtain previous knowledge of the users, the recommender systems
are inhibited in the function of transmitting a recommendation to the new user. In
this paper we will focus on solving the cold-start problem for new users. Because
people easily adopt the group of previous users’ opinions, we proposed an algorithm
to employ a preference aggregation model and judgment aggregation model of social
choice theory to locate a group decision as a recommendation to a new user. There
are three phases we designed, so as to better attain the recommendation outcome for
a new user. The first phase was to select a group of previous users, who had sufficient
data for appropriate application. The second phase was to aggregate the individuals’
preferences and judgments to be a group decision set as a recommendation result.
The last phase should present the recommendation result to the new user.

When it comes to related work, some solutions to cold-start problem have been
proposed recently. S.Shaghayegh et al.(2011) [7] presented a solution based on ho-
mophily in a social network, which use social networks’ information in order to fill
the gap and detect similarities between users. S.Part et al. (2009) [8] proposed predic-
tive feature-based regression models that leverage all available information of users
and items to alleviate cold-start problems. A.I.Schein et al.(2002) [9]developed a new
performance metric named CORC curve and demonstrated empirically that the vari-
ous components of their testing strategy combined, to obtain a deeper understanding
of the performance characteristics of recommender systems, and their testing is based
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on cold-start recommendations. In this paper we attempt to solve the recommenda-
tions on existing items for new users, which is a type of cold-start problem.

2 Collaborative Filtering Algorithm Based on Social
Choice Theory

There are numerous literatures describing the traditional collaborative filtering al-
gorithm; in this section we want to explore a new and unique method to gather the
group’s user information, so as to analyze and obtain the group decision, then recom-
mend the collective decision result to a new user. In this case, we will have an initial
set of users U which we assume is a finite set consisting of at least two elements:
U = {u1, . . . , un}, where n ≥ 2. Also, each systems will have a fixed set of items
I = {I1, . . . , Im},where m ≥ 3, and we suppose that a new user will have made little
or nothing known about her views regarding what she feels about the items, the sys-
tem cannot give a recommendation to the new user. In this paper, we will solve this
type of cold-start problem and we will focus on the recommender systems based on
preference aggregation model and judgment aggregation model which assume that
newcomers often like to take the suggestions from previous users’ opinions about
some items in a total new website. So we will describe a function which, on the basis
of some attitudes by the users concerning the items, we will extraplate the collec-
tive attitude of the group on the set of items, and give the new user this collective
attitude. In this section,we plan to change the collaborative filtering procedure for
recommendation, based on preference and the judgment aggregation model in the
following graph, as compared with the traditional user-based collaborative filtering
algorithm.

Fig. 1 Collaborative filtering algorithm based on social choice theory

Phase 1: Select a Group of Users
From Figure 1, we can clearly determine that the first step of our algorithm was to
select a group of users. At the beginning we had an active user, who had no purchase
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history; only little data about his/her registration information or location IP address
etc. were available. For example, her location, gender, E-mail address and many
website preferences were available through logging in with the users’ Facebook ,
Twitter and Linkedin accounts, which were included in the registration information
database, and the other information, such as which kind of course the user had chosen
in Coursera, etc. The social network information of users is quite important, as it can
be a significant tool in solving the cold-start problem in recommender systems. If the
database has more information about the active user, then the recommender systems
can more easily select some people who are his/her relatives, friends from Facebook
or Linkedin, followed users on Twitter, and classmates from Coursera. These people,
most likely, share a significant part of the active user’s interests or preferences. If
we aggregate the ratings that were provided by the user’s friends, the system could
predict the active user’s interest for some select items.

However, if we cannot find the active user’s friends from Facebook or Twitter etc,
we will select some users in the database by random selection. The only condition
related to these users is that the users must assign selected item scores. If the users
have enough information to utilize for aggregation, these users can be in a group
temporarily, as it is a reasonable method to form a group, as well as determining the
group decision.

Therefore, the first step of our algorithm was to select some users as a group;
the number of the members should be more than two and odd in number, in order to
keep the procedure proceeding successfully and avoid a tie-breaking case result.After
forming a group, the user-item ratings matrix of the group members was collated and
inputted into the aggregating mechanism.

Example 1. Given the active user is John, who had no previous data for use in
this website, and we also selected five other users in a group U = {u1, . . . , u5}, five
items I = {I1, ..., I5} and the user-item ratings matrix information as input in the
following table.

Table 1 User-item ratings matrix

I1 I2 I3 I4 I5
user1 5 3 4 1 2
user2 5 4 3 2 1
user3 1 4 3 2 5
user4 2 4 3 5 1
user5 5 3 4 2 1

Phrase 2: Aggregate the Group of Users’ Preferences or Judgments
It was an important step for our algorithm for the group aggregation; this step should
aggregate individuals’ preference orders or judgments to a group preference order
or a collective judgment set. There are two types of aggregation approaches in social
choice theory, which are preference aggregation and judgment aggregation respec-
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tively. In this paper we used both the preference and judgment aggregation model
to attain the group decision. We will present them respectively in the following sub-
sections. Each record of user-item ratings matrix expresses the user’s preference for
each item, and the system takes it as a vote and computes the winner, based on these
records.

2.1 Group Decision Based on Preference Model

When the system has received the data, such as the above user-item ratings matrix,
this step should obtain the group decision. A very simple and effective mechanism
for aggregating preferences of multiple users is to apply preference rules.

The preference model is defined as follows. Let a set of individuals or users
U = {u1, . . . , un}(n ≥ 2), I = {I1, . . . , Im}(m ≥ 3) be nonempty set of items. Each
individual ui ∈ U has a preference order �i over items set I : a linear order (that is,
irreflexive, transitive, and complete)on I . Let L(I ) denote the set of all linear orders
on I . A profile V = (�1, . . . ,�n) ∈ L(I )|U | is a vector of preferences. A preference
rule F is a function that assigns of preference orders to a collective order, that is
F : L(I )|U | → L(I ).

Example 2. Given a group of users {u1, u2, u3, u4, u5}, the items set I = {I1, I2, I3,
I4, I5} and user-item ratings matrix in table 1 as input, the system can transform the
user-item ratingsmatrix to the preference orders, based on the preferencemodel from
the above definitions. From table 1, we can see that every user has assigned a score
to each item, for example, user1 assigned 5 to i tem1, 3 to i tem2, 4 to i tem3, 1 to
i tem4, and 2 to i tem5. It indicates that user1 likes i tem1 the most, i tem3 is in the
second place, i tem2 is in the third place, i tem5 is in the fourth place, while i tem4

is the worst one in her mind. So her preference order should be I1 � I3 � I2 � I5
� I4. According to the preference model definition, we can transform the user-item
ratings matrix to the corresponding preference order for all users in table 2.

Table 2 The corresponding preference profile for every user

Preference orders
user1 I1 � I3 � I2 � I5 � I4
user2 I1 � I2 � I3 � I4 � I5
user3 I5 � I2 � I3 � I4 � I1
user4 I4 � I2 � I3 � I1 � I5
user5 I1 � I3 � I2 � I4 � I5

A. Linear Borda Count Rule

Definition 1 Linear Borda Count. Let I = {I1, ..., Im}(m ≥ 3) be a set of items,
U = {u1, . . . , un}(n ≥ 2) be a set of users, and B(u)be a linearly ordered ballot
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on I of each user. Let Ii be the i thmost preferred item among the n total items in
B(u). The Linear Borda Score of Ii in ballot B(u) is defined as BSIi (u) = n − i . Let
B = {B(u1), ..., B(un)} be a profile of I , Ii ∈ I and B(u j ) ∈ B. The Borda score
of item Ii in ballot B(u j ) is defined as BSIi (u j ). The total Borda score of item Ii is

defined as
m∑

j=1
BSIi (u j ).

Each item gets 0 points for each last place vote received, 1 point for each next-
to-last point vote, and so on, all the way up to n-1 point for each first place vote
(where n is the number of items). According to the preference profile in table 2 and
the definition of the Borda count method, we then have:

5∑
j=1

BSI1(u j ) = 13;
5∑

j=1
BSI2(u j ) = 13;

5∑
j=1

BSI3(u j ) = 12;
5∑

j=1
BSI4(u j ) =

7;
5∑

j=1
BSI5(u j ) = 5.

Now we obtain the group preference ordering I1 ∼ I2 � I3 � I4 � I5. In this
preference ordering, we could not see a difference between I1 and I2. Since they
had the same scores, I1 and I2 should be the same best items; both of them were the
winners under the linear Borda count.

B. Copeland Rule

Definition 2 Copeland Rule. Let I = {I1, . . . , Im} be a set of items, the Copeland
score can be defined as follows.

CIi j =

⎧⎪⎨
⎪⎩
1, if Ii � I j

0, if Ii ∼ I j

−1, if I j � Ii

For every item Ii ,its Copeland score is
m∑

j=1
CIi j , The Copeland rule choose the item

with the highest Copeland score wins.

The Copeland rule chooses the item, which exceeds the highest number of other
items in pairwise preference order. Therefore, we needed to transform the preference
order presented in table 2 to pairwise preference order profile in table 3. For instance,
user1’s preference order was I1 � I3 � I2 � I5 � I4, in fact, she agreed that I1 � I2,
I1 � I3, I1 � I4, I1 � I5, I2 � I4, I2 � I5, I3 � I4, and I3 � I5, which these pairwise
preference orders were all true for user1 and marked as 1, but she supported neither
I2 � I3 nor I4 � I5 and should be marked as -1. We were then able to accurately
calculate theCopeland score for each item in table 4, based on the pairwise preference
order.
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Table 3 Pairwise preference oder profile

I1 � I2 I1 � I3 I1 � I4 I1 � I5 I2 � I3 I2 � I4 I2 � I5 I3 � I4 I3 � I5 I4 � I5
user1 1 1 1 1 -1 1 1 1 1 -1
user2 1 1 1 1 1 1 1 1 1 1
user3 -1 -1 -1 -1 1 1 -1 1 -1 -1
user4 -1 -1 -1 1 1 -1 1 -1 1 1
user5 1 1 1 1 -1 1 1 1 1 1

Table 4 Copeland scores

I1 I2 I3 I4 I5 Copeland scores
I1 0 1 1 1 3 6
I2 -1 0 1 3 3 6
I3 -1 -1 0 3 3 4
I4 -1 -3 -3 0 1 -6
I5 -3 -3 -3 -1 0 -10

The highest Copeland score was I1 and I2 from calculating the Copeland scores,
then I3, I4 and I5; therefore, the collective preference ordering I1 ∼ I2 � I3 � I4 �
I5, the I1 and I2 have same Copeland score, both of them are winners under Copeland
rule. The collective preference order could be a recommendation to the new user.

2.2 Group Decision Based on Judgment Aggregation Model

Judgment aggregation is a new area of research, as related to social choice theory;
the main research problem is discovering a collective judgment set that represent
group members’ judgments on logical issues [6]. The interest in combining judg-
ment aggregation theory with recommender systems was sparked by the literature
on judgment aggregation rules based on minimization [5]; perhaps the consistent
collective judgments, which are obtained by judgment aggregation rules can provide
a new user with a solution to buy some items or read some news, books, videos, etc.
In this section we will transform the user-item rating matrix to a judgment aggrega-
tion profile, while utilizing the judgment aggregation rule to determine the collective
judgment set; thus, the collective judgment setwill be a recommendation result which
can help a new user solve the cold-start problem.

Judgment aggregation model is defined as follows. LetU = {u1, . . . , un}(n ≥ 2),
I = {I1, . . . , Im}(m ≥ 3) be a nonempty set of items. Let L be a set of well-formed
propositional logic formulas, which not only include ⊥ and �, but also some logical
connectives, such as ¬, ∧, ∨, → and ↔.

Issues issue is a proposition of L, it means i temi is assigned j by a user, which
can be denoted by PIi j , for ease of programming, we shall abbreviate “PIi j” to “ Pi j”
in the following paper.

Agenda The set A of propositions under consideration is called agenda, and it
subdivided some issues; especially in this paper. Agenda A ={Pi j |i ∈ I, 1 ≤ j ≤
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|I |} ∪ {¬Pi j |i ∈ I, 1 ≤ j ≤ |I |} means that every item should be assigned a natural
number as the score of it is according to the users’ preferences. For instance, if an
agenda is A ={P1,1, P1,2, P1,3, P1,4, P1,5,…., Pi, j }, the issues of the agenda would
be P1,1, ..., Pi, j .

Constraint � ∈ L is a formula ofL. In this paper, wewanted to obtain a consistent
and complete collective judgment set, so the constraint would be that one score can be
assigned to one item, and only one item can get one score. � = ∧{¬(Pi j ∧ Pi, j ′)|i ∈
I, j �= j ′, 1 ≤ j, j ′ ≤ |I |} ∪ ∧{¬(Pi j ∧ Pi ′ j)|i, i ′ ∈ I, i �= i ′, 1 ≤ j ≤ |I |}. The
constraint means that the system cannot accept two scores assigned to one item, and
two items cannot have the same score.

It is clear that the individual judgment set depends on the agendaA and constraint
�, and we denoted the individual judgment set as (A, �)-judgment set. An individual
judgment set is a set of formulas; J ⊂ A such that, J is consistent, if and only if,
J ∪ {�} is consistent and J is complete if for everyPi j ∈ A, J contains a member
of each issue {Pi j ,¬Pi j }. Therefore, a fully rational user’s judgment set would be
consistent and complete; the set of all rational judgment set is denoted by D(A, �).

Thus, users express their opinions through the scores for items, and then the scores
reflect the users’ opinions on the issues of the agenda, which are the judgments of
individual users. We were then able to collect the users’ judgment sets, which looked
like a function J : A → {1, 0}; the 1 standing for “acceptance” and 0 representing
“rejection”. Since the judgment set is a consistent and complete subset of the agenda,
the individual judgment set contains the issues which the user accepted. According
to the users’ accepted set, we easily obtained the complement of the agenda, which
was the users’ rejected set, because the consistent and complete set could guarantee
that every user was rational. Users had to provide their opinions for every proposition
of the agenda in completion, and could not be internally contradictory (consistency)
of their judgment set, while the judgment set was produced by every user assigning
a score to each item.

Judgment profile n-user judgment profileP was based onA and�, and a collection
of n(A, �)-judgment sets profileP = 〈J1, ..., Jn〉. For example, we can see in table 1
that the set of users was U = {u1, . . . , u5} and the set of items was I = {I1, . . . , I5},
the matrix indicating the users’ judgments for each item, and the agenda could be
A ={P1,1, ..., P5,5}. The profile was P = 〈{P1,5, P2,3, P3,4, P4,1, P5,2}, {P1,5, P2,4,

P3,3, P4,2, P5,1}, {P1,1, P2,4, P3,3, P4,2, P5,5}, {P1,2, P2,4, P3,3, P4,5, P5,1}, {P1,5,

P2,3, P3,4, P4,2, P5,1}〉. The set of users in P with judgment sets that contain Pi j

is N (P, Pi j ) = #{k|Pi j ∈ Jk, Jk ∈ P}.
Definition 3 Judgment Aggregation Rule. A judgment aggregation rule is a func-
tion F, which is mapping every judgment aggregation profile P to a nonempty judg-
ment set, based on A and �.

Judgment aggregation rules require a function to map the judgment aggregation
profile as input and get a subset of the agenda as output. It is a decision-making
procedure, that the subset of the agenda is the collective judgment set, which will be
the recommendation result.
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Based on the above, we have defined agendaA and constraint �, when the system
has read the user-item ratings matrix as input, it then needs to convert the data format
to a judgment profile data type. The judgment profile is a |U |× |I |2 table where each
row indicates a user, and each column represents a specific issue of agenda A. The
intersection of a row and a column reflects the user’s judgment, “1” stands for true,
otherwise, “0” is false. If the user1 gives 1 to item 1, then the intersection between
user1 and P1,1 can be marked as 1; otherwise, the other intersection about i tem1

P1,2, P1,3, P1,4, and P1,5 can only be 0, and so on. The following table is an example,
which has been transformed from the standard user-item ratings matrix in table 1 to
a judgment profile on agenda A.

Example 3. Consider the agenda A = {P1,1 . . . P5,5}, U = {u1, . . . , u5}, let
� = {¬(Pi j ∧ Pi j ′)|i ∈ I, j �= j ′, 1 ≤ j, j ′ ≤ |I |} ∪ {¬(Pi j ∧ Pi ′ j)|i, i ′ ∈
I, i �= i ′, 1 ≤ j ≤ |I |} be the constraint under A. For user1 in table 1, we
observed that her scores for each item were {5, 4, 3, 2, 1}; therefore, she had to
prefer i tem1 the most and dislike i tem5. We can now establish her judgment set
J1 = {P1,5, P2,3, P3,4, P4,1, P5,2}, and the set is satisfied with the constraint �. Table
5 shows the process of the user-item ratings matrix transforming to the judgment
aggregation profile under A and �.

Table 5 Judgment profile P

P1,1 P1,2 P1,3 P1,4 P1,5 P2,1 P2,2 P2,3 P2,4 P2,5 P3,1 P3,2 P3,3 P3,4 P3,5 P4,1 P4,2
user1 0 0 0 0 1 0 0 1 0 0 0 0 0 1 0 1 0
user2 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1
user3 1 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 1
user4 0 1 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0
user5 0 0 0 0 1 0 0 1 0 0 0 0 0 1 0 0 1

P4,3 P4,4 P4,5 P5,1 P5,2 P5,3 P5,4 P5,5
user1 0 0 0 0 1 0 0 0
user2 0 0 0 1 0 0 0 0
user3 0 0 0 0 0 0 0 1
user4 0 0 1 1 0 0 0 0
user5 0 0 0 1 0 0 0 0

The system then required a judgment aggregation rule, so as to aggregate the in-
dividual judgment set to a collective judgment set. The aggregation rule F maps the
judgment set profile P = 〈J1, ..., Jn〉 to a collective judgment set. There are many
judgment aggregation rules which have been explored, for instance, some rules are
based on the majoritarian judgment set, some rules are based on the weightedmajori-
tarian judgment set, and some rules are based on the removal or change of individual
judgments,and scoring rules for judgment aggregation, etc. Here we selected the
maxweight sub-agenda rule [6].
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Definition 4 Maxweight Sub-agenda Rule. For every agenda A, for every � ∈ I ,
for every(A, �)-profile P , this maxweight sub-agenda rule (MWA) is defined as
follows:

MW AA,�(P) = argmax
J∈D(A,�)

WP(J ), whereWP(J ) = ∑
Pi j ∈J

N (P, Pi j )

Example 4 Consider judgment profile in table 5, as we utilize Maxweight sub-
agenda rule to aggregate individual judgment set to collective judgment set, we have:

N (P, P1,1)=1, N (P, P1,2)=1, N (P, P1,3)=0, N (P, P1,4)=0, N (P, P1,5)=3;
N (P, P2,1)=0, N (P, P2,2)=0, N (P, P2,3)=2, N (P, P2,4)=3, N (P, P2,5)=0;
N (P, P3,1)=0, N (P, P3,2)=0, N (P, P3,3)=3, N (P, P3,4)=2, N (P, P3,5)=0;
N (P, P4,1)=1, N (P, P4,2)=3, N (P, P4,3)=0, N (P, P4,4)=0, N (P, P4,5)=1;
N (P, P5,1)=3, N (P, P5,2)=1, N (P, P5,3)=0, N (P, P5,4)=0, N (P, P5,5)=1.

MW AA,�(P) = {{P1,5, P2,4, P3,3, P4,2, P5,1}}, since WP({P1,5, P2,4, P3,3,

P4,2, P5,1}) = 15 is the maximal with respect to all J ∈ D(A, �), the collective
judgment set is {P1,5, P2,4, P3,3, P4,2, P5,1}. This set is complete and consistent, it
can represents a collective outcome; in the next step it will be used as a recommen-
dation to a new user.

Phrase 3: Producing a Recommendation
The last step is producing a recommendation. In this step the system will output the
recommendation to the new user. If the new user doesn’t have any previous rating for
the items, the group decision could give him/her a choice; for the preference model,
our algorithm could give the user a group preference order or just conveying to the
new user which item is the best one from the previous users’ preference orders. For
the judgment aggregation model, our algorithm could give the new user a collective
judgment set. According to the group preference order or collective judgment set, the
user can decide if it is worth purchasing or not. For example, if the group preference
order is I1 ∼ I2 � I3 � I4 � I5 under linear Borda rule from example 3, the active
user Johnmight buy i tem1 and i tem2; however, hemayhesitate to buy i tem5, because
i tem1 and i tem2 were better than the other items from the group preference order, but
i tem5 was the worst one at the same time. Furthermore, if the collective judgment set
was {P1,5, P2,4, P3,3, P4,2, P5,1}, John could see that i tem1 was assigned the highest
score by the group of people. He could have made the decision to buy i tem1 as well;
however, he would have considered more carefully regarding i tem5, since it was not
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supported by most of people in the group. Compared with preference aggregation
procedure, the judgment aggregation process is related to logic reasoning, which can
be more specifically analyzed the aggregation procedure, and could give the new
user a recommendation not only includes the information about which kind of items
the goup of users like or dislike, but includes how much they like or dislike the item.

3 Demo

We used .NET to develop a demo to present our algorithm. There are three tables
in the program, the first one is to input the individuals’ user-item ratings matrix; the
second one is to transform the user-item ratings matrix to preference order profile
or judgment profile, based on the preference aggregation model or the judgment
aggregationmodel; the third one is to output the recommendation. The threemethods
will be presented in the following program summary.

1. The Linear Borda Count Method Based on Preference Model
The user-item ratings matrix was given in example 1 as input; however, we trans-
formed thematrix to preference order in the second table, as the 1st place was the best
and the 5th place the worst.The third table contains all the items Borda counts.The
third table also shows the group preference order,with the best one having the largest
Borda count,which can be the recommendation for the new user. This method can
be implemented for the cold-start problem, as is shown in the Fig. 2.

Fig. 2 Linear Borda rule based on preference model

2. The Copeland Rule Based on Preference Model
The first table is the user-item matrix depicted in example 1. We were able to change
the user-item ratings matrix to the pairwise preference order; then used the pairwise
preference order to obtain the Copeland scores in the second table, with the third
table presenting the resultwhere themost popular one is gaining the highest Copeland
score.So the best item can be ranked in the 1st place from the Copeland score; the
group decision can be recommended to a new user as is reflected in Fig. 3.
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Fig. 3 Copeland rule based on preference model

3. Maxweight Sub-agenda Rule Based on the Judgment Aggregation Model
The first table also contains the user-itemmatrix shown in example 1. The second part
was to transform the matrix to a judgment profile, based on the judgment aggregation
model. The third table shows the outstanding options from the calculation by MSA
rule in the second table, and were marked in red in the corresponding boxes, which
could be a recommendation result for a new user, as it shows in Fig. 4.

Fig. 4 Maxweight sub-agenda rule based on judgment aggregation model

4 Conclusions

Recommender systems can assist people in locating various items they really like
and prefer as soon as possible from a vast amount of products or items in the systems,
which have also proved useful for our online shopping. Collaborative filtering rec-
ommendation algorithm is the most successful method of utilizing the recommender
systems in recent years. The traditional collaborative filtering algorithm focuses on
calculating the similarity between users or items; then predicts the item which the
active user likes or dislikes. It is very difficult to solve the cold-start problem when
the new user does not have enough data to be available for collection. One contri-
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bution of this paper has been to introduce the group decision mechanism as a pro-
tocol to more effectively offer an individual user a new recommendation. It applies
preference aggregation and judgment aggregation techniques in social choice theory
to change the collaborative filtering algorithm, so as to obtain a recommendation for
the new user. It is a relatively new method to provide a solution for the cold-start
problem in recommender systems.
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Named Entity Recognition Through
Learning from Experts

Martin Andrews

Abstract Named Entity Recognition (NER) is a foundational technology for sys-
tems designed to process Natural Language documents. However, many existing
state-of-the-art systems are difficult to integrate into commercial settings (due their
monolithic construction, licensing constraints, or need for corpuses, for example).
In this work, a new NER system is described that uses the output of existing systems
over large corpuses as its training set, ultimately enabling labelling with (i)better
F1 scores; (ii)higher labelling speeds; and (iii)no further dependence on the external
software.

Keywords Named Entity Recognition · NER · Natural Language Processing ·
NLP · Recurrent Neural Network · RNN · Unstructured data

1 Introduction

One key capability required of natural language processing (NLP) systems is to be
able to identify the people, organisations and locations mentioned in a given text.
These labels (plus further categories that include times, dates, and numeric quantities,
for instance) are essential for understanding the facts described, yet they do not per
se add much to the linguistic structure of the text. Therefore, building systems that
can reliably perform this Named Entity Recognition (NER) has been a focus of
NLP research, since it is an essential stepping-stone to exploring the other linguistic
content in unstructured text.
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Unfortunately, while the NER task might be considered largely conquered from
a linguistic research viewpoint, building an effective system is still a challenge in a
commercial setting:

1. Licenses for many existing academic systems are not conducive to being em-
bedded within commercial systems

2. Often, existing codebases focus on ‘tweaks’ rather than solid engineering
3. Commercial systems may have particular task-specific requirements that are

difficult to implement on a pre-built system
4. Training corpuses can be a limiting factor, since commercial uses focus on spe-

cific domains of interest, rather than domains that have well understood corpuses
already available

This work describes an NER system that can be trained from the output of ‘known
good’ systems. Since the system developed here only requires large volumes of
(machine) annotated text, it essentially sidesteps several of the problems that these
existing systems have in commercial settings.

Moreover, the experiments show that the new system can learn to be better than
its teachers - both in the test scores obtained and labelling speed.

Importantly, the results obtained during training and testing are described here in
full - the models have not been cherry-picked and tweaked for publication - which
illustrates the robustness of this type of model and training process.

2 Model

2.1 Vocabulary Building

As described below, the CoNLL-2003 [1] NER datasets were chosen as the test-bed
for this work, and the unlabelled ‘Large Corpus’ was used to build the vocabulary
and word-embedding features.

A vocabulary was built from the contents of the whole Large Corpus (there were
484k distinct tokens in the 1.0Gb corpus) with the following additional tokenization
steps taken prior to insertion into the dictionary:

1. Convert to lower case
2. Replace each string of digits within the tokenwith NUMBER (so that, for instance,

‘12.3456’ becomes ‘NUMBER.NUMBER’)

2.2 Word Embedding Layer

Skip-gram embeddings of size 100 were pre-trained over the whole large corpus and
vocabulary using word2vec [2] as provided by the Python package gensim [3]
(this required only 15 minutes of wall-clock time).

The token embedding was filtered so that only tokens with 10 mentions or more
were included, yielding an effective vocabulary size of 118,695 distinct tokens. To
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cope with words not present in the embedding, a special token <UNK> was added to
the embedding space, with a vector that corresponded to the mean vector over the
rest of the known dictionary.

2.3 Additional Features

The only feature added to the vector representation of each token was an indicator
{0,1} as to whether that token/word had originally contained upper-case characters.
Therefore, for each token the extendedvector given to the next stagewas 101 elements
in length.

2.4 Bi-Directional Recurrent Neural Network (RNN)

Having mapped each token to a numerical input vector, a bi-directional recurrent
neural network was used to map the token embeddings to hidden states. Since each
timestep corresponded to exactly one output label, it was not necessary to separate
ingestion and output RNNs: a lock-step arrangement was sufficient.

The model was built using Theano using the recently announced blocks [4]
framework, which provides many useful primatives, and is currently under active
development. The sizes of the embedded parameters are given in Table 1.

In the interests of initially keeping the model as simple as possible, a very basic
recurrent network was used:

hF
t = tanh(WF hF

t−1 + xt )

hB
t = tanh(WBhB

t+1 + xt )

where hF
t and hB

t refer the hidden states in the forward and backward chains respec-
tively; WF and WB refer to independent weight matrices for each chain, and xt is
the extended token vector.

The initial conditions to the forward and backward chains, hF−1 and hB
T+1 are set

to values (that are also trainable inputs) at the beginning and end of each sentence
respectively.

Labelling Output Layer. One feature of the CoNLL-2003 datasets was that in
addition to the basic {PER, ORG, LOC, MISC} entity labels, there were also specific
‘Beginning’ labels to be used to separate two entitieswhich abutted against each other
without any other intervening token. However, situations in which this actually arose
were very rare (respectively {0.0%, 0.2%, 0.1%, 0.7%} of each token’s occurrences).
Therefore, to simplify the output stage logic, only 5 labels were learned (the entity
labels, plus O for non-entity tokens).

The output stage consisted of a dense linear layer (with bias), with each of the 5
label outputs at a given timestep connected to all the RNN hidden units at the same
timestep (both forwards and backwards chains), followed by softmax:
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Table 1 Model Parameters

Parameter Set Notation Shape # of Float32

Word Embedding (all tokens) x (118695, 100) 11,869,500

Generated features token_ucase() (..., 1) n/a

State transition matrices WF and WB (101, 101) × 2 20,402

State initialisation vectors hF−1 and hB
T+1 (101, 1) × 2 202

RNN outputs to label matrix XF and XB (202, 5) 1,010

RNN outputs to label biases bt (1, 5) 5

Total (RNN only) 21,619

Total Model 11,891,119

dt = XF hF
t + XBhB

t + bt

pi
t =

edi
t∑

k edk
t

where dt refers to the linear combination over the RNN outputs at that timestep; XF

and XB refer to independent weight matrices for each chain; bt is a bias term; and
pt is the softmax output for the assigned label.

This ‘one-hot’ representation was trained using Categorical Cross-Entropy for
each label summed over batches of sentences as an objective function for gradient
descent, which used an ADADELTA [5] step rule.

During the test phase, labels were simply read from the output stage, without
post-processing.

2.5 External Models

As a basis for learning, theRNNwas trained against the provided training set (3.3Mb)
as well as the Large Corpus labelled by two external models. These models were
chosen because they are both state-of-the-art, have acceptable licenses and were
easiest to use off-the-shelf.

Please note that this paper’s results are only possible because its RNNmodels are
able to ‘stand on the shoulders of giants’: there is no intention here to detract from
the fine work that went into creating these models in the first place.

Other potential candidate models are mentioned below (in Related Work), but
studying the following was sufficient for the present experiments.

In all cases, care was taken to ensure that themodels all treated the given tokeniza-
tion in the same way, and that the results obtained from the models alone matched
the reported results.
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MITIE. According to its GitHub page (https://github.com/mit-nlp/MITIE), the MI-
TIE project (built around dblib [6]) is a state-of-the-art information extraction tool,
which performs named entity extraction and binary relation detection. It is available
under a permissive Open Source license (which, interestingly, was one of the key
objectives of the funding for the project provided by the DARPA XDATA program).

Model files specifically constructed for the CoNLL 2003 NER task are avail-
able for download. All MITIE output here was created using the 343Mb model file
english_ner_model_just_conll.dat.bz2.

Stanford Named Entity Recognizer. According to its substantial documentation
page (http://nlp.stanford.edu/software/CRF-NER.shtml) the Stanford Named Entity
Recognizer provides a general implementation of (arbitrary order) linear chain Con-
ditional Random Field (CRF) sequence models [7], and is included in the Stanford
CoreNLP suite of NLP tools.

According to Stanford’s NERbenchmarks, the Stanfordmodel was used to submit
results in the original CoNLL-2003 competition, and performed well. The model
file used here (v3.5.2 of english.conll.4class.distsim.crf.ser.gz) is close to (or an
improvement on, it is unclear) the original CoNLL-tuned version. The compressed
model size appears to be approximately 110Mb.

3 Experiments

3.1 CoNLL-2003

The experimental setting chosen was the same as given in CoNLL-2003 [1]. This
provided several distinct datasets (statistics for which are given in Table 2), each of
which were tokenised using the CoNLL-provided scripts:

“Large Corpus” This consists of 10 months of Reuters news stories, with no
labelling provided;

Training Set This is a labelled set of data that models can be trained on - with the
option also available (in 2003) of using external training data too;

Development Set This is a hold-out labelled test set (‘testa’) which was set
aside for validation and/or hyper-parameter selection;

Test Set This is the labelled test set (‘testb’), with scripts provided to calculate
recall/precision/F1 scores both overall and for each category label.

As described earlier, no additional pre- or post- processing was applied to the data.

Table 2 Data set sizes

Data sizes Bytes Words Sentences
“Large Corpus” 1.0Gb 184,717,139 11,869,032
Training Set 3.3Mb 204,567 14,987
Development Set 827Kb 51,578 3,467
Test Set 748Kb 46,666 3,685

https://github.com/mit-nlp/MITIE
english_ner_model_just_conll.dat.bz2
http://nlp.stanford.edu/software/CRF-NER.shtml
english.conll.4class.distsim.crf.ser.gz
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3.2 Models and Training

Training. Initial training runs used 15 million labelled sentences (this figure was
chosen to be approximately 1000 epochs on train - sufficient to fully learn the
CoNLL-2003 provided data). For the more extensive runs, the number of labelled
sentences was arbitrarily fixed at 100 million (this count does not include sentences
that were excluded by the ‘Consensus’ technique below).

Expert Scores. Included in Table 3 are results for the base scores for the two expert
models. These figures agree with their previously reported scores.

RNN Learning from Individual Experts. Test results are given for 15 and 100
million sentences of training (over the output of the respective expert labelling of
the Large Corpus). These results are surprisingly close to the expert they are being
trained from, despite having no knowledge of the internalworkings (or tweaks, tricks,
etc) being used.

In order to test the variability of models built, the ‘RNN-MITIE’ model was
trained with 15 different random number seeds for the internal model initialisation
(using, however, from the same initial word embedding data). The resulting set of
testb F1 scores had mean 88.15% and standard deviation of 0.14%.

RNN Trained on Training Set Alone. Although the RNN has the benefit of a word
embedding derived from the Large Corpus, the results show that solely learning the
labelling task from the training data set (1000 epochs) was insufficient for good
performance.

RNN ‘Mixer’. This RNN was trained from a data source that took (in turn) one
sentence from each of the Training Set, and Large Corpus sets as labelled by the
MITIE and Stanford experts (i.e. 3 sources in equal measure - even though this
implies considerably more epochs of Training Set data, since it is so much smaller
in size).

RNN ‘Consensus’. These RNNs were trained from a data source that took a fixed
proportion α of sentences from the Training Set (given as a percentage in Table 3),
and sentences whose labelling both the MITIE and Stanford experts agreed upon in
full. The fixed proportion α, viewed as a hyper-parameter, was chosen according to
the RNN performance on the Development Set (this was the only time the testa
dataset was used).

Ensembling. Simple ensembles of the most promising ‘Consensus’ RNNs and the
given experts were created (one of each type, doing a simple vote for each output
label). In addition, RNN models trained on each expert were also tested as members
of ensembles, to see whether ensembling gains could be made using solely RNN-
trained models.



NER from Experts 287

Table 3 F1 scores for individual and ensembled models

Sentences Training Dev. Set Test Set
(millions) Set F1% F1% F1%

Individual Models
Expert-MITIE n/a 96.98 97.11 88.10
Expert-Stanford n/a 97.66 91.79 88.19
RNN-MITIE 15 90.43 91.11 86.58
RNN-MITIE 100 93.08 93.25 88.08
RNN-Stanford 15 90.19 89.03 85.51
RNN-Stanford 100 91.93 90.26 86.24
RNN-TrainSet 15 99.62 84.47 79.50
RNN-Mixer 100 99.50 93.39 88.76
RNN-Consensus-00% 100 94.01 93.04 88.64
RNN-Consensus-05% 100 98.65 93.66 89.45
RNN-Consensus-10% 100 99.38 93.60 89.51

Ensemble Models (100 million sentences)
Consensus-05 + RNN-MITIE + RNN-Stanford 95.85 93.64 89.52
Consensus-05 + Expert-MITIE + RNN-Stanford 97.77 94.69 89.68
Consensus-05 + RNN-MITIE + Expert-Stanford 98.22 94.08 89.92
Consensus-05 + Expert-MITIE + Expert-Stanford 98.72 95.34 90.12
Consensus-10 + Expert-MITIE + Expert-Stanford 99.00 95.38 90.18

4 Analysis

4.1 The CoNLL-2003 Task

One surprising aspect of the CoNLL-2003 task was that the testb data set (on
which final F1s are measured) appears to be significantly different from the training
data given. Several features stand out:

1. There are many sports scores in testb (presumably because Reuters news
carried a lot of these articles during that end-of-summer time period);

2. Sports score summaries contain a lot of numeric tokens, with little in the way of
other linguistic structure;

3. Sometimes labelling of teams can be problematic, with ‘China’ being both a
location and a team (organisation) name.

The difficulty of testb is noticable specifically in the F1 scores for ‘RNN-
TrainSet’, which completely ignores testa during training. Note, though, that all
the other training runs may have implicit dependencies on testa simply because
theMITIE and Stanford systemsmay have relied on hyper-parameter selection based
on testa performance.
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4.2 Model Complexity

As mentioned in the description of the models used, an attempt was made to keep
the model becoming more complicated than necessary. The results obtained indicate
that the Simple Recurrent setup used is sufficient for the NER task.

However, for more complex tasks, it seems likely that Gated Recurrent Units
(GRU [8]) or their highly parameterized predecessor Long Short-Term Memory
(LSTM [9]) may have more expressive power (particularly since these are now com-
monly being stacked in layers). Fortunately, the blocks framework chosen here is
flexible enough to accommodate these enhancements.

In the context of the NER task, it is possible that the Stanford model incorporates
processes that are difficult to learn for the Simple Bi-Directional RNN used - as
evidenced by the F1 scores converging more slowly during training than is the case
for the MITIE model. In addition, during ensembling, using RNN-Stanford was
significantly less impactful than RNN-MITIE, which is a pity, since the Stanford
model is heavier computationally, as can be seen from Table 4.

Table 4 System labelling speed

Sentences Comment
per second

Expert-MITIE 1,646 OpenBLAS / Lapack found during compilation, but the
system appeared to run single-threaded

Expert-Stanford 48 This was invoked through Stanford CoreNLP, but
only stages relevant to NER were run

RNN (all) 3,123 This implementation was GPU-based, and timings were
taken during backprop training (simply labelling re-
quires fewer operations)

4.3 Implementation Speed

TheRNN implementation benefited significantly from using a consumer-gradeGPU.
One feature of the Theano/blocks framework is that themodel description is coded
independent of the target computing device, since Theano is capable of dynamically
creating C++, OpenCL, and CUDA code as required.

By choosing an appropriate batch size for the training (so that multiple sentences
to be trained in parallel), a speed-up of 35x was realized over the initial choice of
parameters used by example code online (see Table 5).

A GPU blocksize of 256 was chosen, since higher blocksizes appeared to cause
significant delays in saving Checkpoint data to disk (the 1Gb files saved for the
256 blocksize were deemed acceptable).

Overall, the training time on each 100million sentence experiment was 7-8 hours.
The Consensus experiments took approximately 50% longer, solely because much
of the data ingested was immediately discarded (and not learned).
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Table 5 Training time in seconds on 150k sentences (lower is better)

CPU GPU
i7-4770 CPU GTX 760

batchsize @ 3.40GHz (2Gb)
8 1030 455
64 254 70
256 211 29
512 n/a 23

4.4 Consensus Methods

Evidently, training amodel solely on the data uponwhich experts agree is an effective
approach.What is surprising is that it still works in the cases where the experts would
disagree, because the model would not have received training from either expert in
these circumstances.

Comparing the Consensus models with ‘Mixer’ (which is very similar in design,
except that no filtering is taking place: the three sources of training data are used on a
round-robin basis), it is clear that filtering the training examples is actually beneficial
to learning.

There is also a sense inwhich theConsensusmodels are performing an ensembling-
together of three different training datasets - with the ensemble voting taking place
during the ingestion phase, rather than on the final output labels. Interestingly, this
puts a heavy burden on the generalization ability of the RNN model to cases in
which its supposed teachers disagree. Apparently, this is something these models are
capable of doing.

4.5 Ensembling

The best results obtained in this paper were (unsurprisingly) from ensembles of mod-
els. Indeed, some of these results broke through the apparent 90% F1 score barrier.
However, it was somewhat disappointing that ensembles of pure RNNmodels didn’t
reach the same levels of performance of RNN models ensembled with the original
experts. This is particularly true of the Stanford model, which is the more desirable
of the two models chosen to eliminate (due to speed and licensing considerations).

On the other hand, from a practical point of view, optimising out the last ounce
of performance is probably less important than the overall lessons to be learned:
Ensembling does work between models, but the implicit ensembling provided by the
training of the Consensus models may be both more robust and easy to implement.

4.6 Further Enhancements

The commercial setting in which this work takes place is particularly focused on
English-language documents sourced from the ASEAN region.
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Given the variability of names in the region (specifically names of people), and
their ‘obvious’ differences in spelling from English words, one further enhance-
ment to the system is the creating of additional word features using a letter-based
RNN trained on databases of English prose and ASEAN names (these corpuses have
already been curated).

Thus, instead of embedding concrete gazetteers (as is common formore traditional
systems), the plan is to train an RNN on the NER task on a character-by-character
basis. The trained RNN can then be ‘cut off at the output stage’ so that its internal
pre-output state (a 20 element vector) can be used as additional features for each
token for the RNN described in this paper (name tokens that might otherwise all be
assigned to UNK). This scheme may also offer the opportunity to further characterize
names by country-of-origin, for instance.

5 Related Work

Surprisingly, an approach that used LSTM neural networks was previously under-
taken for the CoNLL task in 2003 [10]. However, this was published well before
importance of word-embedding was understood, so the results reported there (<75%
F1 overall) are essentially from a different era.

Work by Collobert et al. [11] published in 2011, demonstrated that a pure data-
driven neural network approach to language tasks can be very effective. They made
use of extensively trained word-embeddings, but did not make use of Recursive
Neural Networks (their ‘sentence scoring’ element was performed using a max-
pooling approach over a convolutional layer on top of the word embeddings). Their
sofware SENNA is published under a No Commercial Usage license, and achieves
approximately the same performance as the Consensus models created here.

Presented at ICLR (in May 2015), Oriol Vinyals et al. [12] essentially repurposed
Google’s LSTM translation framework to learn ‘Grammar as a foreign language’.
This task is more difficult than the step-wise labelling performed herein, and required
considerably larger computation resources. For example, their network needed to
produce 100 different labels, and they made use of a 512-dimensional embedding,
and large multi-layered LSTM networks with a 4000-dimensional internal state.
Overall, their model included 34 million trainable parameters. That being said, their
approach strongly influenced the direction of this work.

5.1 Other External Models Considered

Berkeley Entity Resolution System. The Berkeley NER [13] system is also a state-
of-the-art NER system, and is part of the suite of software used in the ‘Grammar
as a Foreign Language’ work cited above. It is GPL3+ licensed, which would be
acceptable for the current work, however it was not used here purely for time reasons.
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Illinois Named Entity Tagger. This NER system [14], created by the Cognitive
Computation Group from the University of Illinois at Urbana-Champaign, reports
scoring 90.8% testb F1 on the CoNLL-2003 task, which makes it an attractive
candidate system to learn from.

However, despite the IllinoisNER systembeing available under a broadly copyleft
license to a Licensee for “its own academic and research purposes”, the license
includes the following explicit non-commercial usage clause:

“No license is granted herein that would permit Licensee to incorporate the
Software into a commercial product, or to otherwise commercially exploit the
Software. ”

This current work illustrates the type of legal questions that learning systems bring
into focus: If the software is solely used to create a corpus annotation, and a model
is trained from that corpus, has the Software been commercially exploited? Is the
Licensor asserting come kind of usage rights over all output of the Software? This
is surely a new set of challenges to be faced by software license writers, similar to
how the GPL has evolved to avoid the ‘Tivoization’ problem.

6 Conclusions

This work has shown that it is possible to build a near state-of-the-art NER system
based solely on the output of externally created software systems.

Even without ensembling (from which even better results were obtained), the
resulting system was shown to have learned to exceed the capabilities of its teachers,
while being significantly more amenable to usage within a commercial environment.
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A Decision-Support Tool for Humanitarian 
Logistics 

Takushi Ashinaka, Masao Kubo and Akira Namatame* 

Abstract Humanitarian missions are complex operations that require emergency 
resources to be delivered in a timely fashion to a disaster area. This article 
describes the development of a decision-support tool to improve the effectiveness 
of humanitarian operations through efficient inventory management and quick 
distribution of emergent resources for disaster areas. Such humanitarian logistics 
necessitate better coordination and planning. Unlike commercial logistics, 
humanitarian logistics demands from disaster areas cannot be predicted. Thus, to 
support a quick and efficient relief operations is important by developing ICT-
based decision aids. A decision-support tool is just such an attempt, which allows 
the design of logistics networks for effective disaster responses. Such a decision-
support tool may require the following two key decisions: determining temporary 
warehouse locations and deciding the means of transportation to points of 
destination (POD). The design of the humanitarian logistic networks includes: (a) 
a supply chain network that consists of inventory and distribution management, 
and (b) a logistic network that includes multimodal transportation of different 
scales for transportation times. 

Keywords Supply chain management · Multi-echelon · Integrated distribution and 
inventory management · Disaster relief operations · Last-mile logistics 

1 Introduction 

With the establishment of the ASEAN Economic Community, the Mekong River 
inland area will be improved as a transportation infrastructure. As a result many 
countries will be connected to an economic corridor and considerable growth is 
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expected in the area as it is a large economic zone. The improved efficiency and 
the increased resilience of sea lines that connect Singapore, Shanghai, Hong Kong, 
Pusan, and the main ports in Japan is not only important for further developments 
of the ASEAN Economic Community, but also for supporting global economic 
development through logistics. In the meantime, industrial zones are developing in 
Thailand and Indonesia, with Thailand being the largest global industrial 
establishment after China, and Indonesia having its geographic advantage as a 
maritime nation.  

However, Southeast Asia has experienced major natural disasters quite often in 
the last decades. The 2011 catastrophic flood in Thailand not only damaged the 
industrial complex directly but caused a great financial loss to ASEAN nations, 
which have a strong and close economic connection to Thailand. Manufacturing of 
electronic products and automobile parts stopped for an extended time, and took 
several months to recover. This affected numerous global corporations for a long 
period of time. It is recognized that natural disasters such as the Great East Japan 
Earthquake and the floods in Thailand in 2011 not only impact the locals, but also 
damage the global economy. The science of logistics and supply chain 
management has become critically important for private sector logisticians. 
Logistics has started to be recognized as integral to any relief operation. A natural 
disaster can occur anywhere at any time, and all countries in the world must be 
prepared in order to minimize the eventual damage of the catastrophe. The 
globalization of production and optimization of supply chains have increased 
systemic efficiencies in the global economy but have exacerbated the speed and 
scope of contagion in the event of shocks. They pose particular threats to the just-
in-time business model. In an increasingly connected global economy and society, 
more people are affected by shocks [1].   

There is an urgent need to rescue lives and support the livelihood of people in 
the affected areas. As a result of recent disaster, disaster management was proved 
to be important to reduce damage. When natural disasters hit industrial areas, 
production activities will be interrupted for an extended time due to damages in 
the infrastructure and logistic pathways in the locality. Because the extent of 
damage of natural disasters in industrial areas has national and global economic 
impacts, it is necessary to create a systematic approach by which local and 
national government and international organizations can collaborate.  

Although all types of catastrophes are different, they share similar consequences: 
destruction of infrastructure, destruction of roads, and health diseases. This is why 
an effective coordination of the supply chain and a constant flow of information are 
the keys to improving the delivery and the performance of humanitarian operations. 
The effective management of aid determines the number of lives that can be saved. 
According to the type of disaster whether earthquake, flood, or hurricane, the 
specific requirements of the affected population vary. For example, when an 
earthquake occurs, shelter is one of the immediate requirements, but when a flood 
occurs, lack of food is the major concern. The specific conditions of the place where 
the disaster occurs also determine the kind of assistance needed.  
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We should also recognize the value of utilizing integrated ICT-based systems to 
capture and analyze information; these can result in a more effective and efficient 
relief effort. Humanitarian logistics information systems improve information 
flows and provide better feedback to donors, thus performing effective operations 
[2]. Humanitarian logistics activities are generated across the disaster management 
cycle of preparedness, response, recovery and mitigation. Humanitarian logistics 
information systems improve the continuity of humanitarian operations by sharing 
information throughout the transition of different phases and logistics activities. 

 

 
Fig. 1 Disaster management cycle 

This paper is concerned with developing an ICT-based decision-support tool 
that supports the planning and decision-making of disaster responses in the region, 
at the ASEAN, national, and local levels. This paper emphasizes the importance of 
building emergency supply chains for assistance to the needy, considering how 
different actors interact across the humanitarian logistics to face the needs of 
people in a disaster area. The supply chain of humanitarian aid is a complex and 
interlinked network in which different types of decisions and information are 
mixed to serve the needs of the victims in a catastrophe. Globalization, 
outsourcing and interdependencies have increased the complexity in the structures 
of global maritime transportation networks.  

2 Problem Context 

Disaster management includes the care of the survivors’ needs. To deliver 
necessary goods to a disaster area is effective disaster supply chain and one of 
essential function of disaster management [3, 4].  
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Humanitarian logistics is a word that also includes the operations concerning 
distribution and the flow of relief goods needed for speeding the recovery from 
disaster. Quick restoration needs managing of the supply chain in disaster relief 
operations. Therefore between commercial logistics and humanitarian logistics 
exists different processes and mechanisms. In point of loss, the delay of supplies 
in a humanitarian supply chain is more severe than a commercial supply chain [5]. 

The problem of last-mile logistics is also a fundamental issue in which aid 
supplies are piled up at the distribution center near a disaster area but not delivered 
to the people who need them; this occurred in recent disasters such as the Great 
East Japan Earthquake. In a disaster, delivery of necessary goods becomes a 
difficult task that requires the mobilization of a great number of resources under 
many conditions of uncertainty, including transportation disruptions. The supply 
chain is therefore stretched to its limits and that is why it is so important to 
understand the complex operations of humanitarian logistics.  

The process of delivering supplies to a community that has suffered a natural 
disaster implies the coordination and execution of multiple organizations. 
Humanitarian aid is handled by national governments, local governments, international 
and local non-governmental organizations (NGOs), and community-based local 
partners. The challenge is to bring about a smooth, speedy, and coordinated response 
and create systemic change by helping multiple organizations overcome the blurring of 
boundaries among the roles assigned to different organizations.  

The recent world conference on disaster reduction called for better 
preparedness for disaster relief in natural disasters, but being better prepared can 
also mitigate the effects of man-made disasters [4]. The establishment of pre-
positioning warehouse is strategy which a humanitarian organization generally 
takes. The pre-positioning strategy establish a warehouse in advance where the 
regions need supplies. Therefore, pre-positioning can respond quickly to a demand 
for the opportunity of relief goods even if the disaster happened. The strategy of 
pre-positioning utilizes a facility location model to identify the warehouse 
locations for relief items to be stored by considering changes to the natural 
disaster trends observed.  

Specific models have been proposed to determine the locations and the number 
of pre-positioning warehouses needed to maximize the total expected demand 
covered given a set of scenarios [1]. The humanitarian logistics begin once a 
disaster takes place. The national entity in charge needs to elaborate a detailed 
evaluation of the disaster and suggest the most suitable actions according to the 
stocks of available products and logistic teams in place. Then it verifies if the local 
teams request for assistance can be received, processed, and delivered according 
to their logistical resources. If the local unit is unable to respond to these 
necessities, the second level of assistance is activated, and the regional and 
strategic units are contacted to provide aid. If stock levels in these units are still 
not enough to provide for the needs of the affected population, the principal unit 
of assistance (i.e., the national unit) is alerted. Depending on the inventory and the 
amount of food requested by the regional unit, the national unit determines if it is 
necessary to provide supplies.  



A Decision-Support Tool for Humanitarian Logistics 297 

 

3 The Architecture of FEMA for Disaster Relief Operations 

The structure and coordination of the supply chain conditions the success or 
failure of the effort. Therefore we need to standardize the process of delivering 
humanitarian aid. However, extreme standardization might be a mistake, because 
all disasters are different, not only in their causes, but also in the particular 
characteristics of the region in which they occur. 

Federal Emergency Management Agency of the United States (FEMA) has four 
main stocks at local, regional, strategic, and national warehouses for its supply 
chain. There are seven main components in the supply chain that provide relief 
commodities for disaster victims [6]. 

4 The Architecture of Decision-Support System 

There are several commodities that need to be distributed among the disaster 
victims. The commodity changes by many reason. Victims may strike random 
zones within the region therefore resulting in stochastic demands of different types 
of emergency supplies. FEMA suggests a list of required items and the amount per 
day per survivor so a total of about 20 ft3 of relief items per day is required [6].  

 

 
Fig. 2 Architecture of model 

In our model, we assess the delivery of aid kits, and specifically model the flow 
of emergency goods. Of course, extreme standardization may be a mistake, 
because all disasters are different, not only with respect to their causes, but also in 
terms of the particular geographical or cultural characteristics of the region in 
which they occur; this should be taken into account at the time of delivering aid. 
First, we evaluate the damages and needs of the population, and then determine 
how many emergency kits we will deliver to the population.  



298 T. Ashinaka et al. 

 

A humanitarian supply chain is characterized by the presence of different kind 
of delays. These occur during three stages in the aid process: in the evaluation of 
the disaster and the measurement of the numbers of people affected; during the 
process of delivering aid, including the logistics needed to transport the aid from 
the place where donations are received to the location of the disaster; and in the 
process of relief and distribution of aid to the recipients.  

The main operation center is located in the country, where the strategic 
warehouses are also located. The regional warehouses as well as local warehouses 
are located in the towns. The strategic warehouses are used when the aid in 
regional centers is insufficient in the face of an emergency. The main functions of 
the model are: 

  -  To determine the requirement of emergency goods by victims  
  -  The delivery of goods available in regional and local warehouses  
  -  The delivery of goods in the strategic and national warehouses     

The humanitarian supply chain assistance begins once a disaster takes place. 
The national entity in charge elaborates a detailed evaluation of the disaster, and 
suggests the most suitable actions according to the stocks of available goods and 
logistic units in place. Then it verifies if the local teams request for assistance can 
be received, processed, and delivered according to their logistic resources. If the 
local unit is unable to respond to these necessities, the second level of assistance is 
“activated,” and the regional and strategic units are contacted to provide aid. If 
stock levels in these units are still not enough to provide for the needs of the 
affected population, the national unit is alerted.  

The issue is how to connect regional networks. The supply chain structure at 
the national level offers the interface between a flow of commodities in national 
level facilities and the designated region level facilities. We specify and select the 
transfer terminals between the two levels of networks. How the FOSA nodes 
connect two sub-networks with different time steps is shown in Table 1. For this 
numerical study, the time step chosen for the basic time unit at the national 
network level is one day, and the time step selected for the region’s network level 
is one hour. The travel times are calculated based on the distance and a fixed 
average travel speed.  

At the local network level, we assume that demands are known in advance, and 
in the stochastic model we assume that we know the possible scenarios that could 
realize uncertain demands.  

The local center compares the requirements measured in emergency goods with 
the resources stocked in several warehouses. This proposition determines the 
number of emergency kits that should be requested. The deficit is the amount that 
the local centers ask from the regional centers. This value is adjusted by certain 
percentages: It is possible that the regional center would be unable to commit to 
delivering the full amount of aid because the resources must also be used to cover 
other emergencies. The orders received by the regional centers are compared with 
the amount of goods available in the regional warehouse, and the deficit is also 
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calculated. This deficit represents the amount that is ordered for the next stage in 
the national center.  

A framework is suggested for modeling the humanitarian supply chain. The 
main characteristics of the modeling approach can be summarized as follows: 

1. Time-Space Network  
2. Facility Location  
3. Facility Capacity  
4. Demand  
5. Supply  
6. Multi-modal 
7. Vehicle Routing  
8. Capacity Constraints  
9. Integrated Model  

The model assumes that the initial requirements are given at the beginning of 
the simulation. This means that only an initial requirement is given, and then the 
supply chains answers to that initial requirement, which represents the result 
obtained through the evaluation of damages and needs. Initially, some resources 
are pre-positioned in different warehouses because many emergencies occur in 
specific seasons and these can be foreseen although not predicted. 

5 Implementation with Realistic Data and Simulation 
Results 

Routing models need the latest and high-quality data for humanitarian settings. 
Betterment in the availability and adoption of latest information in disaster bring 
the chance to provide the data necessary for credible decision-making. 

We used ARTISOC, the multi-agent simulation. The necessary data for tool 
making are shown below: 

 
1. Position of each POD 
2. The number of victims 
3. Harbor, airport, position of the station that are to become the supply point 
4. Capacity for transportation and supply of the supply point 
5. The number of vehicles that can be managed 
6. Loading capacity of vehicles 
7. The number of prior warehouses 
 
We input the static data, which could change these initial settings in this report 

and maintain greater availability.  
We assumed the cluster ring [7] by the k-means method, the center position of 

the prior warehouse is made according to the number of the placements of the 
PODs, in which the relief supplies were  previously placed. 
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A supply chain network, including the prior warehouses is created, which 
produces on demand the amount needed for the number of victims. The supply 
delivered from each supply point at the end of the simulation is a stage beyond the 
quantity of total demand that totaled the quantity of demand for each refuge. 
Supplies of sufficient quantity are deployed in the prior warehouse beforehand and 
can originally include the difference at the time of the simulation’s end for a 
quantity of necessary relief supplies. 

We assumed each Thai traffic infrastructure to be a supply point and assumed 
the central location of municipalities’ PODs. The supply point to use adopted an 
airport, a harbor, the first-class station, and ft3 to convert the transport volume 
needed in a year was assumed. 
 
 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

Fig. 3 Positions of POD and Supply points in Thailand 

The number of victims was derived from the population data [8, 9] and was 
included without passing through the decrease by the disaster model. Thus, we 
modeled the disaster to scale with corresponding damages when we assumed that 
suffering of probability 1 had been generated. We assumed a general container 
transportation truck for the vehicle, and a vehicle speed of 40km/h; the 
transportation capability was assumed to be 1 TEU, 20ft3, and the number of 
vehicles was assumed to be 2,000. 
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Fig. 4 Positions of prior warehouses 

We considered the case that placed the number of prior warehouses at 1–3 
each, and the position––the link situations––were decided from the aggregate by 
the Hartigan statistic of the k-means method. 

 

 
Fig. 5 Lack of demand over days as the function of the number of prior warehouses  

 

 
Fig. 6 Necessary stock of prior warehouses as the function of the number of prior warehouses  
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Table 1 Summary of simulation results  

 
 

As a result of mentioning it specifically, a difference emerged in the quantity of 
insufficient demand of the first day. Here, the quantity of insufficient demand was 
located at 1 or 2 whereas it was about 350,000 ft3, and the lack of demand quantity 
on the first day was located at 3 where it was about 190,000 ft3. In this respect, the 
distance from each prior warehouse to each POD is shortened by an increase in the 
number of warehouses and their placement in a more effective position; it is 
thought that the time to extend beyond the delivery is a shortened result. In 
addition, we obtained approximately a 10% reduction of the results about the 
stock quantities, which should be prepared beforehand, for a similar reason. Based 
on the above mentioned result, we found that: 

 
When the three prior warehouses are located about 20 million victims of the 
region in central Thailand are assumed, and the required relief supplies 
total 960,000 ft3, emergency goods would be supplied smoothly within 3 
days. 

6 Future Works 

Here, we make recommendations for further developments to this study: 
 
i. The inflection of dynamic data 

We built population, the number of victims, the transport volume, haul 
distance, and the coordinates of the POD by static data into this report. 
Therefore we cannot refer to the latest information when there is a turn of 
events and updates occur. The inflection of the dynamic data require 
consistent updates to solve this problem is necessary. Network services 
extend further and further, and future emergencies can specialize if the 
acquisition about a rescuer is enabled, according to the number and the 
position of the POD. 

ii. Optimizing placement by the population ratio 
We used only the position of the POD for the placement of the prior 
warehouse in this report. As a result, consideration by distance, and the 
number of victims in the refuge are not considered although it is done. 
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The refuge where support supplies are not delivered may equally not 
exist, but it is unequal with respect to the quantity distributed to each 
person. Based on the foregoing characteristics, in a cluster ring, the 
technique that assumed the number and weight of the victims is expected. 

iii. Application of the disaster model 
We assumed the suffering probability in this report by disaster 1, and 
derived the number of the victims from population data. However, in the 
case of a natural disaster such as a flood, the damage increases if a river 
water system is nearby, or there may be extremely little damage 
depending on the actual place. In addition, with regard to the placement 
position of the prior warehouse, the warehouse itself may suffer. 
Therefore examination by the disaster model, including risk management, 
is necessary. 

iv. Integration with the real-time mapping technology 
Feedback of clear information in the disaster location is necessary for 
expansion of available and reliable decision-making. Given images 
including road information, mapping information, and real-time data 
provided by crowdsourcing, decision-making becomes a more useful tool 
for practitioners. 

v. Expansion of the scale 
We considered a potential disaster at the center of Thailand in this report 
and studied the prior placement of relief supplies and delivery by a 
domestic network. However, a delay can originally occur in the delivery 
of relief supplies external to the territory and negotiations about the 
preparedness and readiness to receive must occur. In addition, placement 
within a large framework, such as the ASEAN countries, and numerical 
examinations are necessary as are discussions in a single country about 
the prior warehouses. 

7 Conclusion 

A result of this study is that we developed a decision-aiding tool for ICT-based 
humanitarian support logistics and were able to solve the issue of final last-mile 
logistics problem using the prior warehouses. In this article we modeled an 
experimental area in central Thailand and identified the implementation using 
realistic data such as the quantity of relief supplies, the number of prior 
warehouses, and the positions that should be involved in making preparations for 
an emergency.  
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B-Spline Curve Knot Estimation
by Using Niched Pareto Genetic
Algorithm (NPGA)

Vahit Tongur and Erkan Ülker

Abstract In this paper, estimated curveKnot points are found forB- SplineCurve by
using Niched (Celled) Pareto Genetic Algorithm which is one of the multi objective
genetic algorithms. It is necessary to know degree of the curve, control points and
knot vector for drawing B-Spline curve. Some knot points are of very few or no effect
at all on the drawing of B-Spline curve drawing. Omitting such points will not effect
the shape of curve in curve drawing. In this study, it is aimed to find and omit these
ineffective curve points from drove of curve. Performance of proposed method are
compared with selected studies from literature.

Keywords NPGA · Genetic algorithm · B-Spline

1 Introduction

B-Spline curves is definedbycorner points polygonwhich are called as control points.
As well as not crossing control points, the form of the curve and surfaces,which are
acquired by using these points, are shaped according to the position of these points.
The polygon which is created by these control points is called as control polygon.
These points make the curve to follow control polygon by acting like a magnet and
ultimately a characteristical and smooth curve is acquired which is within the bor-
ders of control polygon. But as the amount of control points increase, the amount of
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curve effecting control points decrease. Most of the control points which are given
in very frequent intervals barely effect the curve. In this situation, such points can be
determined and omitted, so the curve can be drawn again without damage. Amount
of the points which are choosen as knot directly effects the amount of control point.
The smallest number of knot point should be chosen for decreasing control points.
Omitting unnecessary knot points can provide a faster drawing in very complex
studies. It is important to determine the right knot points in eliminating the points.
Otherwise the shape of the curve can be deformed. It is not possible to determine un-
necessary points by just looking. In such situation, optimization algorithms are used.
Especially heuristic artificial intelligence techniques give good results in problem
solving. It will be objective to use multi purpose genetic algorithms in this kind of
optimization processes. Because the shape of the curve will be deformed if too much
points are omitted. On the other hand if less than necessary points are omitted than
the shape will not be deformed but targeted point elimination will be insufficient.

Many problems consist of concurrent optimization of more than one confounding
targets. While one of the targets moves through the best the other starts to moves
away. Accepting both targets in considerable values means to bring multi objective
problems to the optimum level.

Estimation of knot points by artificial intelligence techniques are studied in lit-
erature. Yuan et al. have used two staged Knot selection method in their study for
the structure of the curve. In the first stage a subset of the basic functions is chosen
from previously determined multi resolution basic set by using a statistical variance
selection method (Lasso). In the second stage a vector space is constructed for it is
determined that it is enough to characterise vector space for conveying the vector
space to basic function [1]. Li et al. have proposed adaptive gradient choice method
in B-Spline curve estimation [2]. Jacobson and Murphy have developed automatic
Knot placement algorithm for activating the use of NonUniform Rational B-Splines
(NURBS) [3]. Valenzuela et al. have presented a new methodology for the optimal
selection and position of the curves for curve creating and simulation [4]. Ülker pro-
posed the use of PESA algorithm in Knot estimation of B-Spline curves [5]. Ülker
and Arslan used artificial immune system for overcoming negativities sourced from
Knot points in B-Spline drawing and finding a smaller amount of estimated Knot
points [6]. Gülcü and Ülker offered Strength Pareto Evolutionary Algorithm 2 al-
gorithm in their study for decreasing Knot points of the B-Spline curves in their
study [7]. Galvez and Iglesias have presented a new method in their study for creat-
ing a B-Spline curve creating from a noisy data points set. This method calculates
all parameters of B-Spline curve creating. This multimodel is necessary for solving
the optimization problem of unlinear smallest squares . They have solved this opti-
mization problem by applying firefly algorithm in approaches [8]. Ülker and Değer
offered Strength Pareto Optimization Algorihm (SPEA) method for Knot point es-
timation for B-Spline curves [9]. Weishi et al. have developed an adjustable Knot
placing algorithm for busy and noisy points in B-Spline curves [2]. Zhaoa et al.
have tried to find the best Knot points of B-Spline curve drawing by GMM-based
continuous optimization algorithm [10]. They acquired starting positions of each
Knot in algorithm by using Monte Carlo method. Ma and Kruth have applied the
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projection of measured points to the ground surface for attaining parameter value to
the randomly measured points for the smallest placement of the B-Spline surfaces
[11]. Park, Lee have presented a new approach for B-Spline curve creating which is
called as repressed point [12]. Pham have developed a simple and efficient method
for creating an offset curve for a uniform cubic B-Spline by using a set of control
Knots [13]. Galvez and Iglesias have offered again using Particle Swarm Optimiza-
tion algorithm for Knot optimization [14]. There are another studies in literature on
Bezier and NURBS surfaces but we have not mention it in this section as the article
is about Knot optimization in B-spline curves.

In this study, the minimum change of curve shape is aimed by the minimum Knot
points. NPGA algorithm is used in Knot estimation which is not studied in literature.
Performance of the algorithm is shown in experimental studies.

2 Problem Definition

It is necessary to produce approximate pointswhile decreasing the number ofKnots in
B-Spline curves. Normal three basic parameter are needed while drawing a B-Spline
curve. These are order (degree+1) Knot vector and control points of the curve. When
it is desired to reduce the number of Knots in a curve, new Knot points should be
calculated and Knot vector should be determined again. The parameter of the degree
of curve does not change. The first thing to do in this situation is to produce new
control points basing real coordinate points.

Some of the real coordinates are chosen for this and the points are checked if
they are the best or not. In this step, Euclid distance total between the produced
approximate points and real points is calculated. If there are previously tried points
the error rates are checked for these sets and the best point sets are tried to be
determined. This stage includes below steps;

a. Some of the real point coordinates are chosen as Knot and centripetal vector is
calculated by Eq. (1).

b.

u0 = 0, um = 1, ui = ui−1 +
√∣∣Qi − Qi−1

∣∣
∑m

j=0

√∣∣Q j − Q j−1

∣∣ (1)

where, Qi factor shows the i . point which is one of the points chosen from real
coordinate points. And the m parameter is the quantity of the Knots found in point
cloud

c.
U = {0, 0, . . . , 0, ud+1, . . . , um, 1, 1, . . . , 1},

u j+d = 1

d

j+d−1∑
i= j

ui j = 1, . . . , m − d (2)
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Where, d is the degree of the curve. Eq. (2) is used for the real points which are
chosen as Knot for calculatingU Knot vector for B-Spline curve. The first d element
and the last d element are chosen as zero and one in order while calculating U Knot
vector. Intermediate elements are found by the help of Eq. (2).

d. According to B-spline curve formula Q = Px R matrix is accepted. In here,
R matrix is the matrix which produces B-spline blending function according to N
values. Q matrix is the set of points which is chosen as Knots. P is the estimated
control points. Eq. (3) can be solved by what is known for calculating P control
points.

P = Qx R−1 (3)

R matrix is acquired from recursive cox-de Boor function.

Ni,1(u) =
{
1 i f ti ≤ u ≤ ti+1

0 else

Ni,k(u) = u − ti
ti+k−1 − ti

Ni,k−1(u) + ti+k − u

ti+k − ti+1
Ni+1,k−1(u) (4)

Where u ∈ [0, 1] , t ∈ U are the Knot vector elements, i is the existing point
coordinate and k represents the order.

After R matrix elements are calculated in Eq. (4), reverse of the acquired matrix
is taken and R − 1 is acquired. P points are acquired from Eq. (3). Calculating the
difference between the estimated points (S) and real points (F) is depended upon
F point amount which is the increasing amount of u parameter in B–spline curve
formula. If the F point amount is named as c, increasing amount of u is found as 1/c.
So, while drawing P point curve of the m quantity estimation, as much coordinate
as the number of F line is acquired.

S(u) =
∑

Pi Ni,d(u) (5)

In this situation the error between the F and S can be calculated by the Euclid
equation;

Error =
√√√√ Mu∑

i=1

∣∣Si − Fi

∣∣2 (6)

3 Genetic Algorithms

Genetic algorithms are heuristic research method which base producing new sets of
chromosomes for solving complex regular problems. Each chromosome in genetic
algorithm represents a solution in problem space. Chromosomes coding can be done
in various ways. The most commonly used coding is the binary coding. Chromo-
somes are subjected to selection process after coded for crossover. There are also
different ways for chromosome selection. A selection process is applied according
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to the individual’s chromosome. Selected individuals are intercrossed as couples.
Single point or multi point crossover methods are used in crossover. A part of the
chromosomes is marked in single point crossover method and crossover is done by
replacing the genes on the left and right sides. In multi point crossover chromosomes
seperates the genes in at least two points and make the gene transfer between the
couples between determined areas. Mutation happens as a result of changing a gene
in a chromosome. For example, if chromosome has dual code and zero gene value,
this gene is mutated by valuing it as 1. Termination criteria is checked after this
step. Termination process is done as soon as proper value is reached or a specific
generation is created. If the termination criteria is not met, crossover and mutation
steps are repeated until the termination criteria is met.

Pseudo code of the genetic algorithm is as below;

1. Create the beginning population
2. Calculate fitness values for each individual
3. Use selection operator for selecting the individuals for crossover
4. Crossover the selected individuals
5. Apply mutation operator the created new individuals
6. Repeat the step 2-5 until the desired generation is reached
7. Give the best individual of all generations as the result

4 Implementing of the Problem to Multi Objective Genetic
Algorithm

There should be at least two aim function in multi objective genetic algorithms. One
of the objective of this study is to minimize the number of the Knots and the other
one is to minimize the error rate. The error rate will increase while minimizing the
number of predictable Knot points.

On the other hand, the chosenKnot numbers should be equal to real Knot numbers
for minimizing the error rate. Multi objective genetic algorithms may not be the best
single solution for all purposes. In this situation, decision maker is asked to choose
a solution among a determined set. Proper solution should provide an acceptable
performance for all purposes.

It is necessary to create chromosome structures for solving the problem with
genetic algorithm. A random population is created. Chromosomes are coded. Coding
for the subject problem is done in binary system as Figure 1.

The length (number of genes) of the chromosome is as much as the number of
real points. Genes of the chromosomes are filled with 0 and 1 values randomly. the
value of 1 in the gene i means that the point is chosen as the Knot. So random points
are chosen among the real points. All chromosomes of the population are coded in
the same way. Coded chromosomes are chosen for crossover. In this study niched
pareto method is used for selection.
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Fig. 1 Selection of Random Knots and representation of chromosome [6]

5 Niched Pareto Genetic Algorithm

Niched pareto Genetic Algorithm (NPGA) has been suggested firstly by Horn et al.
(1994) for the problems about hydro systems [15]. Tournament selection has been
changed in two ways for preventing the convergence in Niched pareto genetic algo-
rithm and acquiring Pareto-Optimal solutions. These are; Adding Pareto Domination
Tournament and using sharing for the winner when there is an unsuppressed tour-
nament. When two randomly selected individual are compared according to their
pareto superiorities, naturally they are subjected to a dual tournament. If one of them
suppress the other one , it is the winner. Two canditate individuals and their compar-
ision set (crossover pool) is selected randomly from existing population. After that
each of the candidates are compared to each candidates in comparison set (crossover
pool). If a candidate is suppressed by comparison set and the other is not, the other
one is chosen for reproduction.

In this study, equivalent kind sharing method is used. Sharing is applied in the
situations that both candidates of the crossover pool are suppressed or unsuppressed.
Each candidate checks the number of the candidates that set diameter is given. The
set in which there are less canditates is chosen and the other one is dismissed.

In literature, there are studies with niched pareto genetic algorithm in different
areas. Zhang et al. (2009), have used niched pareto genetic algorithm for optimizing
a micro grooved heating pipe [16]. In their study, they have suggested NPGA for
a lot of multi objective optimization problems in which heat transfer capacity and
total heat resistance are inversely proportional. Ozugur et al. (2001) have suggested
four layer 2G and 3G for UMTS coverage zone and NPGA method for hierarchical
mobility management optimization problem [17]. Baradli et al. (2009) have used
NPGA algorithm for propert selection in temporary classifying process [18]. In
Figure 2, equivalent class sharing is seen.Number of individuals is checked according
to the given diameter value. Candidate 2 is sent to crossover pool as it has less
individual and Candidate 1 is dismissed.
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Fig. 2 Equivalent Classifying Sharing [15]

Pareto Domination Tournament pseudo code as follow;

1. Select 2 random candidates from population
2. Compare each of the candidates with a candidate in comparison set
3. Send the unsuppressed candidate to crossover pool
4. Apply sharing if both of the candidates are suppressed or unsuppressed
5. Repeat step 2-5 until crossover pool is full

6 Experimental Results

In Figure 3, B-Spline curve parametization example for accessing NPGA algorithm
in estimating of the B-Spline curve Knots is given. 10% noise is added to the clean
points in Figure 3.a and 200 points are acquired in total. Modelled draft is a non
uniform B-spline cubic curve which has {0.0, 0.0, 0.0, 0.0, 0.25, 0.5, 0.75, 1.0,
1.0, 1.0, 1.0} Knot vector and 7 control points. NPGA algorithm is repeated as
50,100,150 individuals and for each experiment #1, #2 and #3 numbers are given.
Chromosome length and crossover rate is standard in each experiments and it is 0,3
and 100, respectively. All experiments are executed as 100 iteration. Average Error
and Average AIC values are calculated for each population. AIC is an information
retrieval method used in literature [5].

Figure 4.a, 4.b and 5 shows the best results for all generations in Experiment #1,
Experiment #2, and Experiment #3, respectively. Table 2, 3 and 4 show average error
and AIC values according to generations. Best average value for AIC is 3600 when
examined results of the study in [9]. According to this, proposed method are given
better results than SPEA algorithm for same sample.
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Fig. 3 B-Spline curve knots and approximated curve using 200 points

Table 1 Parameter values used in NPGA for Experiment #1, #2, #3

Parameter Exp#1 Exp#2 Exp#3

Population 50 100 150
Chromosome Length 200 200 200
Crossover Rate 0.3 0.3 0.3
Iteration 100 100 100

Fig. 4 AIC values according to generations for Experiment #1, #2

Table 2 Average error and AIC values according to generations for Experiment #1

Generation Error (Average) AIC (Average) AIC (Average) [9]

5 5292.14 2331.32 3580
10 5301.64 2336.64 3563
25 5201.22 2320.34 3470
50 5180.66 2326.82 3390
75 5189.36 2331.06 3372
100 5144.36 2325.84 3298

According to experimental results, Considering the average AIC values, 2319.19
and population size 100 gives the best result. Studying average error values, 5052.68
andpopulation size 150 experiments give the best results. TheminimumKnot number
is 73 as a result of the experiments.
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Table 3 Average error and AIC values according to generations for Experiment #2

Generation Error (Average) AIC (Average)

5 5273.84 2332.65
10 5261.64 2330.48
25 5211.92 2328.05
50 5169.12 2319.19
75 5163.52 2323.72
100 5119.09 2320.44

Fig. 5 AIC values according to generations for Experiment #3

Table 4 Average error and AIC values according to generations for Experiment #3

Generation Error (Average) AIC (Average)

5 5321.89 2330.74
10 5301.69 2332.54
25 5271.34 2329.16
50 5214.69 2328.31
75 5112.98 2326.48
100 5052.68 2324.38

Two data set in [1] are used for second and third case studies. First data set and
second data set consists of 500 points that obtained from functions in Eq. (7) and
Eq. (8), respectively.

g(t) = 1

2.3935

(
1.5exp

(
− (t − 0.1)2

0.3

)
+ 0.1exp

(
− (t − 0.5)2

2

)
+ 2exp

(
− (t − 0.8)2

0.02

))
, t ∈ [0, 1] (7)

g(t) = sin(4t − 2) + 2exp(−30(4t − 2)2), t ∈ [0, 1] (8)

When examined of experiment results from #4 to #9, it is shown that obtained
curves from proposed method and real curves are matched with each other. Also,
fitting errors of proposed method are equivalent to results in [1].



314 V. Tongur and E. Ülker

Table 5 Parameter values used in NPGA for Experiment #4, #5, #6, #7, #8, #9

Eq.(7) Eq.(8)
Parameter Exp#4 Exp#5 Exp#6 Exp#7 Exp#8 Exp#9

Population 50 100 150 50 100 150
Chromosome Length 500 500 500 500 500 500
Crossover Rate 0.3 0.3 0.3 0.3 0.3 0.3
Iteration 100 100 100 100 100 100

Table 6 Average error and AIC values according to generations for Experiment #4, #5, #6

Exp#4 Exp#5 Exp#6
Generation Error (Avg.) AIC (Avg.) Error (Avg.) AIC (Avg.) Error (Avg.) AIC (Avg.)

5 160.08 4067.44 157.86 4046.12 158.64 4057.09
10 159.64 4060.92 158.34 4043.01 159.03 4053.09
25 159.30 4057.08 158.29 4038.90 158.47 4053.48
50 159.84 4059.26 157.64 4041.64 158.44 4054.49
75 159.92 4054.98 156.47 4033.57 158.83 4056.32
100 160.18 4064.76 157.90 4039.46 159.34 4060.97

Fig. 6 B-Spline curve knots and approximated curve using 500 points for Eq. (7)

Fig. 7 B-Spline curve knots and approximated curve using 500 points for Eq. (8)
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Table 7 Average error and AIC values according to generations for Experiment #7, #8, #9

Exp#7 Exp#8 Exp#9
Generation Error (Avg.) AIC (Avg.) Error (Avg.) AIC (Avg.) Error (Avg.) AIC (Avg.)

5 195.68 4172.72 195.61 4152.42 196.30 4153.14
10 196.46 4169.62 195.61 4155.53 196.08 4159.55
25 195.58 4160.14 195.89 4151.15 196.17 4157.10
50 196.78 4153.86 196.19 4147.92 197.18 4162.12
75 196.02 4158.84 195.62 4149.51 197.50 4157.14
100 196.26 4160.28 197.13 4155.62 197.60 4152.18

7 Conclusion

The curve reconstruction by choosing optimal number of Knots from digitized points
data causes calculative complex optimization problems. As the problem is of great
complexity and an extremely non-linear optimization problem, non-deterministic op-
timization strategies should be practised for acquiring optimal interpolation results.
Evolutionary algorithms show great flexibility and sustainability in such problems.
Even in complex problem spaces’ of evolutionary algorithms, it has provided certain
solutions and this is one of the factors increased its popularity. In this paper, when
a large points set is given for a widely placed plane, NPGA algorithm is used for
conforming parametric B-Spline curve for irregularly placed points. Performance of
proposed method are compared with selected studies from literature. Points are di-
mensions taken from a physical fact or geometrical model and the aim is to be able to
rebuild the B–spline curve with combination of Knot placements and numbers. The
algorithm which is given here can be used in various applications especially in the
places that the points are intense and noisy. Evolutionary algorithms represent high
efficiency for complex (multi-model, combinational and calculative difficult) op-
timization problems. However proper parametrization of an evolutionary algorithm
can be pretty difficult. As B-spline curve estimation problem is highly combinational
complex, convergence speed decreases according to the speed of the points. For this
reason optimization of many points can be slow to convergence to number of points
although evolutionary algorithms are close to local optimum. Generally efficient op-
timization strategies and quality criteria should be considered for producing a more
efficient CAD surface samples and rare numeric point data. The most important part
of our method is that it can define concurrent placement of the Knots and enough
numbers automatically. If the method can have the ability of recognising the weights
of control points, it can be developed to Non-Uniform B-spline curves.

Acknowledgements This work is supported by Scientific Research Project of Selçuk
University.
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7. Gülcü, Ş., Ülker, E.: Knot estimation of the B-spline curve with strength pareto evolu-
tionary algorithm 2 (SPEA2). In: Proc. of the 16thWSEAS Int. Conf. on Computers (part
of CSCC 2012), Kos Island, Greece , pp. 308–314 (2012)

8. Galvez, A., Iglesias, A.: Firefly Algorithm for Explicit B-spline Curve Fitting to Data
Points. Mathematical Problems in Engineering 2013 (2013)
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Computational Red Teaming in a Sudoku
Solving Context: Neural Network Based Skill
Representation and Acquisition

George Leu and Hussein Abbass

Abstract In this paperwe provide an insight into the skill representation, where skill
representation is seen as an essential part of the skill assessment stage in the Compu-
tational Red Teaming process. Skill representation is demonstrated in the context of
Sudoku puzzle, for which the real human skills used in Sudoku solving, along with
their acquisition, are represented computationally in a cognitively plausible man-
ner, by using feed-forward neural networks with back-propagation, and supervised
learning. The neural network based skills are then coupled with a hard-coded con-
straint propagation computational Sudoku solver, in which the solving sequence is
kept hard-coded, and the skills are represented through neural networks. The paper
demonstrates that the modified solver can achieve different levels of proficiency,
depending on the amount of skills acquired through the neural networks. Results are
encouraging for developing more complex skill and skill acquisition models usable
in general frameworks related to the skill assessment aspect of Computational Red
Teaming.

Keywords Neural network · Domain propagation · Skill acquisition · Supervised
learning

1 Introduction

In Computational Red Teaming (CRT) a Red agent takes actions to challenge a Blue
agent, with a variety of purposes. In the cognitive domain, one of these purposes,
which generated an intense interest in the scientific community in recent years, is
to force a human Blue agent to improve its skills. This process involves two major
aspects. First, the Red must find the proper ways of action for challenging the Blue;
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this is the task probing. Second, in order to find those ways of action, the Red must
first assess Blue’s skills for finding its weaknesses and hence, potential directions
of improvement. This second aspect is the skill assessment aspect, in which the
representation of Blue’s skills is essential.

In this paper we apply the CRT to Sudoku puzzle and we focus on the repre-
sentation of the skills used for solving a Sudoku game. We investigate the Sudoku
literature in order to establish what are the skills that humans apply to solve the
puzzles, and then we create their computational representation, in a manner that is
cognitively plausible. We use feed-forward neural networks (NN) to represent the
skills, and we model the skill acquisition process through supervised learning and
back propagation. The NN-based skills are then embedded into a classic hard-coded
constraint propagation Sudoku solver, endowing it with the ability to learn Sudoku
skills through training. While the Sudoku solving sequence remains hard-coded, the
computational solver uses at each predefined step the pattern recognition capability
of the neural networks, and thus, its proficiency varies based on the skills embedded
in its structure. In order to demonstrate this we use two skill setups: a first one in
which the neural networks can only detect the existence of a favourable pattern on
te Sudoku board, and a second one in which the pattern can be both detected and
localised. Simulation results show how the realistic skill-based solver can achieve
different levels of proficiency in solving Sudoku in the two setups, with a higher
level of proficiency reached for the first skill setup.

The paper is organised as follows. The second section presents the existing com-
putational approaches on solving Sudoku and draws a conclusion on the lack of
skill-based computational solvers. The third section shows how we choose from the
range of human skills used in Sukodu solving, in order to transfer them into the
proposed skill representation and acquisition model. The fourth section describes
the methodology used for modelling the skills and the NN-based skill acquisition
process. The fifth section presents and discusses the results of the experiments. Last
section concludes the study and summarises the main findings.

2 Background on Computational Sudoku Solving

TheexistingcomputationalSudokusolvers focusmostlyon reducing the implementa-
tion and computational complexity, andon solving the puzzle as a search/optimisation
problem,without Sudokudomain-specific knowledge or concerns about the cognitive
plausibility.

From a computational perspective several Sudoku solvers have been reported in
the literature. The simplest, but also the least effective is the backtracking solver,
a brute force method that uses the full space of possible grids and performs a
backtracking-based depth-first search through the resultant solution tree [1]. An-
other simple solver is the “pencil and paper" algorithm [2] which visits cells in the
grid and generates on the fly a search tree.

In a strict mathematical view, the general n × n formulation of Sudoku is consid-
ered a non-deterministic polynomial time (NP) problem. An open question still exists



Sudoku: Skill Representation and Acquisition 321

in the literature on whether Sudoku belongs or not to the subclass of NP-complete
problems, however more authors seem to be on the NP-completeness side [3–7].
Yato [3] and Yato and Seta [4] first demonstrated that the generalised n × n Sudoku
problem can be solved in polynomial time. Later, another approach [6] converted
through reduction a Sudoku problem into a “Boolean Satisfiability" problem, also
known as SAT. The approach allowed not only the solving, but also the analysis
of a Sudoku puzzle difficulty from the polynomial computation time perspective.
A similar SAT-based solver was also proposed in [5], where the author describes
a straightforward translation of a Sudoku grid into a propositional formula. The
translation, combined with a general purpose SAT solver was able to solve 9 × 9
puzzles within milliseconds. In addition, the author suggests that the algorithm can
be extended to enumerate all possible solutions for Sudoku grids that are beyond the
unique solution grids posed for usual commercial puzzles.

A distinct class of computational solvers is based on stochastic techniques. A
solver based on swarm robotics was proposed in [8]. The solver uses an artificial
bee colony (ABC) for a guided exploration of the Sudoku grid search space. The
algorithm mimics the behaviour of bees when foraging, behaviour which is further
used for building partial (local) solutions in problem domain. The purpose of the al-
gorithm is to minimise the number of duplicate digits found on each row and column.
The authors compare the ABC algorithm with a Sudoku solver based on a classic
genetic algorithm proposed by Mantere [9], and demonstrate that the ABC solver
outperforms the GA solver significantly (i.e., on average 6243 processing cycles
for ABC, versus 1238749 cycles for GA). In a different study Perez and Marwala
[10] proposed and compared four stochastic optimisation solvers: a Cultural Genetic
Algorithm (CGA), a Repulsive Particle Swarm Optimisation (RPSO) algorithm, a
Quantum Simulated Annealing (QSA) algorithm, and a Hybrid method combining a
Genetic Algorithm with Simulated Annealing (HGASA). The authors found that the
CGA, QSA and HGASA were successful with runtimes of 28, 65 and 1.447 seconds
respectively, while the RPSO failed to solve any puzzle. The authors concluded that
the very low runtime of HGASA was due to combining the parallel searching of GA
with the flexibility of SA. In the same time, they suggested that RPSO was not able
to solve the puzzles because the search operations could not be naturally adapted to
generating better solutions.

Another class of computational solvers is based on neural networks [11, 12];
however, these solvers are not emphasising on the cognitive plausibility of the neural
networks, but rather on their mathematical mechanism. In [11] the authors propose a
Sudoku solver based on the Q’tron energy-driven neural-network model. They map
the Sudoku constraints in Qtron’s energy function, which is then minimised ensuring
the local minimums are avoided through a noise-injection mechanism. The authors
show that the algorithm is totally unsuccessful in the absence of noise, while with
the noise the success rate is 100% and the runtime is within 1 second. Also they
demonstrate that the algorithm can be used not only for solving, but also for gener-
ating puzzles with unique solution. In a different approach, Hopfield [12] considers
that neural networks do not work well when applied to Sudoku, because they tend
to make errors on the way. While [11] treats this problem by injecting noise in the
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Q’tron, Hopfield assumes that the search space during a Sudoku game can bemapped
into an associative memory which can be used for recognising the inherent errors
and reposition the NN representation of the Sudoku grid on the proper search path.

One particular class of computational Sudoku solvers, which is of major interest
for our study, is the Constraint Propagation (CP) solvers. Several studies considered
that Sudoku puzzle can be treated as a Constraint Satisfaction Problem [13, 14], and
hence, can be solved using constraint programming techniques. Constraint Propaga-
tion solvers are purely computational methods, and the studies that proposed them
followed the same purpose as the rest of the computational approaches, i.e. to pro-
duce proficient Sudoku solvers with minimal computational complexity and no do-
main knowledge. However, the constraint propagation processes described in both
[13] and [14] are considered to be similar to the steps undertaken by human players
when solving Sudoku. In his study [14] Norvig emphasises that the major task per-
formed by humans when playing Sudoku is not to fill an empty cell, but to eliminate
themultiple candidates for it, as a result of applying and propagating the Sudoku con-
straints. Yet, Norvig does notmention inwhichway the propagation of constraints re-
sembles the human thinking. Instead, Simonis [13] does, and states that the various
Sudoku-related skills used by the human players when trying to eliminate redundant
candidates from cells are actually propagation schemes that participate to a constraint
propagation process which eventually solves the constraint satisfaction problem. Si-
monis considers that “they [human players] apply complex propagation schemes with
names like X-Wing and Swordfish to find solutions of a rather simple looking puzzle
calledSudoku.Unfortunately, theyarenotaware that this is constraintprogramming".
An evenmore advanced step towards demonstrating this concept is taken in [1] where
the authors implement the constraint propagation based on a set of Sudoku skills (e.g.
naked candidates, hidden candidates, Nishio-guess). The authors do not relate their
algorithm to the constraint propagation formalism, and refer to it as “rule-based", but
they emphasise it “consists of testing a puzzle for certain rules that [...] eliminate can-
didate numbers. This algorithm is similar to the one human solver uses".

In this study we build on the concepts proposed in the last class of computational
Sudoku solvers, and we consider the skill-based approach on constraint propagation
problem as central for the skill representation aspect of CRT applied to Sudoku.
Thus, in the following section we describe in detail the Sudoku constraints and some
of the skills used by human players in solving the game.

3 The Sudoku Game and Skills

Sudoku is a number puzzle which in its most known form consists of 81 cells con-
tained in a 9 × 9 square grid that is further divided into 9 boxes of 3 × 3 cells. The
aim of the game is to fill all cells in the grid with single digits between 1 and 9, so
that a given number appears no more than once in the unit it belongs to, where the
unit can be a row, a column or a box. These are the Sudoku rules or the constraints.
In general the Sudoku problem can be seen as a n × n grid with n subsequent boxes
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of
√

n × √
n cells. The constraints for a grid G can be then expressed in general as

follows:

1. Cell. A cell Ci j ∈ G must be filled with exactly one digit di j with value between
1 and n

2. Row. All values in a row i must be unique: di j �= dik , ∀i = 1, n and ∀ j, k = 1, n
with j �= k.

3. Column. All values in a row j must be unique: di j �= dk j , ∀ j = 1, n and
∀i, k = 1, n with i �= k.

4. Box. All values in a box Bi ∈ G must be unique: d jk �= dpq , ∀d ∈ Bi , with
i = 1, n.

3.1 Playing a Game

In this study we consider the 9 × 9 version of Sudoku. A player applies the Sudoku
constraints to empty cells and generates lists of candidates for the visited cells. This
process is displayed in Figure 1, where Figure 1(a) shows the application of rules to
cell CG4, and Figure 1(b) shows the lists of candidates for all empty cells in the grid.

(a) Sudoku constraints (b) Generate candidates

Fig. 1 The game knowledge.

The purpose of the game is to apply Sudoku skills and propagate the Sudoku con-
straints in order to reduce these lists of candidates to unique candidates [13] for all
empty cells in the grid, which equals to filling the grid and, thus, solving the puzzle.

Performing Sudoku Skills. In order to reduce the lists of candidates, players use
various skills which propagate the domain. In [15–17] the authors note that players
choose the skills based on the perceived context at the current move. The skills
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considered in this studybelong to twocategories, the naked and thehidden candidates,
which allow the solving of a significant number of Sudoku games. More complex
skills [18] can be involved for solving very difficult games, however it is outside the
scope of this study to investigate an exhaustive list of skills.

The set of naked candidate skills consists of finding and propagating naked singles
and doubles (Figure 2). Recognising and propagating a naked single is the simplest
skill, where after the application of Sudoku constraints a cell has only one possible
candidate. The value of this unique candidate solves the empty cell, and is propagated
by removing the candidate value from the candidate lists of all other cells situated
in the units the cell belongs to. A naked single is illustrated in Figure 2(a) in pink
colour at CA1. For the naked doubles, the lists of candidates are checked for a pair
of cells in a Sudoku unit containing only the same two candidates. These candidates
can only go in these cells, thus the propagation is done by removing them from the
candidate lists of all other unsolved cells in that unit. In Figure 2(b) the cells coloured
in pink, in column 3 at CF3 and CI3 show a naked double containing the candidate
values (2,3).

(a) Naked Single (b) Naked double

Fig. 2 Naked candidates

The set of hidden candidate skills consists of finding and propagating hidden
singles and doubles (Figure 3). For the hidden single if a candidate value appears in
only one cell in a Sudoku unit (row, column or box), the value becomes the unique
candidate for that cell, the rest being removed. Thus, the candidate becomes a naked
single and further propagates the domain as a naked single. Figure 3(a) shows value
3 as a hidden single in cell CD2. For the hidden double, if a given pair of candidates
appears in only two empty cells in a unit, then only these candidates must remain in
these cells, the other candidates being removed. Thus, the hidden double becomes
a naked double and further propagates the domain as a naked double. Figure 3(b)
shows the hidden pair (1, 8) in cells CE4 and CE6.
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(a) Hidden Single (b) Hidden double

Fig. 3 Hidden candidates

4 Methodology

In this study we consider that performing skills is subject to pattern recognition,
where the player must recognise the pattern of a skill in the lists of candidates in
a unit, in order to be able to apply that skill. We model the acquisition of skills
through supervised training of feed-forward neural networks with back-propagation
mechanism, one network for each skill. We treat two possible situations in skill
acquisition. First, we train the ability to recognise the existence of a skill pattern in
a Sudoku unit (cell, column or box) and we call this case “skill detection". Second,
we train the ability to recognise not only the existence of a skill pattern, but also the
cells in the unit which the skills is applicable to. We call this case “skill localisation".
In the two cases the resultant neural networks have similar number of neurons in the
input and hidden layer, and similar training sets x for learning the skills, but they
have different number of neurons in the output layer and, consequently, different
target sets t .

Figure 4 shows the encoding of candidate list information into the input layer of
neural networks. In a Sudoku unit, each of the nine cells can have a maximum of
nine potential candidates, i.e. the digits from 1 to 9. However, at a certain step in
the game the current candidate lists usually contain less than nine digits; the lists
can be depicted as in the third row of the table. We encode the decimal values of
the candidates into binary values as presented in the third row. The total length of
the binary encoded lists of candidates is 81, thus, we use neural networks with 81
neurons in the input layer.
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Fig. 4 Neural network input

(a) Skill detection (b) Skill localisation

Fig. 5 Neural networks for skill pattern recognition

4.1 Skill Detection

For detecting the states we adopt the network structure presented in Figure 5(a), with
one node in the output layer which shows if the pattern of a skill Si is present in a
Sudoku unit. For each skill we use artificially generated training and target sets, as
presented in Algorithm 1. For the skills treated in this study a training sample xi is
a binary vector with 81 elements corresponding to the 81 nodes in the input layer.

Single Candidates. The training dataset is a binary matrix consisting of 162 samples
(Xi j , i = 1 : 162, j = 1 : 81). 81 samples correspond to all possible appearances
of a naked or hidden single in a unit (i.e. there can be 81 naked single situations in a
Sudoku column, row or box), for which the values of the target set t (1 : 1296) = 1.
The other 81 samples do not contain the single candidate pattern, hence the values
of the target set are t (82 : 162) = −1.

Double Candidates. The training dataset for double candidate skills (naked and hid-
den doubles) is a binary matrix consisting of 2592 samples (Xi j , i = 1 : 2592, j =
1 : 81). 1296 samples correspond to all possible appearances of a skill in a unit (i.e.
there can be 1296 naked double situations in a Sudoku column, row or box), for
which the values of the target set t (1 : 1296) = 1. The other 1296 samples do not
contain the skill pattern, hence the values of the target set are t (1297 : 2592) = −1.
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Algorithm 1. Skill detection: training and target sets for a skill Si ∈ Skill Set
1: {Input: Skill Si }
2: for i = 1 to No. of Si patterns in a Sudoku unit do
3: for all cells in the Sudoku unit do
4: trainingSet: x(i, allcells) = Si pattern
5: end for
6: targetSet: t (i) = 1
7: end for
8: for j = 1 to No. of Si patterns in a Sudoku unit do
9: for all cells in the Sudoku unit do
10: trainingSet: x(i + j, allcells) = randompattern
11: end for
12: targetSet: t (i + j) = −1
13: end for

4.2 Skill Localisation

For locating the patterns of skills we adopt the network structure presented in Fig-
ure 5(b), with nine nodes in the output layer. The nine nodes correspond to the
nine cells in a Sudoku unit. Depending on which skill is subject to recognition, the
cells in which the skill pattern exists will fire. The training dataset for this case is
generated in a similar manner to the previous case. The generation is presented in
Algorithm 2, where the training matrix X is similar to that from the skill detec-
tion case (Xi j , i = 1 : 2592, j = 1 : 81). The target set is a matrix T (i, k) with
(i = 1 : T rainSet Si ze, k = 1 : 9), defined as in Equation 1.

T (i, k) =
{
1 if X (i, 1 : 81) contains the skill pattern
−1 otherwise

(1)

Algorithm 2. Skill localisation: training and target sets for a skill Si ∈ Skill Set
1: {Input: Skill Si }
2: for i = 1 to No. of Si patterns in a Sudoku unit do
3: for all cells in the Sudoku unit do
4: trainingSet: x(i, allcells) = Si pattern
5: targetSet: t (i, all Output Nodes) = 1
6: end for
7: end for
8: for j = 1 to No. of Si patterns in a Sudoku unit do
9: for all cells in the Sudoku unit do
10: trainingSet: x(i + j, allcells) = randompattern
11: targetSet: t (i, all Output Nodes) = −1
12: end for
13: end for

4.3 Network and Training Settings

We use the standard tanh for activation function of nodes in the networks and the
mean square root error function (MSE) for the subsequent gradient minimisation.
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The artificially generated training sets are split in ratios of 0.7, 0.15 and 0.15 for
training, internal cross validation and generalisation testing, respectively.

4.4 Skill Aggregation - The Solver

The constraint propagation side of the Sudoku solving is hard-coded. However, the
recognition of the patterns for each of the four skills considered in the study is
implemented using the neural networks, and hence the ability to recognise either the
existence of a skill pattern (detection) or its location (localisation) depends on the
ability of the neural networks to produce the desired output. This implementation,
with the hard-coded solving sequence, and the NN representation of the skills is
error free from the Sudoku solving point of view, since it avoids situations when
multiple states coexist in one board, i.e. a single candidate and double candidate
simultaneously. Since the networks we propose are only meant to demonstrate the
individual skills, they cannot treat cases where a combination of skills is present,
or the player must choose from multiple skills. Since this aspect was outside of the
scope of this study, we adopted a predetermined solving sequence implemented in
the hard-coded constraint propagation module.

(a) Naked single (b) Naked Double

(c) Hidden Single (d) Hidden Double

Fig. 6 NN training for skill detection.
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5 Results and Discussion

Figure 6 shows the results of the training process in the skill detection recognition
case. The training of each of the four skills is considered finished when the best
validation performance is reached. Table 1 and Figure 7 present the game solving
results for both trained and untrained skills situations, where the untrained skills
are the skills acquired after one epoch in the neural networks. Results demonstrate
how the proficiency of the skill-based solver improves with the acquisition of skills.
In the table the difference between the number of detected skill patterns is shown
for the two cases, while in the figure the result of game solving is shown in terms of
the degrees of freedom. We demonstrate that the NN-based skill detection training
is able to solve the proposed Sudoku game, provided that the rest of the solving
mechanism is hard-coded in the solver.

Table 1 Skill detection: Sudoku solving competency.

Number of Number of Number of Number of Game result
naked singles naked doubles hidden singles hidden doubles degree of freedom

untrained 2 0 17 1 153
trained 54 5 50 1 0

For the skill localisation case, results of the training process are shown in Figure 8.
Similar to the skill detection case, the training of each of the four skills is considered
finishedwhen the best validation performance is reached. Table 2 andFigure 9 present
the results of game solving for trained and untrained skills, where the untrained skills

Fig. 7 Skill detection. Sudoku solving with trained and untrained skills.
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(a) Naked single (b) Naked Double

(c) Hidden Single (d) Hidden Double

Fig. 8 NN training for skill localisation.

Table 2 Skill localisation: Sudoku solving competency.

Number of Number of Number of Number of Game result
naked singles naked doubles hidden singles hidden doubles degree of freedom

untrained 0 1 6 1 181
trained 31 3 19 1 73

are the skills acquired after one epoch in the neural networks. Results demonstrate
again that the proficiency of the skill-based solver improves with the acquisition of
skills. The proficiency in this case is lower, a result which is expected given that the
solver must recognise not only the existence of a skill in a unit, but also the skill
pattern. Results show an improvement in the number of recognised skills, which
subsequently leads to less degrees of freedom, but the solver still does not reach the
end of the proposed Sudoku game. However, since the proficiency is not the purpose
of this study, we emphasise on the improvement resulted from skill acquisition using
NN training.
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Fig. 9 Skill localisation. Sudoku solving with trained and untrained skills.

6 Conclusions

In this paper we focused on the skill assessment aspect of the CRT process, for which
the representation of skills is a central and essential issue. We investigated this using
the Soduku puzzle by introducing a plausible representation of Sudoku skills, and
by modelling the process of acquiring these skills. We used feed-forward neural
networks with back-propagation mechanism for training the skills and we tested the
resultant skills in a cognitively plausible skill-based computational Sudoku solver.

The results of Sudoku game solving demonstrated the plausibility of using skills
in computational Sudoku solvers, and also demonstrated the concept of skill ac-
quisition in relation to the proficiency of this solver. We found that a skill-based
computational Sudoku solver can achieve certain levels of proficiency by learning
the Sudoku skills using neural networks. Results are encouraging for developing
more complex skill and skill acquisition models usable in more general frameworks
related to skill assessment stage of the Computational Red Teaming process.
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Exploring Swarm-Based Visual Effects

Somnuk Phon-Amnuaisuk and Ramaswamy Palaniappan

Abstract In this paper, we explore the visual effects of animated 2D line strokes and
3D cubes. A given 2D image is segmented into either 2D line strokes or 3D cubes.
Each segmented object (i.e., line stroke or each cube) is initialised with the position
and the colour of the corresponding pixel in the image. The program animates these
objects using the boid framework. This simulates a flocking behavior of line strokes
in a 2D space and cubes in a 3D space. In this implementation the animation runs in
a cycle from the disintegration of the original image to a swarm of line strokes or 3D
cubes, then the swarm moves about and then integrates back into the original image.

Keywords Computer generated visual effects · Swarm-based VFX · Boid
framework

1 Background

Early visual effects (VFX) in medias are mostly accomplished using non-digital
techniques such as stop-motion, optical printing, matte painting, etc. Thanks to the
advancement in digital image processing, VFX has now moved to a different level
where the limitation is capped only by our imagination. Currently, most of the high-
end post-production editing tools provide various VFX facilities. It is undeniable
that VFX has become a crucial part of storytelling in games and films [1].
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In creative computing area, researchers have experimented with the idea of
particles in many tasks e.g., NPCs’ flocking formation in games [2], caricatures
generation [3], music transcription [4]. The particle system has been extensively em-
ployed in computer generated VFXs where particles abstract objects in the physical
world. The objects may have various physical properties (e.g., mass, shape, colour,
velocity, viscosity, etc.). By carefully controlling those parameters, the particle sys-
tem can emulate various natural events such as fire, smoke, clouds, explosion, etc.
The particle approach also has successfully modelled stylistic swarm-like move-
ments of animals such as bird flocking and fish schooling. The simulated swarm-like
behaviours are emerging behaviours from the interactions of different individual par-
ticles. This kind of simulation is useful in investigating collective behaviours such
as foraging, escaping, flocking, etc.

In this paper, we explore the potential of particle-based VFXs to control the
swarming effect of small image segments. For example, a given 2D image could
be segmented into many small tiles. This creates a mosaic rendering of an original
image. Each mosaic tile can be programmed to move about in a 3D/2D space. To
simulate the swarming effect, these tile particles move according to three forces:
separation, alignment and cohesion [5]. Our system registered the initial location of
each mosaic tile. Hence, the system could generate pleasing emerging behaviours of
the tiles swarming out from a disintegrated image as well as swarming in to create
an original image.

This paper is organised into the following sections: Section 2 gives an overview
of related works; Section 3 discusses our proposed concept and gives the details of
the techniques behind it; Section 4 provides the output of the proposed approach;
and finally, the conclusion and further research are presented in Section 5.

2 Related Work

Arcimboldo produced many portrait paintings by compositing various objects such
as vegetables, fruits, animals [6]. This activity creates new emerging meanings from
basic primitives. This kind of concept has been widely explored by designers, artists
and computer scientists e.g., emergent computing [7, 8]. Here we explore the idea
of mosaics where an image emerges from a composition of various coloured tiles
viewed from a distance.

Digital mosaics have been explored by many researchers in the past. Researchers
have looked into various generative approach as considering the choices of tiles and
how the tiles are placed. In its simplest form, an image can be easily converted into
photomosaic of square tiles. In a more sophisticated manner, various components in
an image can be segmented out first before generating mosaic patterns for each of
them [9, 10]. The latter process produces a much more stylistic tile composition.

Mosaics are a static art form. The artefact is displayed when the tiles are fully
composed. In this paper, we explore the movement of mosaic tiles and line stroke in
a swarm-like movement in a 2D/3D space. In both 2D/3D animations, each mosaic
tile or line stroke is represented as a particle in a particle swarm.
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In [11], the author analysed empirical biological data and proposed amathematical
model to describe the cohesiveness of a fish school. Many reserachers have analysed
swarm behaviours to gain more understanding of the emergent properties and the
shape of the swarm [5, 12, 13].

Perhaps, the simulation by Reynolds [5] has the most impact in this area. He
proposed the bird-oid object (boid) framework that describes swarm-like behaviours
with simple intuitive rules. The boid framework emulates the flocking behaviour with
the following basic individual behaviours: (i) avoid crowding particles by ensuring
that particles cannot be too close to each other, (ii) steer itself toward the overall
direction of the swarm, and (iii) steer itself toward the centre of the swarm. The
original boid framework has been extended by other researchers to emulate other
swarm behaviours such as splitting and uniting a flock.

Fig. 1 Left: the original image is segmented into many small cubes. Right: these cubes are
animated using the boid framework.

3 Materials and Methods

Let I (h, w) be a pixel from row h and columnw of an image I having the width and
height of h andw pixels. Let pd be a particle d from a swarm P of size |P| = h ×w.
The image I can be represented using h × w particles where the particle p1 is
initialised with the information of the pixel at the location I (1, 1), p2 from I (1, 2)
and ph×w from I (h, w).

In this implementation, for a swarm-like visual effect, the size of each particle
is bigger than a single pixel. Here, each particle occupies a space of size m × n
pixels. Hence, h

m × w
n particles are employed to represent the original image. Each

particle pd is an instance of the object class particle, where pd .loc() returns the
location information of the particle d in the 3D space and pd .vel() returns the velocity
information accordingly.
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Fig. 2 Left: the original image is segmented into many line stroke segments. Right: these line
strokes are animated using the boid framework.

In this paper, the concept of particles was applied to create a visual effect of
the swarm movements of many small image segments. Each segment represented
a particle in a swarm where its position in the 3D space was controlled using the
boid framework. Although these segments were rectangles of image components
segmented from the original image, a swarm particle could take any geometrical
shape and it would be initialised with the pixels’ information of the corresponding
segment. In this implementation, the swarm particles took two different types of
shapes: cubes and lines. For a cube, all 6 faces were initialised with the pixels’
information of the corresponding rectangle segment. The cube particles moved about
in a 3D space and the line particles moved about in a 2D space.

3.1 The Boid Framework

The boid framework suggests three important heuristics that compute three velocities
vs , va , and vc which are attributed to the following properties, respectively: separa-
tion, alignment and cohesion respectively. For each particle pd with the velocity vd ,
the steeringvelocityvd canbe computed fromvd(t+1) = vs(t)+vc(t)+va(t)−vd(t).
The contributions from vs , va , and vc are computed as follow:

vs =
|P|∑
i=1

Ni ks(pd .loc() − pi .loc())

where Ni = 1 if pi is within the desired neighborhood of pd , else Ni = 0. The
neighborhood of pd is a sphere of radius r (arbitrarily set by the users) and ks is a
normalisation factor that moderates the effect of the distance ‖pd − pi‖. In other
words, vs is a vector formed from summation of all (pd .loc()− pi .loc()) vectors. va

and vc are computed in the same fashion but with a different normalisation condition:
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va =
|P|∑
i=1

Ni ka pi .vel(); where i �= d

and ka is the normalisation factor.

vc =
|P|∑
i=1

Ni kc(pi .loc() − mN .loc())

where kc is a normalisation factor thatmoderates the effect of the distance ‖pi −mN ‖.
Here mN is the center of all particles in the neighborhood of pd .

3.2 The Swarm

Given an input image, a swarm population is generated by segmenting the 2D image
into many small segments. Each particle i in the swarm is initialised with a random
velocity value vi =< vx , vy, vz >. At each time step, the swarm behaviour emerges
as a result from vs , va , and vc discussed in the previous section.

The boundaries front-back (z-axis), top-bottom (y-axis), and left-right (x-axis)
are wrapped around. Hence, a particle that moves deep pass the bordering depth will
enter the scene again at the frontmost position; a particle that moves out of the top
border will emerge from the bottom border; and a particle that moves out of the
right border will emerge from the left border and vice versa. This creates a seamless
motion of particles.

We implemented three behaviours: (i) flocking behaviour according to the boid
framework, (ii) swarming toward a specific target position, and (iii) returning to the
original position i.e., forming an original 2D image. Behaviour (i) was obtained by
the boid framework. This is an emergent behaviour of the swarm. Behaviour (ii) was
obtained by (in each time frame) randomly steering 10% of the swarm population
P10 toward the desired target T . The remaining 90% of the swarm population P90

was still controlled by the boid framework.

∀i∈P10 vi = k2(T .loc() − pi .loc())

∀i∈P90 vi (t + 1) = vs(t) + vc(t) + va(t) − vi (t)

Behaviour (iii) was obtained by (in each time frame) steering each particle i back to
its original position oi .

∀i∈P vi = k3(oi .loc() − pi .loc())

where k2 and k3 were constants that regulated the speed of behaviours (ii) and (iii).
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Fig. 3 Ten snap shots from two animation clips, for each clip, from topleft and in a clockwise
direction: (i) original image, (ii, iii, iv) the swarm of cubes is simulated, and (v) the swarm
integrate back to form the original image.
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Fig. 4 Snap shots of animation frames, from topleft and in a clockwise direction: (i) original
image, (ii, iii, iv, v) the swarm of cubes is simulated, and (vi) the swarm integrate back to form
the original image.

4 Discussion

The purpose of this work is to generate a swarm movement using a particle system.
Agiven imagewas segmented intomany small segments and their pixels’ information
was used to initialise a swarm of particle; which would be programmed into any
desired shape.

We successfully implemented a controller for three different behaviours of the
particle swarm. These parameters were controlled by users using shortcut-keys. In
this implementation, the default behaviour was the flocking behaviour according to
the boid framework. If the user pressed key ‘T’, then the particle swarmed into two
alternate active targets on the bottom left and the right area of the screen. If the user
pressed key ‘H’, then each particle swarmed into its original position. If the user
pressed key ‘S’, then the particles resumed their flocking behaviour.

We simulated two swarm appearances: swarm of mosaics and swarm of line
strokes (see https://www.youtube.com/watch?v=a-V6h0VzTZ8). Figure 3 shows 10
snapshots (5 from each example) of a swarm of mosaics. The exercise in this figure
wasmotivated by the idea to create a swarmmovement ofmosaics. An original image
disintegrated into a swarm of cubes, traversing in a 3D space before integrating back
to its original position. We arbritarily set the width of each cube at 7 pixels as we felt
that this produced an appealing swarm movement.

https://www.youtube.com/watch?v=a-V6h0VzTZ8


340 S. Phon-Amnuaisuk and R. Palaniappan

Figure 4 shows 5 snapshots of a swarmof line strokes. This exercisewasmotivated
by the idea to generate a swarm of line strokes that could recombine into drawings
or paintings.

5 Conclusion and Future Work

We have shown two examples of swarm-based visual effect: a swarm of cubes and
a swarm of lines. The swarming pattern is infinitely complex since each particle is
randomly initialised with< vx , vy, vz >. The swarming visual FXs are common in-
gredients in games, films, and advertisements. The footage can be further composited
with other materials.

Many interesting areas can be extended from the current work, for examples,
stylistic swarm movements, rich particle shapes, etc. In this work, we also explore
the use of camera to create various perspective of the swarm. However, the camera
positions were manually coded and it was a challenge to select appropriate dynamic
camera posoitions. This can be further explored in the future work e.g., to analyse
the swarm formation and automatically position the camera at appropriate positions
at different times.
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Empirical Analysis of Mobile Augmented 
Reality Games for Engaging Users’ Experience 

Dendi Permadi and Ahmad Rafi 

Abstract This paper presents the results of an empirical analysis of mobile 
augmented reality (AR) games focusing on elements of user engagement. The area 
covered in the analysis was based on the user engagement literature review in 
classical games as well as AR technology. The results showed that five major 
elements that affected the user engagement were social, perceived usability, 
challenge, satisfaction and clear goals. This finding is suggested as one of the key 
considerations prior in developing mobile AR game. 

Keywords Augmented reality game · Mobile game · User engagement 

1 Introduction* 

Current progress in mobile augmented reality (AR) games has been remarkable 
with potentially millions of users in the future. However there are still no killer 
AR apps appear yet [1]. Pioneer research works on mobile AR games have started 
from year of 2000 [2] but the first high quality content mobile AR game that 
considers able to reach commercial games level just successfully developed in 
2009 [3]. Mobile AR game combined real and virtual experience, a different 
experience from other casual games. It allowed player to interact with the virtual 
game object that overlaying on the top of the real environment, stimulates 
imagination as if the players are really interact with the real environment. In 
mobile AR games, player’s attention especially will focus in the real world rather 
than on the screen [4]. There are also several guidelines presented by [5] to design 
player’s experience for AR games which include the experience, stick to the 
theme, do not stay digital, use the real environment, keep it simple, create 
shareable experience, use various social elements, show reality, turn weakness 
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into strengths, do not just convert, create meaningful content and choose tracking 
wisely. 

The literature revealed that AR technology itself often affecting in the 
enhancement the value of engagement. For instance, the study showed that people 
quickly become engaged in their evaluated AR games [6]. They have discovered 
that the AR interaction technique enables unique gaming experience but requires 
simple design so as to prevent the user from paying too much attention to 
technology instead of the game itself. In fact, they suggested to focus on the game 
content and gameplay in order to sustain users’ engagement levels with the virtual 
and real elements in the game. Another study developed an AR game for 
education to increase learning and engagement [7]. They found that the game 
should encourage students to have fun as they learn, and that the technology does 
much more to engage student rather than with an experiment outside. There are 
also studies that discovered three cognitive issues related to the effectiveness of 
mobile AR systems from identifying the property of engagement [8]. Firstly is the 
information presentation of the amount, representation, placement and view 
combination. Secondly is the physical interaction, such as navigation, direct 
manipulation and content manipulation. Lastly, shared experience in the context of 
social, bodily configuration, artifact manipulation and display space. User 
engagement has been considered as a key factor for understanding general user 
and task behavior in social networking tools, traditional education environment, 
work-oriented information retrieval, games and game-based learning [9]. One 
study has classified engagement into two categories [11]. First, a pragmatic 
quality represented usefulness and usability of the system. Second, hedonic quality 
suggested motivation, stimulation and challenge for the user. It stated that hedonic 
quality became the highlight among researchers in video game and game based 
learning environment. However, detailed studies to investigate engagement were 
still lack especially addressed for mobile AR games. Thus, one question that could 
be highlighted i.e. – to what extent user engagement in mobile AR games needs to 
be investigated. This is similar to a literature mentioned that the need to study user 
engagement for mobile AR games [12]. 

This research empirically analyzed elements that contributed to the user 
engagement in mobile-based AR games and relate the current situations of 
engagement ideas in existing mobile AR games. It examined the existing mobile 
AR games available in the digital market based on identified engagement criteria 
from the literature review. 

2 Literature Review 

The review process comprised the fundamental areas that were identified from the 
previous study related to the engagement on video game and AR domain. O’Brien 
and Toms [13] classified engagement scale as aesthetics, endurability, felt 
involvement, focused attention, novelty and perceived usability. These classifications 
have been investigated to fit video game environment. It was then further revised into 
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four additional factors namely focused attention, perceived usability, aesthetics and 
satisfaction [14]. In addition to this, Flow Theory (or also known as optimal 
engagement) was used as the basis in analyzed the construct of focus attention value. 
It is a mental state of operation performed by people in their activity to fully immerse, 
focus, involve and enjoy [15]. This theory recommended to analyze game experience, 
as [17] suggested concept of positive psychology for game developer. Apart from 
this, [18] adapted the Flow Theory for game experiences by establishing Game Flow 
model. Eight core elements were constructed namely concentration, challenge, skills, 
control, clear goals, feedback, immersion, and social. 

As for AR engagement, [19] presented the Positive Engagement Evaluation 
Model (PEEM) that designed to incorporate qualitative experience and holistic for 
interactive and mobile applications. They created an evaluation matrix [12] based 
on eight domains namely goals, attention, interaction, concentration, content, 
identity collaboration and emotional outcome or satisfaction. Other researchers 
recommended mixed fantasy triad consisting virtual content, real content and 
imagination [20]. They believed that imagination that blend with virtual and real 
content should be able trigger player emotional, thus increase the user’s 
engagement. Good relation between virtual and real content can be achieved by 
designing a seamless merge of those virtual and physical worlds in augmented 
reality interface [7]. 

Based on the analysis from these literature reviews, this paper focused the eight 
elements of user engagement that has strong correlation with the augmented reality 
games namely clear goals, satisfactions, focused attention, mixed fantasy, 
perceived usability, challenge, interaction and social. 

3 Game Selection 

In October 2014, using the xyo.net app search engine, the researchers discovered 
over 220 mobile augmented reality games (MARG) available in Apple and Play 
stores. 76 MARG in apple store and 144 MARG in play store were identified and 
currently available in the market to be downloaded for smartphones usage. Xyo.net 
is an app that provides sales data for android and ios applications. According to 
[10], it is a reliable data source, and is used for analysis in their research studies 
[16]. It was observed that MARG games were less downloaded as compared to 
other type of games i.e. not reaching even one million global download. The closest 
to this number was Candy Flick, which had 938,000 global downloads.  

In this context, the researchers selected 5 MARG games that rated more than 7 
Xyo, a rating score that represented high-rated games, 5 MARG ranked between 6 
to 7, representing mid-rated games and 5 MARG rated below 5 to represent low-
rated games, which summed 15 MARG. The researchers also founded that there 
were no MARG games rated more than 8, thus MARG with more than 7 rating 
score are classified as the highest rated for MARG. This was also supported based 
on Xyo showing that MARG games that rated more that 7 were rated with 5 stars  
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(highest) in official Android and Apple stores. Only games published in 2009 
(Figure 1) were selected for the study due to the fact that the first successful 
MARG was commercialised in year 2009 [3]. The summary of the selection criteria 
is as follows: 

 
(a) Ranked by Xyo Score. 
(b) Published starting year 2009. 
(c) Selected on the top most downloadable online game stores– i.e. Apple 

and Play stores. 

Fifteen mobile AR games were selected based on these criteria comprised of eight 
marker-based games (53.3%), six gyro-based games (40%) and one edge-based 
tracking game (6.7%). Table 1 showed the game samples that the researchers have 
selected. 

Table 1 Selected mobile AR games 

No. AR Game Total of Global 
Download (Apple 
and Play store) 

Rating Stars
(Apple / 
 Play store) 

Xyo 
Score 

Tracking Method 

1. GhostbustersTM  
Paranormal Blast 

233.9K 5 7.7 Gyro 

2. Reality Hoops 8.6K 5 7.5 Gyro 

3. Fairy Magic 18K 5 7.4 Gyro 

4. Bugs Mayhem 6.4K 5 7.4 Gyro 

5. AR Space Ship 19K 4 7.0 Marker 

6. Warp Runner 36.2K 4 6.9 User defined target 
marker 

7. AR Invaders 52K 4 6.8 Gyro 

8. Fly Hunter 71K 4 6.5 Gyro 

9. ARBasketball 102K 4 6.2 Marker 

10. Candy Flick 938K 4 6.1 Marker 

11. ARSoccer 78K 4 5.9 Edge 

12. Augmentron 63K 4 5.6 Marker 

13. Fight of the Castle AR 1K 4 5.2 Marker 

14. AR Defender 2 155K 4 5.1 Marker 

15. Akodomon 230K 4 4.8 Marker 
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Fig. 1 A few snapshots of  MARG (Candy Flik, Reality Hoops and Warp Runner – left to 
right) 

4 Results of Mobile AR Games Analysis 

The results from this empirical analysis exhibited the current situation of mobile 
AR games in terms of elements that affecting engagement. Most importantly, 
these rendered the elements hat able to engage lasting player experience for the 
mobile AR games. 

4.1 Clear Goals 

Expectation and goals were the significant motivators in all human behavior 
which inherent in any of interaction between human-to-human or human to device 
[21] [22]. In the flow theory, goal required mental energy and appropriate skills. 
As mentioned by [18], the process towards goal is the main source of the reward 
experience in achieving optimal engagement. Goal is clearly one of the 
components that should be established in games. According to [18], overriding 
and intermediate goals will require players to continue playing the games to find 
out the answers. It is suggested by them to provide clear overriding goal early in 
game such through introductory cinematic that established the background story 
while Intermediate goals often described through a mission briefing.  Overall, 
these goals needed to be well defined inside game as the players wanted to know 
the reason why they need to finish the task. 

This analysis indicated that only three games (20%) had having clear overriding 
goals. Ghostbusters game for example informed the players to help the mayor of 
city to catch all ghosts, Fairy Magic game indicated to catch all fairies and 
Augmentron Game explained that the robot was given the mission to defend from 
the galactic fiend. All these however were not fulfilled, as highlighted by [18] to 
establish the overriding goal as cinematic overview (i.e. background story). 

 



348 D. Permadi and A. Rafi 

 

 
Fig. 2 Clear goal elements in selected mobile AR games 

In the context of intermediate goal, only six out of fifteen games (40%) prepared 
this in the games. The game designers commonly used missions briefing to inform 
the players about the goal for every stage or task. In contrast, nine games did not 
provide any mission briefing thus the players need to figure it out by themselves on 
actions required in the game play. As a result, players were expected to explore all 
stages which only gained as high score points. 

4.2 Satisfaction 

Satisfaction is one of the conditions for user engagement that covered novelty, 
endurability and felt involvement. Undoubtedly, novelty aspect is important to 
attract and satisfy users. Study has showed that the behavior of mobile users to 
seek novel content [23]. In simple terms, novelty is triggered by curiosity for 
something unfamiliar or new. Novelty however, not mainly indicated as the AR 
interaction technique [24]. Novelty expressed the mystery and puzzlement 
provided to make people wanting to learn more [25]. This analysis shows that nine 
out of fifteen games (60%) suggested mystery that cannot be predicted. 

Another important consideration is endurability. This basically described the 
concept of like hood to returns, worthwhile and future recommendation to other 
[13]. According to [23], mobile users have a special behavior to automatically 
checking the device to seek rewards as well as rewards that could not be obtained 
in real daily life situation [26]. This analysis showed that only six out fifteen 
games (40%) provided such rewards for the users. 

 
Fig. 3 Satisfaction elements in selected mobile AR games 
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Some developers extended this as user’s involvement and enjoyment [27] while 
interacting with the game. This analysis indicated that eight games (53.3%) 
fulfilled this aspect. However, it was a challenge for AR shooting game with fast 
pace of movement where users were easily tired, discomfort and dizzy especially 
when this game involved 360 degrees maneuver as part of the game plays. 

4.3 Focused Attention 

Focused attention referred to a mental activity for concentrating on only one 
stimulus attention and ignoring all others [28]. [13] suggested this as the 
compulsory element to attract and keep user attention for the engagement in any 
technology usage. They further explained that continued attention is the one that 
shaped concentration by introducing an easy task with clear purposes and 
feedbacks to ease the players.  

In this analysis, eleven out of fifteen games (73.3%) portrayed a lot of visual 
and audio elements with feedback to gage users while playing the games. Several 
developers in fact provided high quality virtual content in the form of unique 
animation, sound, speech and graphics primarily to stimulate the interest. Om 
Nom Candy Flick for example implied cuteness and animation of virtual objects to 
draw the user attention. Thirteen games (86.7%) provided clear audio and visual 
content to assist the players. However, none of these games provided background 
story and only five games (33.3%) somehow suggested variety of mission [18] 
even though these elements were deemed important. Nevertheless, all games 
(100%) offered feedback to guide the players. 

 
Fig. 4 Focused attention elements in selected mobile AR games 

The need to increase player’s workload is significant to keep player’s 
concentration while still appropriate to player’s perceptual, cognitive and memory 
limits [31]. This analysis showed that eight games were high in workload due to 
numerous tasks to perform and monitor. Among these were Reality Hoops, AR 
Defender and Warp Runner games. Apart from this, game needs to consider 
simple design, not distract user interface control and not to give overburdened 
game task [21]. This analysis showed seven games (46.7%) are run with 
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undistracted task. Many games were distracted due to hard navigation, unclear task 
and tracking problem. The virtual object appeared very shaky thus easily got lost 
from tracking and a bit hard to adjust the view alignment. In the Candy Flick game 
for instance, while the control is easy, the marker tracking error movement and 
angle view resulted virtual objects vanished from the game. 

4.4 Mixed Fantasy 

Undoubtedly, mixed fantasy becomes a unique element only for AR games in 
games area. According to [20], mixed fantasy model creates immersive experience 
that stimulates emotional aspect of player imagination that lead to user 
engagement. In this case the challenge lies in the design of the mobile AR game so 
that the environment will be as seamless as possible between virtual and real 
objects. This is similar to the findings gained from [7] research on virtual object in 
real world setting. This research found that eleven games (73.3%) successfully 
developed the content with seamless merge. These games used visual effects 
(87%) such as shadow and flying animation to create virtual object blended with 
real environment. Several games introduced audio effects (87%) such as sound of 
flying mosquito, footstep and talking character to trigger the player’s imagination 
as if the virtual objects are really appeared in the real world. Twelve out of fifteen 
games (80%) extended the games by incorporating the concept of meaningful 
content coined by [20] as memorable while playing video games. This approach 
was demonstrated in the Ghostbuster game that engaged the player’s role as ghost 
hunter and flight robot coming from the marker as gate in Augmentron game. 

 

 
Fig. 5 Mixed fantasy elements in mobile AR games 

4.5 Perceived Usability 

This empirical analysis showed that marker and image target tracking were not the 
preference for mobile games development. Most of the games in particular with 
higher download scores excluded marker and image target tracking. Such decision 
is similar to [7] findings on the impracticality to print and bring the marker while 
playing the games. Additionally, [29] found that people were more comfortable 
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doing simple activities on mobile device. Eight games (53.4%) suggested the 
players to prepare the setup prior to playing the game, particularly to print the 
marker and imager for the tracking purpose. In contrast, seven games (46.7%) 
excluded this. Alternatively, a simple and stable tracking [7] could be a solution 
for AR games primarily to cover sensor unreliability and connectivity loss [30].  
Seven games (46.7%) used this approach with stable tracking, mostly established 
as the gyro method. The gyro-based games were much more stable as compared to 
marker-based.  

 
Fig. 6 Perceived usability elements in selected mobile ARgames 

4.6 Challenge 

The results showed that all games prepared with certain level of challenges to 
match the players’ skill, as highlighted by [18]. According to them, challenges 
contribute to user engagement and avoid games boredom. As such the levels of 
difficulties have to increase with variety of choices. This study however found that 
only nine games (60%) managed to increase the level of challenges and six games 
(40%) provided with new challenge. 

 
Fig. 7 Challenge elements in selected mobile AR games 

4.7 Interaction 

Design guidelines suggested to design simple and easy to better understand 
interaction for AR games [8]. Apart from this, the interaction for mobile AR 
games is different with other games as it involves with physical and social 
surroundings [5]. Good interaction will result a more enjoyable feeling thus 
contributes to the engagement [18] [30]. 
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In this analysis twelve (80%) games demonstrated with clear and simple 
interaction without any form of interference. In contrast, the interface of Bug 
Mayhem game often became unclear due to marginal color differences of the 
virtual objects with the real environment. The importance of having good 
interaction was highlighted by [18], concerning that designer to introduce 
personalization, activity choices and information message for the players. This 
analysis found that six games (40%) provided personalization for the virtual object 
whereas twelve (80%) games implied activity choices and only three games (20%) 
design the information message with human feeling. 

 
Fig. 8 Interaction elements in selected mobile AR games 

4.8 Social 

The result showed that majority of the mobile AR games disregarded social-based 
game play. Only one game (6.7%) created opportunity for competition and only 
three games out of fifteen (20%) provided collaboration in the form of multiplayer 
function. Providing social element such as multi-player function for competition 
and cooperation are necessary to the engagement especially for AR as defined by 
[19] which believed that this has the persuasion power. However this analysis 
found that only six (40%) games offered social network link, seven games 
(46.7%) introduced leaderboard, and none (0%) of the game provided social 
communities for the game discussion.  

 
Fig. 9 Interaction elements in selected mobile AR games 
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5 Discussion 

Generally, the selected mobile AR games were good in terms of mixed fantasy as 
most of the designers successfully developed the visual and audio effects to create 
seamless merge content. The only attention however is to create more meaningful 
content in order to complete this element. Similarly for the interaction element, 
most of games provided clear and simple interaction. But there are still necessities 
to enhance on the personalization and information message felt human. Focused 
attention elements have good and bad aspect. Several games successfully provided 
worthy and clear visual audio content to stimulate and ease the overall 
understanding. It also showed that most of the games provided feedback. However, 
quite a number of the games lacked of background story and variety of mission. In 
fact only half offered high workload and undistracted task. 

Several major problematic elements were also identified. Firstly, the social 
element was indeed low in the mobile AR game applications. In fact only a few 
games proposed multi-player function such as competition and cooperation, social 
network link community and leaderboard. Secondly, in the context of perceived 
usability, the used of marker was impractical for the mobile AR game purpose. As 
suggested in the literature, that game needs to provide convenient and ease of use 
for the player to experience, thus printing and bringing markers would be a 
cumbersome. The marker usability problem such as unstable tracking also affected 
the focus of attention. Thirdly, most of the mobile AR games did not prepare users 
to have level up and provide new challenge due to the fact that the solutions were 
to attempt for easy and simple. Fourthly, in term of satisfaction, many games 
missed to provide reward for the players. Only a few provided puzzlement and 
enjoyment tasks. Lastly, most of the analyzed games were not having a clear main 
goal and intermediate goal. None of these games were created with cinematic 
introductions to establish a background story as suggested in the literature review. 

6 Conclusion 

This research has identified elements of user engagement for reviewing mobile AR 
games from related literatures. The empirical analysis classified elements that were 
able to give an impact on the user engagement. Five major issues that were ignored 
even though important to be considered in the mobile AR games – namely social, 
perceived usability, challenge, satisfaction and clear goals. Three other elements, 
which are mixed fantasy, interaction and focused attention, were well incorporated 
in the game play but still have some minor problems. These identified issues are 
proposed to game designers as awareness aspect for the mobile AR game 
development. The finding from the analysis is suggested as one of the key 
considerations prior in developing mobile AR games. 
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Automated Differential Evolution for Solving
Dynamic Economic Dispatch Problems

Saber Elsayed, Md Forhad Zaman and Ruhul Sarker

Abstract The objective of a dynamic economic dispatch problem is to determine the
optimal power generation from a number of generating units by minimizing the fuel
cost. The problem is considered a high-dimensional complex constrained optimiza-
tion problem. Over the last few decades, many differential evolution variants have
been proposed to solve this problem. However, such variants were highly dependent
on the search operators, control parameters and constraint handling techniques used.
Therefore, to tackle with this shortcoming, in this paper, a new differential evolu-
tion framework is introduced. In it, the appropriate selection of differential evolution
operators is linked to the proper combination of control parameters (scaling factor
and crossover rate), while the population size is adaptively updated. To add to this,
a heuristic repair approach is introduced to help obtaining feasible solutions from
infeasible ones, and hence enhancing the convergence rate of the proposed algorithm.
The algorithm is tested on three different dynamic dispatch problems with 12 and
24 hours planning horizons. The results demonstrate the superiority of the proposed
algorithm to the state-of-the-art algorithms.

Keywords Dynamic economic dispatch problem · Differential evolution

1 Introduction

The optimal utilization of fossil fuel in power generation has become an important
research topic [1]. Since the operating costs of different generating units significantly
vary, it is a challenging problem to schedule the rightmix of generation fromanumber
of units to serve a particular load demand at a minimum cost, which is known as
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a power economic dispatch problem. Its objective is to allocate the total generation
required among the available thermal generating units, assuming that the thermal unit
commitment has been previously determined, which is also named as a static static
economic dispatch [2]. However, the demand may change from one hour to another.
As a consequence, the solution may become infeasible due to the new ramp limits.
This scheduling problem is known as a dynamic economic dispatch (DED) problem.
This problem has dynamic (e.g., ramp limits), inequality (e.g., generation capacity)
and equality (e.g., load balance) constraints. In reality, large steam generators have a
multi-fuel option and some fluctuations appear on the cost functionwhile the steam is
admitted through the valve (the valve-point effect (VPE)) [3]. Thismake the objective
function becomes quadratic, non-smooth, non-convex and multi-modal [4]. All of
these factors make a DED problem difficult to solve.

Over decades, conventional methods, evolutionary algorithms (EAs) and com-
binations between them based approaches have been used to solve DED problems.
Among EAs, genetic algorithms (GA) [5] and differential evolution (DE) [6] are
popular in solving such problems. Like any other EAs, the choice of DE’s control
parameters (scaling factor (F), crossover rate (Cr ) and population size (P S)) and
search operators plays a crucial role in its success. A trial-and-error approach is a
possible way to define the control parameters and search operators. However, such
an approach is known tedious. As a matter of fact, one combination of control pa-
rameters and/or search operators may work well for a set of problems, but may not
perform the same for another range of problems.

As a consequence, different research studies have been introduced to adapt DE’s
control parameters and/or search operators. However, using such algorithms to solve
DED problems has not been fully covered yet. To add to this, the existing approaches,
which are based on adapting DE operators and parameters do not take into considera-
tion the relationship between the control parameters and the success of any operator,
and vice-versa. In other words, in current research studies, the automatic selection of
the best DE operators is done without considering the control parameters assigned
to those operators to succeed.

For instance, Elsayed et al. [7] proposed a general framework that divided the
population into four sub-populations. Each sub-population used one combination
of search operators. During the evolutionary process, the sub-population sizes were
adaptively varied based on the success of each operator, which was calculated based
on changes in the fitness values, constraint violations and the feasibility rate. The
algorithm performed well on a set of constrained problems. Sarker et al. [8] proposed
a DE algorithm that used a mechanism to dynamically select the best performing
combinations of parameters Cr and F for a problem during the course of a sin-
gle run. The results demonstrated that the proposed algorithm was superior to other
state-of-the-art algorithms. Note that the algorithm used a single DE mutation op-
erator. Zamuda and Brest [9] introduced an algorithm that employed two mutation
strategies DE and the population size was adaptively reduced during the evolutionary
process. The algorithm was tested on 22 real-world applications, and showed better
performance than two other algorithms. In [10], with a probability (q), one set of
control parameters was selected out of 12 available sets, and during the evolutionary
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process, q was updated based on the success rate in the previous steps. The authors
used a single DE mutation, two values of F and three values of Cr .

Another motivation behind this work is the fact that DE consumes a consider-
able computational effort to reach the feasible space of a DED problem. Therefore,
proposing a mechanism that is able to convert infeasible solutions to feasible ones is
helpful.

Motivated by the above-mentioned facts, in this paper, a new DE framework is
introduced. In it, three sets (Fset ,Crset and SOset ) are considered, which represent the
scaling factor, crossover rate and search operators, respectively. Then, each individual
in the population is assigned a random combination of (F , Cr and SO). The success
rate of each combination is accumulated over generations. Then, the number of
combinations is linearly reduced along with the population size. To add to this,
a new heuristic repair method is introduced to convert an infeasible solution to a
feasible one. The performance of the proposed algorithm is tested on three 5-units
and 10-units DED problems with a 24 scheduling cycle and a 10-units DED problem
with a 12 hours scheduling horizon. The algorithm shows its superiority to the state-
of-the-art algorithms.

The rest of this paper is organized as follows. Section 2 describes themathematical
model of DED problems considered in this paper. A brief overview of DE is then
given in Section 3. The proposed algorithm and the heuristic repair method are
illustrated in Section 4, while the experimental results and conclusions are discussed
in Sections 5 and 6, respectively.

2 DED Problem Mathematical Model

The mathematical model of the DED problem is as follows[2]:

Minimize FC =
T∑

t=1

NT∑
i=1

FCi
(
PGTi,t

)
(1)

where

FCi (PGTi,t ) = ai+bi PGTi,t +ci P2
GTi,t

+
∣∣∣di sin

{
ei (Pmin

GTi
−PGTi,t )

}∣∣∣ i ∈ NT, t ∈ T (2)

Subject to:

NT∑
i=1

PGTi,t = PDt + Plosst ∀ t ∈ T (3)

Plosst =
NT∑
i=1

NT∑
j=1

PGTi,t Bi j PGTj,t ∀ t ∈ T (4)
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Pmin
GTi

≤ PGTi,t ≤ Pmax
GTi

∀ i ∈ NT, , t ∈ T (5)

PGTi,t − PGTi,t−1 ≤ U Ri ∀ i ∈ NT , t ∈ T (6)

PGTi,t−1 − PGTi,t ≤ DRi ∀ i ∈ NT , t ∈ T (7)

NT∑
i=1

Pmax
GTi

− (
PDt + Plosst + S Rt

) ≥ 0 ∀ t ∈ T (8)

NT∑
i=1

min
(
Pmax

GTi
− PGTi,t , U Ri

) − S Rt ≥ 0 ∀ t ∈ T (9)

NT∑
i=1

min
(

Pmax
GTi

− PGTi,t , U Ri/6
) − S Rm

t ≥ 0 ∀ t ∈ T (10)

The objective function, as presented in equation (1), is to minimize the sum of all
fuel costs (FC) for the thermal power plants under consideration (NT ) during the
operational cycle (T ), where ai , bi , ci , di and ei are the cost coefficients. Equation
(3) refers to the power balance constraint in each cycle. Using the transmission loss
coefficients B, the power loss (Ploss) of each period is expressed in equation (4).
Equation (5) is the capacity constraints, where Pmin

GTi
and Pmax

GTi
are the minimum and

maximum output power of the i th unit, respectively. Equations (6) and (7) represent
the upper and lower ramp rate limits, respectively, where U R and DR are the up-
ward and downward transition limits, respectively. Equations (8) and (9) are used to
satisfy the one-hour reserve requirements to meet any uncertainty, while equation
(10) describes 10-minutes reserve requirements, in which the ramp is arithmetically
considered as U R/6. Here, S R and S Rm are the spinning reserves for 1 hour and 10
minutes, respectively.

3 Differential Evolution

DEwas originally introduced by Storn and Price [11] for solving continuous domain
problems. It has three main operators (mutation, crossover and selection), and three
control parameters (F , Cr and P S) [12]. A brief description is discussed below.

– Mutation:The simplestmutation form isDE/rand/1 [13], inwhich amutant vector
is generated by multiplying F by the difference between two random vectors and
the result is added to a third random vector, as shown in equation 11.

−→v z = −→x r1 + F(
−→x r2 − −→x r3) (11)
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where r1, r2, r3 are different random integer numbers ∈ [1, P S] and r1 �= r2 �=
r3 �= z ∀z = 1, 2, ..., P S. As the mutation operator plays a vital role in the success
of any DE variant, many mutation operators have been proposed in the literature.
For more details, readers are referred to [12].

– Crossover: There are two well-known crossover schemes, binomial and expo-
nential. The former is known to better than the later [7]. In it, a trial vector −→u is
generated as follows:

uz, j =
{

vz, j i f (rand ≤ Cr or j = jrand)

xz, j otherwise
(12)

where D is the problem dimension, jrand ∈ 1, 2, ..., D a randomly selected index,
which ensures that −→uz gets at least one component from −→vz .

– Selection: A tournament between −→u z and
−→x z , ∀z = 1, 2, ...P S, takes place, and

the winner (based on the objective value and/or constraint violation) survives to
the next generation.

4 Automated Differential Evolution Algorithm

Here, the proposed automated DE (ADE) framework is described as well as the
heuristic repair method.

4.1 ADE

It has been proven that the relative performance of a DE operator and a set of parame-
tersmayworkwell on a specific problem, andmay perform badly on another [7]. This
motivated researchers to introduce ensemble of DE operators and parameters, and
used some adaptive mechanisms to put emphasis on the best performing operators.
However, such studies did not take into consideration the relationship between the
success of any search operator and the control parameters assigned to it, or vice-versa.
In otherwords, after selecting the best operator, itmight not performwell as expected.
On reason for this is the change in the control parameters values. Therefore, here, a
new framework is proposed which keeps track of the best combinations of operators
and control parameters. The proposed algorithm is presented in Algorithm 1.

To beginwith, three sets are defined as: Fset ,Crset and SOset , where Fset andCrset

contain n f and ncr discrete values, each discrete value represents a range of contin-
uous values, respectively. For example, in a case of F = 8, and Cr = 9, the values
are 0.8 ≤ F < 0.9 and 0.9 ≤ Cr < 1, respectively. SOset = {SO1, SO2, ..., SOnso}
is a set of different DE variants. This means that the total number of combinations
(NoC) is equal to (n f ×ncr × nso).

First, P S random individuals are generated within the variables bounds. Each
individual in the population (−→xz ) is then assigned a combination that has three values
(Fz , Crz and SOz). To make it clear, each combination is assigned to at least one
individual. In case of NoC is less than P S, the remaining P S − NoC individuals are
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Algorithm 1. General framework of ADE
1: P S ← P Smax ; define P Smin ; Fset ← F1, F2, ..., Fn f ; Crset ←

Cr1, Cr2, ..., Crncr ; SOset ← SO1, SO2, ..., SOnso; c f e ← 0; i ter ← 0;
2: Generate an initial random population ((−→xz ∀z ∈ [1 − P S]);
3: Calculate the fitness value and constraint violation of (

−→xz );
4: Update all infeasible solutions using the proposed heuristic (Section 4.3);
5: Sort the whole population.
6: while c f e < c f emax do
7: Each individual is assigned a random combination of parameter segments F , Cr and

SO;
8: Convert discrete segments of F and Cr to continuous values.
9: for z = 1 : P S do
10: Generate a new individual (−→uz ) using its assigned combination;
11: Calculate the constraints violation �(

−→uz );
12: if �(

−→uz ) > 0 // the individual is infeasible then
13: repair −→uz (Section 4.3) and update �(

−→uz );
14: end if
15: Calculate the fitness value ( f i t (−→uz )) and update c f e;
16: if −→uz is better than −→xz then
17: −→uz survives to the next generation; comy,suc ← comy,suc + 1; SOp,suc ←

SOp,suc + 1;
18: end if
19: Update and sort the new population.
20: end for
21: Calculate the rank of each combination based on Equation 13.
22: Reduce PS and the number of combinations, if required.
23: i ter ← i ter + 1; and go to step 9;
24: end while

assigned random combinations. If any solution is infeasible, the solution is repaired
using the proposed method (as will be described in Section 4.3). Then, for each −→xz ,
a new offspring (−→uz ) is generated by using its assigned combination of operators and
parameters. If −→uz is infeasible, it is converted to a feasible one. Then, a tournament
takes place, such that if−→uz is better than

−→xz , it will survive to the next generation and
the success of the corresponding combination (comy,suc) is increased by 1, where
y = 1, 2, ..., NoC . At the end of each generation, the ranking of any combination
(Ry) is calculated usingEquation (13), where Ny is the number of individuals updated
by a combination y. Note that the initial value of every Ry is 0.

Ry = comy,suc

Ny
(13)

At the same time, a linear reduction of P S takes place, i.e., P S is set at a large
value at the start of the evolutionary process and then linearly reduced (by removing
the worst individuals), such that

P Siter = round(((
P Smin − P Smax

F F Emax
) × c f e) + P Smax ), (14)
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where, P Smax and P Smin are themaximum andminimum values of P S, respectively,
and F F Emax is the maximum fitness evaluations.

At the same time, all combinations are sorted based on their ranks, and the worst
(P Siter−1− P Siter ) combinations are removed. The process continues until an overall
stopping criterion is met.

4.2 The Constraint Handling Mechanism

In reference to [14], in the selection process, three conditions exist: (1) between two
feasible candidates, the fittest one (according to fitness function) is selected; (2) a
feasible point is always better than an infeasible one; and (3) between two infeasible
solutions, the one with a smaller sum of constraint violations (�) is chosen, where
� of an individual (−→xz ) is calculated such that:

�z =
K∑

k=1

max(0, gk(
−→xz )) +

E∑
e=1

max(0, |he(
−→xz )| − εe) (15)

where gk(
−→xz ) is the kth inequality constraint, he(

−→xz ) is the eth equality constraint,
while εe is initialized with a large value and then reduced to 1.0E − 06.

The equality constraints are relaxed such that

ε(i ter) =
{

ε0
(
1 − i ter

NGc

)
, if 0 < i ter < NGc ;

1e − 6, otherwise
(16)

where ε0 is the sum of constraints violation (�) at the initial generation, while i ter
and NGc are the current generation and the level at which ε is set at 1.0E − 06,
respectively. Here, NGc = i termax/2.

4.3 A New Heuristic Repair Method

As previously mentioned, the thermal DED is a highly constrained optimization
problem that involves a number of equality and inequality constraints. The solutions
generated by EAs may not satisfy all constraints. To add to this, a feasible solu-
tion which is obtained in one generation, may become infeasible in the following
generation due to the dynamic nature of the ramp constraint. In order to overcome
this deficiency, a heuristic repair method is proposed to convert an infeasible solu-
tion into a good-quality feasible one. The pseudo-code of the heuristic is shown in
Algorithm 2.

In its process, the T -hour load cycle is divided into T sub-problems, with the elec-
tricity production is allocated to meet the load demand in each hour. The allocation
starts from different random hours instead of the first hour of the operational cycle.
If the allocation starts from the first hour, it may become infeasible at a later stage,
due to the ramp constraint and any significant changes in demand (i.e., peak demand
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Algorithm 2. Pseudo code of heuristic for DED constraints

1: Transform an infeasible individual −→x into a matrix P in T × NT size.
2: Randomly select an hour t ∈ T , and its generation Pt ∈ P , and start the forward process.

Save tstart = t .
3: Set, capacity limits, Pmax

t,i = Pmax
GTi

and Pmin
t,i = Pmin

GTi
∀i .

4: for t = tstart : 1 : T do
5: Satisfy the generation limits, such that

Pt,i =

⎧⎪⎨
⎪⎩

Pmax
t,i , if Pt,i > Pmax

t,i ;
Pmin

t,i , if Pt,i < Pmax
t,i ;

Pt,i , otherwise;
∀i

6: while
∣∣∣∑NT

i=1 Pt,i − (PDt + Plosst

∣∣∣ ≤ ε do

7: Satisfy demand constraints by repairing a random unit (nd ∈ NT ), as:

Pt,nd = max
[

Pmin
t,nd

,min
{(

PDt −
NT∑

i=1,i �=nd

Pt,i
)
, Pmax

t,nd

}]

8: end while
9: Update the capacity limits, such that

Pmax
t+1,i = min

[
Pmax

i ,
(
Pt,i + U Ri

)]
, Pmin

t+1,i = max
[

Pmin
i ,

(
Pt,i − DRi

)]∀i

10: end for
11: Set, t = tstart−1, and start the backward process,
12: for t = tstart−1 : −1 : 1 do
13: Satisfy the demand constraint using the steps 6, 7 and 8.
14: Update capacity limits, as:

Pmax
t+1,i = min

[
Pmax

i ,
(
Pt,i − U Ri

)]
, Pmin

t+1,i = max
[

Pmin
i ,

(
Pt,i + DRi

)]∀i

15: end for
16: Reconstruct the individual −→x from the updated P matrix.
17: Return feasible −→x .

period), as the power generation limit in any hour depends on the power generation
of its immediate past hour.

5 Experimental Results

In this section, the computational results of ADE are discussed based on solving
three DED test problems, and compared with the state-of-the-art algorithms (most
of these algorithms used mechanisms to repair infeasible solutions). Note that the
results of the state-of-the-art algorithms considered in the comparison are taken from
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their corresponding published papers. These problems involve up to 10-thermal units
for a 24-hours planning horizon with a one-hour long time period. Based on the
availability of data, these problems can be solved with and without the consideration
of the power-loss constraints. The problems are briefly described below.

– Case 1: A 5- unit thermal system with Ploss for a 24-hours planning horizon [15];
– Case 2: A 10-unit thermal system without Ploss for a 12-hours planning hori-
zon [16];

– Case 3:A10-unit thermal systemwithout Ploss for a 24-hours planning horizon [4];

30 runs are conducted for each test problem, where the stopping criterion is to run
for up to 10, 000D, where D = 120, 120 and 240, for case 1, case 2 and case 3,
respectively. The algorithm stops if one of the following criteria is met: (1) reaching
the maximum number of fitness evaluations; or (2) the best solution did not change
during the last 100 generations.

5.1 Parameters Setting

– SOset = {DE1,DE2}, in which
1. DE1: DE/ϕ-best/1/bin [8]

uz, j =
{

xφ, j + Fz .(xr1, j − xr2, j ) i f (rand ≤ Crz or j = jrand)

xz, j otherwise
(17)

2. DE2: DE/current-to-φbest with archive/1/bin [17]

uz, j =
{

xz, j + Fz .(xφ, j − xz, j + xr1, j − x̃r3, j ) i f (rand ≤ Crz or j = jrand)

xz, j otherwise
(18)

where ϕ = 0.5 as suggested in [8], φ = 0.1 [17], r1 �= r2 �= r3 �= z are random
integer numbers, x̃r2, j is randomly chosen from the union P S ∪ AR, i.e. the union
of P S and the archive AR. The archive is initially empty; then, the unsuccessful
parent vectors are added to the archive. To add to this, once the size of the archive
size (archsize) exceeds a threshold, randomly selected elements are deleted to
leave a space for the newly inserted elements [17]. The reason for using DE1 is
to make a balance between diversity and intensification as described in [8], while
DE2 has a high convergence rate.

– Fset ={F3 ∈ [0.3 − 0.4[,F4 ∈ [0.4 − 0.5[,F5 ∈ [0.5 − 0.6[, F6 ∈ [0.6 − 0.7[,
F7 ∈ [0.7 − 0.8[, F8 ∈ [0.8 − 0.9[, F9 ∈ [0.9, 1[}.

– Crset ={Cr2 ∈ [0.2−0.3[ ,Cr3 ∈ [0.3−0.4[,Cr4 ∈ [0.4−0.5[,Cr5 ∈ [0.5−0.6[,
Cr6 ∈ [0.6 − 0.7[, Cr7 ∈ [0.7 − 0.8[, Cr8 ∈ [0.8 − 0.9[, Cr9 ∈ [0.9, 1[}, hence
NoCtotal = 7 × 8 × 2 = 112 combinations.
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– P Smax = 100, 200 and 300, for case 1, case 2 and case 3, respectively, while
P Smin = 30.

– archsize 1.4PS.

5.2 Case-1

Here, a 5-unit thermal system for a 24-hours planning horizon is considered. The
power loss is considered in this case, while the loss coefficients (B) and generators
data can be found in [18]. The results obtained by the proposed ADE algorithm
and those from literature, genetic algorithm (GA) [19], particle swarm optimization
(PSO) [5], Hybrid PSO (H-PSO) [15], artificial bee colony (ABC) [5] and artificial
immune system (AIS) [19] are listed in Table 1. From the results, it is clear that ADE
outperforms all of the state-of-the-art algorithms.

5.3 Case-2

In this case, the new England system, which has 10 generating units, 39 buses and
46 transmission lines over a period of 12 hours scheduling horizon is considered.
The detailed data of this system can be found in [16]. Due to the unavailability of
data and comparison purposes, the test problem without Ploss is solved using ADE
and compared with other algorithms in the literature, such as quadratic programming
(QP) [20], augmented Lagrange hopfield network (ALHN) [20], a hybrid evolution-
ary programing and sequential quadratic programing based algorithm (EP-SQP) [21],
PSO and different variants of DE [16]. The results are shown in Table 2, which reveal
the superiority of ADE to the state-of-the-art-algorithms.

5.4 Case-3

In this case, another 10-unit test system for a 24 hours scheduling horizon is con-
sidered. In this system, Ploss is neglected and can be found in [22]. Similarly, the
results of the proposed algorithm are compared with those found in literature, such

Table 1 A summary of the results obtained by different algorithms for a 5-unit 24 hours
system with Ploss , where N/A means the corresponding result is not available

Method
Production cost ($)

Minimum Average Maximum STD
GA 44862.00 44922.00 45894.00 N/A
PSO 44253.00 45657.00 46403.00 N/A
ABC 44046.00 44065.00 44219.00 N/A
AIS 44385.00 44759.00 45554.00 N/A
H-PSO 43223.00 43732.00 44252.00 274.95
ADE 42523.60 42576.11 42673.9 38.15
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Table 2 A summary of the results obtained by different algorithms for a 10-unit 12 hours
system without Ploss , where N/A means the corresponding result is not available

Method
Production cost ($)

Minimum Average Maximum STD
QP 2,185,413 N/A N/A N/A
ALHN 2,185,413 N/A N/A N/A
EP - SQP 2,196,439 N/A N/A N/A
Standard PSO 2,186,264 2,186,757 2,187,148 N/A
CSDE/rand/1 2,185,406 2,185,416 2,185,428 N/A
CSDE/target-best/1 2,185,403 2,185,411 2,185,421 N/A
CSDE/rand/2 2,185,405 2,185,412 2,185,428 N/A
CSDE/best/2 2,185,403 2,185,414 2,185,425 N/A
DE/rand/1 2,199,770 2,203,816 2,208,763 N/A
DE/best/1 2,186,229 2,186,519 2,186,951 N/A
DE/target-best/2 2,186,334 2,186,661 2,186,979 N/A
DE/rand/2 2,200,936 2,202,651 2,204,665 N/A
DE/best/2 2,189,920 2,190,625 2,191,287 N/A
CSDE/best/1 2,185,400 2,185,408 2,185,421 N/A
ADE 2,185,335.1 2,185,335.5 2,185,340 0.32

-

Table 3 A summary of the results obtained by different algorithms for a 10-unit 24 hours
system without Ploss , , where N/A means the corresponding result is not available

Method
Production cost ($)

Minimum Average Maximum STD
GA 1033481 1038014 1042606 N/A
DE 1036756 1040586 1452558 3225.8
MDE 1031612 1033630 N/A N/A
PSO 1027679 1031716 1034340 N/A
CE 1022702 1024024 N/A N/A
ECE 1022272 1023335 N/A N/A
CSDE 1023432 1026475 1027634 N/A
ABC 1021576 1022686 1024316 N/A
CDE 1019123 1020870 1023115 1310.7
ICPSO 1019072 1020027 N/A N/A
ICA 1018468 1019291 1021796 N/A
H-PSO 1018159 1019850 1021813 826.94
ADE 1017160 1017582 1018200 261.90

as GA [5], DE [23], modified DE (MDE) [24], chaotic DE (CDE) [23], chaotic se-
quence based DE (CSDE) [25]„ cross-entropy (CE) [26], enhanced CE (ECE) [26],
PSO [5], ABC [5], improved chaotic PSO (ICPSO) [27], imperialist competitive
algorithm (ICA) [26], hybrid bare-bones PSO [15]. The detailed results, presented
in Table 3, show that the algorithm is better than all other algorithms considered.
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6 Conclusions

In this paper, a new DE framework was introduced, which adaptively configured the
best combination of DE operators and control parameters for solving DED problems.
In it, three sets (Fset , Crset and SOset ) were initiated. Then, each individual in the
population was assigned a random combination of (F , Cr and SO). The success
rate of each combination was accumulated over generations. Then, the number of
combinations was linearly reduced along with the population size. To help reaching
the feasible space quickly, and hence increasing the convergence rate, a heuristic
repair method was used to deal with infeasible solutions.

The algorithm was tested on three DED problems: (1) a 5-unit thermal system
with Ploss for a 24-hours planning horizon; (2) a 10-unit thermal system without
Ploss for a 12-hours planning horizon; and (3) a 10-unit thermal system without
Ploss for a 24-hours planning horizon. The results obtained were compared with the
state-of-the-art algorithms, which showed the superiority of the proposed algorithm.
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Abstract&A global industrial enterprise is a complex network of different  
distributed production plants producing, inventory, and distributing products. 
Agent-based model provides the approach to prove complex network problems of 
independent actors. A global economy and increase in both demand fluctuation 
and pressures for cost decreasing while satisfying customer services have put a 
premium on smart supply chain management. It is important to make risk-benefit 
analysis of supply chain design alternatives before making a final deci-
sion. Simulation gives us an effective approach to comparative analysis and evalu-
ation of the alternatives. In this paper, we describe an agent-based simulation tool 
for designing smart supply chain networks as well logistic networks. Using an 
agent-based approach, supply chain models are composed from supply chain 
agents. The agent-based simulation tool can be very useful for predicting the  
effects of local and system-level activities on multi-plant performance and  
improving the tactical and strategic decision-making at the enterprise level. Spe-
cifically, this model can reveal the optimal method to ship the inventory on some 
situations which are demand fluctuation and network disruption. The demand 
fluctuation effects the inventory management. The network disruption restricts the 
logistics. This model evaluates supply chain management from the viewpoints of 
the amount of inventory, the way of shipping and cost. 
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1 Introduction 

Supply chain and logistics networks become bigger and more complex as the re-
sult of globalization and new initiatives.  This tendency makes it hard to manage 
the supply chain and to meet the demand for market. The collaboration of many 
independent contractors and suppliers is necessary to meet the demand for market. 
The company having the supply chain should have the alternative strategic solu-
tion for their supply chain to continue their company. One of these solutions is to 
make not only one-plant manufacturing facilities but also multi-plant enterprise. 
This change gives the company many advantages which are the low cost raw ma-
terials, the flexibility of change the product, and the changing the network of 
product flow [1]. On the other hand, the supply chain network involves many 
actors and it is operated collectively. The logistic network, physical network of 
transportation, also forms an interconnected complex system where it affects the 
behavior of the supply chain network. 

Many analytical methods for modeling and optimizing different scenarios in a 
multi-plant enterprise are proposed [2]. They discuss mathematical formulations for 
operation management in multi-plant industrial networks. These works propose the 
methods for solving the combined production and distribution scheduling problem 
in multi-plant environments by using mathematical programming approaches. 

2 An Architecture of Agent-Based Supply Chain 

Lee and Billington [3] provided an insightful survey of common pitfalls in supply 
chain management practices. Some studies provide that the relationships of market 
and supplier depend on factors of quality, delivery time, flexibility in contract, as 
opposed to the factor of cost. From the point of analytical, there are so many re-
searches of inventory problems in multi-echelon supply chain. Svoronos and 
Zipkin [4] study a multi-echelon system which having multiple tiers in the supply 
chain. The multi-echelon system is assumed that the company manages the supply 
chain with centralized control. 

Towill et al. [5] applied a simulation technology to the evaluation of the effect 
of different supply chain strategies under the situation of demand expansion. 
Swaminathan et al. [6] present a modeling and simulation framework for develop-
ing decision support tools for supply chain management. They develop a frame-
work that has two basic elements: object modeling of supply chain flows and 
agent modeling of supply chain entities. 

Just-In-Time (JST) philosophy changes the typical style in supply chain man-
agement. The supply chain is effected by this philosophy becomes globalization, 
use of third party, and reducing the lead-time. These trends reduce the cost in 
supply chain and give the company competitiveness against other company in the 
same market. The merits of the reducing lead time are the reducing the inventory 
and defective, the removing the waste, and the problems to be clear [7]. 

The disruption is the important elements in supply chain management. The dis-
ruption in supply chain gives significant cost to the company. The company that 
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experiences the disruption in supply chain will face significant declines in sales 
growth, stock returns, and more [8]. The disruption in supply chain takes place the 
network problem. The player and relationship between players can be expressed to 
the node and link. Considering a supply chain as a network problem, a disruption 
means the shutdown of node or the cut of link. 

Supply chains are defined as a collection of business centers through which 
products pass at various stages of completion from the provision of raw materials 
to final sales. A supply chain can make the products for markets and delivery it to 
the markets. The individual company in supply chain can only grasp the limited 
visibility situation of supply chain. This is difficult to make the demand estimation 
in each player. The players in supply chain depend on the information which is 
obtained by own. Their information may be different from the information by 
headquarter management. The amount of order is larger than the headquarter one. 
The more amplified the amount of order. These problems occur under the dynami-
cally supply chain. As a result of these problems, each company makes incorrect 
demand estimations and the amount of inventory is larger than the one by correct 
strategy. This is the well-known Bullwhip effect [6]. 

One of the solutions proposed to deal with the bullwhip effect is to have infor-
mation sharing across the companies in the supply chain. There are unique charac-
teristics required for information systems that support supply chain management. 
First, they should be able to support distributed collaboration among companies. 
Second, a single company cannot manage multi-players in supply chain directly, 
but there are need to coordinate each company by autonomy. Toyota motor adopts 
the automation of each player for a part of removal of waste [9]. Third, It is re-
quired the high intelligence for strategy, planning, and flexibility adaptation. For 
these reasons, agent modeling is suitable to support the supply chain management. 

Many kinds of supply chains exist in the real world. Most share some common 
elements. For example, within each supply chain, material flows from a raw ma-
terial state to an end-user [10]. 

Multi-agent technology has many beneficial features for autonomous, collabor-
ative, and intelligent systems in distributed environments, which makes it one of 
the best candidates for complex supply chain management. Agent-based modeling 
(ABM) is a suitable approach to analyze the system influenced by autonomous 
agents. The system behavior effected from the behavior of the player in the system 
and their interactions. The reason of this is that the agent-based model is made of 
decentralized agent and the network which is made by them. Generally speaking, 
agents have their own decision making. They can make decision under any situa-
tion without centralized management. They are able to change their decision in 
any environment. 

A multi-plant enterprise is modeled as modular, decentralized, changeable 
agent networks. The network of like this enterprise has so many kinds of agent 
and so many amount of agent. In addition, all agents set their aim in their supply 
chain by oneself. 

The agent-based model can be used to analyze different stages of the supply 
chain in order to define what could happen under different scenarios, in example if 
aid were not enough to supply the “demand”, and therefore understand possible 
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side effects or delayed consequences such as bullwhip effect, distorted informa-
tion from one end of a supply chain to the other can lead to remarkable inefficien-
cies. In the case of the aid supply chain, inventory moves up in the chain and it 
fluctuates more with donations recollected and in the distribution centers creating 
a distortion on the demand information. The model is built to represent the flow of 
emergency goods, and how it is affected by the information feedbacks, that ex-
plain the presence of bullwhips effects on the chain at different periods of time 
depending on the initial stocks of good storage on the different parts of the chain 
and on exogenous variables. 

The elements of the ABM system are involved with production and transporta-
tion of products. The structural elements follow as: 
 
Factory Agents: Factory agent makes the inventory for the demand in supply 
chain network. When the downstream agent orders the inventory to the factory 
agent, the factory agent ships it to the downstream agent. The factory agent calcu-
lates the amount of product by the order data from downstream agent.  If the 
amount of inventory in the factory is under the point of product, the factory agent 
makes the inventory. 
 
Retailer Agents: A retailer agent consumes the inventory by customer. This agent 
has the parameter of demand which is unpredictability. This agent calculates the 
amount of the safety stock, the amount of order point, and the amount of order. 
When the inventory in this agent is under the order point, this agent orders the 
inventory to upper stream agent.  
 
Distribution Center Agent: A distribution center agent is role of buffer of stock in 
supply chain. This agent reduces the inventory of supply chain and makes a flow 
of inventory effectively. When this agent receives the order of inventory from 
downstream agent, this agent ships it to the downstream agent. If the inventory in 
this agent is under the order point, this agent orders the inventory to upper up-
stream agent.  
 
Inventory Control: These elements control inventory at a particular production 
element by considering inventory levels at that entity in the supply chain. The 
basic control strategy is (s,S) policy in which ordering is done when the inventory 
levels goes below s [and orders are placed so that inventory is brought up to S. 
 
Links: The link means the transportation route. The links effect the management 
at each agent, and the calculation of cost. The reason is that the link has the  
parameter lead time. The lead time from ordering agents to the clients has two 
features. The one is the almost route to delivery under 1 day. This is the transpor-
tation by the land route. This transportation is used to delivery from factory to 
distribution center or from distribution center to retailer. The cost by the land route 
is higher than others. This transportation has been not developing yet by reason of 
this. Another is that the lead time is over one day. This transportation is mainly 
sea route. The sipping distance by sea route is so longer than the one of land route. 
This transportation can ship the so many amount of inventory and can decrease the 
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shipping cost by the packed many inventory into one. The cost of transportation 
par one inventory is cheaper than the cost by land route. The sea routes develop 
for long ago by the reason that low cost, massive transportation, and simple to 
maintain the equipment (the land routes need to maintain the all load. But, the sea 
routes need to keep up the ports and the ships.). 

A Multi-enterprise in ASEAN 
Asia in the current age is always growing up as the result of globalization, out-
sourcing and new strategy. Global company builds the factory in these places and 
opens up a new market in Asia. Developing areas and development one exist at 
the same time. 

In ASEAN areas, the Mekong River in land area is developed. The reasons of 
this, these areas are the central of South-East Asia of shipping route.  The sea 
route is developed and traditional route. The transportation of ships are able to 
delivery many inventory, to cost is less cheap than land route, and to maintain 
only ship. But in these days, ASEAN countries become rich by economic devel-
opment. They make the land route to ship the inventory. This purpose is to short 
the lead time. This trend makes the network complex. 

Disruption in Supply Chain 
In South-East Asia, there is so large damage resulting from floodwaters. Despite 
there are many damage by floods, there is very little anti-disaster operations that 
deal with floods[11]. We should consider the network disruption by the disaster. 
Disasters bring the network disruption to supply chain network. For example, 
disaster makes the shutdown of factory, distribution center, and market. The 
streets stop the out of transportation function. In supply chain network, these mean 
that the shutdown of the nodes and the cutting of the links. 

3 Model and Simulation 

This simulation is to reveal the way of election the client when the demand fluctua-
tion occurs at retailer agent. This simulation runs 3 times. We use the average data 
of 3 simulations. Each simulation has 1500 steps (this simulation define that one day 
is four steps. So, 1500steps means about one year.). The model using for simulation 
is consisted of two structures. First, the agent model structure is made by four kinds 
of agents which are factory agent (FC), distribution center agent (DC), and retailer 
agent (RT). The factory agent makes products when the amount of their inventory is 
under the order-point parameter. Ordered by distribution center agent, the factory 
agent ships the inventory. The cost of production is $10,000. The distribution center 
agent manages the inventory flow. This agent stocks, orders and ships the inventory 
to related agent. This agent ship the inventory to retailer ordered it. When their 
amount of inventory is under their order-point parameter, the distribution center 
orders the shortage inventory. In the retailer agent, the inventory is consumed by 
customer. The profit of 1 product is $20,000. When the amount of inventory is under 
the order-point parameter, the retailer agent orders the inventory. The delivery cost 
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is $25 per one inventory by one step between each agent. The store cost is $1 per 
one inventory by one step in all agents. 

The location of agents in this model is from the real location. In the following 
we describe the agent location in Figure 1 and Table 1. The data of FC location 
are based on TOYOTA motors. The locations of DC are the international port in 
Southeast Asia and the new land route junction. The cities of RT are the large city 
in Southeast Asia[12][13]. 
 

 

Fig. 1 The relation of the agents 

Table 1 The city of agents 

ID FC DC(departure) DC(arrival) RT 
0 Kirloskar Nhava sheva Nhava sheva New deli 
1 Thilawa SEZ Chen nai Chen nai Munbai 
2 Bangkok Thilawa SEZ Thilawa SEZ Chennai 
3 KL Leam chabang Leam chabang Nepido 
4 Hanoi sianukviles sianukviles Yangon 
5 Jakarta Ho chi minh Ho chi minh Bangkok 
6 Hong kong Hanoi Hanoi Vienchan 
7 Beijing KL KL Punonpen 
8 Maynila Singapore Singapore Ho chi minh 
9 - Jakarta Jakarta Hanoi 

10 - Beijing Beijing KL 
11 - Shanghai Shanghai Singapore 
12 - Hong kong Hong kong Jakarta 
13 - Maynila MITC Maynila MITC Burnai 
14 - Busan Busan Maynila 
15 - Tokyo Tokyo Beijing 
16 - land route Bangkok land route Hanoi Shanghai 
17 - - - Hong kong 
18 - - - Busan 
19 - - - Tokyo 
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The network in this model is constructed that the inventory flow is from FC to 
RT via DC. 

Each agent makes transportation network with the link between each others. 
The link is drawn by the decision making of the agent. The agents make their de-
cision by the calculation the order from the states of around them. The agents can 
see the parameter of next agents which are upper stream and down stream. They 
always calculate the safety stock (ss), the order point (op), and the amount of order 
(odr) to maintain their amount of stock[14][15]. These formulas of calculation 
follow as: 
 

ss = service level × ( the average of consume × lead time ) 
op = ss + ( the average of consume × lead time ) 
odr = op - the amount of stock  +( the average of consume × lead time ) 

 

 

Fig. 2 The calculation of safety stock，order point and the amount of order 

About the demand fluctuation in retailer, we use the two types of the demand 
value at the retailer in this model. These are based on the constant (cnst) and the 
log-normal distribution (lgnml). The reason of using the constant value is that 
comparing the way to elect the client under demand fluctuation with the only 
electing client simulation. We use the result of constant demand simulation as the 
standard elect client model. The constant demand in this model means that the 
same value through the all step. The value of consume by one step is 1. This 
means that the customer always buy one inventory at each of the retailer by steps. 

When we simulate the model that the demand is based on the log-normal distri-
bution, this value is given by 
 

Dt+1 = μ + ρtDt 
μ = 5 
ρt = N( 0 , var ) , ρt∈( -1 , 1 ) , var∈( 0.25 , 0.5 , 1.0 ) 

 
The value of demand at the t step is Dt, The value of μ means the basement 

value of consume at the t step (This value is 5 in this simulation.), and the value of 
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ρt represents the value from -1 to 1 following normal distribution (The average = 
0, The variation is variable number among 0.25, 0.5, and 1.0 in this simulation.). 
Fig.1 shows the output of this formula on simulation. This means the value of 
demand fluctuation in this supply chain model (Simulation runs for 500 steps, the 
average of demand is 1.225). 

 
Fig. 3 The relation of the transport network 

Another structure is the rule of how to decide making to manage supply chain 
network. In this model, this structure influences the choosing client for each agent. 
The clients which are elected by agents to order inventory have two features. First, 
the amount of inventory at the client change through time. Second, they are not the 
same lead time route in supply chain network. The agents have the three ways to 
elect their client. It is (1) random, (2) the same country, (3) the client which has the 
most inventory in all client candidate (shortest lead time), and (4) the client which 
has the shortest lead time in all client candidate (max stock). The agents which can 
deal with clients have this function. Figure 3 illustrates the shape of the network that 
the agents create. The numbers in the figure are the ID number of each agent. 

Land Route: The junctions of land route are in Bangkok and Hanoi. The agents in 
continent are able to use the land route. In this model, the election of land route is 
one of the delivery methods. There are no agents to depend on the land route only 
in Southeast Asia. These land routes are built by a reference to [16] and [17]. 
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Fig. 4 The state of the demand Changes in market 

Sea Route: The sea routes are 240 routes in this model (the number of the depar-
ture ports and the arrival ports are each 16 ports. This means that 16*15=240.). 
The all agent can use the distribution agent (port) to delivery the inventory. These 
values of transport dates by ship are based on the route via the Singapore port. The 
Singapore port is the most famous hub port in South-East Asia. So many ships go 
to their destination via Singapore port. The term of transport dates from arrival 
port to Singapore port is based on Jetro data. The term of transport dates from 
Singapore port to Arrival port is based on MAERSKLINE. 

When the agent elect the client by the way of (1) random, (2) the same country, 
(3) the client which has the shortest lead time in all client candidate (shortest lead 
time), and (4) the client which has the shortest lead time in all client candidate 
(max stock) with the demand based on the function of Figure 4, the results of these 
simulation show table 2 and Figure 5.  

Table 2 The average of stock and the probably of out of stock (OoS) at a retailer by 
simulation 

Demand is constant Random Country Lead time Max stock 

Only sea route 
stock 3.0058 3.1922 2.7277 1.2775 
OoS  
(%) 14.86 0.09 43.92 66.68 

Sea & land  
route 

stock 3.3591 3.1708 2.2792 1.5001 
OoS  
(%) 13.76 1.39 51.62 64.20 

      
Demand is based on log- 

norm Random Country Lead time Max stock 

Only sea route 
stock 4.3820 5.0035 3.4794 2.7260 
OoS  
(%) 15.07 1.68 42.96 48.86 

Sea & land  
route 

stock 4.8352 4.8876 3.0963 2.4181 
OoS  
(%) 3.42 3.10 44.73 51.88 
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In this model, the inventory calculates the profit and cost required at each loca-
tion. When the transportations finish their role to delivery the inventory, the ac-
count calculates their profit and cost. The way to calculate is that accumulated 
profit = accumulated sales – accumulated cost. The Figure 5 shows the accumu-
lated sales in each simulation by steps. We can see the difference of the increase 
rate in accumulated profit from figure 5. 
 

 

Fig. 5 The cost data of simulations 

About the amount of stock, the ratio of the stock under the constant and log-
norm distribution are no difference so much (Random:Country:leadtime:Max-
stock≒4:4:3:2). When we choose the way to elect the max stock client, the amount 
of stock in all is the least in any other simulation. The reason is that two or three 
agents are working while changing and others are suspended. It is possible to re-
duce the amount of stock at the suspended agent. The way to reduce the amount of 
stock is to short the lead time of client. 

About the out of stock, choosing the client with the way to elect the client ran-
domly or the client in the same country, we can avoid out of stock better than 
other ways. The reason is the flexibility of choosing the client. The flexibility by 
random does not influence the previous decision making. The choosing new client 



An Agent-Based Model of Smart Supply Chain Networks 383 

 

which is not related previous client is the important element to make the network 
away from the previous influence most.  

About the route, the results in 6 out of 8 simulations are that the amount of 
stock by sea route only is less than the one by sea & land route. Especially, the 
results under the demand based on log-norm distribution show that all network by 
sea&land route are less amount of stock than the one by sea route only. 

About the cost, the result of “sea(1) and sea&land(5)”, “sea(2) and sea&land-
(6)”, and “sea(3) and sea&land(7)” are resemble. “sea(4) and sea&land(8)” show 
the different lines. Choosing the client with the way to elect the client which has 
the shortest lead time in all client candidate (max stock), the profits under the 
constant demand are less than any other way. Especially, situation(4) is the least 
profit in all. The result of profit using the way to choose the max stock agent is 
that the value of profit under the log-norm distribution consume is more than the 
one under the constant consume. The reason is the difference in the average con-
sumption. The average consumption under the log-norm distribution is more than 
the one under the constant. This value changes the result of the profit between 
these simulations. The way to get the biggest profit among all simulations is the 
choosing the client which has the shortest lead time in all client candidate (shortest 
lead time). The reason is that the short lead time decreases the cost of delivery and 
storage. When we choose the client which has the most stock in any other clients, 
the lead time is not the shortest in all. 

4 Conclusion 

These simulation results mean that the network made by the concept of short lead 
time is to reduce the amount of stock and cost, that we can avoid the out of stock 
at retailer by out of influence of previous client which is shortage stock (by ran-
dom), and that we should make sure that a land route can also be used. We have 
some attention. The lead time by land route in real world is very short (The lead 
time by sea route is almost over 2 times of the one by land route). But the cost is 
very high. The problem which merit is better for the supply chain management 
depends on a making decision by manager. 

5 Extension and Future Works 

The proposed model in this paper is the application to help the decision making in 
the multi-plant supply chain problems. Especially, this model focuses the invento-
ry flow from factory to retailer. If the model expands the region of flow, the future 
model is able to simulate the flow from row material to product in the customer 
hands. The future model which is made from this model can assist to make the 
supply chain management. The future model will be able to solute the optimal 
delivery route and location under various situations and the demand from the en-
terprise manager. When the future model get some function and expanded  
the data, this can correspond to demand fluctuation, disruption, and so many and 
different compromise plan. 
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This research reveals the potential of using the agent-based modeling for supply 
chain management. Decision making in supply chain network is effected of vari-
ous types of agent, the amount of agent, and the relationship of each agents. The 
agent- based modeling approach is able to help the decision making to manage the 
supply chain under the dynamically network and environment. Considering un-
predictability change and our request under the any situation, agent-based model-
ing approach reveals the optimal decision. 
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Low Cost Parking Space Management System 

Azhan Ahmad and Somnuk Phon-Amnuaisuk 

Abstract Managing parking lots usually involve tasks that should provide impor-
tant information such as parked car counts, and available parking spaces and their 
locations. This can be used to direct drivers in real-time towards empty spaces 
which will minimise the time spent looking for one and thus reduce traffic conges-
tions. Using an image-based integrated parking system is an effective way to au-
tomatically track a parking lot without exhausting time and manual resources. In 
this paper, we present a low-cost vision-based parking system to manage a closed 
area parking lot by using cameras that takes real-time footage of the parking lot. 
The footage is processed using HSV-based histogram technique and the resulting 
models are compared against pre-trained models. These models define either a 
Parked or an Empty class. The parking spaces within the processed footage are 
then categorised using this two classes based on their matching probability. 

Keywords Car parking · Image processing · Probabilistic reasoning* 

1 Introduction 

Multilevel parking lots found in offices, shopping centers or malls have a high 
chance of experiencing traffic congestion without proper management. This is 
normally due to cars being allowed in without considering the number of avail- 
able parking spaces. Another contributing factor is that cars kept driving around 
looking for spaces in an already filled area. One obvious solution is to provide a 
clear count of available parking spaces which can control the influx of admitted 
cars, as well as minimising the amount of time a car spend driving around by di-
recting them towards the locations of empty parking spaces. However, implement-
ing this manually would exhaust time and increase labour resources which may 
detract parking administrators from adopting it. To overcome this problem, using 
an intelligent parking management system might be feasible in terms of cost. In-
telligent parking systems normally provide integrated features of tracking incom-
ing and outgoing cars, as well as identifying vacancy of parking spaces. 
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In regards to parking space detection, most intelligent parking systems used 
various technologies such as sensor-based or image-based. Sensor-based systems 
use various types of sensors to detect parking spaces accurately, but are usually 
expensive and time-consuming to install. A single sensor can only monitor one 
single parking space [1]. Systems that uses image-based on the other hand can be 
quite effective, where a single camera can cover and monitor a wider area as op-
posed to a single sensor. By using image-based systems, the cost can be further 
brought down significantly and still provide a comparable accuracy as compared 
to sensor-based. 

In this paper, we present a low-cost image-based parking system using an im- 
age processing technique. Models of Parked and Empty classes are learned from 
training data and employed to classify new input based on probability matching. 
This approach makes use of installed cameras to take real-time footages of every 
parking division in the parking lot. We then convert the footages using HSV mod-
el, after which we compare the resulting model against the trained models. The 
matching probability produced by the comparisons will determine the status of a 
parking space within the footage as either being Parked or Empty. 

The paper is organised into the following sections. Section 2 gives an overview 
of related works. Section 3 discusses our proposed concept and gives the details of 
the techniques used. Section 4 provides samples of the output of our proposed 
system. Finally, the conclusion and further research are presented in section 5. 

2 Related Work 

Managing big parking facilities can be a challenge when it comes to providing 
smooth operations for drivers and administrators convenience. One of the usual 
problems found in these facilities involve traffic congestions, which are most like-
ly caused when cars admitted into the facility exceeds the number of parking 
spaces available. Another contributing factor lies in the time spent by drivers driv-
ing slowly and stopping regularly looking for parking spaces [2]. The use of intel-
ligent parking management system can definitely alleviate these issues by provid-
ing important data that can help manage these facilities efficiently. These impor-
tant data include the number of empty parking spaces and their locations, as well 
as the number of cars are enough to control the admission of cars and reduce the 
amount of time spent by drivers looking for a free parking space by directing them 
to the empty spaces. Various researches have looked into this matter, using 
different approaches such as image-based system or using multi-sensor devices. 

In [1], ultrasonic sensors were installed on the ceiling of every individual park-
ing space of an indoor parking facility to detect the presence of vehicles. This 
system however would be costly to install especially in a huge multi-level parking 
facility. And since it uses the echo-location to determine if an object is present, the 
system does not seem to be able to distinguish vehicles or non-vehicular objects. 
In another system proposed in [3], RFID is used to allocate cars towards empty 
parking spaces. This requires vehicles to possess RFID tags on their cars, and 
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might be more suitable for private parking facility such as those found in apart-
ments or offices. Temporary RFID tag however can be given through parking 
tickets issued when entering the parking facility and make it a feasible approach 
for public parking facilities. 

In terms of image-based parking detection system, it has the advantage for be-
ing low-cost, and able to perform the two required tasks of parking space detection 
and car tracking. Various image-recognition techniques have been explored. In 
this paper however, we focus on the parking space identification feature using 
image recognition techniques. 

In one such implementation of using image-based parking space detection [4], 
recorded images of a parking area are processed by making use of mean square 
value and variance of the difference image, variance of the ratio of background 
and foreground, linear dependency of the background image and test image, and 
the marginal density of the image. Another existing system provides identifying 
vacant parking space in an outdoor parking facility [5] using multiple cameras. In 
this system, video footage of parking spaces captured by cameras installed on the 
facility is processed by using an edge based scheme and a color-based model. This 
system also makes use of two geometrical models (ellipses and grids) to define a 
parking space. These weighting of parking space is used to overcome the problem 
when a parking space is occluded from neighbouring parked cars. 

One major concern regarding image-based parking detection system is the 
different lighting conditions. In [6], median filtering and Sobel edge detection are 
used to process shadows that might cause false detection of parking spaces. A 
more complex system was developed in [7], where it uses a 3D scene model to 
detect parking spaces. The direction of sunlight at a given time is determined, and 
a vehicle and shadow models are then simulated to create an intensity model. The 
parking area is then processed using classifiers generated from the intensity model 
to identify the state of parking spaces. In [2], the system creates an adaptive back-
ground to overcome lighting changes in an outdoor parking facility. The back-
ground of a parking space is dynamically created at regular intervals based on the 
color of the road near each space. The created background image is then used to 
extract the foreground image to determine whether it is vacant or not by determin-
ing the pixel differences. The system also employs a shadow detection mechanism 
which removes RGB color pixels in the foreground which are caused by shadows. 
A more robust implementation [8] used three processing techniques: edge pixel 
counting, object counting and foreground/background in- formation. Results from 
each of these techniques are then integrated into a final result using a majority 
voting rule. The system is shown to work well in both indoors and outdoors park-
ing areas. 

While most system uses multiple features in their approach to identify empty 
parking spaces, other literatures used only one set of features. System proposed by 
[9] makes use of edge detection to process camera footage of parking spaces and 
identify empty parking spaces. 



388 A. Ahmad and S. Phon-Amnuaisuk 

3 Low Cost Parking Space Management System 

3.1 Overview of the System 

As illustrated in Figure 1, our proposed system used a single camera to monitor an 
area of 4-5 parking spaces. Position of the camera is fixed after installation and 
calibration, which allow the bounding region on every parking space to be easily 
set up and monitored. Results from the parking space detection subsystem 

 
Fig. 1 The overall concept of the low cost parking management system 

will be relayed to a display board to indicate the number of available parking 
spaces. Figure 1 (right pane) shows the overall flowchart of the system. 

3.2 Parking Space Detection Subsystem 

It seems reasonable to approach the detection of an empty parking space by de-
signing the system according to the target operating condition. Although a system 
that handles various operating conditions can be implemented with a higher cost 
e.g., open parking space, indoor parking space, etc., it does not seem to be a fruit-
ful approach. 

We propose a system that works on indoor parking spaces using image 
processing technique. The parking space areas are well located and low cost cameras 
are fitted such that a row of 4 to 5 parking spaces can be captured within a single 
view. This means 1000 parking spaces only require up to 200 low cost cameras.  
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The detection, based on an image processing technique, is fast and inexpensive. We 
expect to update the information of empty parking spaces to the display board twice 
a minute. Figure 2 highlights the main process in the parking space detection  
system. 

 
Fig. 2 The overall concept of the parking space detection subsystem 

Knowledge Representation. Let us define a rectangular area of each parking 
space on a 2D image as a region of interest (ROI). Each ROI is centered at point p 
= (x, y) and let us define the region using a feature vector R = {R(u)}u=1..m where u 
is the bin index number. In this implementation, the vector R is constructed from 
the hue value of pixels in ROI. The probability of feature R(u) in a model can be 
expressed as: 

 
where Ch is the normalisation factor such that ∑uR(u) = 1, {xi }i=1..n denotes target 
pixel locations; b(xi) denotes the bin index of pixel at xi ; and k(.) is a Gaussian 
kernel (similar to [10]). 
 
Model Construction Let a model M be a tuple (µ, σ2) describing the mean and 
variance of the features vector R. In our domain, two types of models are con-
structed; one for an empty parking space Me and the other for an occupied parking 
space Mo. Let N be the number of available training examples of empty parking 
spaces (as well as the occupied parking space). We compute the mean and va-
riance as follows: 
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Classification using MDC and NDBC We implement two classifiers Minimum 

Distance Classifier (MDC) and Normal Density Bayes Classifier (NDBC). MDC 
classifies a new observed region X having the feature vector R by measuring the 
distance between the feature R and the features µe and µo of the models Me and 
Mo. The observed space, X, is classified as empty parking spaces if  

 
MDC classifies a new observation solely by comparing the distance but does 

not take into account the variance among each feature u. A NDBC classifies a new 
observation X as empty spaces if 

 

 

4 Experimental Results and Discussion 

4.1 Experimental Design 

In this preliminary study, the dataset consisted of 100 images, 50 were positive 
examples (empty parking spaces) and 50 were negative examples (occupied park- 
ing spaces). The images were prepared by photographing the actual parking site 
on both a sunny day and a cloudy day. Due to the small data size, 90% of the 
training samples were randomly selected from the dataset and the remaining 10% 
were used for testing. Here we selected 45% from each class for the training and 
5% from each class for the testing. This process was repeated 20 times, so there 
were a total of 100 classification results for each class. The accuracy reported is 
averaged over 10 repetitions of 20 runs (200 runs in total). 
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Fig. 3 Bar plots of classification results from different number of bins. Top pane: results 
from minimum distance classifiers (MDC). Bottom pane: results from normal density 
Bayes classifiers (NDBC). 

4.2 Analysis and Discussion 

The feature employed in this experiment was a hue value since it was robust to 
changes in brightness. Four different bin numbers were employed: 8, 16, 24 and 
32 bins. Figure 3 and Table 1 summarise the experimental results. The classifica-
tion results are affected by the number of bins. In general, more bins seem to im-
prove the average accuracy of the system. However, the rate of increment may not 
be worth the computational cost. 

Table 1 Classification results from different number of bins, the values reported here are 
averaged over 10 repetitions. 

Model  Bins Occupied std Empty std Average accuracy 
MDC 8 63.2 4.9 87.9 2.7 75.5 

 16 62.5 3.7 75.3 3.4 68.9 
 24 64.8 4.6 78.1 4.8 71.5 
 32 79.8 5.1 67.3 5.9 73.5 

NBC 8 69.7 4.2 72.4 3.9 71.1 
 16 75.5 2.8 77.5 2.8 76.5 
 24 75.4 3.7 87.2 2.7 81.3 
 32 77.8 5.4 87.6 2.5 82.7 
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The NDBC classifiers show a better accuracy as compared to MDC (82.7% and 
75.5%). This could be from the fact that the MDC did not incoporate variance 
information in its process. The NDBC on the other hand employed this knowledge 
in its process, see Equations 4 and 6. 

5 Conclusion and Future Directions 

We have developed a low-cost parking space management system that is specifi- 
cally tailored for indoor parking areas. This system allows a single low-cost cam-
era to monitor one parking strip which can contain around 4-5 parking spaces. 
Trained models are first created by using sample images consisting of vacant and 
occupied parking space. These trained models are then compared against input 
images captured from the camera. Two classification models are used to determine 
the state of the input images; MDC and NDMC. Both classification models are 
computationally fast and inexpensive, and we have shown to provide a satisfactory 
average accuracy of 75.5% and 82.7% respectively. 

However, one drawback of this system can be attributed to the limited captured 
area of a single camera. While there are other systems available that allows the use 
of a single camera to monitor wider parking areas, it has to accommodate the is-
sues of occlusions such as between cars or other overlapping objects. Another area 
of concern is regarding different illumination settings. While the system does not 
adapt to changing in lightings, it can however be set up to work under specific 
lightings during installation. 

In future work, other sub-systems can be incorporated such as vehicle identifi-
cation through license-plate recognition. This can be applied for various applica-
tions in a more complex intelligent management system, such as theft avoidance 
or car tracking in huge multi-storey parking facilities. Parking spaces can be al- 
located with id numbers via the system, and parked cars can easily be associated 
to these id numbers. This can provide navigation assistance by directing vehicles 
towards available parking spaces. 
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Campus Access Control  
and Management System 

Mei Jun Voon, Sy Mey Yeo and Nyuk Hiong Voon 

Abstract&Advanced centralised access control (CAC) systems are widely deployed 
on campuses as a means to provide security and track movements. There is concern 
that some campuses are not using such protective systems, hence this paper attempts 
to resolve this weaknesses in such institutions’ by developing a simpler CAC system 
using the Radio Frequency (RF) and contactless smart card technologies. The scope 
of the developed system is not only limited to access control but also to utilise the 
gathered data to automate and potentially to support other processes of the institu-
tion, such as lecture scheduling and attendance tracking. 

Keywords Access control · Radio Frequency · Contactless smart card · Multifunc-
tional 

1 Introduction 

Access control strategies have always been a necessity in university campuses. 
There has always been a need to limit access to sensitive areas and protect re-
sources and assets in various scenarios and locations, including classrooms and 
special laboratories. Not only that, unfortunate incidents such as thefts, vandalism 
of campus property, cars being broken into [1], and even fatal assault case [2] had 
happened in local universities. This paper introduces a multifunctional centralised 
access control and management system using Radio Frequency (RF) and contact-
less smart card technologies. Campus security is the prime candidate for such 
technologies as the nature of campuses are easy access by a relatively high num-
ber of people in a place. The proposed system will benefit universities with no 
access control in place or are deploying standalone system in various strategic 
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areas on their grounds. Standalone systems have limitations in their features and 
one main weakness is their ineffective ability to trace back individuals who gained 
access into the rooms, thus making investigations on campus grounds difficult. A 
background study to explore the various technologies such as barcodes, QR codes, 
Bluetooth, biometrics, RFID, contactless smart cards, and NFC, was carried out by 
reviewing relevant academic journals, papers and online technology articles. Re-
search showed that the best possible technology to use for the implementation is 
the contactless smart card. The focus of this paper is to highlight the design and 
development of a Centralised Access Control (CAC) system for campus environ-
ment that is also capable of fully utilising its gathered data for other useful tasks 
such as lecture attendance automation, room booking and scheduling, and real 
time occupancy validation. 

The rest of the paper is organised as follows: Section 2 provides the background 
research of relevant leading technologies in today’s CAC systems and their deploy-
ment in universities. Section 3 describes the research methodology. Section 4 gives 
an overview of the implementation of the prototype system. Section 5 identifies 
potentials of the developed system and Section 6 provides the conclusion. 

2 Background Research and Related Work  

Ever since the concept of electronic access control system first appeared, it has 
been tested and implemented with various different technologies. Different ap-
proaches come with their own set of advantages and disadvantages. The following 
discusses prevailing technologies: 

 Barcodes and Quick Response (QR) codes 
Both are technologies that require direct line-of-sight which could cause some 
delays especially when users have difficulty positioning the codes properly for 
scanning. Although they are low-cost access control solution, they are low-
security technologies as the codes can be duplicated very easily.  

 

 Bluetooth  
Several commercial products such as Kevo Smart Lock and EC Key which turn 
Bluetooth enabled devices into a key are already on the market. In 2014, HID 
Global announced the completion of a mobile access control pilot featuring 
Bluetooth Smart technology at Vanderbilt University [3]. The main concern of 
this approach is the battery consumption of the user credential. In order for us-
ers to travel fast and conveniently through the entry points, their Bluetooth are 
encouraged to be turned on and remain on discoverable mode at all times. This 
drains the battery of the mobile devices and backup plans should be considered 
in cases of mobile devices failure or devices running out of battery. 

 

 Biometrics 
Biometrics provides highest form of security because it eliminates specific cre-
dential devices, thus providing access control that cannot be transferred unlike 
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keys or cards. However, with the high security it provides, it comes with a high 
cost for implementation as well. Deploying biometrics for campus security in 
areas with large amount of users and high traffic might not be wise as its nature 
of authentication might cause bottlenecks at entry points. 

 

 Radio Frequency Identification (RFID) Tags 
An increasingly prevalent technology since 1970s as the technology becomes 
more affordable. One of its major advantages is the fact that it does not require 
line of sight and is capable of high read range, therefore making it one of the 
best candidates for object identification and tracking. However, using RFID 
tags that operates at high frequency and therefore having high read range will 
not be able to prevent tailgating. So ideally, tags operating at low frequency 
(LF) would be a better choice for access control systems.  

 

 Contactless smart card 
Contactless smart cards employ radio frequency between card and reader which 
requires no physical insertion of the card as reading is done by passing it along 
the exterior of the reader. These cards conform to the ISO14443 standard, with 
variations of type A, B, and C. Equipped with the memory storage and ability to 
encrypt make these cards an ideal option for applications that require certain level 
of security. Santander’s smart card is an example of using contactless smart cards 
for secure applications in educational institutions at a large scale [4]. 

 

 Near Field Communication (NFC) 
NFC is an emerging technology that has enabled smartphones to be used as user 
credential. A pilot program involving the deployment of NFC in access control 
system was done at Arizona State University in 2011 by HID Global [5]. But the 
lack of standardisation among cell phone carriers, handset manufacturers and secu-
rity manufacturers is the biggest obstacle to the adaptation of the technology [6]. 

 

A brief comparison of the discussed technologies is shown on Table 1. 

Table 1 Comparisons between technologies 

Technology Cost Security Read Range Power  
consumption 

Barcodes and QR 
codes 

Inexpensive Very low Line of sight 
required 

None 

Bluetooth Lower than 
NFC 

Medium approx. 10 m 
(Class 2) 

High 

Biometrics Very High Very high Contact None 
RFID tags Low Low Variable,  

up to 100 m 
Depends on 
type of tag 

Contactless smart 
card 

Low High < 10 cm None 

NFC Higher than 
Bluetooth 

High 10 cm or less Low 
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To date, CAC systems are already in use by many campuses around the world. 
These systems usually employ multifunctional contactless smart cards as user 
credential. Aside from serving as official ID and access cards, they provide access 
to other on-campus services and facilities, and are also used as electronic wallets. 
ONEcards from University of Alberta [7] and TigerCard from Princeton Universi-
ty [8] are existing examples of such applications. 

There has been several research projects [9], [10] which are focused on student 
attendance automation, and these authors have opted for using RFID technology 
for the implementation. Using a technology that is only capable of providing low 
security and high read range locks the proposed system out from the potentials of 
integrating various services that might require very secure transactions in the fu-
ture, such as access controls and electronic cash applications. This project furthers 
the scope of these works by integrating not only smart attendance automation, but 
also lecture and room scheduling services to a CAC system, using a different ap-
proach by emphasizing on new use of the system’s gathered data. 

Ononiwu and Nwaji (2012) [11] had done similar research work. Their project 
was done with a low frequency RFID reader with a hardware motor unit to simulate 
an automatic door. A time attendance management system was also developed using 
visual basic.Net. The management system, however, was limited to only three major 
functions – showing attendance, adding and deleting users. The system did not pro-
vide for higher level of access control management; the door unit grant access to any 
registered users in the database and was also not designed for managing multiple 
doors. It did not have the ability to relate attendance to lessons as well. 

3 Research Methodology 

The research stage of the project involves reviewing relevant academic journals, 
papers, technology articles as well as commercial products, to study the various 
technologies used to develop modern digital access control systems in order to 
come up with alternate design options for the proposed system. Next, a relevant 
university is identified to conduct a survey to gauge the interests of multifunction-
al student smart card and access control system on campus, as well as the possibil-
ity of integrating NFC as user credential. 

The short survey, consisting of twelve questions, is designed to solicit  
responses from university students, as they make up the largest portion of the  
system’s end users. It is distributed randomly and a total of eighty-five university 
students responded; ranging from freshmen to seniors, across all departments of 
ITB. The rationale for picking ITB as the study bed is due to the fact that ITB fits 
the profile for universities which can benefit from such a system and also due to 
its proximity to the author. 

An analysis is then conducted upon the gathered survey responses. The findings 
suggested high interests in the deployment of an access control system (75.3%) 
and use of multifunctional student smart card (84.7%), especially in electronic 
cash on campus (82.3%). More than half of the students (62.4%) also think that 
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5 Results and Analysis 

Rather than implementing a specific system for attendance registration as suggested 
by many previous research projects [12],[13], the developed system marks atten-
dance by making use of the access logs by running the attendance tracker script the 
end of the day. Since the database contains all lesson schedules arranged by staff 
members as well as students’ registered modules, the attendance tracker identifies a 
list of lessons that were conducted during the day before identifying the lists of stu-
dents that are involved for each lesson. Then for each student, the attendance track-
ers tracks if they have created any access logs at the lesson venue between one hour 
before and after the lesson starts to mark their presence for the class. Employing an 
attendance tracker at the end of the day to automate attendance marking is efficient 
and also makes good use of the server during its most idle time because access traf-
fic on campus would be low to almost none during midnight. 

The highlight of the developed CAC system is in its infrastructure design to 
maximise the use of its gathered data, hence enabling its scope to reach beyond 
just campus security, including not only smart lecture attendance, but also room 
booking, validation of room occupancy, facility management, and other data pos-
sibilities; Since this is analysing data already gathered, there should be no signifi-
cant operational costs increment.  

 

 

Fig. 4 Data simulation of the validation of occupancy feature: User checks for real-time occu-
pancy of lecture room 1F.25 at 8 AM. The system checks for the door ID of that room is ‘1’ (1) 
and identify if there is a lesson scheduled at that time. Schedule stored in database reveals that 
CISWIR module is scheduled at 8 AM that day (2). System then checks for the details of the 
lecturer who booked the room (3), and found out that CISWIR is taught by staff with ID of ‘2’, 
who goes by the name of ‘Dyg Yeo Sy Mey’, holding the ID card with number ‘44330259’. The 
system then proceeds to validate the immediate occupancy of the room by checking if the teach-
ing staff member is already in the room by going through the access logs (4). In this example, the 
staff member has made an access at 8.06 AM to the room, and therefore the system deduces that 
the room is already occupied. If no access log was found, the system would deduce that the room 
is not occupied so it is free to be used by the requesting user. 
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Fig. 4 illustrates the validation of room occupancy by analysing live data. Since 
all details of lessons (i.e. venue and time) are necessary to be kept in database to 
support smart lecture attendance, these data can also be used to illustrate occu-
pancy timeslots of lecture rooms. This offers a good overview at one glance to 
staff members, making room booking a more convenient process. The availability 
of rooms, especially laboratories equipped with special facilities, can also be con-
firmed in real time by the use of access logs. The system validate the occupancy 
by going through the access logs of a specific room to determine if the teaching 
staff who booked the room for the timeslot beforehand is already present at the 
venue. This feature would be useful in the event of any last minute lesson cancel-
lations which are not reflected in the system.  

The access logs can also be utilised to support facility management. Mainten-
ance workers or teams (e.g. air conditioning technicians, I.T. technicians) can be 
given another account to distinguish them from other users of the CAC system. 
The system can then track when was the last visits these maintenance workers 
came to perform maintenance work around the campus, and remind the adminis-
trators when it is time for the next maintenance work to be scheduled. 

The potential of this system can be expanded beyond the examples given 
above. The introduction of multifunctional student smart card also opens up op-
portunities for integrating other services on campus such as integration with the 
library management system, canteen food voucher management system, campus 
parking management services and e-payment management services. 

The proposed system is validated by a small group of 6 students and 2 staff 
members. The prototype consisted of only one USB RF reader connected to a laptop 
which was running the Java program to simulate the door locking mechanism and 
log for data collection. The reader was set with the serial number that was assigned 
to a specific door on campus. Students were distributed with a contactless smart card 
and asked to interact with the system. The staff members were also asked to perform 
various tasks on the management system with their own accounts. Feedbacks from 
the testers were used as inputs to refine mainly the user interface of the system. The 
testing session validated that the system was performing as expected, and was able 
to handle the good amount of data that was collected in the database properly. 

6 Conclusions  

Implementing a CAC system can bring in numerous benefits to a university,  
including making the campus a smarter and more secure space. This paper has 
discussed on how to maximise the utilisation of the data gathered by a CAC sys-
tem to integrate several useful features and services quite efficiently in terms of its 
stored data. The fact that the management system is web-based makes it very  
flexible as additional functions can be incorporated into the system with ease. 
Selecting smart cards as user credentials is not only a security strategy to reduce 
tailgating, but also to allow for future applications that require secure transactions. 
A multifunctional smart card would surely relief the burden of students and staff 
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having to carry several different cards at the same time. The system, however, is 
still quite simple and therefore prone to trickeries such as proxy attendance and 
tailgating issues. The system could be bolstered with facial recognition and biome-
trics to address such weaknesses. 
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Teknologi Brunei.  
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Lip-Reading: Toward Phoneme Recognition 
Through Lip Kinematics 

Ak Muhammad Rahimi Pg Hj Zahari 

Abstract&Heuristic parameters such as width and height are usually obtained in 
audio-visual speech recognition. However, the presence of noise has an impact on 
such system. In the paper, we present a mathematical study investigating whether 
descriptive parameters derived from lip shapes can improve the performance of 
the system through the use of a mathematical model. The video database used 
consists of five separate pronunciations of the numbers ranging from 0 to 9. Three 
categories of data have been successfully classified; the polynomial coefficient 
(curving of the lips), width and height (both inner and outer) and also the raw data 
(coordinates). The results showed that the best classifier is the curving of the bot-
tom lip contour with an accuracy of 90.91% and the weakest classifier is from 
points on the right upper lip contour with accuracy of 12.24%. 

Keywords Noise · Mathematical model · Polynomial coefficients · Classifier 

1 Introduction 

In the presence of audible noise, the performance of speech recognition systems 
becomes degraded. One method of reducing the effects of noise in such systems is 
to make use of visual information that can be obtained from the speaker and in 
particular the movements of the lips. Lip reading is therefore seen as a supporting 
process to speech recognition where its application in stand-alone process ranges 
from the use of mobiles phones in health application to video surveillance use for 
security. However detecting the lips has become more and more challenging, be-
cause of large difference between people in shapes, existence of facial hair, head 
movement and lighting. To be able to make use of the visual information, features 
derived from the lip should be extracted and therefore lip models needs to be built.  
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In this paper, we proposed a mathematical model of the lips that will be devel-
oped by obtaining measurements to estimate both the static parameters that are 
peculiar to individual speakers and the dynamic changes in these parameters that 
occur when specified words are uttered. Once a database of parameters has been 
developed, the models will be used to identify words spoken by further speakers 
and the results compared with existing approaches in the literature. A publicly 
available corpus of speakers will be used as well as a new high-definition corpus 
that is currently being established at Loughborough University. Although mathe-
matical models of lips have been developed by previous researchers (and these 
may be re-used in this study), there appears to be no previous use of such models 
for audio-visual speech recognition.  

The text is organized as follows: In Sect. 2, previous related works are studied 
as well as the introduction of the proposed method with classification techniques 
and in Sect. 3, discussion of the results. Lastly, conclusion of this work will be 
addressed with further suggestion in Sect. 4.  

2 Lip Kinematics 

In noisy environments, humans are able to reduce speech recognitions errors by 
using the speaker's lip movements and indeed many people with hearing difficul-
ties rely on lip reading to provide majority of the speech information they receive. 
Most of the recent methods for extracting lip contours are based on image seg-
mentation and color-based information of the lip region. However, a lip template 
can be used to describe lip contour and several curves and special points are em-
ployed to approximate actual lip shape in order to obtain geometric feature of the 
lip shape. Various lip models may be found in the literature. In [1], the lip is made 
up of two contours, outer and inner. Both of them are described by curves using 
nonlinear least square methods. In [2], combination of two semi-ellipses was pro-
posed with the employment of 16-point geometric deformable model and initiali-
zation of evolving curves. In [3], the introduction of parameterized key points has 
proven to be the most important aspects for lip movement recognition. These 
points will help to calculate the height, width and area. Lastly in [4], multiple 
points’ representation of the lip was introduced and the classifications of the 
words were implemented using Euclidean Distance. 

2.1 The Proposed Method 

The proposed method consists of three different phases with the use of a selected 
video database. The schematic depicted in Fig.1. Mainly, first phase deals with the 
extraction of parameter; second phase concerns with classification techniques and 
the last phase discusses and evaluates the classification results. 
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Fig. 1 Schematic Diagram of the proposed method 

2.2 Video Images Database 

In this paper, the video sequences are obtained from [5]. This has been made using 
a high definition camcorder. Selection of video was based on the success detection 
rate of the mouth region. Moreover, it consists of pronunciation of numbers rang-
ing from '0' to '9' and each has 5 different sets labelled as ‘a, b, c, d and e’. These 
sets will be used as comparison means. 

(a)    (b) 

Fig. 2 Sample of video database (a) Face Region (b) Mouth region 

2.3 Parameter Extraction 

In extracting the parameter, we proposed the idea of manually getting the outline. 
This implies that the user needs to choose the right point on the image. The im-
plementation of the automatic method has shown its weaknesses in getting the 
right contour. For the method, specific functions have been made which corres-
ponds to the name containing built-in MATLAB functions which perform image 
processing tasks.  Coordinates from every frame and video will have to be selected 
and these videos will have a slightly different amount of frames. Manual Identifi-
cation of the coordinates via user selection takes around 15-30 minutes for each 
video as each frame needs to be processed, and this also includes the processing 
time for the arrangement of the result into a database. Through the study of the 
mathematical model in the literature, we implemented a 21 point model as seen in 
Fig. 3 and the coordinates are in Table 1. 
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Fig. 3 21-point geometric proposed model 

Table 1 Proposed coordinates 

1 Outleft 8 UpperOutRight 15 UpperInMid  

2 OutRIght 9 UpperOutRight1 16 BottomInMid  

3 UpperOutMid 10 UpperOutRight2 17 UpperInLeft  

4 BottomOutMid 11 BottomOutLeft 18 UpperInRight  

5 UpperOutLeft 12 BottomOutRight 19 BottomInLeft  

6 UpperOutLeft1 13 InLeft 20 BottomInRight  

7 UpperOutLeft2 14 InRight 21 Mid  

These coordinates were used to identify five more additional parameters; Outer 
and Inner height, Outer and Inner width and lastly, polynomial coefficient. Both 
height and width are calculated using Euclidean Distance based on Eq.1. Suppose 
we have two coordinates (x1, y1) and (x2, y2), the distance, D is as follows: 

 2 2
1 2 1 2( ) ( )D x x y y                                       (1) 

In order to get the polynomial coefficient, we implemented a ‘least squares’ me-
thod [6]. Given the coordinates, this method will minimize the squared error be-
tween the set of measured data and the curve. We then use the result to compute a 
2 degree polynomial, i.e. quadratic polynomial. The order of polynomial relates to 
the number of turning points that can be accommodated. In this case, we eventual-
ly come across a turning point.  

2.4 Classification Techniques 

The obtained data will have some sort of patterns between each other. It is very 
important to develop proper methodologies to organize them. The idea behind this 
classification is to assign a class to an unknown or unknown pattern based on  
previously acquired knowledge about the objects and the classes to which they 
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belong. However , designing such a pattern recognition system is usually an inter-
active process that involves the selection and computation of features from the 
objects that needs to be classified and the numerical data, for instance collections 
of feature vectors often necessary needs to undergo pre-processing before they can 
be inputs to any classifier. We have chosen a simple method known as minimum 
distance for the classification [7]. Assumptions were made to which each time 
when the test data set is applied to the training data it will give minimum two re-
sults. Prior knowledge suggests each of the data used has two correct sets. The 
process will remove any presence of duplication. As each video has five different 
sets, it can be divided as three training sets and two tests sets.  

The classes that have been considered are divided into three categories:- 

 Polynomial coefficient 
 Width and Height 
 Raw Data (or, Coordinates) 

In this paper, the only preprocessing technique being applied is normalization 
method based on Eq. 2 which will result in the number of frames ranging from 0 
to 1. This allows easier comparison of results between each of the videos. Suppose 
that we have a certain number of frames in a video, i. The variable which contains 
these values can be represented as f. Thus, 

min

max min

( ) i
i

f fNormalizedValue f
f f





                           (2) 

Where 

maxf - Maximum number of frames 

minf - Minimum number of frames 
 

Other than normalization, the obtained data is assumed to be correct, and this 
can be checked in the classification process. The proposed classification is illu-
strated in Fig. 4. 

 
 
 
 
 

 
 

 

 

Fig. 4 Chosen classification method 
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2.5 Evaluation 

To evaluate the results of the classification, we studied only the proportion of the 
total number of predictions that were correct through the use of confusion matrix 
[8]. The motivation behind this is to check which parameter has a significant 
change in the pronunciation of numbers and thus can be used to improve the accu-
racy of detection. The results will undergo two phases shown in Table 2: Phase I is 
aimed at whether it can be classified correctly to its respective data, basically to 
classify data correctly and Phase II suggests without the existence of a specific 
data set will it be able to classify that data from the rest of the data or successfully 
classify incorrect data.  The classifier also can be categorized into two; the strong-
est classifier and the weakest classifier. The strongest classifier can be found by 
searching the maximum result of accuracy in the Phase I and also a minimum 
accuracy in Phase II. The reason behind the maximum suggests that the classifier 
manage to classify the data correctly whereas the minimum in Phase II shows that 
the classifier can classify unwanted data. However the weakest classifier will have 
the opposite characteristics; a minimum in Phase I and a maximum in Phase II.  

Table 2 Proposed Coordinates 

Phase Training Sets (a, b, c) Phase Training Sets (a, b, c) Test Sets (d, e) 

I 

0 

II 

1 till 9 

0-9 

1 0,2-9 
2 0-1,3-9 
3 0-2,4-9 
4 0-3,5-9 
5 0-4,6-9 
6 0-5,7-9 
7 0-6,8-9 
8 0-7,9 
9 0 till 8 

3 Results 

3.1 Behavior of the Lip 

In dealing with such model, basic definition and terminology are quite useful. One 
of them is the coordinate system which for an image in MATLAB is different 
from a normal graph. The y-axis is reversed and the axes started from 1 instead of 
0. Moreover, units used are in unit pixel. Video ‘1a’ was chosen as an example to 
illustrate the movement of the lip uttering the number ‘1’. The video consists of 13 
frames altogether. The analysis consists of three parts, the changes in the width, 
changes in height and as well as the changes in the polynomial coefficients. 
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Fig. 5 Pronunciation of number ‘1’ (top left to bottom right) 

3.2 Changes in Parameter 

The behavior of the width and height are seen in Fig. 6. Results suggest that both 
of the width decrease to a minimum and then slowly increase to a steady state. 
This implies that the mouth is in the state of protrude. In other words, the lip ex-
tends forward which gives pressure in pronouncing ‘wuu’. And later the increase 
is when the lip stretches out, uttering ‘unn’.  

On the other hand, the height behaves oppositely where the height increases to 
a maximum; this is the effect after the mouth utters 'wuu'. It then returns to its 
original state.  

 
(a)     (b) 

Fig. 6 Results of the movement of the lips (a) Changes in width (b) Changes in height 

Aside from the two parameters, the effect of polynomial coefficients was inves-
tigated where only the y-intercept has been analyzed. This is due to visible large 
change in values. Curve representations and observation are illustrated in Table 3. 
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Table 3 Changes in the polynomial coefficient based on the respective curve 

 

3.3 Discussion 

The summary of the classification results based on only the strongest and weakest 
classifier from each of the three categories is shown in Table 4. 

Curve 3, representing the bottom outer lip contour was found to be strongest 
classifier because of the highest percentage of accuracy compared to the other 
classifier within all of categories. This implies that each of the data sets has its 
own unique behavior for this specific coefficient, illustrated in Fig. 7. An example 
of the training dataset, i.e. 1b is plotted together with both test sets 8d and 1d. 
Although it seems that they behave in a similar way, the Euclidean distance be-
tween 1b and 1d has proven to be smaller than of 8d. Thus it has been successfully 
classify the data. Other datasets are not shown due to obscure result. 
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Table 4 Summary of the classification results 

 Classifier 
Accuracy (%) 

Phase I Phase II 
Strongest Curve 3 90.91 1.10 

 

Inner Height 83.33 1.64 
YBottomInMid 72.73 3.61 

XInLeft 72.00 2.84 
Outer Height 67.86 5.00 

Curve 2 64.29 4.49 
YUpperOutRight 20.00 9.52 

Weakest XUpperOutRight 12.24 10.27 
 

 
Fig. 7 Comparing of data resulting from the pronunciation of ‘1’ and ‘8’ 

Constant movements of the lips up and down have major effect on the width 
and height. Results suggest that coordinate InLeft has a high accuracy, especially 
in the x-direction. This statement is supported by the coordinate which define the 
width (marked as ‘o’ in Fig. 8a). InRight, OutLeft and OutRight coordinates have 
high accuracy as well. The movement in y-direction however, relates to the impact 
is caused by the changed in height. The Y-Coordinate for UpperInMid and Uppe-
rOutMid (marked as 'o' in Fig. 8b) have lower accuracy compared to them as when 
the mouth is moving, only the bottom part of the lips played a major role. Uppe-
rOutRight coordinates, which are connected to the curving of the upper lip is the 
weakest classifier within the three categories and one factor might be because of 
the orientation of the image. 
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(a)      (b) 

Fig. 8 Illustrations of the lip (a) coordinate InLeft (b) coordinate BottomInMid 

4 Conclusion 

This paper presented a mathematical study of lip-reading parameters. We success-
fully implemented a method for extracting such parameter allowing them to be 
analyzed and classified depending on the training and test data sets used. The ex-
act coordinates are located and tracked depending on the user selection. The sys-
tem has been tested on the database that contains pronunciations of ‘0’ to ‘9’. We 
have also discussed the result of the classification and the result has shown that the 
bottom outer lip contour is the strongest classifier.  

Simple functions as well as the understanding of the different variations of be-
haviours of the lips are discussed throughout the paper which can aid in the distin-
guishing different between uttering of words. As future work, we intend to explore 
a higher degree of polynomial for the curve fitting, better classification methods as 
well as implementation of 3-Dimensional model. 
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Object Matching Using Speeded
Up Robust Features

Nishchal Kumar Verma, Ankit Goyal, A. Harsha Vardhan,
Rahul Kumar Sevakula and Al Salour

Abstract Autonomous object counting system can help industries to keep track of
their inventory in real time and adjust their production rate suitably. In this paper we
have proposed a robust algorithm which is capable of detecting all the instances of
a particular object in a scene image and report their count. The algorithm starts by
intelligently selecting Speeded Up Robust Feature (SURF) points on the basis stabil-
ity and proximity in the prototype image, i.e. the image of the object to be counted.
SURF points on the scene image are detected and matched to the ones on the proto-
type image. The notion of FeatureGridVector (FGV) andFeatureGridCluster (FGC)
is introduced to group SURF points lying on a particular instance of the prototype. A
learning model based on Support Vector Machine has been developed to separate out
the true instances of the prototype from the false alarms. Both the training and infer-
ence occur almost in real time for all practical purposes. The algorithm is robust to
illumination variations in the scene image and is capable of detecting instances of the
prototype having different distance and orientation w.r.t. the camera. The complete
algorithm has been embodied into a desktop application, which uses a camera feed to
report the real time count of the prototype in the scene image.

Keywords Object counting · SURF · Feature Grid Vector · Feature Grid Cluster ·
SVM

1 Introduction

Object counting is a common task performed in many industries, research laborato-
ries, and other organizations. The information obtained from counting the number
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of objects is used to make quantitative and qualitative analysis. Counting objects
manually is a tiresome and time consuming task, especially when the number of
objects is large. Automating the process of counting could increase the efficiency of
the overall process and also saves time and resources. Such automated object count-
ing have a wide range of applications for e.g. in industrial manufacturing process
for production, quality control and inventory management, and in medical research
facilities for cell counting in digital microscopic images.

Lempitsky et al. [1] proposed a method for counting number of cells in a micro-
scopic image or number of people in a surveillance video frame using supervised
learning approach. In their method, density of objects i.e. number of objects per pixel
was estimated by transforming density estimation into an optimization problem. Ob-
ject countwas finally obtained by integrating estimated density over thewhole image.
Barbedo et al. [2] performed object counting in nebular chambers by analyzing edges
of chamber lines and objects and then determining the regions of interest. All edges
were found using Sobel method. Guo et al. [3] proposed an automatic cell counting
method using histogram dual-threshold to separate the background, followed by blob
analysis and K-mean clustering to detect the cells. Fabic et al. [4] performed object
counting for the estimation of fish population. For this, they perform Canny edge
detection on underwater video frames to obtain fish contours and then employ blob
counting to obtain the fish count. Mazei et al. [5] presented a method to analyze
surveillance video and find the number of objects that enter or exit the given area.
They perform background subtraction on the video frames and apply binary thresh-
olding. The obtained binary image is used to determine blobs which represent objects
and counting them gives the object count. In [6] Rabaud et al. tried to estimate the
number of moving object in a scene by tracking feature trajectories.Pornpanomachai
et al. in [7] proposed a system based on image processing to find the number of mov-
ing objects in scene. The system requires a background without the moving objects
and the scene with moving objects.

In our previous work [8], counting was done matching the fuzzy color histogram
of the prototype image and scene image to obtain the region of interest. Mean square
error (MSE) values between the pixels of scene image and that of the prototype
image are calculated within the region of interest. Local minimas among these MSE
values were selected and two filters namely suppress filter and dip filter were applied
on them to reject the false alarms. Performing these steps gives the location and the
count of instances of the prototype present in the scene image. This method gave
very accurate results for situations when alignment and scale of the objects present
in the scale image were similar to that of the prototype image. The same was not
true when objects with differential scales and alignment. The method proposed in
this paper overcomes these drawbacks. Also it computationally cheaper and gives
results in faction of a second.

Scale Invariant Feature Transform (SIFT) [9] and Speeded Up Robust Features
(SURF) [10] are local feature descriptors extracted at interest points in an image.
These descriptors can be used to detect extent of matching between two images or
for the detection of a particular object in an image in which many other objects
are present. For a particular object or pattern in an image, the features extracted
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corresponding to them should be similar even though they are extracted in differ-
ent scale, illumination and noise in order to perform accurate recognition. SURF
and SIFT are well known feature descriptors which gives features that are invariant
to scale, rotation and illumination variation. These feature descriptors are used to
perform tasks like image retrieval, recognition, mosaic etc. SIFT is more appealing
as feature descriptor, but extraction of SIFT points in an image is compuatationally
expensive. SURF on the other hand gives descriptors which are almost as robust as
SIFT descriptors alongwith being computatuionally cheaper than SIFT [10]. For this
reason SURF is preferred to SIFT. There are some really good works making use
of SURF features [11, 12]. Juan et al. [12] proposed an algorithm to match scene
using SURF. Huijuan et al. [11] proposed a fast image matching algorithm using
improved SURF. There have been several other works which have used SURF for
object classification and image stitching.

In this paper SURF is used to detect and count the instances of the prototype in the
scene image. SURF points are extracted in both the prototype image and the scene
image. Most relevant SURF points are selected from those detected in the prototype
image and the rest discarded. These selected SURF points are matched to the ones
detected in the scene image and then size filter is applied to remove the impossible
matches. The concept of FeatureGridVectors (FGV) andFeatureGridCluster (FGC),
which are introduced in preceding sections, is used in order the club the SURF points
lying on a particular instance of the prototype. A Support Vector Machine (SVM)
based model is used to classify whether a particular group of SURF points represents
a true instance of the prototype or not. In this work we have assumed that the objects
in the scene image are kept horizontally which is a reasonable assumption for objects
in an inventory. Under this assumption the algorithm is robust to variation in distance
and orientation of the object to be detected w.r.t to the camera. It is found that very
few training examples are required for the algorithm to give good performance and
thus the training is computationally cheap. Also the inference occurs in real time for
all practical purposes.

This paper further proceeds in the following manner. Section 2 gives a brief
introduction to SURF and SVM. In section 3 the step wise implementation of the
proposedmethod is described. Section 4 has the description of the experimental setup
and the results. Section 5 concludes the paper.

2 SURF and SVM

This section gives a brief overwiew of SURF and SVM.

2.1 Speeded Up Robust Feature (SURF)

There are two stages in obtaining a SURF descriptor, first detecting SURF point and
then extracting the descriptor at the SURF point [10]. The detection of SURF point
makes use of scale space theory [13]. For detection of SURF point, Fast-Hessian
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Fig. 1 Approximation for second order Gaussian derivatives by box filters

matrix is used. The determinant of Hessian matrix is used for deciding whether a
point can be chosen as an interest point or not. In an image I , the Hessian matrix
at point X and scale of σ , is defined by Eqn. 1. Lxx (X, σ ) is the convolution of
Gaussian second order derivative with the image at point with coordinates (x, y).

H(X, σ ) =
[

Lxx (X, σ ) Lxy(X, σ )

L yx (X, σ ) L yy(X, σ )

]
(1)

Gaussian second order derivative used in Lxx (X, σ ) is given as follows

∂2

∂x2
g(σ )

where, g(σ ) = 1

2πσ 2
e

−(x2+y2)

2σ2

⎫⎪⎪⎬
⎪⎪⎭

(2)

Similarly second order Gaussian derivatives for L yy(X, σ ) and Lxy(X, σ ) are also
found as

∂2

∂y2
g(σ ) and

∂2

∂x∂y
g(σ ). (3)

The Gaussian second order derivative needs to be discretized before performing
convolution with the image. An approximation of this discretized Gaussian partial
derivative with a box filter was proposed by Herbert [10]. This approximation pro-
vides us with almost similar results as in the previous case while making it less
computationally complex. Dxx , Dyy and Dxy represent the convolution of box filters
with the image. These approximated second order Gaussian derivative calculations is
made fast by using integral images [10]. A pictorial representation of the discretized
Gaussian partial derivative filters and their corresponding box filters approximation
is given in Fig. 1. The determinant of approximatedHessianmatrix is given byEqn. 4.

det (Happrox ) = Dxx Dyy − (0.9Dxy)
2 (4)
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Fig. 2 Obtaining feature descriptor at an interest point

The scale space of the image is analyzed by changing the size of box filter. Generally
Box filter begins with a default size of 9×9which corresponds to Gaussian derivative
with σ = 1.2. The filters size is later up scaled to sizes of 15×15, 21×21, 27×27 etc.
The approximated determinant of Hessian matrix is calculated at each scale and the
non-maximum suppression in 3×3×3 neighborhood is applied to find the maxima.
The SURF points location and scale, s is obtained with the maxima values [14].

Orientation for the obtained SURF point is assigned using Haar-wavelet response.
In the neighborhood of SURF point i.e. within a radius 6s, Haar-wavelet response
is calculated in both x and y directions. Using these responses, a dominant orien-
tation direction is determined. In the direction of dominant orientation, a square
of size 20s centered at the SURF point is constructed. This is divided into 4×4
sub regions. In each of these sub regions, horizontal and vertical Haar wavelet re-
sponses dx and dy are calculated at 5×5 regularly placed sample points as shown
in Fig. 2. These responses are summed up in a particular interval to get �dx, �dy.
Also the absolute values of these responses are summed up in a particular inter-
val which gives �|dx |, �|dy|. Using these values, a 4 dimensional feature vector
V = (

�dx, �dy, �|dx |, �|dy|) is constructed for each sub region. Thus, each
extracted SURF point is associated with a 4×(4×4) descriptor, which is a 64 dimen-
sional descriptor. This 64 dimensional descriptor is used for performing thematching
operation.

2.2 Support Vector Machine (SVM)

SVM was introduced by Vapnik [15] with the aim of finding a highly generalized
classifier. It is a very popular binary classifier and has strong mathematical backing
behind its working principle. The working principle of classical SVM is for a linearly
separable case where SVM tries to find that hyper-plane which separates the two
classes with maximal margin. Maximal margin ensures lower VC dimension and
hence higher generalization. For non-separable cases, C-SVMwas introduced which
allows misclassifications to take place, but with a penalty of cost C. The optimization
function of C-SVM that has been used here as well is shown in Eqn. 5, where C is
cost and ξi is the margin error of i th sample. SVM solves this optimization problem
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easily by solving its dual form instead. The dual form always accesses data in the
form of dot products only. This comes to advantage as it allows one to use Kernel
tricks [16] while solving non-linearly separable problem.

min
w,b

1

2
w.w + C

l∑
i=1

ξi (5)

s.t yi (w.xi + b) ≥ 1 − ξi , i = 1, 2, . . . , l

ξi ≥ 0, i = 1, 2, . . . , l

3 Methodology

The entire algorithm can be divided into the steps given below. Each of these steps
is explained elaborately in the preceding section.

3.1 Selection of Stable SURF Points

The algorithm begins with detection of SURF points in the prototype image. As
shown in Fig. 4, these features are far too many in number. There is an inherent
redundancy in these overcrowded features. Moreover, handling unnecessary features
adversely affects the computational efficiency of the algorithm. Hence it becomes
important to avoid the unnecessary features and select only the important ones. Stable
SURF points are defined as those which have highest probability of being extracted,
evenwhen conditions are far from ideal. For identifying these stable points, prototype
images of different sizes are generated i.e. 0.9, 0.8, . . . , 0.1 times the original image
and do SURF point detection on them. As can be observed in Fig. 3, as the resolution
of the image reduces, the number of SURF points also reduce. For each SURF
point, a counter is maintained for counting its presence in different resolutions of the
prototype image. SURF points with higher count are chosen and others discarded.
It has been empirically observed that 10 to 20 SURF point are sufficient for the
algorithm to work.

(a) Prototype at scale 0.9 (b) Prototype at scale 0.8

(c) Prototype at scale 0.7

Fig. 3 SURF points at different scales
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(a) (b) (c)

Fig. 4 (a) Prototype with SURF points (b) Prototype with stable SURF points (c) Scene with
SURF points

3.2 Mapping of SURF Points

After selection of stable SURF points in the prototype image, all SURF points are
detected in the scene image as shown in Fig. 4. As the purpose here is to identify
multiple instances of prototype in the scene image, a one to many mapping of SURF
points is done on the scene image.Matching between two SURF points is specified in
terms of Normalized Squared Error (NSE) between the descriptors of the two points.
Two SURF points are considered to be matched, if their NSE is above a threshold
value of 0.5. All other SURF points that are not matched to any of the SURF point in
the prototype are removed. Here again a lenient threshold is chosen as this helps in
obtaining more matches and reduces the possibility of missing any SURF point that
is present on a true instance of the prototype. This need not be a matter of concern
because spatial filters and the SVM based false alarms detection mechanism takes
care of incorrectly matched SURF points.

3.3 Application of Size Filter

To ensure that no more than one SURF points lie in a particular instance of the
prototype in the scene image, filtering is applied on the matched SURF points in
order. This can happen as two close SURF points can have very similar descriptors.
For any particular SURF point in the prototype image, all the matching SURF points
in the scene image are arranged in decreasing order of their extent of matching
specified by NSE. Thereafter the SURF point with the highest extent of matching
is chosen and any other SURF point in its vicinity is removed. The vicinity for any
SURF point in the scene image is defined in terms of the expected size of the instance

Before Size Filter After Size Filter

Fig. 5 Mapping of a particular SURF point from prototype scene
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of prototype on which that SURF point lies. The expected size of this instance of the
prototype is obtained by using the formula given in Eqn. 6, where S is the scale of
SURF point in the prototype image and S′ is the scale of the matched SURF point
in the scene image. The vicinity of a SURF point in the scene is defined as a region
of size 50 percent of the expected prototype instance size. The size is chosen as 50
percent of the expected size as it helps in not rejecting the points which undergo
slight spatial rearrangement due to some rotation in the object instance. The same
process is repeated for rest for the SURF points in the scene image. The effect of
size filter for a particular SURF point in the prototype is shown in the Fig. 5.

Expected Size = Size Of Prototype × S′

S
(6)

3.4 Formation of Feature Grid Vectors (FGVs)

Feature Grid Vectors (FGVs) are spatial vectors connecting two SURF points in an
image. These vectors capture the information about spatial arrangement of the SURF
points in an image. Feature Grid Vectors (FGVs) are formed from each stable SURF
point in the prototype to every other stable SURF point on the prototype as shown in
Fig. 6. Thus if we have n stable SURF points in the prototype then we will have

(n
2

)
FGVs in the prototype. Similar FGVs are defined for the matching SURF points that
pass the size filter in the scene image. The FGV formed by connecting two SURF
points in the prototype image is compared with the FGV formed by connecting
the corresponding matched SURF points in the scene image and the matching factor
between the two FGVs is determined in the way explained in the next paragraph. The
FGVs on the scene image with matching factor in between 0.5 and 2 are considered
as valid and the rest are discarded.

Let P1,P2 be the SURF points in prototype and S1,S2 be the SURF points in scene
image. P1 is matched with S1 and P2 is matched with S2. X is the vector joining P1

and P2. Y is the vector joining S1 and S2. Y ′ is scaled vector of Y . Then the matching
factor is given by Eqn. 7

match(X, Y ′) = |X − Y ′|
|X | , Y ′ = R1 + R2

2
Y

where, R1 = scale(P1)

scale(S1)
, R2 = scale(P2)

scale(S2)

⎫⎪⎪⎬
⎪⎪⎭

(7)

3.5 Formation of Feature Grid Clusters (FGC)

Once the set of valid FGVs in the scene image is obtained, the next task is the for-
mation of Feature Grid Clusters (FGCs). A Feature Grid Cluster (FGC) is formed
by grouping matched SURF points in the scene image. The FGCs are meant to rep-
resent instances of the prototype in the scene image. These are formed by clustering
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Fig. 6 Formation of Feature Grid Vectors

matched SURF points in the scene in a way such that each matched SURF Point in
the cluster be connected to every other SURF point in the cluster by a valid FGV.

Its is clear that the number of SURF points in a FGCmay vary from 2 to N , where
N is the number of stable SURF points in the prototype image. Now for each FGC
a feature vector of size N + (N

2

)
is defined. The first N features of the feature vector

represent the amount ofmatching of the SURFpoints in the FGC to the corresponding
SURF point in the prototype. In case a SURF point is not present in some FGC the
corresponding element in the feature vector is assigned a value of −1. The next

(N
2

)
entries store the match factor between FGVs of the prototype image and the FGC.
In case a FGV of the prototype image is not present in the FGC it is assigned as −1.

3.6 Learning and Prediction

The objective in this step is to classify whether a FGC represents a true instance of
the prototype or not. For this a model is trained with a Support Vector Machine based
learning algorithm using the feature vector. The FGC belonging to an actual instance
of the prototype are assigned a true value which is +1 and the FGC not belonging to
an actual of the prototype are assigned a value −1. There can be the cases that two
FGCs may represent the same object. In that case+1 is assigned to both the clusters.
This process is done by manually inspecting the FGCs for multiple images to create
training set. This training set is used to train the model.

Once training is complete, any scene image can be the algorithm which form
FGC in that image and use the trained model to predict whether those FGC represent
true instances of the prototype. For each positively classified FGC, a rectangle is
constructed around the instance of the prototype it represents. Now in case two FGC
belong to the same prototype instance, one of the them is eliminated since they would
give almost the same rectangle. Once this is done detected objects are marked and
there count is reported.

4 Experiments and Results

A Desktop application was developed to conveniently execute the whole algorithm.
The setup includes a desktop PC with the application installed and a web-cam
connected to the PC using an USB cable or some wireless means. The web-cam
is positioned properly to capture the inventory scene. The user can operate the
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application using the Graphical User Interface (GUI) which is shown in the Fig. 7.
Starting with the process first selecting the prototype image by cropping it from
the scene image or choosing it from previously captured ones is done. By clicking
compute button the application starts taking input video feed of the inventory scene
from the web cam. After the computation is done the results are displayed on the
GUI. There is also an auto-run mode in which a time can be specified and the pro-
cess repeats until the time is elapsed. Results are displayed on the GUI after each
computation is completed.

In all our experiments we have considered the object in Fig. 4 as our prototype.
The results obtained for different test cases were tabulated in the Table 1 and Fig. 10.
We have shown results for 3 different images in each test case. Test case 1 is where
the objects are aligned similar to that of prototype. In test case 2 the objects are kept at
different orientation angles. In test case 3 the objects are placed at different distances
from camera resulting in different scales from that of prototype. The Before SVM
model simply classifies all the FGC as true objects. It can be seen that the percentage
error in most of the cases decreases after the SVM prediction which discards the
falsely alamrs.

Results of the present method are compared with those of previous work [8] and
are shown in the Table 2. Similar to Table 1 test case 1 has object aligned similar
to prototype, teat case 2 has objects kept at different orientation w.r.t. the camera
and test case 3 has objects kept at different distances from the camera. For each
case a set 10 images were taken and tested by both the methods. Each test image
has 5 to 10 objects. % Error is defined as the average percent error in all images,
where the percent error in an image is defined as the percentage of |Actual Count -
Predicted Count| to Actual Count. The errors obtained are very low for the present
SURF method compared to previous Fuzzy histogram method for the test cases 2
and 3. Fig. 8 shows the comparison of results on the image containing objects placed
at different distances resulting in different scales. Fig. 9 shows the results obtained
for both the methods on an image containing object with different orientation. It is
clearly evident the present SURFmethod outperforms the previous Fuzzy Histogram
method.

Fig. 7 Graphical User Interface



Object Matching Using Speeded Up Robust Features 425

(a) (b)

Fig. 8 Counting of objects with variation in scale (a) using FuzzyHistogramMethod (b) using
SURF based method

(a) (b)

Fig. 9 Counting of objects with variation in orientation (a) using Fuzzy Histogram Method
(b) using SURF based method

Table 1 Object recognition accuracies in different test cases

Objects Before SVM After SVM
Test
Case

True
Count

Count % Error Count % Error

1
7 7 0 7 0
7 8 12.5 7 0
7 6 12.5 6 12.5

2
3 4 25 3 0
3 3 25 3 0
3 5 40 3 0

3
4 5 20 4 0
6 8 25 6 0
5 6 16.67 5 0

Fig. 10 Plot showing the number of actual object count and object count before and after
SVM for different test cases
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Table 2 Comparison between Fuzzy Histogram based method and SURF based method

Test Case
% Error

Fuzzy His-
togram

SURF

1 2 0
2 32 1
3 29 0

5 Conclusion

Using SURF for matching makes the method much robust compare to the previ-
ous Fuzzy Histogram method. It is found that with very few training examples the
algorithm is able to achieve very high accuracy. This shows how powerful our fea-
ture vector representation is. Also the choice of low thresholds while filtering SURF
points and Feature Grid Vectors in the prototype enhances the overall robustness of
the algorithm to rotation variations and partial occlusions. The issue of removing the
false alarms is addressed by using the SVM learning model. Future work would be
to improve performance on partially occluded objects and to make it work on low
quality images as well.

Acknowledgments We would like to express our sincere thanks to The Boeing Company,
USA for sponsoring this research work at IIT Kanpur.

References

1. Lempitsky, V., Zisserman,A.: Learning to count objects in images. In: Advances inNeural
Information Processing Systems, pp. 1324–1332 (2010)

2. Barbedo, J.G.A.: Automatic object counting in neubauer chambers. In: Embrapa Infor-
mática Agropecuária-Artigo em anais de congresso (ALICE), SIMPÓSIO BRASILEIRO
DE TELECOMUNICAÇÕES 2013, Fortaleza. Rio de Janeiro, September 2013 (2014)

3. Guo,X.,Yu, F.:Amethodof automatic cell counting based onmicroscopic image. In: 2013
5th International Conference on Intelligent Human-Machine Systems and Cybernetics
(IHMSC), pp. 293–296. IEEE (2013)

4. Fabic, J., Turla, I., Capacillo, J., David, L., Naval, P.: Fish population estimation and
species classification from underwater video sequences using blob counting and shape
analysis. In: 2013 IEEE International Conference Underwater Technology Symposium
(UT), pp. 1–6. IEEE (2013)

5. Mezei, S., Darabant, A.S.: A computer vision approach to object tracking and counting.
Studia Universitatis Babes-Bolyai, Informatica 55(1) (2010)

6. Rabaud, V., Belongie, S.: Counting crowded moving objects. In: 2006 IEEE Computer
Vision and Pattern Recognition, pp. 705–711. IEEE (2006)

7. Pornpanomchai, C., Stheitsthienchai, F., Rattanachuen, S.: Object detection and counting
system. In: 2008Congress on Image and Signal Processing (CISP 2008), vol. 2, pp. 61–65.
IEEE (2008)



Object Matching Using Speeded Up Robust Features 427

8. Verma, N.K., Goyal, A., Chaman, A., Sevakula, R.K., Salour, A.: Template matching
for inventory management using fuzzy color histogram and spatial filters. In: 10th IEEE
Conference on Industrial Electronics and Applications (2015) (accepted)

9. Lowe, D.G.: Distinctive image features from scale-invariant keypoints. International
Journal of Computer Vision 60(2), 91–110 (2004)

10. Bay, H., Tuytelaars, T., Van Gool, L.: Surf: speeded up robust features. In: Computer
Vision, ECCV 2006, pp. 404–417. Springer (2006)

11. Huijuan, Z., Qiong, H.: Fast image matching based-on improved surf algorithm. In:
2011 International Conference on Electronics, Communications and Control (ICECC),
pp. 1460–1463. IEEE (2011)

12. Juan, S., Qingsong, X., Jinghua, Z.: A scene matching algorithm based on surf feature.
In: 2010 International Conference on Image Analysis and Signal Processing (IASP),
pp. 434–437. IEEE (2010)

13. Lindeberg, T.: Discrete scale-space theory and the scale-space primal sketch. PhD thesis,
Royal Institute of Technology (1991)

14. Brown,M., Lowe,D.G.: Invariant features from interest point groups. In: BMVC,Number
s 1 (2002)

15. Vapnik, V.N.: An overview of statistical learning theory. IEEE Transactions on Neural
Networks 10(5), 988–999 (1999)

16. Burges, C.J.: A tutorial on support vector machines for pattern recognition. Data Mining
and Knowledge Discovery 2(2), 121–167 (1998)



Author Index

Abbass, Hussein, 319
Ahmad, Azhan, 385
Andrews, Martin, 281
Ashinaka, Takushi, 293
Atay, Yilmaz, 43

Babalik, Ahmet, 209
Babaoğlu, İsmail, 199
Binmad, Ruchdee, 29
Boongoen, Tossapon, 85, 129, 143
Bouaguel, Waad, 75

Cristani, Matteo, 57

Devi, V. Susheela, 171
Doi, Shigeo, 3

Elsayed, Saber, 357

Goto, Hirotaka, 15
Goyal, Ankit, 415

He, Shuqing, 157
Hiraoka, Toshihiro, 255

Iam-On, Natthakan, 85, 129, 143

Jinfeng, Wang, 119

Kambayashi, Yasushi, 15
Kanchanasuk, Suebkul, 99
Kawakami, Hiroshi, 255
Khannara, Warangkana, 129
Kiehne, Niklas, 219
Kıran, Mustafa Servet, 189
Kodaz, Halife, 43
Kubo, Masao, 293

Leu, George, 319
Li, Li, 267
Li, Mingchu, 29

Matsuzawa, Tomofumi, 15
Meedech, Phanupong, 143
Mueller, Carsten, 219
Muruganantham, Arrchana, 239

Namatame, Akira, 293, 373

Ohta, Asuka, 15
Okada, Tomohito, 373
Olivieri, Francesco, 57

Palaniappan, Ramaswamy, 333
Permadi, Dendi, 343
Phon-Amnuaisuk, Somnuk, 333, 385

Rafi, Ahmad, 343
Rangnani, Soniya, 171
Riku, Setsui, 255

Salour, Al, 415
Santacà, Katia, 57
Sarker, Ruhul, 357
Sato, Hiroshi, 373
Sevakula, Rahul Kumar, 415
Sinapiromsaran, Krung, 99, 109
Songwattanasiri, Panote, 109
Sriwanna, Kittakorn, 85

Takeda, Masayuki, 15
Takimoto, Munehiro, 15
Tan, Kay Chen, 239
Tang, Xiao-jia, 267
Tongur, Vahit, 227, 305

Ülker, Erkan, 227, 305

Vadakkepat, Prahlad, 239
Vardhan, A. Harsha, 415
Verma, Nishchal Kumar, 415
Voon, Mei Jun, 395
Voon, Nyuk Hiong, 395

Wenzhong, Wang, 119
Yang, Juan, 157

Yeo, Sy Mey, 395

Zahari, Ak Muhammad Rahimi Pg Hj, 405
Zaman, Md Forhad, 357


	Preface
	Organization
	Contents
	Agents and Complex Systems
	An Experimental Analysis of a RobustPheromone-Based Algorithm for thePatrolling Problem
	1 Introduction
	2 Problem Definition and Related Work
	2.1 pidPVAW

	3 Simulation
	3.1 Overview
	3.2 Scenario 1: Static Square Grid Graph
	3.3 Scenario 2: Static Scale-Free Graph
	3.4 Evaluation Criteria

	4 Results
	4.1 Scenario 1: Static Square Grid Graph
	4.2 Scenario 2: Static Scale-Free Graph

	5 Conclusions and Future Work
	References

	An Improved Evacuation Guidance SystemBased on Ant Colony Optimization
	1 Introduction
	2 Ant Colony Optimization (ACO)
	2.1 Base Algorithms
	2.2 Special Note Related to Evacuations

	3 Related Works
	4 Simple Evacuation System Simulation
	5 Evacuation Guidance Simulation
	5.1 Pheromone Information Updates
	5.2 Moving Direction Decision
	5.3 Results and Discussion

	6 Extension for Avoiding Dangerous Area
	6.1 Deodorant Pheromone
	6.2 Results and Discussion

	7 Conclusion
	References

	Computational Models Based on ForgivenessMechanism for Untrustworthy Agents
	1 Introduction
	2 Related Work
	3 Forgiveness
	4 Forgiveness Mechanism
	4.1 Forgiveness Factors
	4.2 Sources of Forgiveness
	4.3 Computational Model of Forgiveness
	4.4 Zone of Forgivability

	5 Conclusion and Future Work
	References

	A New Adaptive Genetic Algorithm for Community Structure Detection
	1 Introduction
	1.1 Community Structure Detection
	1.2 Genetic Algorithm

	2 The Proposed Algorithm
	2.1 Genetic Representation
	2.2 Population Initialization
	2.3 Fitness Function
	2.4 Genetic Operators

	3 Experimental Results
	4 Conclusions
	References

	A LogicalModel of Communication Channels
	1 Introduction
	2 Multiple Channel Logic
	3 A Deduction System for MCL
	4 The Semantics of MCL
	5 Formal Properties of MCL
	6 Related Work
	7 Conclusions
	References


	Data Mining and Its Applications
	A New Approach for Wrapper FeatureSelection Using Genetic Algorithmfor Big Data
	1 Introduction
	2 Wrapper Framework
	3 New Approach for Wrapper Feature Selection
	3.1 Primary Dimensionality Reduction Step: Similarity Study
	3.2 Random Search Using Genetic Algorithms

	4 Experimental Investigations
	5 Results Analysis
	6 Conclusion
	References

	An Enhanced Univariate DiscretizationBased on Cluster Ensembles
	1 Introduction
	2 Related Work
	2.1 Discretization
	2.2 Cluster Ensembles

	3 Proposed Method
	4 Performance Evaluation
	4.1 Experiment Design
	4.2 Experiment Results and Analysis

	5 Conclusion
	References

	Recursive Binary Tube Partitioning for Classification
	1 Introduction
	2 Decision Tree Induction
	3 Recursive Tube Partitioning
	3.1 A Classifier: Tube
	3.2 Recursive Binary Tube Partitioning (RBTP)
	4.1 Dataset and Performance Measures
	4.2 Result

	5 Conclusion
	References

	Extreme-Centroid Tree for Outlier Detection
	1 Introduction
	2 Literature Review
	3 Extreme-Centroid Tree for Outlier Detection
	3.1 Definitions and Notations
	3.2 Extreme-Centroid Tree for Outlier Detection (ETO) Algorithm
	3.3 Time Complexity of the Outlier Detection Based on Extreme- Centroid Poles

	4 Experimental Results
	5 Conclusion
	References

	Gaussian Fuzzy Integral Based Classification
	1 Introduction
	2 The Fundamental Materials
	2.1 Signed Fuzzy Measure
	2.2 Nonlinear Integral with Respect to the Signed Fuzzy Measure

	3 Gaussian Fuzzy Integral Based Classifier
	3.1 Fuzzy Integral Based on Gaussian Function
	3.2 Classifier Based on Gaussian Fuzzy Integral

	4 Experiment and Analysis
	4.1 Benchmark Data
	4.2 HBV Diagnosis

	5 Conclusion
	References

	Predicting Duration of CKD Progressionin Patients with Hypertension and Diabetes
	1 Introduction
	2 Background and Related Work
	3 Method
	3.1 Overview
	3.2 Data Collection and Preparation

	4 Results
	5 Conclusion
	References

	Prediction of Student Dropout UsingPersonal Profile and Data Mining Approach
	1 Introduction
	2 Related Work
	3 Method
	3.1 Data Collection and Preparation
	3.2 Model Generation

	4 Results
	5 Conclusion
	References

	The Optimization of Parallel DBN Based on Spark
	1 Introduction
	2 Related Work
	2.1 Deep Belief Network
	2.2 Spark

	3 Parallelization of DBN Based on Spark
	3.1 The Parallel Training Process of RBM
	3.2 The Implement of DBN Training

	4 The Experiment and Analysis
	4.1 The Pre-process of Data
	4.2 The Results and Analysis of Experiment

	5 Conclusion
	References

	Predicting Potential Retweetersfor a Microblog on Twitter
	1 Introduction
	2 Problem Statement
	3 Related Work
	4 Methodology
	4.1 Features
	4.2 Score Function
	4.3 Prediction
	4.4 Algorithms for Learning and Testing the Model 

	5 Model Evaluation
	5.1 Data Collection and Preprocessing
	5.2 Features Analysis
	5.3 Baseline Methods
	5.4 Performance Measures
	5.5 Experimental Results

	6 Conclusion
	References


	Evolutionary Algorithms and Optimization
	An Implementation of Tree-Seed Algorithm (TSA) for Constrained Optimization
	1 Introduction
	2 The Tree-Seed Algorithm
	3 The Pressure Vessel Design-PVD Problem
	4 Application of TSA to PVD Problem
	5 Experiments
	6 Results and Discussion
	7 Conclusion and Future Works
	References

	Utilization of Bat Algorithm for Solving Uncapacitated Facility Location Problem
	1 Introduction
	2 BAT Algorithm
	2.1 The Basic Version of Bat Algorithm
	2.2 Binary Version of Bat Algorithm

	3 The Uncapacitated Facility Location Problem
	4 Experimental Results and Discussion
	5 Conclusion
	References

	Implementation of Bat Algorithm on 2D Strip Packing Problem
	1 Introduction
	2 2D Strip Packing Problem
	3 BAT Algorithm
	4 Proposed Method
	5 Results and Discussion
	6 Conclusion and Future Works
	References

	Base Hybrid Approach for TSP Basedon Neural Networks and Ant ColonyOptimization
	1 Introduction
	1.1 Neural Networks and Self Organizing Maps
	1.2 Ant Colony Optimization

	2 Architecture of the Hybrid Approach
	3 Parameter Dependencies and Optimization
	4 Statistical Analysis
	5 Conclusions
	References

	The Analysis of Migrating BirdsOptimization Algorithm with NeighborhoodOperator on Traveling Salesman Problem
	1 Introduction
	2 Migrating Birds Optimization Algorithm
	3 Solution of TSP with MBO Algorithm
	4 Neighborhood Methods
	4.1 Swap Method
	4.2 Insertion Method
	4.3 Swap Greedy Method
	4.4 Insertion Greedy Method
	4.5 Random Insertion Perturbation Method
	4.6 Swap Best Method
	4.7 Insertion Best Method

	5 Experiment Results
	5.1 Conclusion and Future Works

	References

	Solving the IEEE CEC 2015 DynamicBenchmark Problems Using KalmanFilter Based Dynamic MultiobjectiveEvolutionary Algorithm
	1 Introduction
	2 Background
	2.1 Multiobjective Optimization Problem
	2.2 Dynamic Multiobjective Optimization Problem

	3 Algorithm Description
	3.1 MOEA/D-DE
	3.2 Change Detection
	3.3 Kalman Filter Prediction Based DMOEA

	4 Empirical Study
	4.1 Experimental Setup
	4.2 Performance Metric - Modified Inverted Generational Distance
	4.3 Results

	5 Analysis
	5.1 Effect of Severity of Change
	5.2 Effect of Frequency of Change
	5.3 Initial Populations Obtained Before a Change

	6 Discussion
	6.1 Type I DMOOPs
	6.2 Type II DMOOPs
	6.3 Type III DMOOPs

	7 Conclusion
	References


	Intelligent Systems and their Applications
	Ideation Support Based on Infomorphism for Designing Beneficial Inconvenience
	1 Introduction
	2 Designing Systems Based on Fuben-eki
	2.1 Outline
	2.2 Premises of Fuben-eki Examples
	2.3 Subjective or Objective View
	2.4 Design Support of Fuben-eki Systems

	3 Representational Scheme of Fuben-eki Examples Based on Channel Theory
	3.1 Brief Introduction to Channel Theory
	3.2 Representation and Analysis of Fuben-eki Examples Based on Channel Theory

	4 Implementation and Validation of a System  for Ideation Support
	4.1 Ideation Support Process
	4.2 Specifications of Experimental System
	4.3 Experimental Settings and Procedure
	4.4 Experimental Results and Discussions

	5 Conclusions
	References

	A Solution to the Cold-Start Problemin Recommender SystemsBased on Social Choice Theory
	1 Introduction
	2 Collaborative Filtering Algorithm Based on Social Choice Theory
	2.1 Group Decision Based on Preference Model
	2.2 Group Decision Based on Judgment Aggregation Model

	3 Demo
	4  Conclusions 
	References

	Named Entity Recognition ThroughLearning from Experts
	1 Introduction
	2 Model
	2.1 Vocabulary Building
	2.2 Word Embedding Layer
	2.3 Additional Features
	2.4 Bi-Directional Recurrent Neural Network (RNN)
	2.5 External Models

	3 Experiments
	3.1 CoNLL-2003
	3.2 Models and Training

	4 Analysis
	4.1 The CoNLL-2003 Task
	4.2 Model Complexity
	4.3 Implementation Speed
	4.4 Consensus Methods
	4.5 Ensembling
	4.6 Further Enhancements

	5 Related Work
	5.1 Other External Models Considered

	6 Conclusions
	References

	A Decision-Support Tool for Humanitarian Logistics
	1 Introduction
	2 Problem Context
	3 The Architecture of FEMA for Disaster Relief Operations
	4 The Architecture of Decision-Support System
	5 Implementation with Realistic Data and Simulation Results
	6 Future Works
	7 Conclusion
	References

	B-Spline Curve Knot Estimationby Using Niched Pareto GeneticAlgorithm (NPGA)
	1 Introduction
	2 Problem Definition
	3 Genetic Algorithms
	4 Implementing of the Problem to Multi Objective Genetic Algorithm
	5 Niched Pareto Genetic Algorithm
	6 Experimental Results
	7 Conclusion
	References


	Nature Inspired Creative Computing
	Computational Red Teaming in a SudokuSolving Context: Neural Network Based SkillRepresentation and Acquisition
	1 Introduction
	2 Background on Computational Sudoku Solving
	3 The Sudoku Game and Skills
	3.1 Playing a Game

	4 Methodology
	4.1 Skill Detection
	4.2 Skill Localisation
	4.3 Network and Training Settings
	4.4 Skill Aggregation - The Solver

	5 Results and Discussion
	6 Conclusions
	References

	Exploring Swarm-Based Visual Effects
	1 Background
	2 Related Work
	3 Materials and Methods
	3.1 The Boid Framework
	3.2 The Swarm

	4 Discussion
	5 Conclusion and Future Work
	References

	Empirical Analysis of Mobile Augmented Reality Games for Engaging Users’ Experience
	1 Introduction
	2 Literature Review
	3 Game Selection
	4 Results of Mobile AR Games Analysis
	4.1 Clear Goals
	4.2 Satisfaction
	4.3 Focused Attention
	4.4 Mixed Fantasy
	4.5 Perceived Usability
	4.6 Challenge
	4.7 Interaction
	4.8 Social

	5 Discussion
	6 Conclusion
	References

	Automated Differential Evolution for SolvingDynamic Economic Dispatch Problems
	1 Introduction
	2 DED Problem Mathematical Model
	3 Differential Evolution
	4 Automated Differential Evolution Algorithm 
	4.1 ADE
	4.2 The Constraint Handling Mechanism
	4.3 A New Heuristic Repair Method

	5 Experimental Results
	5.1 Parameters Setting
	5.2 Case-1
	5.3 Case-2
	5.4 Case-3

	6 Conclusions
	References


	Smart Workspace and Image Processing
	An Agent-Based Model of Smart Supply Chain Networks
	1 Introduction
	2 An Architecture of Agent-Based Supply Chain
	3 Model and Simulation
	4 Conclusion
	5 Extension and Future Works
	References

	Low Cost Parking Space Management System
	1 Introduction
	2 Related Work
	3 Low Cost Parking Space Management System
	3.1 Overview of the System
	3.2 Parking Space Detection Subsystem

	4 Experimental Results and Discussion
	4.1 Experimental Design
	4.2 Analysis and Discussion

	5 Conclusion and Future Directions
	References

	Campus Access Control and Management System
	1 Introduction
	2 Background Research and Related Work
	3 Research Methodology
	4 Implementatio on
	4.1 Access l Control System
	4.2 Features of the e Management System

	5 Results and Analysis
	6 Conclusions
	References

	Lip-Reading: Toward Phoneme Recognition Through Lip Kinematics
	1 Introduction
	2 Lip Kinematics
	2.1 The Proposed Method
	2.2 Video Images Database
	2.3 Parameter Extraction
	2.4 Classification Techniques
	2.5 Evaluation

	3 Results
	3.1 Behavior of the Lip
	3.2 Changes in Parameter
	3.3 Discussion

	4 Conclusion
	References

	Object Matching Using SpeededUp Robust Features
	1 Introduction
	2 SURF and SVM
	2.1 Speeded Up Robust Feature (SURF)
	2.2 Support Vector Machine (SVM)

	3 Methodology
	3.1 Selection of Stable SURF Points
	3.2 Mapping of SURF Points
	3.3 Application of Size Filter
	3.4 Formation of Feature Grid Vectors (FGVs)
	3.5 Formation of Feature Grid Clusters (FGC)
	3.6 Learning and Prediction

	4 Experiments and Results
	5 Conclusion
	References


	Author Index



