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Abstract In this chapter, we summarize the lessons learned from the contributions
to this book, add some of the important points regarding the current state of the art
in Big Data Analysis that have not been discussed at length in the contributions per
se, but are worth being aware of, and conclude with a discussion of the influence
that Stan Matwin has had throughout the years on the successive related fields of
Machine Learning, Data Mining and Big Data Analysis.

1 Introduction

BigData is one of themost popular phrases in the current computer science literature.
Researchers, specialistsworking on various applications, philosophers of science and
journalists argue that we are living in a new era of the information technology, where
Big Data analysis will play a critical role and may change our lives and society.

The rapid development of computer and electronic technology facilitates collect-
ing and processing huge amounts of data. It should be noticed that standard data bases
and business transaction systems are not the only, or even the main, sources of such
data. Nowadays more and more Big Data is acquired from the Internet, and in partic-
ular from social media and other services tracking users’ activities. Manufacturing
systems, smart meters, sensor and network applications also produce massive vol-
umes of data about business processes, technical conditions of device components,
etc. In scientific or engineering tasks, data may have an even more complex structure
than the typical business data considered in standard information systems. Big Data
manifests itself further in healthcare andmedical information systems, which are also
a rapidly growing area which includes quite large, complex and heterogeneous data
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repositories about patients and their treatment. Furthermore, new smart-phones and
other mobile devices offer multiple options for data acquisition as well as a variety
of data formats, e.g., geographical localization of the phone, records of audio, pho-
tographs or other multimedia by internal cameras, the recording of human gestures
or movements via accelerators and sensors [37]. This leads toward the development
of new software systems, which need to operate efficiently with terabytes of data,
often in real time and with tight demands for memory or other resources.

With these new data sources, the machines or measurement devices continuously
produce data. Then, the data are processed and analysed by algorithmsmaking human
inspection very limited as compared to its role in traditional data analysis. While
mining such data may allow us to discover new types of knowledge about people or
events, it also opens the gate to new dangers or risks, such as privacy breeches, data
protection failures, or ethical issues related to the use of automatic decisions made
on human lives or others. These questions were considered that deeply before the
advent of Big Data.

The term Big Data does not refer to the massive size or volume only. In the
introduction to this bookwe have briefly surveyed popular definitions of BigData and
stressed the role of other properties—which are often called the “many V’s” (besides
volume, we also have velocity, variety, veracity, value and variability among others).
Therefore, the term “Big Data” encompasses the presence of many heterogeneous
data representations, various data sources linked together, complex structures as well
as the need to deal with high speed of arrival, processing time requirements, evolving
data characteristics, and uncertainty of the data elements. Larger, complex or non-
static and, generally speaking, “more difficult” data sets pose new challenges for
researchers and call for a variety of new dedicated approaches.

Changes resulting from Big Data are also visible in the new kinds of applica-
tions being considered. For example, some researchers attempt to predict an epi-
demic outbreak based on analyzing web search queries or users’ tweets mentioning
special-related keywords (see, e.g., a case study of flu prediction [18, 29]). Some
other companies identify financial trends by linking many various data sources (in
addition to the contents of data bases, social networks, tweets, logs of other Web
users’ activities and sentiments of their opinions are integrated together and explored
[45]); others look for patterns of human mobility by analysing the records of mobile
phone calls [16] (note that combining mobile data with additional data may, not
only support controlling transport systems, but can also be used by police to pre-
dict crime sub-areas for patrols [49]); still others try to optimize the maintenance
of city infrastructure or predict dangerous failures of technical devices [40]; some
support preparing multi-dimensional astronomical maps by generalizing the results
of exploring a huge collection of images covering the sky (see the Sloan Sky Digital
Survey [3]); some apply sophisticated, powerful computer technology and natural
language algorithms to understand queries and imitate human answers (see experi-
ences with question answering systems and IBMWatson [28]). Finally, e-commerce
companies often analyze customers’ purchases and track their behavior in order to
make more accurate product recommendations, and so on.
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We refer the reader to popular books such as [36] to learn about additional suc-
cessful applications of Big Data Analysis in medicine, natural sciences, engineering
and many other fields. These and other case studies described by the authors of this
edited book clearly show that Big Data algorithms already have an impact on our
daily life andmay affect society evenmore deeply in the near andmore distant future.

Machine learning and data mining are among the core methods used in Big Data
Analysis. In the introductory chapter of this book we have shown that machine
learning researchers had already faced some issues related to the mining of massive
and complex data. However, we have also identified several differences between
earlier machine learning and present Big Data characteristics of the basic issues (see
Sect. 1.2 of chapter “A Machine Learning Perspective on Big Data Analysis” in this
book). Besides requirements of computational efficiency, Big Data has opened new
research problems, which have never been considered, or considered only in a limited
range before. We should also note that the new applications and research challenges
can be viewed as multi-disciplinary problems that should be handled by teams of
researchers coming from different fields such as databases, data mining, machine
learning, statistics, pattern recognition and distributed / parallel computations.

In view of the above considerations and in honour of Stan Matwin who has made
a significant contribution to the field over the years,we have decided to prepare this
special edited volume. We have invited several well known researchers coming from
machine learning and other related disciplines to present their views on how studying
BigData affects the research in their field, to discuss themost interesting new research
directions that emerged from their work and to express their opinions and the lessons
they have gathered from their experience. Furthermore, we have encouraged them
to discuss the impact of Big Data on society as well as the possible dangers or risks
that such research could cause.

In the next section we summarize the main problems raised by our authors and
describe some of the lessons learned from the case studies discussed in their chapters.
Then, in Sect. 3, we briefly survey some other Big Data opportunities and challenges
that were not considered in great detail by our authors, but in our opinion, are impor-
tant to consider given their influence on Big Data analysis research and on society
in general. The final section of this chapter concludes the book by presenting a short
summary of Stan Matwin’s influence on the field of Big Data Analytics.

2 Lessons on Big Data Opportunities and Challenges

In this section, we will describe several issues or problems raised by our authors
and conclude with some promising research directions they pointed out. Please note
that this section is organized by themes which are conveyed by our subsection titles.
Many of our authors’ contributions raise several of these themes simultaneously and
will, consequently, be discussed in several of our subsections.

http://dx.doi.org/10.1007/978-3-319-26989-4_1
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2.1 Relation Between Traditional Data Analysis
and Big Data Research Paradigms

Many popular texts on Big Data talk about changes in the way scientific research
will increasingly be carried out. They suggest that sophisticated statistical models
will be replaced by more data intensive methods applied to huge amounts of data.
Similarly, controversial opinions are expressed concerning claims that discovering
correlations in big data sets reduces the needs for discovering causality and attempts at
understanding the data. The question ofwhetherBigData offers a new less theoretical
methodology has also been raised in a few chapters of our book.

R. Sparks, A. Ickowicz and H. Lenz discuss such questions in chapter “An Insight
on Big Data Analytics”, within the historical context of modern science and in partic-
ular, statistical analysis. They overview the historical traditions of statistics, which
was often based on constructing models to better understand the data. However,
they also explain that statisticians use empirical models to approximate “real data
models”, and integrate this with mathematical theory to understand processes and
construct knowledge. Although traditional statistical methods are based on strong
theoretical assumptions and intuitive models—due to the small size of data samples
and the strict requirements imposed on them—statisticians recognize that some of
these theoretical frameworks are too restrictive. They say that such a realization is
a useful step in the right direction for finding new ideas to solve problems without
making unrealistic assumptions. On the one hand, R. Sparks, A. Ickowicz and H.
Lenz cite works of philosophers of science, such as I. Kant or C. Popper that suggest
it is impossible “to start with pure observations alone, without anything in the nature
of a theory”. On the other hand, they also conclude that “good models shape the data
in trying to best fit it, and that the data also shapes the model in that it helps to use
models with the appropriate assumptions”.

In their chapter R. Sparks, A. Ickowicz and H. Lenz also nicely describe the
tension between the traditional statistics and data mining communities. Data mining
is usually seen as a methodology that favours data-exploration at the expense of
theory. Moreover, in the authors’ opinion, non-statistically trained data-miners quite
often drop theoretical considerations and test a lot of methods. This, they believe,
is an unsound approach. The authors thus disagree that Big Data is going to drive
knowledge in the complete absence of a theoretical framework or models.

They also postulate that data-miners and statisticians should collaborate more
closely in mining big data sets and in generating knowledge within a sound the-
oretical framework. They believe that statisticians should stop making unrealistic
assumptions that remain unchecked, and that data-miners should work with statisti-
cians in helping discover sound knowledge that will help manage the future. They
also ask the question of whether data mining methods may help construct an appro-
priate empirical model. They argue that statisticians need to be more pragmatic and
nicely refer to Breiman’s paper on two statistical cultures [4], which discusses a kind
of shift from model driven approaches to algorithm modeling-based approaches.
Finally, they list examples of successful non-parametric methods, such as ensembles

http://dx.doi.org/10.1007/978-3-319-26989-4_2
http://dx.doi.org/10.1007/978-3-319-26989-4_2
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or Bayesian approaches, that have been developed by statisticians in the last few
decades and represent this new methodological paradigm, and are, simultaneously,
of particular interest to data miners.

An interesting integration of statistical and machine learning approaches is pre-
sented in chapter “DiscoveringNetworks of Interdependent Features inHigh-Dimen-
sional Problems” by M. Draminski, M. Dabrowski, K. Diamanti, J. Koronacki and
J.Komorowski, where methods for feature selection taking into consideration feature
interdependencies in genomic data are developed.

Finally, we direct the reader to Sect. 2 in chapter “AMachine Learning Perspective
on Big Data Analysis” of our introductory chapter where we survey the literature
on the above issues and present different arguments for and against the claim that a
Big Data revolution is underway. In particular, regarding the role of statistics in Big
Data Analysis, we summarize, in Sect. 2 of chapter “AMachine Learning Perspective
on Big Data Analysis”, the arguments of several researchers concerning sample and
selection biases that cannot be eliminated, illusions of working with the complete
population, unknowns in the data, needs to understand causality, and the fact that
correlations are not always sufficient to take actions in the real world.

2.2 The Need to Develop New Methodological
Frameworks for Complex Problems

The call for the development of new methodological frameworks in the context of
distributed data sets and complex interaction systems is expressed by A. Skowron,
A. Jankowski and S. Dutta in chapter “Toward Problem Solving Support Based on
Big Data and Domain Knowledge: Interactive Granular Computing and Adaptive
Judgement”. These authors notice that big data sets are often distributed and their
parts are linked together. Moreover, computations are performed on quite complex
objects and often affected by uncertainty. They argue that such computations are
distributed over networks of agents involved in complex interactions. Agents perform
computations on complex objects of very different natures, e.g., (behavioral) patterns,
classifiers, clusters, structural objects, sets of rules, aggregation operations, reasoning
schemes, etc. Moreover, implementing the process of mining such complex data sets
in distributed networks is related to modeling the complex analytical systems with
some basic high level primitives for composing and building complex analytical
pipelines over BigData. Such primitives are very often expressed in natural language,
and they should be approximated using other low-level primitives, accessible from
raw data or from domain expert knowledge.

To model such complex systems at the higher level, A. Skowron, A. Jankowski
and S. Dutta propose to exploit the paradigm of Granular Computing. Granulation
of information should be considered when precision of information is too costly and
not very meaningful in modeling and controlling complex systems. Moreover, data
are incomplete, uncertain, and vague. The granular computing paradigm is based

http://dx.doi.org/10.1007/978-3-319-26989-4_12
http://dx.doi.org/10.1007/978-3-319-26989-4_12
http://dx.doi.org/10.1007/978-3-319-26989-4_1
http://dx.doi.org/10.1007/978-3-319-26989-4_1
http://dx.doi.org/10.1007/978-3-319-26989-4_1
http://dx.doi.org/10.1007/978-3-319-26989-4_1
http://dx.doi.org/10.1007/978-3-319-26989-4_6
http://dx.doi.org/10.1007/978-3-319-26989-4_6
http://dx.doi.org/10.1007/978-3-319-26989-4_6
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on soft computing, such as fuzzy or rough sets theory. Although basics of Granular
Computing have already been proposed, also by A. Skowron in his earlier papers
[44], here authors extend it by introducing new complex granules. They also show
how to build such granules using data and approximating expert’s ontologies, in par-
ticular for hierarchical and multi-domain approaches. Moreover, they present a new
unified methodology for modeling and controlling computations with these complex
granules in case of an interaction between agents. They argue that it could support
users in solving problems of Big Data, as granules may represent computational
building blocks for approximating (or inducing models of) the high-level primitives
used by researchers to compose complex analytical pipelines over Big Data.

2.3 Dynamic and Evolving Data

Data streams are one of the most challenging forms of Big Data, in particular if data
evolve over time. In supervised machine learning, such unexpected changes in the
underlying data distribution over time are referred to as concept drift. Such changes
deteriorate the predictive accuracy of classifiers learned from past examples and they
require new learning algorithms that could detect and adapt to concept drifts.

I. Zliobaite,M.Pechenizkiy and J.Gamaprovide an application-oriented overview
of research in this field. The original contribution of their chapter “An Overview of
Concept Drift Applications” includes a detailed survey of concept drift handling
methods and focuses the reader’s attention to the new research tasks driven by the
typical categories of applications found in the context of data streams.

First, the authors overview and categorize application tasks for which the prob-
lem of concept drift is particularly relevant. Then, they introduce a special reference
framework for describing application-oriented tasks in a systematic way. Their orig-
inal proposal for the framework includes three main components:

1. The main properties of the application tasks with concept drift (data and learning
tasks, characterization of changes and operational setting for availability of the
ground truth as class labels).

2. A categorization of application areas and tasks based on those properties (they
distinguish mainly between monitoring and control, information management,
and analytics and diagnostics applications).

3. Links between tasks and applications.

The authors noticed that their categories of applications differ in terms of the data
types they use. Monitoring and control applications typically use streaming sensory
data as inputs, and concept drifts typically happen fast and suddenly. Information
management applications work with documents and concept drifts happen more
slowly than in the previous case. Diagnostic applications typically use time-stamped
observations and concept drifts are even slower—typically incremental, or evolving.
Then, they survey application-oriented published works on adaptive learning and
focus on a few application examples that represent different types of tasks. Using

http://dx.doi.org/10.1007/978-3-319-26989-4_4
http://dx.doi.org/10.1007/978-3-319-26989-4_4
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these examples, they illustrate how the prediction task is formulated, and howconcept
drifts are handled.

The other interesting lesson from this chapter is related to the implications of
evolving data on current research in data mining. Although the problem of concept
drift has been recognized as an interesting one, the current state of research is still in
an early stage and the many proposals that have been formulated were examined in
artificial and theoretical settings. Indeed, these approaches have been tested primarily
on simulated data or real data with simulated drifts. Assumptions behind expected
type of changes and reasons for the changes are not always precisely explained and
studied. I. Zliobaite, M. Pechenizkiy and J. Gama postulate that more studies should
highlight the peculiarities of particular applications and give intuition and/or empiri-
cal evidence as to why traditional general-purpose concept drift handling techniques
are not expected to perform well. They also suggest more research on specialized
techniques suitable for a particular application type in the real world context.

Their other lessons from several real-life projects are the following: seasonal
effects with vague periodicity for a certain subgroup of object occur in some prob-
lems, external contextual information (which could be available) or extraction of
hidden contexts from the predictive features may help handle recurrent concept drift
better, mining temporal relationships can be used to identify related drifts, domain
experts should play an important role in acceptance of Big Data solutions. These
experts will slowly move from non interpretable black-box models towards control
systems that support an understanding of how these changes are detected and what
adaptation would happen.

They expect changes in research on concept drift and hope that these changes will
be helpful in improving utility, usability and trust in the adaptive learning systems
being developed for many of the Big Data applications.

R. Sarmento, M. Oliveira, M. Cordeiro, S. Tabassum and J. Gama also con-
sider the analysis of real-time streaming data in chapter “Social Network Analysis
in Streaming Call Graphs”. They discuss the challenges encountered in the analysis
and visualization of the network data collected by mobile network operators. As the
conventional data analysis performed by telecom operators is slow and implies heavy
costs in data warehouses, the authors have modeled these time changing graphs as a
data stream. This modeling combined with a special sampling has helped the visu-
alization of mobile graphs. To sum up, this chapter nicely illustrates the authors’
research in network sampling, visualization of streaming social networks, stream
analysis and online exploratory data analysis.

Postulates for developing new types of adaptive learning algorithms that should
lead to incremental models from asynchronous streams coming from financial appli-
cation are also discussed by E. Paquet, H. Viktor and H. Guo in chapter “Data
Mining in Finance: Current Advances and Future Challenges”. Finally, M. Shah,
in chapter “Big Data and the Internet of Things” also argues that the speed and
scale at which the smart devices of the Internet of Things produce data require new
streaming algorithms.

http://dx.doi.org/10.1007/978-3-319-26989-4_10
http://dx.doi.org/10.1007/978-3-319-26989-4_10
http://dx.doi.org/10.1007/978-3-319-26989-4_7
http://dx.doi.org/10.1007/978-3-319-26989-4_7
http://dx.doi.org/10.1007/978-3-319-26989-4_9
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2.4 Information Network Analysis

Nowadays many of Big Data applications come from theWeb, social media, or more
generally, from networks. As such, these applications are connected with the analy-
sis of information networks. In chapter “Analysis of Text-Enriched Heterogeneous
Information Networks”, J. Kral, A. Valmarska, M. Grcar, M. Robnik-Sikonja and N.
Lavrac present a brief history of this research starting from sociologists like Zahary
and progress toward the current state-of-the-art in network analysis. Issues of graph
mining and social network analysis were also surveyed in the introductory chapter
of this book.

J. Kral, A. Valmarska, M. Grcar, M. Robnik-Sikonja and N. Lavrac focus the
readers attention on heterogeneous information networks [46]. These types of net-
works describe heterogeneous types of entities and different types of relations.More-
over, in enriched heterogeneous information networks, nodes of certain types contain
additional information. The authors introduce us to this newer research area. They
also claim that the methods that take the heterogeneous nature of the networks into
account are capable of solving tasks that cannot be defined on homogeneous infor-
mation networks (like clustering two disjoint sets of entities). They show how to
merge the network analysis with the analysis of other data formats, either in the
form of text documents or results obtained from various past experiments. The novel
contribution of the authors chapter is to present a method for mining text-enriched
heterogeneous information networks, which combine the information stored in a
heterogeneous network with textual data. Unlike the related approaches, the new
method combines two separate sources (network structure and text) and joins them
into a single representation.

Their chapter also includes two case studies illustrating this method. The results
obtained on the VideoLectures.NET data show that using this method increases
classification accuracy as compared to using only texts or only structural information
about the instances.Moreover, the results obtained by their other study on psychology
paper bibliographies show that the relational information hidden in the network
structure is particularly useful.

Chapter “Social Network Analysis in Streaming Call Graphs” by R. Sarmento,M.
Oliveira, M. Cordeiro, S. Tabassum and J. Gama describes a real life case study of
telecommunication data transformed into graphs, where nodes represent subscribers
and edges represent the phone calls. The authors discusswhich aspects of the analysis
of the social networks underlying call graphs can deliver valuable business insights
to mobile telecom operators (e.g., topological aspects of the networks in terms of
degree distribution, average path length, clustering, connected components and find-
ing the key nodes in the network based on the position they occupy in the network
structure, community detection, etc.). They also show other challenges pertaining
to the network data collected by mobile network operators: data are more complex,
they are continuously generated by the communication activity among subscribers,
and in addition to the large volume, this data arrives at high rates. Therefore, the
authors point out requirements for developing new methods that should be able to

http://dx.doi.org/10.1007/978-3-319-26989-4_5
http://dx.doi.org/10.1007/978-3-319-26989-4_5
http://dx.doi.org/10.1007/978-3-319-26989-4_10
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cope with data speed and volume and operate under the one-pass paradigm. This
led them to model these call graphs as data streams, generate specialized sampling
for them, as well as new techniques for visualization which were discussed in the
previous subsection.

Combinations of various data types are also discussed in chapter “Industrial-Scale
AdHocRiskAnalyticsUsingMapReduce” by E. Paquet, H.Viktor andH.Guowhere
the advantages of combing financial data analysis with non-traditional data (social,
tweets, etc.) and its impact for trend predictions are considered.

2.5 Mining Sensing Data and Exploiting
the Internet of Things

Advances in sensing and information technologies are making it possible to embed
increasing computing power in small devices and open up new opportunities for both
collecting and processing large–scale data. Combined with advances in communi-
cation, this results in a system of highly interconnected devices referred to as the
Internet of Things. It is claimed that the Internet of Things will be a growing source
contributing to Big Data Analysis in the nearest future [37].

In order to mine sensing data, the existing data mining techniques have to be
adapted to dealing with constraints in resources and to performing an analysis in
real–time. The underlying focus of ubiquitous systems is to perform computationally
intensive analysis techniques on mobile device environments that are constrained by
limited computational resources and varying network characteristics. Furthermore,
it becomes necessary to perform synthesis and knowledge integration from multiple
data streams in a resource constrained environment.

These problems are discussed in chapter “Big Data and the Internet of Things”,
where M. Shah presents several important aspects of the intersection of Big Data
analytics and the Internet of Things. The brief review of the connectivity, commu-
nication and data acquisition issues is not the main focus of the chapter. Instead,
the author focuses on the novel opportunities and challenges that the new world of
interconnected devices offer, along with some advancements that are being made on
various fronts to realize them.

In this chapter, M. Shah discusses how Big Data technologies and the Internet
of Things are playing a transformative role in society. In his view, the ubiquitous
nature of such technologies will profoundly change the world as we know it, just as
the industrial revolution and the Internet did in the past. He expects that they will
change the context in which predictive analytics is performed in many application
problems (examples of real-time diagnostics of air-engines and electrical turbines
are considered to illustrate this statement). The author predicts that some devices will
take corrective actions, thus making themselves self-aware and self-maintaining.

Other lessons fromM.Shah’s chapter include recommendations for business orga-
nizations or companies developing applications at the intersection of Big Data and

http://dx.doi.org/10.1007/978-3-319-26989-4_8
http://dx.doi.org/10.1007/978-3-319-26989-4_8
http://dx.doi.org/10.1007/978-3-319-26989-4_9
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the Internet of things. Besides several computational and technological needs, he
postulates that it will also become necessary to facilitate interfacing between engi-
neering or domain experts and data scientists for efficient and productive knowledge
transfer, agreed-upon validation, as well as adoption and integration mechanisms for
analytics.

Finally, he argues that researchers and company have to paymore attention to soci-
etal aspects of the new technologies. He lists the following areas that need to receive
more attention and efforts than they currently do: privacy, security, and interpretabil-
ity of models and data quality issues. Other challenges pertain to issues resulting
from the difficulties associated with the adoption of data mining analytics in various
domains, e.g. the limitations of model validation and testing, the integration of the
Internet of things devices with the human physical understanding of the world, the
risks of systemic errors and failures.

2.6 The Need to Deal with Heterogeneous Representations,
Vagueness and Unknown Data

Variety as it refers to heterogeneous data is one of the essential properties of BigData.
These different data forms are usually greatly interconnected, interrelated and may
also be inconsistently represented which creates challenges for their integration and
cleaning. Heterogeneity also forces analysts to deal with structured, semi-structured
and unstructured data simultaneously, which is another difficult task to approach
when using standard knowledge discovery tools.

These issues are discussed in a few chapters of this book. J. Kral, A. Valmarska,
M. Grcar, M. Robnik-Sikonja and N. Lavrac in chapter “Analysis of Text-Enriched
Heterogeneous Information Networks” present a new method, which combines
structural information separately calculated from homogeneous networks with the
text vector representation (obtained from textual information contained in network
nodes). Their case study illustrates that combining these two different heterogeneous
representations is feasible and is more powerful than standard methods that handle
them independently.

Dealing with heterogeneous data is a major challenge in the integration phase
of knowledge discovery. M. Shah in chapter “Big Data and the Internet of Things”
describes the current efforts to standardize data protocols for data exchanges between
various measurement devices and computer systems. However, he warns readers that
the high resolution and temporal nature of such datamakes it difficult to alignmultiple
sources as well as devise strategies to learn from them in conjunction with static
data sources. The protocols for obtaining the quantities from different measurement
systems are still not uniform or standardized even within a given domain. The data
integration becomesmore difficult since it requires the transformation of such derived
quantities and the solving of many conflict situations.

http://dx.doi.org/10.1007/978-3-319-26989-4_5
http://dx.doi.org/10.1007/978-3-319-26989-4_5
http://dx.doi.org/10.1007/978-3-319-26989-4_9
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Moreover, in chapter “An Insight on Big Data Analytics”, R. Sparks, A. Ickowicz
and H. Lenz discuss the usefulness of statistical tools for integrating and reduc-
ing large data sets. The complexity of basic data elements, their vague description
and several problems of using imprecise natural language are also mentioned in A.
Skowron, A. Jankowski and S. Dutta in chapter “Toward Problem Solving Support
Based on Big Data and Domain Knowledge: Interactive Granular Computing and
Adaptive Judgement”, where they postulate the development of new data mining
methods for dealing with such data.

Similarly, E. Paquet, H. Viktor and H. Guo consider unknowns (data, parameters,
etc.) associated with financial data. The authors show how analyzing and under-
standing which attributes and parameters are not known is crucial in order to create
accurate and meaningful predictions.

2.7 Process of Knowledge Discovery from Data

Although Big Data projects may concern various data sets and involve quite different
techniques, some of our authors suggest that more investigations into the systematic
process approach to discovering knowledge and deploying final models are needed.
Recall that in the practice of KnowledgeDiscovery fromData, such away of thinking
has resulted in useful standards, such as the CRISP-DM model [6]. This is also a
leitmotif in chapter “Implementing Big Data Analytics Projects in Business” of F.
Fogelman-Soulie and W. Lu, where the opportunities created by Big Data analytics
for companies and the challenges associated with the practical implementation of
such projects are discussed. In their view, the process of implementing Big Data
Analysis projects in companies includes a number of stages that were inferred from
earlier data mining projects, however, they believe that more efforts need to be put
into integrating, cleaning and pre-processing the data.

They also claim that appropriate feature engineering is very meaningful for the
business domain since suchdata sets are oftenhighdimensional.Reports fromvarious
business or industrial projects show that working with at least 1,000 features is
common, but some projects may generate even more features. However, the feature
engineering stage is a very difficult step to perform given that it requires lots of data,
large computation time and more complex models.

In Big Data Analysis problems, some additional features can be obtained from
outside data sources, such as open data sources or private data obtained from partners
or data providers. These new data may bring additional value. However, as they
are of different formats and semantics—a problem reflected in the Variety of data
issue—they need careful realizations ofmany transformation steps in pre-processing.
Compared to earlier machine learning applications, these steps require new models
and software tools. F. Fogelman-Soulié and W. Lu review some open-source tools in
the section entitled “Architectures for BigData” in their chapter. These authors nicely
illustrate how feature engineering, especially with different semantics, can increase

http://dx.doi.org/10.1007/978-3-319-26989-4_2
http://dx.doi.org/10.1007/978-3-319-26989-4_3
http://dx.doi.org/10.1007/978-3-319-26989-4_3
http://dx.doi.org/10.1007/978-3-319-26989-4_3
http://dx.doi.org/10.1007/978-3-319-26989-4_6
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the performance of the final model by describing a real project of credit-card fraud
detection on the Internet.

M.Draminski,M.Dabrowski, Kl. Diamanti, J. Koronacki and J. Komorowski also
consider in chapter “DiscoveringNetworks of InterdependentFeatures inHigh-Dimensional
Problems” newmethods for the identification of the most important and independent
features in bio-informatics data. They argue that higher numbers of relevant features
may be more challenging to obtain than increasing the number of observations.

An additional issue raised by F. Fogelman-Soulié andW. Lu in other parts of their
chapter is that choosing appropriate learning algorithms from the many existing ones
is not a trivial task. Like other researchers before them, they suggest that a practical
lesson drawn from recent Big Data projects is that simple models with lots of data
could perform better than complex models on less data. They propose an incremental
strategy where the analyst should choose a relatively simple algorithm andwork with
increasing data volumes with feature engineering. Simpler algorithms are also easier
to explain than more complex ones, so sometimes, domain experts or users will
prefer simpler models to more accurate algorithms such as ensembles, due to their
better interpretability. Finally, they warn readers of the importance and difficulty
of choosing appropriate procedures for evaluating learning algorithms, in particular
if bigger data are divided into smaller samples or when data sets are progressively
increased (either by adding observation, or features).

Quite similar practical observations on the interpretability and evaluation of pro-
posed models can be found in M. Shah’s chapter—see the previous Sect. 2.5 in
chapter “Big Data and the Internet of Things”.

Finally, I. Zliobaite, M. Pechenizkiy and J. Gama present yet another process
approach in chapter “An Overview of Concept Drift Applications”. They start by
discussing the classical model of the data mining process (the CRISP-DM stan-
dard), where the life cycle of a data mining project spans over six phases: busi-
ness understanding, data understanding, data preparation, modeling, evaluation and
deployment. As this model assumes that most of the data mining steps are performed
offline, it is not appropriate for data streams. Therefore, they generalize it to the
streaming settings, where concept drifts and changes of models are expected. The
main differences between their proposed model and the standard process is that the
data preparation, mining, and evaluation steps are completely automated, there is
no manual data exploration, and there is an automated monitoring of performance,
including change detection and alert services.

2.8 Architectural Support for the Efficient
Mining of Big Data

BigData requires new technologies to efficiently process huge amounts of datawithin
a tolerable time. Standard storage disk systems may be too slow and limited for new
tasks. Therefore, new storage infrastructures, suitable for parallel processing nodes
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have recently been developed [43]. Other technologies commonly applied to Big
Data include massively parallel and distributed processing. Real, or near-real, time
information processing and delivery of results is one of the requirements for BigData
Analytics in many applications. Massive, evolving and complex data characteristics
lead to the development of new scalable algorithms allowing for data processing and
analyzing. New architectures (software or hardware) for the efficient management of
complex and dynamic data streams and their analysis (sometimes in an approximate
way) are required as well.

Many of the chapters in this book consider these issues. They note that standard
relational database management may be insufficient for the storage and management
of big data sets. For instance, F. Fogelman-Soulié andW. Lu refer to efforts by many
companies to integrate various data repositories into data warehouses. They discuss
the difficulties and cost of constructing ETLmodels (i.e. Extraction, Transformation,
Load of data into data warehouses) and their implementations in financial compa-
nies. However, considerations of heterogeneous representations, dynamic, constantly
emerging data sources and other characteristics of Big Data have led them to con-
clusions that fixed static and structured data warehouse models are not adequate.
To cope with these limitations they propose to use a new architecture, called “Data
Lake” which is a special repository of all the data collected by an organization, where
the data is stored in its original raw form. Because no a-priori structure or data model
is imposed at collection time, all further usage should be possible without having to
modify a pre-existing model.

Furthermore, M. Shah, in Sect. 2 of chapter “Big Data and the Internet of Things”
surveys the problems of data integration and management in the context of mining
data frommobile and sensing devices. He also explains why classical relational data-
bases are no longer sufficient for dealing with such diversified data sources. NoSQL
databases are the answer to these limitations. He advocates the use of columnar data
stores such as BigTable, Cassandra, Hypertable, HBase (inspired by the BigTable);
key-value and document databases such as MongoDB, Couchbase server, Dynamo
and Cassandra; stream data stores such as Eventstore; graph based data- stores such
as Neo4j and so on. A slightly more comprehensive description of these systems is
also available in our introductory chapter.

The next issue concerns processing platforms. F. Fogelman-Soulié and W. Lu
present a nice historical discussion of the tradeoff between traditional big servers
(with a scaling-up mechanism) and clusters of less costly simpler machines.

Other authors of this book refer to the Hadoop distributed file system andMapRe-
duce as solutions for running large-scale distributedBigData processing applications.
M. Szczerba, M. Wiewiórka, M. Okoniewski and H. Rybiński present an overview
of cloud-based Big Data analytic tools that are currently used and developed for
genomic data analysis and that are based on tools coming from the Hadoop system.
M. Shah briefly discusses Hadoop relevance to dealing with data coming from the
Internet of Things.

An interesting exampleof programming in theMapReduce framework is described
in chapter “Industrial-Scale Ad Hoc Risk Analytics Using MapReduce” by A. Rau-
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Chaplin, Z. Yao, and N. Zeh in the context of performing large- scale Monte Carlo
simulations to approximate the portfolio-level in their risk analysis system.

Several other authors also notice the limitations of distributed systems such as
Hadoop, with respect to time delays in performing analytics. Manymachine learning
algorithms require multiple passes on the data that are too costly in terms of commu-
nication with the underlying system. They direct our attention to newer frameworks
such as Spark that were developed to address these issues and are more suitable
for intensive machine learning and data mining scenarios (see, e.g., Sect. 3 of the
chapter “Scalable Cloud-Based Data Analysis Software Systems for Big Data from
Next Generation Sequencing” by M. Szczerba, M. Wiewiórka, M. Okoniewski and
H. Rybiński). Then, F. Fogelman-Soulié and W. Lu describe the use of Spark tools
inside the idea of a Big Data platform (see Sect. 5 of chapter “Implementing Big Data
Analytics Projects in Business”).

2.9 Domain-Specific Cases of Big Data Analysis

The chapters of this book also include the description of several Big Data Analysis
applications to various problems. The three dominant application areas considered
by the authors are life science (mainly biomedicine and genomics), business (mainly
finance) and technology.

Life Science

M Szczerba, M. Wiewiórka, M. Okoniewski and H. Rybiński discuss in
chapter “Scalable Cloud-Based Data Analysis Software Systems for Big Data from
Next Generation Sequencing” problems of mining sequenced data coming from vari-
ous molecular biology laboratory technologies (e.g., applications pertaining to DNA
genotyping, RNA expression profiling, genomemethylation searches, andmany oth-
ers). Due to the decreasing costs of the sequencingmachines, the amount of collected
biological data has significantly increased. The next generation of sequencing tech-
nology should consequently contribute much more to Big Data and will influence
new diagnostics in medicine. The results of analyzing genomic data can be used
in many stages of diagnosing and treatment procedures, especially for personalized
medicine, as well as for constructing new functional knowledge bases. However, it
causes challenges for efficient storage and data analysis. Discussing these challenges
and dedicated software and architectural solutions are the main contributions of their
paper. First, the authors present a very interesting overview of Big Data analytic
cloud tools that are currently used, tested or are adapted for genomic data analysis.
They describe examples of tools developed on the basis of Hadoop and Spark plat-
forms. Moreover, their chapter gives a detailed case study of a special tool, called
SparkSeq. It is the dedicated genomic big data processing system, which has already
been applied in a number of biological sequencing analysis projects. Perspectives
for similar system applications in biology and medicine are also discussed. The final
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sections of this chapter includes the authors view on the next generation sequencing
big data architectures and open problems of developing new scalable software tools
for bioinformatics.

Genomic applications are also considered in chapter “Discovering Networks of
Interdependent Features in High-Dimensional Problems” by M. Draminski, M.
Dabrowski, K. Diamanti, J. Koronacki and J. Komorowski. Their new methodol-
ogy for selecting features and discovering their interactions is validated on a large,
fairly complex real data set concerning gene expression levels in some human cells.
The authors showed that their Monte-Carlo Feature Selection MCFS-ID algorithm
returned a limited number of highly informative features, which could also support
learning accurate classifiers. They also showed the usefulness of their other method
for constructing Inter Dependent Graphs (for detecting strong interactions between
features, and using a special approach to analysing rules discovered from data) on the
same kind of the gene expression data set. These graphs and underlying rules provide
experts with a refined view of biological results and support their interpretations. To
sum up, this chapter shows that newmethods for feature engineering are necessary in
Life Science (where data sets are often highly dimensional) and the combination of
such methods with the construction of graphs of interactions between features may
help in understanding complex relations in bio-medical data.

Business and Financial Analysis

A few other authors considered the context of financial or more general economic
problems.

For instance, A. Rau-Chaplin, Z. Yao, and N. Zeh discuss problems of risk analy-
sis for reinsurance companies in chapter “Industrial-Scale Ad Hoc Risk Analytics
Using MapReduce”. They showed that typical systems for aggregate risk analysis
are efficient at generating a small set of key portfolio metrics required by rating
agencies and other regulatory organizations. However, these systems are not able
to deal with ad hoc queries that provide a better view of the many dimensions of
risks that can impact a reinsurance portfolio. To ensure better financial planning,
the insurance companies need to carry out large-scale Monte Carlo simulations to
estimate the probabilities of the losses incurred due to catastrophic or critical events.
These more advanced risk-analysis queries and simulations require stronger comput-
ing power and are both data-intensive and time demanding. The main contributions
of their chapter include: discussing new distributed and parallel solutions for such
risk estimation with references to Big Data techniques, and presenting the authors’
systemwhich uses theMapReduce framework and carefully engineers data structure
implementations.

Chapter Data Mining in Finance: Current Advances and Future Challenges by
E. Paquet, H. Viktor, and H. Guo also addresses the issue of making predictions
and building trading models for financial institutions. These authors provide a short
overview of the current development of Big Data in this sector. Then, they focus on
particular characteristics that occur in Big Data sets in the financial sector: unknown
values and parameters, and randomness in the financial models. In their opinion,
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traditional data mining techniques are too limited to deal with such data character-
istics. They describe stochastic predictive models for financial data, Although the
major part of chapter “Big Data and the Internet of Things” byM. Shah concerns Big
Data and the Internet of Things, the author also discusses many application domains
impacted by Big Data analytics. He expects changes in the manufacturing sector,
asset and fleet management, operations management, resource exploration, energy
sector, healthcare, retail and logistics. Section3 of chapter “Big Data and the Internet
of Things” includes an illustrative case study, and a discussion of the opportunities
that may arise frommining BigData by showing its impact on organizations focusing
on these domains. The next sections of this chapter are of great interest as well as they
include a discussion of the necessary changes an organization is willing or capable to
make in order to implement Big Data projects (see Sect. 4 in chapter “Big Data and
the Internet of Things”), and the author’s opinion on more general societal impact
and areas of concerns (Sect. 5 of chapter “BigData and the Internet of Things”) which
should be more appropriate for the high Volume and Variety of Big Data encountered
in their area of application. The other part of their interesting discussion concerns the
evolving aspect of financial data. These include highly fluctuating data, data arriving
at a fast rate, late-arriving data, etc. (see Sect. 6 of chapter “Data Mining in Finance:
Current Advances and Future Challenges”).

Finally, F. Fogelman-Soulié and W. Lu illustrate their considerations with a real
life project of credit-card fraud detection on the Internet, funded by the ANR (the
French National Research Agency). This is an important area of applications for
new data mining methods. It becomes more critical due to the increases in Internet
transactions and in the activity of crime groups. The authors discuss the volume of
collected transaction data, the specific limits of the recorded data items and their
dynamic characteristics. The important part of their case study is to construct appro-
priate feature representation and to describe their experiences with building and
evaluating good prediction models.

Technological Applications

Although the major part of chapter “Big Data and the Internet of Things” by M.
Shah concerns Big Data and the Internet of Things, the author also discusses many
application domains impacted by Big Data analytics. He expects changes in the
manufacturing sector, asset and fleet management, operations management, resource
exploration, energy sector, healthcare, retail and logistics. Section3 of chapter “Big
Data and the Internet of Things” includes an illustrative case study, and a discussion
of the opportunities that may arise from mining Big Data by showing its impact
on organizations focusing on these domains. The next sections of this chapter are
of great interest as well as they include a discussion of the necessary changes an
organization is willing or capable to make in order to implement Big Data projects
(see Sect. 4); and the authors opinion on more general societal impact and areas of
concerns (Sect. 5 of chapter “Big Data and the Internet of Things”).

Finally, in chapter “Social Network Analysis in Streaming Call Graphs” R. Sar-
mento, M. Oliveira, M. Cordeiro, and J. Gama describe some of the problems that
are encountered in the particular sector of telecommunications services. Their paper
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concerns the analysis of the very large and dynamic telecommunication networks
graphs, looking for patterns of interactions between users. The authors also propose
innovative visualization techniques and describe their implementation. Results of
the analysis of such graphs provide useful insights into the social behaviors of users.
These behavioral patterns provide significant gains to telecom service providers,
e.g., maximizing profits by customer segmentation, profiling, churn and fraud detec-
tion etc. Apart from this, they also provide benefits to society in terms of users or
subscribers.

3 Other Research Challenges of Big Data Analytics

In this section we very briefly discuss a few other issues, which have an impact on
society and research.

3.1 Privacy and Ownership of Data

Privacy issues have become very important with the advent of Big Data and may
have a great societal impact. Stan Matwin, as a matter of fact, is one of the first data
mining researchers who have recognized this very dangerous side-effect of learning
methods, warned researchers about it and looked for solutions to counter it. He came
to that problem from moral and ethical concerns. In his words [33]:

My interest in data privacy is a little different. I am concerned about the fact that modern
computers may become a tool that can be used to breach and violate people’s privacy easier
and on a much larger scale than it was possible, say, 30years ago. I believe that since
the computer research community invented the tools that make it possible—databases, the
internet, image and voice recognition, barcodes, etc.—it is then our moral obligation to at
least think about tools that would make privacy easier and that would avoid many privacy-
averse incidents

He has been working on developing methods that make it nearly impossible to
identify a given individual in a data set [35, 53, 54].

We noticed our authors awareness of these problems as well. For instance, the
reader can have a look at Sect. 8 of chapter “An Insight on Big Data Analytics” where
the authors asked several important questions concerning the ownership of data sets,
confidential agreements, new views on intellectual property of the data, unsolved
limits of sharing data sets and integrating them from different sources. Moreover,
these authors discuss various consequences of applying data mining results. M. Shah
warns, in chapter “Big Data and the Internet of Things”, that the current methods for
privacy preserving data mining are still at a preliminary phase and that efforts to deal
with that issue, to-date, have focused mainly on the data and basic analytics stage.
He argues that the Internet of things applications have more specific requirements
that should be properly addressed in future research.
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Looking more widely in the literature, one can find more opinions saying that we
still do not knowhow to share private datawhile ensuring that the data remains useful.
The current techniques for maintaining privacy are too weak to allow the mining of
BigData with high quality results [9, 39]. It is believed that certain paradigms such as
differential privacy reduce the information content too much to be useful in practical
situations [50]. At the other extreme, as previously mentioned, data may be adequate
for mining algorithms but, in such cases, privacy is not always properly considered.

Another related issue concerns the right of people to their own electronic records,
and the understanding that their data is often used for analytical aims other than
those they envisioned. The majority of users of on-line systems do not go beyond
their basic level of data control, and they do not know what it means to share data
or that their data (even web search phrases) will be linked to other data sources and
mined to provide new results. Yet another ethical problem is using the results of
mining personal data to predict the actions of other people.

All these and other issues open up many additional challenging problems. Some
of them are more algorithm–oriented, while others are open law questions. Teen
and Polonetsky call for new models balancing benefit for researchers and individual
privacy rights [47]. As suggested in [38] the “foundations of data mining need to
be reformulated in such a way that privacy protection and discrimination prevention
are embedded in the foundations themselves, dealing with every moment in the
data-knowledge life cycle, from data capture to data mining and analytics, up to the
deployment of the extracted models”.

3.2 Tracking the Accuracy, Trustworthiness
and Provenance of the Data

As we have pointed out in the introductory chapter, the exploration of Big Data
involves checking the quality of the data and its trustworthiness. Recall that some
data sources produce low quality or uncertain data, see e.g. tweets, blogs, and social
media. Earlier lessons of mining real data sets have clearly showed that the accuracy
of the results strongly depends on the quality of the data and the appropriateness
of the pre-processing. Moreover, if the final models interact with the environment
and/or are applied to critical domains of human activities, then a good verification
of the input data and their pre-processing as well as the deployment of data mining
results all become much more crucial than in earlier information systems.

Some of the authors of this bookmention these issues in the context of the process
of knowledge discovery see, e.g., chapter “Big Data and the Internet of Things” by
M. Shah (in Sect. 9 where he presents his concerns about the limitations of current
solutions for the Internet of Things). Moreover, we have briefly described the prove-
nance challenges for Big Data chapter “AMachine Learning Perspective on Big Data
Analysis”, Sect. 2.
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It is important to note that more efforts should be done and new innovative
approaches are needed. Some authors argue that new methods are necessary due
to the complexity of Big Data. We can refer the reader to such papers as [10, 11, 19]
for more information on new methods considered in the context of Big Data prove-
nance. The authors of [22] describe approaches that attempt to track the provenance of
workflows for MapReduce jobs. Recording provenance in distributed environments
is also considered in [32].

Provenance also opens up additional topics for machine learning research. For
instance, in the case of dynamic and changing data, the evolutionary history and the
origins of data items become more complicated. The authors of [7] claim that trust
measures are not static and that learning approaches could be applied to discover
new measures of interesting data sources using others sources. In particular, new
unsupervisedmethods havebeenproposed in [52].Other research [51] has also shown
the usefulness of semi-supervised learningmethods that start with a portion of ground
truth data. Itwas also advocated in [7] that developing new innovativemethods,which
can run on parallel platforms and dealwith scalable data and numerous heterogeneous
sources is one of the highly desired future research directions in the field.

3.3 Data Visualization and Visual Data Mining

Data analysts use visualization tools to understand the unknown structure of data and
underlying patterns. Many tools have been developed for multidimensional data or
more structured data. The reader is referred to [20] for their review. These authors
also describe several visual data mining tools that may facilitate interactive mining
based on the user’s judgment of intermediate data mining results. Some of them use
special methods to visualize mining results, e.g. clustering or classifiers. Interaction
mechanisms for filtering, querying, and selecting data are also available. However,
it is claimed that such visual exploration is too often available as a separate tool
while it should be more tightly coupled with analytical methods into one knowledge
discovery system.

R. Sarmento, M. Oliveira, M. Cordeiro, and J. Gama discuss the practical use-
fulness of visualizing large telecommunication networks in chapter “Social Network
Analysis in Streaming Call Graphs”. To efficiently handle very large and dynamic
graphs, the authors have to model them as a kind of data stream and use special
sampling techniques.

However, one could notice that many visualization methods and software tools
have been developed in the context of standard, static and smaller data sets and
that they are limited when it comes to exploring big data sets. The scale and com-
plexity of Big Data may be too critical a challenge for current techniques and their
implementations.

Reports like [23] list other requirements to make new visualization systems suit-
able for Big Data. These are:
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• Enabling real-time data analysis (computationally cost-effective),
• Using in-memory compression to enable the handling of large-scale data,
• Supporting the interactive exploration of the data at different stages and the fast
presentation of reports,

• Showingmeaningful results (e.g., with appropriate context information and special
presentation techniques to overcome the difficulties associated with too many
results),

• Allowing users to share their presentations and reports with others and to collab-
orate in a sufficient secure way.

Then, DeGeer in [12] noticed that traditional visualization tools are too oriented
toward the presentation of what a user may already know about the data. Instead, they
should be exploring unknown aspects - which is more characteristic for data mining
or even previously for Exploratory Data Analysis in statistics [48]. Furthermore,
DeGeer presents a postulate of what a stronger visual interactivity means: the user
has to be able to explore the data “on the fly”, change its interests, filter out irrelevant
information, deal with outliers and isolate unexpected patterns. He also notices that
existing visualization tools are good for static information but that they generally fail
to work with dynamic data.

Real-time visualization is particularly useful in data streams. Systems should
handle a large number of very fast updates and offer innovative ideas on how to
present changes in the data structure. The authors of the comprehensive survey on
the topic present a similar opinion [31]. They also give an example of an open
problem concerning the quick detection of breaking news events from huge amounts
of streaming tweets. Following more recent papers by data stream researchers [24],
the visualization of concept drifts and the graphical evaluation of model reactions to
them are still open problems. Moreover, Gaber et al. claim that there are currently
no on-line real-time visualization tools to complement the Ubiquitous Data Stream
Mining algorithms [17]. A final postulate is to construct efficient visualization-based
data discovery tools for mobile devices.

Other research reports [23] show other opportunities for applying visualization
techniques to the protection of data quality (helping to find errors [1]) and supporting
tracks of data provenance (graphical display of user activity records, characteristics
of data sources).

3.4 User Feedback Integration and Result Interpretation

Since the beginnings of knowledge discovery from data, it has been stressed that
users/decision makers should be able understand the analysis and the results of the
machine learning algorithms. These postulates are also valid for many Big Data
applications. For instance, [40] describes the real world successful application of
data mining to predict manhole explosions and fires in the New York electrical net-
work. Black-box (non-transparent) predictive models were treated as neither useful
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nor convincing. Every step of the process had to be verified by both scientists and
company engineers. Therefore, the research team designed several software tools
that allowed transparency of the main operations and provided reasons for the pre-
dictions made by the final system. This allowed the integration of domain expertise
(by company specialists) into the modelling process, data verification, and system
evaluation.

In [34], StanMatwin pointed out that appropriate interpretation of the results may
be more important than better accuracy of the models, in particular when results are
used for making decisions concerning people, like medical diagnostics or adminis-
trative decisions. However, he also noted that a good interpretation is still a research
challenge for the machine learning and data mining fields. A limited number of
popular approaches mainly trees, rules, Bayesian networks—offer, so called, sym-
bolic knowledge representations, which could be directly inspected and interpreted
by humans. Measuring and evaluating the interpretation abilities offered by various
learning algorithms is still less studied than other criteria. In his view, this question
should be brought to the fore and treated in an inter-disciplinary manner. Visualiza-
tion methods could partly support users in interpretation tasks.

Another issue is that, data sources may contain erroneous data, or applied algo-
rithms may not meet all the assumptions and, as a result, may produce inaccurate
results. Responsible users will not rely exclusively on computer calculations but,
instead, will try to verify the results—which again should be supported by new
developed techniques.

However, these expectations are real challenges for Big Data—due to data com-
plexity, sophisticated workflow of data transformations, distributed processing, and
the application of many algorithms. Similarly to studying data provenance, there is a
need for capturing adequate metadata reports, and powerful visualization tools that
could involve human experts into the analysis could help interpret analytical results.

This type of use for data mining systems calls for more adequate users’ interaction
facilitieswhichwould allowhumans to provide feedback or guidance. Interactiveness
has been relatively under-emphasized in the context of data mining [7]. However,
it will become more important when dealing with Big Data properties, such as all
“V” characteristics. For instance, user guidance can help narrow the massive data
into reduced, promising sub-spaces and accelerate the processing. Users can also
evaluate and interpret intermediate results, search for hypotheses directly, and repeat
certain steps with different assumptions or parameters if necessary.

This means that beside designing good visualization tools, it is necessary to
develop special infrastructures and carry out more advanced research on evalua-
tion measures and validation procedures. In particular, this refers to situations where
algorithms may produce too many results and where finding a limited number of
interesting patterns is not an obvious task [2, 21].
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4 Stan Matwin’s Contributions to Big Data Analytics

Stan Matwin’s contributions to Big Data Analytics are many and quite significant.
They have impacted the field in many ways.

Although the issue was only briefly discussed in chapter “A Machine Learning
Perspective on Big Data Analysis”, the class imbalance problem has been and will
remain a confounding problem for machine learning, data mining and Big Data
Analysis for years to come. Matwin and his colleagues were some of the first
researchers to address the issue in [25, 26]. The approach they proposed remains
a popular way of solving the problem close to 20years later. Their work also helped
popularize the use of the geometric mean (G-Mean) in class imbalance problems
[27]. This was important since, on the one hand, this measure is still used today and
on the other hand, it was an early attempt to challenge the usefulness of accuracy as
the sole criterion in all situations. This led to its gradual replacement by (or at least
competition with) the AUC, Precision/Recall Curves, etc.

Another of Matwin’s important contribution is in the area of Text Mining. As
seen in Sect. 1 of this chapter, data will increasingly be coming from the Internet
and, in particular, from Social Media. This means that text processing has been and
will continue to be an extremely important area of research in Big Data Analysis.
Matwin’s most important contribution in this area has been in feature engineering—
as discussed in Sect. 2.7 of this chapter[5]. Feature Engineering remains an important
topic of research both in text mining and in biomedical applications—but he also
contributed interesting results in the areas of co-training, name entity recognition,
word sense recognition, etc. [30, 41, 42].

As discussed in Sect. 3.1 of this chapter, Matwin also became interested in the
problem of Privacy in Data Mining long before it became a popular issue [54]. As
early as 2002, he developed, together with students and colleagues, privacy-oriented
Data Mining algorithms [14].

Matwin’s interest in practical applications led him to work on a wide variety of
problems, including predicting who in a hospital emergency room will need hospi-
talization, recognizing oil spills in the ocean, categorizing medical articles, detecting
emerging trends in a political campaign or in public opinion. Overall, he has con-
tributed to solving problems in such wide-ranging fields as neuro-ophthalmology,
forestry, electronics, and many others.

In 2013,with this experience in hand,Matwin established the Institute forBigData
Analytics at Dalhousie University. The institute is thriving and currently includes
7 research professors (including 6, on the executive board), 3 postdoctoral fel-
lows, 6 Ph.D. students and 8 M.Sc. students. Ongoing projects span the domains
of global telecommunications services, home care, retirement living and nursing
homes, Marine Ecology, Text, anesthetics and post-operative care, to name only a
few. The Institute will also be hosting the prestigious Conference on Knowledge
Discovery and Data Mining in 2017.
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