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Abstract. Existing triple-failure-tolerant codes assume that failures are inde-
pendent and instantaneous. Such assumptions overlook the underlying mecha-
nism of multi-failure occurrences and ignored the effect of reconstruction
window. These codes are not adapted to the occurrence pattern of failure in real-
world applications. As a result, the third parity drive is almost idle as it set to
handle the triple-failure scenario only with lower-level failure situations unat-
tended. Furthermore, the problem of single failure rebuild deteriorates with the
increasing disk capacity, and the system’s reliability will decrease with user
experience impaired. Aiming at these problems, a fast reconstructable coding
scheme extended from RAID-6 has been developed in this study. RAID-6Plus
maintains a smaller reconstruction window by recoding the third parity drive.
Existing codes provide absolute reliability for triple failures via full combinations.
As a contrast, RAID-6Plus employs short combinations which are able to greatly
reuse overlapped elements during reconstruction to remake the third parity drive.
The short combinations shorten the reconstruction window of single failure,
which avoids multi-failure overlapping in the reconstruction window. The capa-
bility of multi-failure degradation provides RAID-6Plus with (1) a better system
performance comparing to RTP and STAR and (2) an enhanced reliability
comparing to RAID-6.

Keywords: Reconstruction window - Failure mode - Multi-failure degradation -
Flexible reliability

1 Introduction

RAID-6 is conventionally the de facto default configuration of storage systems for
its reliability. However, modern storage systems are more and more exposed to
higher level of vulnerability in the big data era. Data reliability has unprecedentedly
become a critical issue to be addressed. In terms of device level failures, Huang and
Xu proposed STAR code [1] to protect a storage array from triple failures. Goel and
Corbett extended RDP to RTP [2] with a faster coding algorithm for handling triple
failures. Similar codes include RS codes and generalized EVENODD [3]. Jain et al.
introduced redundancy between RAID groups by mirroring or replication at the
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expense of a higher overhead [4]. Codes along this direction can generally provide
satisfactory solutions to triple failures, but the following problems are still pending
especially the lack of flexibility for enabling reliability:

e Existing codes assume that failures as independent and instantaneous and occur-
rences of failures conform to the exponential distribution [5, 6]. This ideal assumption
does not apply in the fault pattern of modern storage systems [7]. Furthermore, those
codes are not designed to support multi-failure degradation, which aims to convert
a higher-level multi-failure into separate low-level multi-failures or single failures
with a shorter reconstruction window.

e Existing codes largely ignore the pattern of failure occurrences in practice. For
example, 99.75 % of recoveries are due to single disk failures [16], while triple whole-
disk failures are rare. However, the third parity drive in RTP is set to handle the triple-
failure scenario only with single failure rebuild unattended. The third parity drive is
then almost wasted.

o Exiting codes focus on whole-device level failures while mixed-fault modes are more
common in practice [8]. For example, when a fault consisting of two erasures and a
sector error occurs, all of the three parity drives must be used. This directly overkills
the effects of the third parity drive.

e As throughput is dwarfed by capacity [9], the reconstruction windows have grown
exponentially from minutes to hours or even days in practice. This leads to a severe
decrease of system performance and poor user experiences.

There exists a pressing need for a coding design to support multi-failure degradation
and a smaller reconstruction window to deliver data reliability in a more flexible manner.
In this study, we developed a fast reconstructable coding scheme with shorter recon-
struction window, namely RAID-6Plus. The proposed coding scheme is an extension
of RAID-6 [10] at the expense of three parity drives. RAID-6Plus employs short combi-
nations which are able to effectively reuse overlapped elements during reconstruction
to remake the third parity drive. This design shortens the reconstruction window of single
failures by minimizing the total number of data reads. The possibility of multi-failure
overlapping in the reconstruction window is therefore significantly diminished. The
capability of multi-failure degradation provides RAID-6Plus with (1) a better system
performance comparing to RTP and STAR and (2) an enhanced reliability comparing
to RAID-6. RAID-6Plus balances reliability, performance and update penalty, which
aims at practical uses in modern disk systems, flash-based systems, and even hybrid
storage system on any array codes.

RAID-6Plus was then evaluated against the RTP and STAR codes. A mathematic
analysis indicated that RAID-6Plus could achieve speedups of 33.4 %, 11.9 %, 47.7 %
and 26.2 % comparing to RTP with conventional rebuild, RTP with optimal rebuild,
STAR with conventional rebuild and STAR with optimal rebuild respectively. Further-
more, RAID-6Plus is orthogonal with some previous work on reconstruction speedup
[10-13] and can be integrated together to further shorten reconstruction window.

The main contributions of this study are as follows:

e Wedeveloped a new XOR-based coding scheme with shorter reconstruction window
and lower risk of multi-failure with no additional cost incurred comparing to RTP
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and STAR, which enables a balanced solution with flexible reliability and better
system performance.
e We design a novel redundancy scheme to minimize data reads in reconstruction
scenarios. The redundancy scheme is generic and could be applied to other codes.
e To the best of our knowledge, RAID-6Plus is the first to extend given codes from the
perspective of accelerating single failures instead of providing reliability boundary.
The design is better adapted to the occurrence pattern of failures in practice.

The remainder of the paper is structured as follows. Section 2 motivates RAID-6Plus.
Section 3 presents the design of RAID-6Plus. Finally, we evaluate the performance of
RAID-6Plus in Sect. 4 with conclusions in Sect. 5.

2 Backgrounds and Motivation

In this section, we describe the different failure modes and recovery methods in RAID
systems and introduce the concept of multi-failure degradation in reconstruction
window. This motivates the need to design RAID-6Plus, which exploits multi-failure
degradation mechanism.

2.1 Failure Modes in Disk and SSD

Multiple researches on the massive disks have all shown that mainstream disk drives
have device failures or whole-disk failure [14] and sector failures. Device failure refers
to the loss of the whole disk, which is mainly caused by hardware problems or manual
misconducts. Sector failures could be caused by diverse reasons such as software
glitches and so on [15]. All this failures directly cause data unavailability.

More specifically, newest findings by Ao ma reveal that despite infant mortality,
multi disks tend to fail at similar age. That means that not only single failure happens
at the device level, but also multiple devices may fail almost simultaneously, calling for
higher reliability care than RAID-6. Other statistics show among all device failures,
single failure accounts for the majority (99.75 %), and double failures is not eligible
(roughly 8 %) and should be taken care of [16]. Meanwhile, often the cases are single
failure coupled with other sector failures rather than multi whole-disk failures [8]. And
sector errors are not rare and increase with time [14].

In terms of correlation between whole-disk failure and sector errors, reference [14]
asserts whole-disk failure can be viewed as the consequence of accumulated sector error
and uses the number of reallocated sectors to characterize probability of whole-disk
failure. Further, the longer a functioning device undergoes, the higher probability of
device failure could be. In other words, other failures could happen in ongoing process
of failure recovery, aggravating system reliability and making it much more vulnerable
[17]. In short, single failure is of vital importance to reduce window of system
vulnerability.

Though there have not been any investigation published on massive SSD, SSD’s
failure modes must be similar while differ in some of its own vulnerability features, like
its inborn limited endurance issues and wearing over time [18].
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2.2 Growing Reconstruction Window for Single Failure

Basically, given the same rotational speed, reconstruction window for a single disk
varies according to different disk capacity [19]. Therefore, through simple calculation,
reconstruction windows has also grown hugely along with device capacity, leading to
easier opportunity for potential data loss [17].

On the contrary, the shorter reconstruction window is, more failures with higher level
can be avoided by degraded into low-level failures. Current reconstruction window is
unbearably large. For example, it would normally take more than two hours to recon-
struct the data of a 500 GB disk. This not only aggravates user experience for longer
wait, but also puts the whole system into higher risks of data loss. Therefore, the urgent
need to shorten reconstruction window is practical and would be welcome.

2.3 Motivation

Traditional codes with higher fault-tolerance, like RTP and STAR codes are originally
designed for triple whole-device failures. Unfortunately, statistics have shown proba-
bility of single failure overwhelmingly accounts for most while triple whole-device
failures is relatively rare, thus making current RAID-7 system with triple parity drives
wasteful. Additionally, mixed-fault modes exhibited in modern storage systems, over-
kills the solution of those codes with higher reliability boundaries. In short, current
RAID-7 system with triple parity coding is unpractical and needs to deliver more flexible
reliability.

Further, reconstruction window is exponentially increasing with device capacity,
thus worsening user experience and leaving larger space of system vulnerability and
data loss. More notably, current coding schemes for triple-failure are unable to shorten
reconstruction window.

Therefore, all these factors above motivate me to extend RAID-6 codes another
way to shorten reconstruction window to provide flexible reliability and make it
more practical.

3 System Design

In this section, we base on RDP code to illustrate our RAID-6Plus. First of all, we
introduce the optimal way of RDP for single failure rebuild. Then, in RAID-6Plus, we
keep the P disk and Q disk as it is, and present our new coding algorithm for the third
parity drive X to reduce reconstruction window.

3.1 Optimal Reconstruction for Single Failure in RDP

In RDP, we have two kinds of parity drives, where P drive means slope 0 and Q for
slope 1. whenever any single data disk fails, the conventional way to reconstruct a failed
disk is merely using P drive while the optimal way is using equal number of parities
from P and Q drives, maximizing the overlapping data, as shown in (Fig. 1) [10].
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Fig. 1. The optimal reconstruction sequence of single failure in RDP. The hybrid use of equal
numbers of P parities and Q parities maximizes the overlapping data for single failure rebuild.

Table 1. Feature comparison of three coding ways for X drive

Coding Element Involved Merit Shortcoming
methods example element
Mirroring of al 1 simple and can | Only cover
single disk maximize replicated
reduction of drive, not
reconstruc- able to cover
tion window other drives,
for specific causing
drive imbalance
and
fluctuation
Short combina- | al + bl 2 In between
tion
Full combina- | al +bl +cl+| 5 Maximize Unable to
tion dl +el fault-toler- reduce
ance for the reconstruc-

whole
system

tion window

3.2 Redundancy Coding in RAID-6Plus

In order to provide solid and flexible reliability against multi-failure, RAID-6Plus
uses three redundancy drives as other codes for triple-failure do, but in a new and
more practical way. Actually, there is a reasonable compromise between reliability
level and system performance in RAID-6Plus, where on the one hand, we maintain
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a basic reliability guarantee to accommodate non-negligible double-failure, while on
the other hand, reconstruction window is shortened to degrade failure and reduce
user wait.

Disk 0 Disk 1 Q

ﬁ;ﬂ x0 =2a0 +f0
e xl=al+el
e,; x2 = b2 +d2
e x3=b3+c3
e x4=d4 +ed
e x5=c5+f5

é P element I:l Qelement
with slope 0 with slope -1

Fig. 2. Encoding for X drive in RAID-6Plus. Any new parity in the third parity drive X is the
XOR of some two data elements. There are two data elements of each data drive to be covered in
X drive. And those data pairs or tuples to construct X parity is specially chosen to satisfy fast
reconstruction.

Disk 0 Disk 1 Disk2 Disk3 Disk4 Disk5 P Q X

x0=2a0+f0
xl=al+el
q2 . X2 =b2+d2
. x3=b3+c3
. x4=d4+el
a5 Q x5=c5+f5
'A) failed element . A overlapping element

N~ -

Fig. 3. Rebuilding single failure with X elements. a0 and alare recovered by x0 and x1, a2 and
a5 are rebuilt with the help of q2 and g5 while a3 and a4 are fixed with p3 and p4.

Of all the three redundancy drives, the first two are devoted to maintaining a lower
bound of reliability, which we denote as “base reliability”, given RAID-6 is widely
deployed in diverse storage system for double-failure concern. Therefore, we have the
exact P drive and Q drive in RAID-6Plus from RDP to keep a base reliability guarantee
for double-failure.
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The remaining redundant X drive is dedicated to reducing reconstruction window
for single failure of any data drive, which is in charge of user access. Therefore, the key
lies in the redundancy coding for X drive. Conventionally, there are three ways for X
drive coding: (1) Mirroring of a single data disk; (2) Short combination; and (3) Full
combination. The features of the three coding ways are so obvious that we summarize
them in Table 1.

In essence, the three ways of coding for X parity elements vary in number of element
involved in the encoding process. Mirroring has a length of only one, suggesting any X
element is a replica of some element in other drives. Full combination has the same
length of any element in P or Q drive, implying any element in X is the combination of
many elements in data drives while Short combination is in between.

In order to reduce data reads as much as we can, we employ short combination with
some 2 elements involved to encode for X parity. The thought behind is to find over-
lapping elements as many as possible on the basis of optimal reconstruction for single
data disk in RDP and combine any two of them for the concern of data disk coverage,
as shown in Fig. 2.

We use the example in Fig. 2 to illustrate. In our coding for X drive, nearly all the data
drives in covered. For example, we have and of disk #1 in the short combination, which
will be used in the reconstruction of disk #1. In other words, disk coverage in some way
guarantee the balance of effect distribution on multi disks.

We use the example in Fig. 3 to illustrate. In our coding for X parities, nearly all the
data drives are covered. For example, we have a0 and al of disk #0 respectively in x0O and
x1, which will be used in the reconstruction of disk #0. In other words, disk coverage in
some way guarantees the even and balanced distribution of speedup effect on multi disks.

And those short combinations in X drive constructed by data pairs are specially
chosen to satisfy fast reconstruction.

3.3 Reconstruction in RAID-6Plus

In terms of single erasure reconstruction, for example, if disk#0 fails, reconstruction
with the participation of related short combinations in X will occur.

As shown in Fig. 3, we use x0 and f0 to recover a0, xI and e/ for al. And respectively
with the help of p3 and p4, a3 and a4 are reconstructed in the direction of slope 0 while a2
and a5 are respectively recovered from slope —1 with g2 and ¢5. In total, there are 22
elements needed to be read, comparing with 27 element reads of RDP optimal recovery.

In the views of double failures, RAID-6Plus maintains system reliability in two ways.
First and foremost, RDP is actually included in RAID-6Plus, therefore there will be no
data loss whenever any double failures happen.

Additionally, with shorter reconstruction window, some double-failure situations
previous in traditional RAID-6 system could be converted to independent single failures,
thus eliminating vulnerability undergone by the system. Also, the same way of using
short combinations in X can be applied to save data reads for double-failure scenarios.

In fact, triple failures happen at an extremely tiny probability, therefore the third
parity drive in traditional codes only exist for extreme cases. And according to Relia-
bility Equation in [20], RAID-6Plus could convert a portion of triple-failure situations
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in traditional coding schemes to lower possibility, leaving unconvertible triple failures
at a negligible level.

4 Performance Analysis

In this section, we analyze the performance of RAID-6Plus, with RTP and STAR codes.
The analysis comes in parity computation complexity, update penalty, reconstruction
cost, and storage ratio. Further, we propose Q metric to denote the induced performance
improve per cost to validate our RAID-6Plus. The basic data matrix for STARis(p — 1)p
and (p — 1)(p — 1) for RAID-6Plus and RTP.

4.1 Parity Computation Complexity

We compare parity computation complexity of different codes by XORs per element.
The total XORs can be computed as the sum of XORs for different parity types. For
example, the number of XORs for writing a stripe in RAID-6Plus is consisted of XORs
for row parity, diagonal parity and X parity, making

A _ XOR,,,, + XOR;;,, + XOR,
D= Blocknum
- D=2+ @-DHp-B+p-1 )
P-bDp-1
2p—-3
_ P —_ 1
p—- 1 p— 1
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Fig. 4. Parity computation complexity. Obviously, RAID-6Plus uses least XORs per data block
for parity computation and is fastest. The difference is more obvious when disk array size is
smaller, which is the typical case of most storage systems.
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Likely, we can get that of RTPis Agyp =3 — %. For (p — 1)p data matrix of STAR,

similar computation pattern can be applied to get Agp,p = 3 — p+1 The results are shown

in Fig. 4.

4.2 Update Penalty

Traditionally, redundancy incurs update penalty because parity must be consistent with
data element involved. And update penalty is measured by number of introduced write.
For example in RDP, any update on a single data block will result in two more writes
to respectively update corresponding row parity and diagonal parity. We can get the

update penalty of RTP in reference [2] Ugrp = 5 — ﬁ and STARisUgpyp =5 — ;;with

the help of reference [21].
For RAID-6Plus, update penalty of all data elements requires

(p-Dp-D-20-D—-(p-2)I1x2+2x(p-1)x3
+(p-2)x1=2p>-3p+2

Thus, the update penalty per block is

1 1

Unanp = 20> =3p+2)/(p - 1> =24+ —

p—1 (p-17?

which is smaller than RTP and STAR, as shown in Fig. 5.

induced writes
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Fig. 5. Update penalty. When p is larger than five, RAID-6Plus introduces least update penalty
than RTP and STAR, and it is close to RS-coded RAID6. For example, when p equals 11,
RAID-6Plus has 2.11 update penalty compared with 2.82 of RTP and 4.636 of STAR. The different
will be more obvious when disk array size grows bigger.
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Significantly, RAID-6Plus bears least penalty when updating. The reason why
RAID-6Plus has the least update penalty is RAID-6Plus employs short combinations
while RTP and STAR use full combinations which involve more data elements to
construct, therefore incurring more update penalty.

4.3 Reconstruction Cost

We hereby focus on single failure reconstruction scenario and use total data elements
read to evaluate the cost.

For RTP and RDP share exactly same reconstruction sequences, they have the same
reconstruction cost, which are respectively (p — 1)(p — 1) with conventional recovery

and %(p — 1)? with optimal recovery. Similarly, STAR rebuilds a failed drive with the

same cost of EVENODD, which is (p — 1)p conventionally and w by optimal

recovery.

When a drive fails in RAID-6Plus, two elements are recovered by two X parities and
half of the rest elements are respectively rebuilt with P and Q parity as shown in Fig. 3.
Therefore, we compute data elements read for rebuild in RAID-6Plus as

2><2+—(p_;)_2X(p—1)+—(p_;)_2><(p—l)
p-D-2_(p-D=-2 _ _ (p=33-1) @)
- X -2=2+4+ ——"
2 2 7

We normalize the results based on STAR_conventional in Fig. 6. The secret of
RAID-6Plus for single erasure rebuild is it uses short combinations in X drive to
minimize elements needed and meanwhile reuse overlapping elements as much as
possible on the basis of optimal reconstruction sequence of RDP.

Data Reads for Rebuilding Single Failure

[ RAID Plus:
I RTP_C
I RTP_O
I STAR _C
[ STAR O

Normalized by STAR_Conventional

13 17
prime p

Fig. 6. Data reads for rebuilding single failure. Clearly, RAID-6Plus reads least data than any
other coding schemes. For example, when p is 7, RAID-6Plus has a normalized speedup of 33.4%,
11.9%, 47.7% and 26.2% respectively over RTP_Conventional, RTP_Optimal,
STAR_Conventional, STAR_Optimal.
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4.4 Storage Overhead and Reliability

RTP, STAR are both MDS codes while RAID-6Plus is non-MDS. Regarding storage
overheads, all the three codes have three drives dedicated to parities. In terms of absolute
failures, RTP and STAR are strictly triple-failure tolerant while RAID-6Plus can tolerate
only double failures at device level. But RAID-6Plus provides flexible and higher rela-
tive reliability by shorter single failure reconstruction. This effect are hard to be explicitly
characterized because there are not any plausible reliability model for RAID systems.

5 Conclusions

Existing triple-failure-tolerant codes set the third parity drive to only handle the triple-
failure scenario, which is very rare while single failure dominates in storage system
breakdowns in real-world applications.

This study developed RAID-6Plus, a fast and reliable reconstructable coding scheme
with shorter reconstruction window. RAID-6Plus remakes the third parity drive to
shorten the reconstruction window to degrade multi-failures and to minimize short user
wait. The design enables reuse of overlapped elements during reconstruction to balance
the reliability and performance of the resulted coding scheme. The performance evalu-
ation indicated that RAID-6Plus exhibited (1) a better system performance with no extra
cost comparing to RTP and STAR and (2) an enhanced reliability comparing to RAID-6.
The scheme held the potentials of practical uses in modern disk systems, flash-based
systems, and even hybrid storage system on any array codes.
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