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Preface

It is our great pleasure to welcome you to the proceedings of the 2015 Asia-Pacific
Services Computing Conference (APSCC 2015).

APSCC 2015 was held in Bangkok, Thailand, during December 7–9, 2015. The
event was the ninth meeting of this conference series, after APSCC 2006 (GuangZhou,
China), APSCC 2007 (Tsukuba Science City, Japan), APSCC 2008 (Taiwan), APSCC
2009 (Singapore), APSCC 2010 (Hangzhou, China), APSCC 2011 (Jeju, Korea),
APSCC 2012 (Guilin, China), and APSCC 2014 (Fuzhou, China).

APSCC is recognized as the main regular event of the Asian-Pacific region that
covers many dimensions of services computing, Web services, cloud computing,
security in services, and social/peer-to-peer/mobile/ubiquitous/pervasive computing.
APSCC 2015 intended to play an important role for researchers and industry practi-
tioners to exchange information regarding advancements in the state of the art and
practice of IT/telecommunication-driven business services and application services, as
well as to identify emerging research topics and define the future directions of services
computing.

We received a large number of submissions this year, showing by both their quantity
and quality that APSCC is a premier conference on services computing. In the first
stage, all papers submitted were screened for their relevance and general submission
requirements. These manuscripts then underwent a rigorous peer-review process with
at least three reviewers per paper. Finally, 23 papers (17 full papers and 6 short papers)
were accepted for presentation at the conference and are included in the main pro-
ceedings. To encourage and promote the work presented at APSCC 2015, we are
delighted that some of the papers will be accepted in special issues of several inter-
national reputable journals. All of these journals have played a prominent role in
promoting the development and use of services computing.

An international conference of this scale requires the support of many people. First
of all, we would like to thank the steering chairs, Hai Jin and Liangjie Zhang, for
nourishing the conference and guiding its course. We appreciate the participation of the
invited speakers, Tarek El-Ghazawi and Stephen S. Yau, whose speeches greatly
benefited the audience. We are also indebted to the members of the Program Com-
mittee, who put in hard work and long hours to review each paper in a professional
way. Thanks to them all for their valuable time and effort in reviewing the papers.
Without their help, this program would not have been possible. Thanks also go to the
entire local arrangements committee for their help in making the conference a won-
derful success. We take this opportunity to thank all the authors, participants, and
session chairs for their valuable efforts, many of whom traveled long distances to attend
this conference and make their valuable contributions. Last but not least, we would like



to express our gratitude to all of the organizations that supported our efforts to bring the
conference to fruition. We are grateful to Springer for publishing the proceedings.

December 2015 Lina Yao
Xia Xie

Qingchen Zhang
Laurence T. Yang
Albert Y. Zomaya

Hai Jin
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When HPC, Big Data Science, and Wireless
Technology Merge: The World of Endless

Opportunities and Challenges

Tarek El-Ghazawi

Abstract. The rapid spread of interest and use of cloud computing as an accessible
and expandable, as needed, enabling computing facility on the go, from one side,
and the advances and the proliferation of intelligent mobile devices from another
side, and the increasing availability of high-performance computing capabilities
and parallelism from accelerators on-chips to large scale systems in the cloud are
compatible exciting developments. With the ever expanding wealth of big data in
the cloud, users can have very powerful enabling tools wherever they go. Toge-
ther, these technologies have the potential of leaving nobody behind when it
comes to computing and data applications whether small and personal or large and
organizational, and regardless of geographic boundaries and economic conditions.
Furthermore, many applications and services that one felt are simply fiction, will
become possible. However, the technical challenges associated with the realiza-
tion of this dream with the responsiveness and quality needed from the user
perspective will be monumental. In this talk we examine some of those possible
developments and characterize some of user needs, the associated challenges, and
the potential research directions.



Challenges and Future Research Direction
of Developing Trustworthy Services

Computing Systems

Stephen S. Yau

The rapid advances and growth in deploying services computing systems,
including cloud computing systems, in various applications have major impacts
on the use of IT technologies, the economy, society, and our daily lives.
Trustworthiness becomes a key issue for users to have sufficient confidence in
using these systems. In this address, the major challenges and future research
directions of developing trustworthy services computing systems will be dis-
cussed. The important aspects of trustworthy services computing systems,
including quality of services assurance, required system platform support, and
sharing resources (including data, infrastructures, and knowledge), and the
impact of human factors will be addressed. Possible improvements of relevant
higher education curricula to meet these challenges of rapid expansion of IT
Technologies and their applications will also be discussed.
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A Context-Aware Usage Prediction Approach
for Smartphone Applications

Jingjing Huangfu, Jian Cao(B), and Chenyang Liu

Department of Computer Science and Engineering,
Shanghai Jiao Tong University, Shanghai 200240, China

hfjingjing@gmail.com, cao-jian@sjtu.edu.cn, schumeichel 2003@163.com

Abstract. With the popularity of smartphones, an increasing number
of applications (app) are installed on common users’ smartphones. As
a result, it is becoming difficult to find the right apps to use promptly.
Based on the observation from the real data, it can be found the cor-
relative relationship exists between the usage of app and the context,
specifically, time and location contextual information. According to this
analysis, a context-aware usage prediction model is proposed to pre-
dict the probability of launching apps and present this prediction by
an ordered list. Furthermore, a dynamic desktop application for android
platform is developed to adjust the app icon order on the desktop accord-
ing to the current time and location information, which facilitates the
smartphone users always capable finding their needed ones in the first
page. The experiments show that our prediction model outperforms other
approaches.

Keywords: Context-aware · Mobile app · Usage prediction model ·
Dynamic android desktop

1 Introduction

With the increasing functionality provided by smartphone, it has great impacts
on common people’s lives and becomes an indispensable tool. Diverse mobile
apps have been developed to satisfy different requirements at any time or place.
For example, users can post their pictures using social apps (e.g. microblog and
wechat), plan their driving routs by map application (e.g. Google Map), and
search the Internet through an explorer. A survey on 4200 users indicates that
14 % of users downloaded a new app in most recent 30 days [1]. According to
statistics, in 2013, 22 apps are installed on each Android smartphones, and 37
for iPhone users respectively on average. With the prosperous of mobile phone
application market and upgrading of smartphone storage, the number of appli-
cations installed in one phone will definitely increase.

With the increasing number of apps installed, common users have to spend
more time finding the right app to user promptly, which reduces user experience.
Android and iPhone provide some tools to help users find their app. Users can

c© Springer International Publishing Switzerland 2015
L. Yao et al. (Eds.): APSCC 2015, LNCS 9464, pp. 3–16, 2015.
DOI: 10.1007/978-3-319-26979-5 1



4 J. Huangfu et al.

organize similar apps into a folder or type in keywords to search for the right app.
The former method requires users to maintain their app-list regularly, whereas
the latter one requires users to describe the function they need or the features
of apps. Both of these two methods are time consuming and can be substituted
by more intelligent methods.

The existing widely used methods are Most Recent Use (MRU) and Most
Frequently Use (MFU) strategies. These methods are already integrated into
smartphone system and help customize user’s menu and reach a fair effect in the
mass. However, these methods consider none of context information, e.g. user’s
usage pattern of mobile apps and current time and place. Therefore, they have
lower prediction accuracy on mobile app usage.

We propose an app usage history-based and context-aware prediction model
to provide a list of apps ranked according to the probability that each app will
be launched. Moreover, a dynamic desktop application is developed for Android
platform.

The contributions of our work can be summarized as follows:

– We present a usage history-based and context-aware model to predict the
probability of an app usage accurately.

– We compare our model with MFU and MRU models in experiment. The result
shows our model has evident superiority on prediction accuracy.

– We develop a dynamic desktop application for Android platform to present
the prediction result, which can facilitate users finding the right app in the
first page.

The rest of this paper is organized as follows. In Sect. 2, we summarize related
previous work on usage prediction. In Sect. 3, we introduce a real dataset and
evaluation standards. In Sect. 4, we describe our usage history-based and context-
aware model mathematically and theoretically. We show the experimental setup
and analyze the results in Sect. 5, followed by the introduction to our desktop
application in Sect. 6. Finally, Sect. 7 concludes the whole paper.

2 Related Work

Smartphones are carried and widely used in different environments [2]. There-
fore, taking advantage of user context information can benefit the analysis of
user behavior. e.g. motion pattern recognition [3], health protection [4] and bat-
tery management [5]. Many studies revealed the relationship between the context
information and user’s app usage preference. For example, Eagle et al. revealed
how this preference changed with dynamic social environment through Reality
Mining [6]. They found user preferred to use voice communication than text mes-
sage. Froehlich et al. analyzed the relationship between locations and the using
habit of SMS (Short Message Service). They found user preferred to use SMS
when they were moving [7]. Bohmer et al. observed large amounts of users and
found the next probably used app was strongly correlated with the previous app
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usage sequence [8]. However, these studies only provide a non-quantitative model
to reveal how the context information has influences on user’s app behavior.

Some previous work has attempted to apply machine learning algorithm in
app usage prediction. For example, in [9], it was proposed to cluster apps by
time and location, and then next probably used apps were predicted through
constructed clusters. It has slight 3 % accuracy improvement than MFU. This
work treated time and location equally in clustering approach, which ignores the
difference contribution of time and location. In [10], it was reported a research
based on the data collected from 12 kinds of sensors. The approach was based
on 37 features and employed an Information Gain (IG) model. However, for
a real-time Android system, collecting so many sensor data has to result in
heavy burden on battery consumption. Our work aims to reach relatively high
accuracy with less sensor data. In conclusion, the existing work considers app
usage prediction as a classification problem and applies machine learning models
directly without considering the personal inherent app usage pattern.

3 Dataset and Evaluation Metrics

3.1 The Real Dataset

In this subsection, we introduce the real dataset for this work. We use the
data collected by a telecommunication company that records user’s app usage
information, including UserID, AppName, RecordTime, NetworkMode, City and
Gcell ID. The dataset consists of the app usage records from more than 56000
users on appropriate 7700 apps during 60 days.

Our app usage history-based model relies heavily on abundant historical
records. So we processed the data set with following restrictions:

– A user with enough data is the one whose records are more than 280;
– The span of the records for each user should be longer than 10 consecutive

days;
– For Gcell ID, it must be an active public cell that has at least 100 data records.

Finally, we obtain a dataset of app usage records from 885 users on 1633
different apps. The features of the dataset are summarized in Table 1.

Table 1. The summary of dataset

User Number App Number Record Number Time Span/day Gcell Number

885 1633 372377 60 674
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3.2 Evaluation Metrics

In our experiment, we use several metrics to evaluate the performance of our
prediction model. We borrow precision and recall concepts from top-N recom-
mendation [11]. Given a sorted prediction list p containing top N prediction
result, as well as an actual usage list q, precision is defined as the percentage
of those apps appears in p and q simultaneously among p. Recall is defined as
the percentage of those apps appears in p and q simultaneously among q. Both
metrics can measure the accuracy of prediction list, from different perspectives.
The two metrics are computed by Eq. 1.

precision@N =
|p ∩ q|

|p| recall@N =
|p ∩ q|

|q| (1)

Since the prediction list is ordered, the larger the prediction result, the more
possible it will be launched by the user. So we introduce an evaluation standard
based on sorted list. The prediction list is finally presented in the form of a group
of icons on the smart phone screen, in a descending order of its predicted usage
probability. Suppose if two apps are displayed on the same screen page. User
has same accessibility to them. As a result, our prediction aims to put every
app in the right page of screen, rather than the exact place in a page. We use
RankScore, which is a value between 0 and 1 to describe whether an app is put
in its right page. 1 indicates it is in the right page. The lower the RankScore,
the further it is placed from its right page. The following Eq. 2 defines average
RankScore for all apps in the prediction list,

RankScore =
1
|I|

∑

appi∈I

1
|P (i) − Q(i)| + 1

(2)

where I is the set of all apps in the prediction list, P(i) is the page number
that appi falls in the prediction list, and Q(i) is the page number appi falls in
the actual using list. The following Fig. 1 gives an example of RankScore in two
screen pages situation. In this example, A is a set of those apps belong to page 1
and fall into page 1. B is a set of those apps belong to page 2 and fall into page

Fig. 1. RankScore of two page screen situation
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Fig. 2. Using habit varies in a day

1. Similarly, C is a set of apps belong to page 1 and fall into page 2. D is a set
of apps belong to page 2 and fall into page 2.

4 A Hybrid Usage Prediction Model

In this section we present our model in detail. It is a hybrid model consisting of
three parts. Each part considers different context information. We first introduce
each part and then introduce how the three parts are combined together.

4.1 Frequency and Time Decay Model

In our dataset, we segment user’s app behavior data hourly and find app usage
changes in different periods of a day. For example, Fig. 2 shows a user’s usage
frequency on app “QQ” in a day varies with time in a day. The user uses “QQ”
more frequent in 7:00, 14:00, 20:00, 21:00 and 22:00. Therefore, we suppose most
users have fixed app usage habits, but vary with time.

Finally, we decide to divide one day into 8 time-periods, i.e., each period
spans 3 hours. The prediction list changes every 3 hours. We believe it is enough
to reflect a user’s status change. User’s historical usage records reflect his app
preferences to some extent. Therefore, the first part of our model is based on the
following three assumptions:

– Assumption 1 (Frequent Time Period Assumption): An app can be
used in any time period of a day. If the frequency of using this app in one
period is larger than that of other periods, the app will be used with higher
possibility in this time period.
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– Assumption 2 (Preferential App Assumption): In a fixed time period,
any app can be used. To measure the possibility that different apps be
launched in current period, we consider if the frequency of using a specific
app is higher than other apps, this app should have a higher possibility in this
time period.

– Assumption 3 (Time Decay Assumption): The closer records from pre-
dicted day should have more influence on the prediction result.

Table 2. Symbols in frequency and time decay model

i Unique ID for app

t ID for time period, t ∈ {1, 2, 3, ..., 8}
d Number of day, casted into date distance to 2015-01-01

ci,d,t Number of records of appi in time period t of date d

cd,t Number of records in time period t of date d

pi,d Number of records of appi in date d

dpredict Predicted date

si,d,t Possibility score appi get in time period t of date d

We calculate every previous day’s influence on predicted day, and then use
Eq. 3 to compute the possibility score of each app. This Equation is composed
of three factors. Each factor corresponds to one of the above assumptions. D in
Eq. 3 indicates all previous days that have the records of appi.

si,d,t =
1

|D|
∑

d<dpredict

ci,d,t
cd,t

ci,d,t
pi,d

e−{1+(dpredict−d)} (3)

4.2 Stickiness and Cycle Model

According to common sense, a user has different usage frequencies for different
apps. For example, for social communication apps, like “QQ” and “Wechat”, user
may use them every day. While other apps like “video”, user may use them once
several days. Therefore the concept cycle is introduced to describe the possible
time interval between two consequent times of app use. Moreover, the stickiness
is a concept of possibility that the user will obey the cycle pattern.

In the dataset, we have a time span of 60 days. In order to get enough
observing data from the dataset, we choose a from 1 to 10 as potential cycle.
Suppose every time when the user decides whether to use appi, he is doing
a Bernoulli experiment that has binary result of 0 and 1. The parameter of
Bernoulli experiment, p, which indicates the possibility of whether to choose
appi, is generated by its prior distribution, Beta distribution as Eq. 4.

P (pi,a|si,a, di,a) = Be(pi,a; si,a, di,a) =
Γ (si,a + di,a)
Γ (si,a)Γ (di,a)

pi,a
si,a−1(1 − pi,a)di,a−1

(4)
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Table 3. Symbols in stickiness and cycle model

a Window size marked by count of days, a ∈ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}
pi,a The possibility of user using appi with window a

si,a Latent factor of stickiness. User’s tendency of using appi in cycle a

di,a Latent factor measures how user’s using pattern of appi distract from cycle a

Prediction result of wether user will use appi with window a. vi,a ∈ {−1, 1}
vi,a 1 indicates user will use it and -1 indicates he will not use it

Observed data of wether user use appi with window a. ri,a ∈ {−1, 1}
ri,a 1 indicates user use it and -1 indicates he didn’t use it

Figure 3 shows the possibility density function (pdf) of pi,a for different com-
bination of si,a and di,a. It is easy to see that with large si,a and small di,a, the
peak of pdf will move right, i.e., pi,a is close to 1. On the other hand, if si,a is
small and di,a is large, pi,a is closer to 0. The model fits our common sense and
the definitions of two parameters well.

Fig. 3. PDF of Beta distribution

The decision result vi,a can be regarded as a Bernoulli process described in
Eq. 5.

P (vi,a|si,a, di,a) =
∫ 1

0

(vi,api,a +
1 − vi,a

2
)Be(pi,a; si,a, di,a)dpi

= − di,a
si,a + di,a

+
1 + vi,a

2

(5)

Parameters si,a and di,a can be evaluated from observed data. Suppose S and
D are two parameter matrix we want to evaluate. D is the set of all observed
sample data. We use max-likelihood method to evaluate parameters. The likeli-
hood is computed in Eq. 6.
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L = logP (D |S,D) =
∑

i

∑

ki

logP (ri,a|si,a, di,a)

=
∑

appi∈Au

∑

ki

logP (vi,a|si,a, di,a)
(6)

where ki is all user’s record on appi. We introduce two statistical parameters ni,a,
mi,a to remove ki from the Eq. 6. ni,a is defined as the number of records that
the user use appi within the time period a, while mi,a is defined as the number
of records that user did not use appi within a. Their mathematical definition is
described as Eq. 7.

ni,a =
∑

ki

1 + ri,a
2

mi,a =
∑

ki

1 − ri,a
2

(7)

After introducing ni,a and mi,a, the likelihood in Eq. 6 is transformed into
Eq. 8 that contains only known values and parameters to estimate,

L =
∑

appi∈Au

∑

ki

logP (vi,a|si,a, di,a)

=
∑

i

(ni,alogP (1|si,a, di,a) + mi,alogP (−1|si,a, di,a))

=
∑

i

(ni,alog
si,a

di,a + si,a
+ mi,alog

di,a
di,a + si,a

)

(8)

where parameters di,a and si,a can be estimated by gradient descent method
with partial difference of likelihood function on di,a andsi,a in Eq. 9:

∂L

∂si,a
=

∑

i

(
ni,a

si,a
− ni,a + mi,a

si,a + di,a
)

∂L

∂di,a
=

∑

i

(
mi,a

di,a
− ni,a + mi,a

si,a + di,a
)

(9)

The parameters can be iteratively updated by Eq. 10, where α is the learning
rate:

si,a := si,a + α(
ni,a

si,a
− ni,a + mi,a

si,a + di,a
)

di,a := di,a + α(
mi,a

di,a
− ni,a + mi,a

si,a + di,a
)

(10)

For a fixed cycle a, user’s using possibility can be described in a periodical
function as Eq. 11. Changing window a from 1 to 10 and getting user’s stickiness
for appi on 10 different potential cycles will influence final cycle constantly as
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Fig. 4. Suppose a user tents to use app in cycle with large stickiness. Then we
use stickiness as a weight factor and transform the final periodical function for
usage prediction into Eq. 12:

Fig. 4. Stickiness influences cycle

cos (
2π

a
Δd) + 1 (11)

10∑

a=1

wa cos (
2π

a
Δd) + 1

wa =
sa∑10
a=1 sa

(12)

4.3 Location-based Collaborative Filtering

Some users use different apps in different places. For example, they play games
at home and use efficiency apps when they are at work. Moreover, the apps that
are always used in the same place may have some connections on function or
category. So we introduce location as a factor to cluster apps [12]. The clusters
give us more information on which app should be used in a specific location.

First, we build an item-location matrix B like Fig. 5 and defined bli as the
location frequency (13):

bli =
the number of appi record in location l

the total number of appi record
(13)

The location-based similarity of appi and appj can be calculated in Eq. 14.

sij =

∑
bli �=0,blj �=0 bliblj

√∑
bli

2
√∑

blj
2

(14)
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Fig. 5. User-location matrix

By sorting similarity value, we can get a similar app-list L(i) for each appi.
We can estimate the missed frequency in user-location matrix by similar apps
in Eq. 15.

bli =
∑

j∈L(i)

sijblj (15)

4.4 Combination of Three Models

Frequency-Time Decay Model and Stickiness-Cycle Model contain the features in
app usage records and time. So we combine these two models by a multiplication
function and get a compound function of decay in macroscopic and fluctuate in
microscopic, as exemplified in Fig. 6. It can be described in Eq. 16:

Fig. 6. Compound function



A Context-Aware Usage Prediction Approach for Smartphone Applications 13

si,d,t =
1

|D|

⎡

⎣
∑

d<dpredict

ci,d,t
cd,t

ci,d,t
pi,d

e−{1+(dpredict−d)}
10∑

a=1

wa

(
cos (

2π

a
Δd) + 1

)⎤

⎦

(16)
Location-based CF uses only statistical frequency of all historical records

regardless of different time. So we use a linear combination of location-based CF
and Eq. 16 to compute our predicted value, as described in Eq. 17, where α is
the linear parameter control the importance weight of each model in the final
model.

si,d,t,l = α
1

|D|

⎡

⎣
∑

d<dpredict

ci,d,t
cd,t

ci,d,t
pi,d

e−{1+(dpredict−d)}
10∑

a=1

wa

(
cos (

2π

a
Δd) + 1

)⎤

⎦

+ (1 − α)
∑

j∈L(i)

sijblj

(17)

5 Experiment and Conclusion

In this section, we present our experimental methods, results and analysis.

5.1 Experiment Methods and Result

In the experiment, we randomly choose a time point in the last quarter of time
span, to ensure we have enough historical data for prediction, and then apply
Eq. 17 to compute the possibility value for each app, rank them in a descending
order and get the prediction list. After that, we choose apps from predicted
time period of dataset, and order them by their distance from the chosen time
point. Finally we evaluate the prediction list by evaluation metrics introduced
in Sect. 3.2. We choose MFU, MRU and Popularity-based model for comparison.
In gradient descent method, we choose learning rate α = 0.005 and precision ε
= 0.00001 after several experiments. Table 4 shows the experimental result of all
models.

Where N is number of apps that prediction list contains, and n is the number
of apps that can be displayed in one page of screen.

5.2 Conclusion

From Table 4, we can draw the following conclusions:

– From the aspect of Precision and Recall, Frequency and Time Decay Model,
Compound Model and Hybrid Model with a large α can get a relatively higher
accuracy than MRU, MFU and Popularity-based Model. Because these models
consider context information like time and location to increase their accuracy
under specific context.
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Table 4. Experiment result on Different Models

Precision Recall RankSocre

N=5 N=10 N=5 N=10 n=4 n=6 n=8 n=10

MFU 64% 38% 74% 85% 0.76 0.75 0.84 0.90

MRU 67% 42% 72% 83% 0.79 0.84 0.85 0.89

Popularity Model 37% 21% 64% 45% 0.64 0.69 0.72 0.78

Time Decay Model 76% 43% 78% 85% 0.75 0.84 0.87 0.91

Location-based CF 34% 35% 33% 62% 0.45 0.47 0.52 0.58

Frequency and Stickiness
Compound Model

76% 45% 79% 88% 0.77 0.82 0.84 0.93

Hybrid Model

α = 0.2 45% 38% 44% 65% 0.56 0.59 0.64 0.68
α = 0.4 58% 38% 52% 78% 0.72 0.74 0.81 0.88
α = 0.6 67% 42% 68% 80% 0.78 0.82 0.85 0.89
α = 0.8 78% 50% 79% 88% 0.78 0.82 0.84 0.94

– The larger α results in higher accuracy. When α reaches 0.8, Precision and
Recall reach peak. Introducing location information increases RankScore over
Compound Model.

– Generally, Precision is lower than Recall. The reason for this is that user’s
actual app usage list is always smaller than 10 apps. So the increase of pre-
diction number results in the decrease of Precision.

– Pure location-based CF does not get a high accuracy. The reason is that the
location marked by cell ID is a small scope geographically. So the cluster of
apps are small and few similar apps can be found.

– It is easy to understand that a larger n results in a higher RankScore.

(a) First Page at
18:28

(b) First Page at
22:27

Fig. 7. Launcher change according to time period
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6 A Dynamic Desktop for Android Platform

We implemented our Hybrid Model in a real smartphone application, with an
Android launcher on a Sumsung Galaxy Note 3. This application can sort the
app icons according to time period and location. The historical app usage data is
stored in a local SQLite database. The metrics and model are updated every time
period. Only simple calculation is needed when time period changes. Therefore
it is a lightweight application with a quick response in a smartphone. The user
interface is shown in Fig. 7.

7 Conclusion and Future Work

In this paper, we present a hybrid model to predict which app will be used
in specific time and location. The hybrid model has 3 components, Frequency
and Time Decay model, Stickiness and Cycle model and Location-based CF.
Our experiment on the dataset shows this model has evident superiority on
prediction accuracy over other approaches. Moreover, we develop a launcher in
a real Android smartphone, which tests our model in real environments. However,
This model is now not sensitive to new users and new apps in a system. Therefore
our future work will be carried out to solve this cold start problem.

Acknowledgement. This work is partially supported by China National Science
Foundation (Granted Number 61272438,61472253), Research Funds of Science and
Technology Commission of Shanghai Municipality (Granted Number 15411952502,
12511502704).
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Abstract. The problem of service rule verification has attracted some
attention in recent years. In this paper, we consider service rules in sim-
ple Boolean logic and present a new method for business rule verification
using simultaneous minimal support set computation. As we show here,
the problem is similar in flavor to the problem of prime implicant genera-
tion of a given Boolean function which has alluded researchers for several
decades and significant efforts in this direction have been reported in lit-
erature, with proposals of widely varying algorithms and data structures.
In this paper, we revisit this problem in the context of business rules
and present a new method that aids in rule verification and also in query
execution at runtime. Our method builds on the classical binary decision
diagram data structure for representing business rules and generates the
test scenarios by a simple traversal algorithm. Experimental results on
simulated benchmark rules show the efficacy of our approach.

1 Introduction

In recent years, the services ecosystem has seen a steady emergence of business
rule management systems (BRMS) which allow enterprise architects to separate
the concerns in an aspect-oriented way and easily define, manage, update and
run the decision logic that directs enterprise applications in a Business rule
engine (BRE) without needing to write code or change the business processes
calling them [1–4]. This enables modern businesses to change their business rules
dynamically in order to adapt to a rapidly changing business environment, and
they contribute to agility in a service-oriented architecture paradigm by enabling
reduced time to automate, easier change and maintenance for business rules.

In this services execution paradigm with business rules, the overall perfor-
mance of the enterprise services delivered depends critically on the functional
correctness and performance of the rule repository used for handling the business
use cases. Bugs in rule encoding or implementation may create functional errors
in service delivery, which may critically affect business performance. With web
services and e-commerce being the order of the day like never before, ensuring
correctness of a business rule set before deployment is becoming a critical man-
date. In recent years, the problem of business rule verification has emerged as a
problem of immense importance, due to failure scenarios of business cases that
c© Springer International Publishing Switzerland 2015
L. Yao et al. (Eds.): APSCC 2015, LNCS 9464, pp. 17–32, 2015.
DOI: 10.1007/978-3-319-26979-5 2
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have been reported by customers in interacting and working with several web
services. This paper addresses this specific problem of business rule verification
in a services ecosystem.

Business rules can be described in a declarative style [5,6] (using Declare
models), or through a set of logical formulas (in Boolean/temporal logic [7] or
their domain-specific variants). In this work, we have adopted a simple intuitive
style for modeling business rules, using Boolean logic with predicates over arbi-
trary variables. Our motivation in this work is to address the problem of business
rule verification, by which we can detect violations of business rules from the
intended deployments or service level agreements. Indeed, this is of extreme
importance, since the business rules form the critical component in a service
delivery model. A number of research articles [8,9,14,15] have been reported in
recent literature on this problem. These typically model business rules in either
the declarative or the procedural style and attempt to use standard web ser-
vice testing and formal verification methods to check for rule violations. While
testing methods have their own limitations in terms of exhaustiveness of the
scenarios covered, formal verification methods often fail to scale to the size and
complexity of the business rule database that we are looking at. Moreover, most
of these methods have restricted modeling styles for modeling business rules.
In contrast, we attempt to present in this paper, a foundational framework for
business rule verification by delineating the problem from the domain specifics,
and instead adopting a simple intuitive classical logical style for expressing busi-
ness rules. For the sake of simplicity and ease of illustration, we adopt Boolean
logic with predicates for expressing business rules, and show that the problem
of business rule verification can be cast as a simple instantiation of the classical
prime implicant generation problem for Boolean functions. In this paper, we cast
the problem of business rule verification as the task of extraction of test scenar-
ios/queries for which the business rule is expected to evaluate to true (these are
the ones in which a given business rule is supposed to trigger) and to false (sce-
narios where the rule is expected not to be exercised). Indeed, these constitute
the scenarios that a business rule logic implementation need to be put against,
since any violation of the expected outcomes on these scenarios is undesirable.
The ability to extract and test against all the true and false scenarios gives us an
added confidence of exhaustiveness akin to formal methods, while at the same
time, makes our approach scalable and relevant in practice, since we do not suffer
from any computational bottlenecks.

Computation of prime implicants for a Boolean function is one of the fun-
damental problems of Boolean algebra. Several approaches have been proposed
in the literature that deal with this problem [10–13]. For business rule verifica-
tion, we map the minimal support set generation problem as a simple variant
of the classical prime implicant generation problem. Not only are we interested
in extracting the scenarios in which a given business rule is expected to be trig-
gered (which maps exactly to the prime implicant generation problem), we are
also interested in extracting the use cases where the rule is expected to remain
unexercised. This corresponds to another run of the prime implicant generation
problem, for the negation of the given rule. In this work, we present a mechanism
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by which we are able to unify the two tasks and address both the scenario gen-
eration problems in one pass. This is indeed an explicit novelty that we add on
in this paper, and we contrast our approach through simulations on business
rules, to show how much effort we save, in contrast to the two pass approach.
Additionally, we address another interesting piece in this work. Not only are
we interested in extracting the test scenarios, we also address the problem of
computing the minimal cardinality valuations that can make a given rule true
or false. This ensures that redundant scenarios are not used in our validation
process and we indeed test a given business rule repository against a minimal
relevant scenario set, while not compromising on the exhaustiveness of the veri-
fication process. The test scenarios synthesized by our approach are expected to
be used by a rule logic implementation team to test their deployment models.
Additionally, we can also take up these scenarios to check whether any of them
leads to violations of the service level agreements. this serves as a key component
in the rule verification process in a services deployment ecosystem, and we can
use the rules to generate sample queries for the testing task. Another important
aspect is the fact that this analysis can expedite the rule execution procedure.
If we preprocess the rules and store the minimal support sets of the rule in an
efficient manner, the queries can be answered at run time, without even execut-
ing the rule set, but using a simple look-up table. This in turn can expedite the
query execution procedure as well. This paper has three key contributions, as
outlined below:

– We address the problem of business rule verification, with rules expressed in
extended Boolean logic and model it as an instantiation of the simultaneous
test scenario generation problem.

– We discuss how we can expedite the process of run time query execution using
a look-up table.

– We also present an innovative approach for simultaneously computing the
exhaustive set of positive and negative test scenarios using a one-pass method,
with the help of a novel data structure. This makes our proposition scalable
and exhaustive and usable in practice.

2 Motivation for This Work

In this section, we illustrate the motivation of our work using a simple exam-
ple. We consider an example business decision rule R in an online shopping
framework defined as follows:

Example 1. Rule: If the brand is ADIDAS (p1) and any of the following con-
ditions is true:

– It is Christmas time (p2)
– For other times of the year (p̄2), if the customer is a valuable ADIDAS cus-

tomer (p3)
– On purchase from the old stock (p4)
– On purchase above $ 150 (p5)
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Then announce 10 % discount on every shopping from ADIDAS.

For convenience of notation and simplicity of expression, we introduce the pred-
icates p1, p2, . . . , p5 in the ruleset above that express the different conditions
and use them in the following discussion throughout this paper. The triggering
condition of the above rule can be expressed as the following Boolean expression.

A = p1.(p2 + p̄2.p3 + p4 + p5)

A simple analysis of the antecedents of the rules reveals the following scenarios
where the rule is always true: {the brand is ADIDAS, this is Christmas time},
{the brand is ADIDAS, the customer is valuable}, {the brand is ADIDAS, pur-
chase is done from the old stock}, {the brand is ADIDAS, purchase is more than
$ 150}. If we notice these scenarios carefully, we can observe that all the condi-
tions are not present in every scenario, but still we can decide the rule as true
and can actuate the corresponding consequent (discount announcement) of the
rule. In fact these scenarios are minimum in cardinality, i.e., if we remove any
of the conditions from inside any of the scenarios (comma separated list), the
rule cannot be decided for a truth value. Similar is the situation for scenarios for
which the rule is always false: {the brand is not ADIDAS}, {it is not Christmas
time, the customer is not a valuable ADIDAS customer, the purchase is not done
from the old stock, the purchase is less than or equal to $ 150}.

If we can pre-process the antecedents of a given rule as discussed above,
we can generate the sample queries to guide the functional testing of the rule
set. A lot of approaches exist in literature which attempt to find these scenarios,
using methods based on, test generation using support sets for Boolean function.
Karnaugh map (K-map) [10] is one such popular method which can generate
support sets, but it does not scale with the number of variables. Another popular
method is the one proposed by Quine McCluskey [11]. The main disadvantage
of this approach is, we cannot use this approach for a large number of inputs,
because all minterms of a function need to be stored simultaneously in memory
and to generate both the scenarios discussed above, we need to execute this
method twice. Our proposed method, on the other hand, is able to generate
both the scenarios simultaneously.

Another important use case, as already discussed is that our preprocess-
ing proposal helps to expedite the run time service execution against incoming
queries as well. When the actual query (valuation of the variables appearing in
the rule) comes at run time, without even executing the rule set, we can decide
which rules are true by simply using a look-up table, which can be used to store
the support set valuations for which the rule evaluates to true or false. This
greatly expedites the query evaluation process, since we do not need to explic-
itly evaluate a query for every input scenario. The support sets can guide us
here as well. We explain in the following section, the technical details.

3 Detailed Methodology

In this section, we formally discuss our methodology. Figure 1 shows the different
components of our method. The input of our method is the set of service rules.
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The rule has two parts an If part and the Then part. In this paper, we assume
that the If part is expressed in simple Boolean logic. Then part is the consequent
part of the rule, it is actuated when the If part of the rule is evaluated as true.
From here onwards, in our discussions, we consider the If part of the rule and we
show how we can compute the supporting and refuting scenarios for the If part
simultaneously that can expedite rule execution. The preprocessor preprocesses
the rules and generate exhaustive set of positive and negative test cases which
are stored in a lookup table. On one hand, this lookup table is used to verify the
services, on the other side it is used for faster query execution at run time. We
discuss both of these later in this section.

Service Rules

Preprocessor Lookup
Table

Verification
Service Query

Execution

(Generate minimal suppot
set of the rules)

Fig. 1. Component diagram of our method

Before going into the details of the algorithm, we define a few terminologies
that are necessary to develop our algorithm. We begin with some background
concepts.

Definition 1. Support Set: A set U = {(u1, x1), (u2, x2), . . . , (ul, xl)} is said
to be a support set of a service rule Φ defined over a set of Boolean propositions
P = {p1, p2, . . . , pn}, where xi ∈ {0, 1} and ui ∈ P ∀i = 1, 2, . . . , l, if Φ evaluates
to either 0 or 1, when u1 = x1, u2 = x2 . . . , ul = xl. �
Example 2. Consider a service rule Φ = p1.(p2 + p3 + p4.p5 + p6.p7.p8). {(p1, 1),
(p2, 1), (p4, 1), (p5, 1)} is a support set of Φ, since Φ evaluates to 1 on the assign-
ment p1 = 1, p2 = 1, p4 = 1, p5 = 1. �
A support set of a service rule Φ for which Φ evaluates to true is called a positive
support set and a support set for which Φ evaluates to false is called a negative
support set .

Definition 2. Minimal Support Set: For a service rule Φ, a support set U is
said to be a prime, if no proper subset of U is a support set of Φ. �
It is worth noting that we redefine the classical notion of minimal support set
by including the minimal support set with its valuation.

Example 3. For the function given in Example 2, {(p1, 1), (p2, 1)} is a minimal
support set of Φ. However, {(p1, 1), (p2, 1), (p4, 1), (p5, 1)} is not a minimal sup-
port set of Φ, since it is a superset of {(p1, 1), (p2, 1)}, which is a minimal support
set of Φ. �
We now define the co-factor of a service rule.



22 S. Chattopadhyay et al.

Definition 3. Co-factor: The positive (negative) co-factor of a service rule Φ
defined over a set of Boolean propositions P = {p1, p2, . . . pn} with respect to a
proposition pi ∈ P is obtained by substituting 1 (true) / 0 (false) in Φ. �

The positive co-factor, denoted by Φpi
is obtained by substituting the variable

pi with 1 in Φ, i.e., Φpi
= Φ(p1, p2, . . . , pi = 1, . . . , pn). Similarly, the negative co-

factor, denoted as Φp̄i
is obtained as Φ(p1, p2, . . . , pi = 0, . . . , pn). The co-factors

are independent of the proposition pi with respect to which they are computed.
We now define the concept of decomposition of a service rule. This follows as a
straightforward application of Shannon’s expansion [16].

Definition 4. Service Rule Decomposition: The decomposition of a service
rule Φ with respect to a proposition p ∈ P is obtained as:

Φ = p.Φp + p̄.Φp̄,

where Φp and Φp̄ are respectively the positive and negative cofactors of Φ with
respect to p. �

Service rule decomposition can be extended to multiple propositions as well.
From the definition of a minimal support set, it is trivial to observe that the
co-factor of a service rule Φ with respect to its minimal support sets is always
constant, i.e., either 0 or 1. Essentially, if {(p1, 1), (p2, 0)} is a minimal support
set of a service rule Φ, then Φp1p̄2 = constant, i.e. 1 or 0. We now define a few
concepts which are important for our methodology and serve as the foundation.

Definition 5. Strong Proposition: A proposition u is said to be a strong
proposition with respect to a minimal support set U of a service rule Φ, where,
U = {(u1, x1), (u2, x2), . . . , (uk, xk)} and (u, x) ∈ U , if Φp=x̄ is independent of
{u1, u2, . . . , uk}. �

Example 4. Consider the service rule Φ = p1.p2+p3.(p4.p5+p6). {(p1, 1), (p2, 1)}
is a positive minimal support set of Φ. p1 is a strong proposition with respect to
{p1, p2}, since, Φp1=0 (i.e. Φp̄1) is independent of p2. On the other hand, {(p1, 0),
(p3, 0)} is a negative minimal support set of Φ. It is easy to see that Φp1=1 (i.e.
Φp1) is not independent of p3. Therefore, p1 is not a strong proposition with
respect to {(p1, 0), (p3, 0)}. �

Definition 6. Strong Minimal Support Set: A minimal support set U is
said to be a strong minimal support set with respect to a service rule Φ, if all the
propositions appearing in U are strong. �

Example 5. Consider Φ = p1.p2+p3.p4. Here, {(p1, 1), (p2, 1)} is a strong minimal
support set, since, Φp̄1 is independent of p2 and Φp̄2 is independent of p1. �

It is intuitively obvious that a minimal support set with cardinality 1 is trivially
a strong minimal support set.
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Definition 7. Derivative: The derivative of a service rule Φ with respect to a
proposition pi is defined as the exclusive-or of the positive and negative co-factors
of Φ with respect to the proposition pi, i.e., ∂Φ/∂pi = Φpi

⊕ Φp̄i
. �

In order to determine whether a proposition is strong with respect to a function Φ,
we use the concept of the derivative.

Definition 8. Critical Proposition: A proposition p is said to be a critical
proposition with respect to a service rule Φ, if the derivative of Φ with respect to
the proposition p is 1, i.e., ∂Φ/∂p = 1. �

3.1 Algorithm for Minimal Support Set Generation

In this section, we discuss our algorithm for simultaneous generation of positive
and negative minimal support sets for a given service rule. Consider a service rule
Φ defined over a set of Boolean propositions P = {p1, p2, . . . , pn}. A naive app-
roach for computing the minimal support sets of a service rule Φ is as follows: We
choose a combination C = {(p1, x1), (p2, x2), . . . , (pk, xk)}, where, xi ∈ {0, 1},
∀i ∈ {1, 2, . . . , k}. We compute the co-factor of Φ with respect to C and check
whether Φ evaluates to a constant. We start with a combination of cardinality
1 and then gradually increase the cardinality. While doing so, we keep track of
the combinations for which Φ evaluates to a constant and do not consider any
super set of such a combination. For each proposition pi in the service rule Φ,
there are three possibilities, either (pi, 0) ∈ C or (pi, 1) ∈ C or pi does not belong
to the propositions appearing in C. Therefore, this naive procedure will lead us
to explore all 3n − 1 combinations, which is very inefficient. We propose below
our modified approach that does the same job in a more efficient way. We use
the reduced ordered binary decision diagram (ROBDD) [17] data structure rep-
resentation for Boolean functions as the backbone of our method. Algorithm1
presents our approach for generating the minimal support sets of a service rule.
It is an iterative algorithm. We gradually build up a tree T to find out the
minimal support sets. Each step of the algorithm is discussed below.
We now explain the detail of each step below. We start with a dummy node S
and incrementally iteratively build the complete minimal support set tree.

Simplify: In this step, we simplify the service rule Φ by removing all the critical
propositions of the function. We identify all the critical propositions with respect
to Φ and substitute them by 0 in Φ. The simplified function is used in the later
steps of the algorithm.

Consider the propositions u1, u2, . . . , ul such that ∂Φ/∂uj = 1, for j =
1, 2, . . . , l. Then Φ can be written as, Φ = u1 ⊕ u2 ⊕ . . . ⊕ ul ⊕ Φū1.ū2.....ūl

.
Consider Φ1 = Φū1.ū2.....ūl

. We find the minimal support sets of Φ1 and then
combine them with the 2l combinations of u1, u2, . . . , ul to obtain the minimal
support sets of Φ. Lemma 1 expresses the correctness of this step.

Lemma 1. If ∂Φ/∂p = 1, every minimal support set of Φ has (p, 0) or (p, 1). �
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Algorithm 1. GenerateMinimalSupportSet

1: Input: A service rule Φ; Output: Set of minimal support sets
2: Construct the ROBDD(B) for Φ;
3: Simplify Φ; Create a start node S;
4: while Φ is not constant do
5: Generate partial minimal support set and construct T ;
6: Substitute and simplify Φ;
7: end while
8: Back propagate from leaf node to start node;

Proof. Using Shannon’s expansion we have, Φ = p.Φp + p̄.Φp̄. Since ∂Φ/∂p = 1,
Φp = Φ̄p̄. Φ = p.Φ̄p̄+ p̄.Φp̄ = p⊕Φp̄. Φp̄ is independent of p. The positive minimal
support set of Φ = positive minimal support set of Φp̄ ∪ {(p, 0)}, since positive
minimal support set of Φp̄ makes it 1 and if we substitute p by 0 then we get 0
and XOR of 0 and 1 is 1. As a result we get the positive minimal support set
of Φ. Similarly positive minimal support set of Φ = negative minimal support
set of Φp̄ ∪ {(p, 1)}. On the other hand, negative minimal support set of Φ =
positive minimal support set of Φp̄ ∪ {(p, 1)}, or negative minimal support set
of Φp̄ ∪ {(p, 0)}. Hence, every minimal support set of Φ contains either (p, 1) or
(p, 0). �

The advantage of this step is, if a service rule Φ contains only those propositions,
with respect to which the derivative of the function is 1, we do not need to
proceed further. Each combination of the propositions gives a minimal support
set of Φ in such a situation.

Example 6. Consider Φ = p1⊕(p2+p3). Since, ∂Φ/∂p1 = 1, the minimal support
sets of (p2 + p3) are {{(p2 = 1)}, {(p3 = 1)}, {(p2 = 0), (p3 = 0)}}. The minimal
support sets of Φ are {{(p1 = 1, p2 = 1)}, {(p1 = 0, p2 = 1)}, {(p1 = 1), (p3 = 1)},
{(p1 = 0, p3 = 1)}, {(p1 = 1, p2 = 0, p3 = 0)}, {(p1 = 0, p2 = 0, p3 = 0)}}.

Partial Minimal Support Set Generation: In each iteration of the algo-
rithm, we modify the original service rule Φ. In the next step, we discuss the
modification of Φ. In this step, we generate the minimal support set of the mod-
ified service rule, we call it its partial minimal support set. Later, when we back
trace through the minimal support set tree T , we modify the partial ones to
get the minimal support set of Φ. Algorithm 2 shows the formal procedure to
generate a partial minimal support set. There may be multiple partial minimal
support sets at this step. However, we generate one and proceed to the next
step.

Once we obtain a strong minimal support set of the modified service rule, we
create a leaf node L and an intermediate node I of the tree in the same level,
i.e., both of them have the same parent. The parent node of the first level is
the start node S. The leaf node L contains two parameters: the strong minimal
support set of the modified service rule and the corresponding functional value,
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Algorithm 2. GeneratePartialMinimalSupportSet

1: Input : ROBDD for the modified function Φ1

2: Output : A strong minimal support set
3: for each proposition p associated with Φ1 do
4: loop
5: Find a positive minterm M1 associated with p from B;
6: Find a minimal support set P1 from M1;
7: if p belongs to the proposition set of P1, then break;
8: end loop
9: if P1 is a strong minimal support set, then return P1;

10: loop
11: Find a negative minterm M2 associated with p from B;
12: Find a minimal support set P2 from M2;
13: if p belongs to the proposition set of P2, then break;
14: end loop
15: if P2 is a strong minimal support set, then return P2;
16: end for
17: return NULL;

i.e., 1 if it is a positive minimal support set and 0 if it is a negative one. The
intermediate node also has two entries.

– A set of Boolean propositions assigned with a value, combined using OR.
– An assigned value, either 0 or 1.

Algorithm 3 shows the formal procedure to create an intermediate node. Initially,
we pass S in Algorithm 3 as the parent node. The intermediate node(s), obtained
from the current level, is (are) going to be the parent node(s) in the next level.
The interpretation of an intermediate node is as follows:

– If the assigned value of an intermediate node is 0, it implies that the content
of the intermediate node is combined with a positive minimal support set
generated at any of the levels lower than the one to which the intermediate
node belongs to.

– Similarly, if the assigned value of an intermediate node is 1, it implies the
content of the intermediate node is combined with a negative minimal support
set generated at any of the levels lower than the one to which the intermediate
node belongs to.

If we do not obtain any strong minimal support set in this step, instead of
creating a single intermediate node, we create two intermediate nodes. The first
intermediate node contains (p, 0) in its first field and X (unknown) in its second
field while the second intermediate node contains (p, 1) in its first field and X
in its second field, where p is a proposition associated with Φ1. If the assigned
value of an intermediate node is X, it implies that whether the content of the
intermediate node is combined with a minimal support set generated at any
of the levels lower than the one to which the intermediate node belongs to is
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Algorithm 3. CreateIntermediateNode

1: Input : Strong minimal support set of Φ1: U , parent Node P
2: if U is NULL then � No strong minimal support set exists
3: Create two intermediate nodes I1 and I2;
4: Choose a proposition p associated with Φ1; � preferably first node of the

ROBDD of Φ1

5: Assign (p, 0) to the first field of I1 and X to the second field;
6: Assign (p, 1) to the first field of I2 and X to the second field.
7: Add two edges from P to I1 and from P to I2;
8: else
9: Create an intermediate node I;

10: Assign tuples (ui, x̄i) corresponding to each tuple (ui, xi) ∈ U combined using
OR, to the first entry of the intermediate node.

11: if U is a positive minimal support set then
12: Assign 1 to the 2nd field of the intermediate node;
13: else if U is a negative minimal support set then
14: Assign 0 to the 2nd field of the intermediate node;
15: end if
16: Add an edge from P to I;
17: end if

decided after verification, i.e., we have to verify whether the minimal support set
generated at any of the levels lower than the one to which the intermediate node
belongs to, is a minimal support set of this level or not. This step is justified by
the following lemmas.

Lemma 2. If U = {(u1, x1), (u2, x2), . . . , (uk, xk)} is a positive (negative) min-
imal support set of Φ, where, xi ∈ {0, 1}, i = 1, 2, . . . , k, every negative (positive)
minimal support set contains at least one (ui, x̄i), such that, (ui, xi) ∈ U . �

Proof. To prove this lemma, we need to prove two things: The set of propo-
sitions in a negative minimal support set U1 of Φ has a non empty intersec-
tion with the set of propositions in U and every negative minimal support set
contains at least one (u, x̄), such that, (u, x) ∈ U . We prove both the claims
by contradiction. Let us first consider a negative minimal support set of Φ,
U1 = {(w1, y1), (w2, y2), . . . , (wl, yl)}, where, yi ∈ {0, 1} for i = 1, 2, . . . , l and
wi /∈ {u1, u2, . . . , uk}, ∀i ∈ {1, 2, . . . , k}. Therefore the truth table of Φ con-
tains at least one row satisfying U and U1 simultaneously, since the intersection
of the proposition set in U and U1 is empty. This contradicts the fact that
wi /∈ {u1, u2, . . . , uk}, ∀i ∈ {1, 2, . . . , k}. So, the proposition set of U1 con-
tains at-least one ui ∈ U , for i = 1, 2, . . . , k. Now we consider the fact U1 does
not contain any (u, x̄), such that, (u, x) ∈ U . Hence, we assume U1 contains
{(ui1 , xi1), (ui2 , xi2), . . . , (uil , xil)} ⊆ U . Now if we merge the elements of U and
U1, it remains a support set, say W. It is easy to see that, U and U1 are both
subsets of W, but U is a positive minimal support set of Φ and U1 is a negative
support set of Φ. This contradicts our assumption. �
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Lemma 3. If U = {(u1, x1), (u2, x2), . . . , (uk, xk)} is a strong positive (nega-
tive) minimal support set of Φ, where xi ∈ {1, 0}, i = 1, 2, . . . , k, every neg-
ative (positive) minimal support set of Φ contains exactly one (ui, x̄i), where
(ui, xi) ∈ U . Also no other positive (negative) minimal support set of Φ contains
any (ui, xi) or (ui, x̄i) where (ui, xi) ∈ U . �

Proof. We present the proof for the positive minimal support set case and the
proof for the negative minimal support set is similar. The proof is as follows:
Since U = {(u1, x1), (u2, x2), . . . , (uk, xk)} is a strong positive minimal support
set of Φ, Φui=x̄i

is independent of {u1, u2, . . . , ui−1, ui+1, . . . , uk}. If another
minimal support set contains (ui, x̄i), it cannot contain any proposition from
{u1, u2, . . . , ui−1, ui+1, . . . , uk}.

Therefore a minimal support set can contain at most one (ui, x̄i) ∈ U .
From Lemma 2, it follows that each negative minimal support set contains at
least one element from the positive minimal support set with opposite polarity.
Therefore, every negative minimal support set contains exactly one (ui, x̄i) for
i = 1, 2, . . . , k.

Now we prove the second claim, i.e., no other positive minimal support set
of Φ contains any (ui, xi)or(ui, x̄i) where (ui, xi) ∈ U .

Case 1: Consider a positive minimal support set W = (w1, y1), (w2, y2), . . . ,
(wl, yl) of Φ such that (ui, x̄i) ∈ U and (ui, x̄i) ∈ W. wj /∈ {u1, u2, . . . ,
ui−1, ui+1, . . . , uk} for j = 1, 2, . . . , l, since U is a strong minimal support set.
Consider a tuple (uj , xj) ∈ U and uj �= ui. Clearly, when we substitute uj by
x̄j , the function Φ does not become independent of ui which contradicts the fact
that U is a strong minimal support set.

Case 2: Consider a positive minimal support set W = (w1, y1), (w2, y2), . . . ,
(wl, yl) of Φ such that (ui, xi) ∈ U and (ui, xi) ∈ W. Then there exists, at-least
one (uj , xj) ∈ U such that uj �= ui and (uj , xj) /∈ W, otherwise W would not
be a minimal support set. If (uj , x̄j) ∈ W, then this case would be similar to
Case 1. We can conclude that uj does not belong to the proposition set of W.
Therefore, when we substitute any uj by x̄j , the function Φ does not become
independent of ui, which again contradicts the fact that U is a strong minimal
support set. �

Substitution and Simplification of Φ: Once the intermediate node is cre-
ated, we modify the service rule, which we have now, say Φ1 for the sub tree
rooted at the intermediate node. Consider a strong minimal support set{U} gen-
erated in the current iteration. Assume, U = {(u1, x1), (u2, x2), . . . , (uk, xk)}. Let
us consider a tuple (ui, xi) from U . We substitute (ui = x̄i) in Φ1 and simplify
the function to get the modified Φ1.

Back Tracing Through the Minimal Support Set Tree T: Once the entire
minimal support set tree is created using the steps discussed above, we back trace
through this tree to compute the minimal support sets. All the minimal support
sets of Φ1 generated in this step, have to be modified in order to get the minimal
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support set of Φ. For that, we need to back trace through the intermediate
nodes till the start node is obtained. If we consider the positive minimal support
set of Φ1, while traversing backward we consider only the intermediate nodes
which have assigned value 0. On the other hand, if the minimal support set of
Φ1 is negative, we similarly consider only the intermediate nodes with assigned
value 1. If the assigned value of an intermediate node is X, we verify whether the
minimal support set is going to be combined with the content of the intermediate
node, in order to be a minimal support set of the service rule corresponding to
the step to which the intermediate node belongs to.

3.2 A Complete Example

In this subsection, we explain the working of Algorithm1 using an example.
Consider the following rule:

Rule: If the brand is ADIDAS (p1) and any of the following conditions is true:

– It is Christmas time (p2)
– The customer is a new ADIDAS customer (p3) and he purchases above $ 150

(p4)
– The customer is a frequent ADIDAS customer (p5) and he purchases from

new stock (p̄6)
– The customer is a infrequent ADIDAS customer (p̄5) and he purchases from

old stock (p6)
– The customer is a frequent ADIDAS customer (p5) and he purchases above $

100 (p7)

Then announce 10 % discount on every shopping from ADIDAS.
The If part of the rule can be expressed as:

Φ = p1.(p2 + p3.p4 + p5.p̄6 + p̄5.p6 + p5.p7)

We wish to find all the minimal support sets (positive and negative) for Φ.

[Step 1:] (Simplify Φ): We construct the ROBDD for Φ. We find the derivative
of Φ with respect to all the propositions appearing in Φ. We create a start node
S of the minimal support set tree T .

[Step 2:] The aim of this step is to find a strong minimal support set of Φ1 and
create one/two intermediate node(s) of T as needed. The iteration is started
from this step. Let us assume the first proposition we consider here is p1. It is
easy to observe that (p1, 0) is a strong minimal support set of Φ1. We find a
positive and a negative minterm from the ROBDD of Φ1 which contain p1 and
from these two minterms, we find a positive and a negative minimal support set
containing p1 as described in Algorithm 2. This has already been substantiated
in Lemma 3. Eventually, we get a strong minimal support set (p1, 0). We create
a leaf node L containing (p1, 0) in its first field and 0 in its second field. We
also create an intermediate node I containing (p1, 1) in its first field and 0 in its
second field as shown in Fig. 2.
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Fig. 2. Minimal support set computation for Φ1 = p1.(p2+p3.p4+p5.p̄6+ p̄5.p6+p5.p7)

[Step 3:] We substitute p1 by 1 and modify Φ1. Now the modified function is
Φ1

(1) = p2 + p3.p4 + p5.p̄6 + p̄5.p6 + p5.p7. For the sake of simplicity of illustra-
tion, we have used superscripts to differentiate the functions generated at each
iteration and differentiate from the ones generated in other iterations. In this
way, we create all the intermediate nodes corresponding to a strong minimal
support set as shown in Fig. 2. In iteration 4, we have the modified function as
Φ1

(2) = p5.p̄6 + p̄5.p6 + p5.p7. As we can see, the algorithm fails to find a strong
minimal support set. Therefore, we create two intermediate nodes in this step
I1 and I2. Assume the proposition which we consider in this step is p5. Hence,
I1 contains (p5, 0) in its first field and X in its second field. Similarly, I2 con-
tains (p5, 1) in its first field and X in its second field. The modified function for
the subtree corresponding to I1 is Φ1

(3) = p6 and the modified function for the
subtree corresponding to I2 is Φ1

(4) = p̄6 + p7. We again start to find the min-
imal support sets of Φ1

(3) and Φ1
(4) according to our algorithm. Once the tree

is constructed fully, we start back tracing in order to find the minimal support
sets of Φ1 = p1.(p2 + p3.p4 + p5.p̄6 + p̄5.p6 + p5.p7).

[Step 4:] (Back Propagation): Consider the shaded path in Fig. 2. The leaf node
indicates that we are going to construct a negative minimal support set, since the
leaf node contains Φ = 0. The assigned value of the previous intermediate node
is 1, hence we consider its first field (p6, 0). The next intermediate node contains
an assigned value X, therefore we have to verify whether we consider (p5, 0) as
follows. The service rule corresponding to this level is Φ1

(2) = p5.p̄6+p̄5.p6+p5.p7.
It is easy to see that we have to consider (p5, 0) in order to get a minimal
support set, since Φ1

(2) does not evaluate to constant, if we substitute (p6, 0)
in Φ1

(2). The next intermediate node contains 1 in its second field. Therefore
we have to consider its first field. Here we get two minimal support sets, one
combining (p3, 0) and another combining (p4, 0). Similarly we have to consider
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Table 1. Results of our implementation (MSS stands for minimal support sets)

Rules Input variables Positive MSS Negative MSS Quine McCluskey

(ms)

Our method

(ms)

CUDD

(ms)

1 30 9936 13 Timeout 264.319 497.556

2 21 9 1296 Timeout 30.132 82.645

3 4 4 3 0.922 0.226 0.046

4 4 4 2 0.879 0.132 0.039

5 18 9 512 Timeout 6.814 23.527

6 36 64 87205 Timeout 30445 113824

7 3 1 3 0.333 0.111 0.033

8 3 1 3 0.331 0.079 0.029

9 3 1 3 0.33 0.1 0.042

10 2 1 2 0.04 0.066 0.021

11 4 1 4 4.029 0.09 0.041

12 7 5 3 4127.66 0.163 0.131

13 3 3 1 0.33 0.088 0.034

14 3 3 1 0.443 0.083 0.03

15 3 3 1 0.331 0.085 0.032

16 3 2 2 0.147 0.108 0.031

17 29 282 2196 Timeout 1219.72 1257.8

18 36 4434 11209 Timeout 155199 158713

19 35 1905 10228 Timeout 27078 62563.8

20 32 802 4692 Timeout 5333.16 9520.12

the next intermediate node as well. We do not need to consider the intermediate
node containing (p1, 1) since its second field contains 0. The next node is the
start node itself and therefore the back propagation terminates. In this step
we get two negative minimal support sets: {(p2, 0), (p3, 0), (p5, 0), (p6, 0)} and
{(p2, 0), (p4, 0), (p5, 0), (p6, 0)}. The final step is to combine either (p0, 0) or
(p0, 1) with each minimal support set in order to get the minimal support sets
of Φ.

4 Implementation and Results

We implemented our methodology in C++. We ran our experiments on manually
created random service rules of varying sizes and complexity. On one side, we
obtain the positive and negative minimal support sets related to any proposition,
as required by Algorithm2 by iterating over the paths of our data structure. We
also implemented the Quine McCluskey algorithm in C++ to provide a con-
trast of its efficiency against ours, which is shown in Table 1. The CUDD [18]
Boolean function manipulation package provides several programmable inter-
faces for minimal support set generation, and we contrast our approach against
the CUDD routine as well in the same table. Table 1 presents the experimen-
tal results. Columns 5, 6 and 7 show the time taken by Quine McCluskey, our
method and CUDD Implementation respectively. As evident from Table 1, our
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method takes much less time as compared to Quine McCluskey on all the bench-
marks. Quine McCluskey is inherently nonscalable, hence we obtained timeouts
on some of the larger cases. We also have comparative performance improvement
over the CUDD API as evident on some of the cases. As explained earlier, we
employed both the Quine McCluskey and CUDD API on the original function
and its negation and recorded the combined times. As it can be seen, the CUDD
implementation fails to generate all minimal support sets in many of the cases.

5 Conclusion and Future Work

In this paper, we address the problem of business rule verification and query exe-
cution, with rules expressed in extended Boolean logic. We discuss how we can
expedite the run time execution using a look-up table and finally we present an
innovative approach for simultaneously computing the exhaustive set of positive
and negative test scenarios using a one-pass method, with the help of a novel
data structure. This makes our proposition scalable and exhaustive. Experimen-
tal results on simulated benchmark shows the efficacy of our proposal. As evident
from the results, our method efficiently computes the positive and negative sce-
narios as well. We are currently working on real business decision rules to see
how our method works when put into real practice. Also we are experimenting
on query evaluation using our method.
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Abstract. Dynamic resource provisioning is an important way of ensuring
performance and Service Level Agreement (SLA) guarantees for applications
under changing workload. However, it is always hard to meet exactly the amount
of resources required at every second. Thus, how to optimize the resource provi‐
sion becomes the key problem. In this paper, we propose a Reactive-Predictive
Hybrid Resource Provision Method (RPHRPM), which combines reactive and
predictive methods together to benefit from both. We take advantage of ARIMA
model to predict the workload and get resources pre-provisioned. Meanwhile, a
reactive method is also enabled to deal with the unpredictable situations. More
importantly we describe a novel mechanism which will be involved when
conflicts between these two methods happen. It can help to keep better perform‐
ance when encounter could burst. The experiment results show that RPHRPM
not only has better performance compared with other provision schemes, but also
be energy-efficient.

Keywords: Provision · Reactive method · Prediction model · Cloud datacenter

1 Introduction

In recent years, more and more enterprises and organizations began to take advantage
of cloud to provide their services. So a widely concerning problem is approved - how
to provision cloud resource not only ensuring application performance, but also mini‐
mizing the cost. In the traditional situation, resource allocation is always static. As the
workload of an application is usually dynamic, allocating resources based on application
peak workload will lead to over-provisioning. On the contrary, if resources are provided
based on minimum workload, applications will experience SLA violations because of
the insufficiency of resources.

In actual running environment, systems usually take SLA in the first place. So there
may be thousands of hosts used to meet application demands, just to satisfy the highest
workload. Therefore the data center resources are usually in low utilization. Based on
the report of Data Center Efficiency Trends for 2014 from ‘Energy Manager Today’ [1],
in current data center environments, server utilization rates are typically very low,
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currently averaging in the 6–12 percent range. A completely idle server still draws 60
percent of its maximum power. In particular, it has been reported that energy-related
costs account for approximately 12 % of overall data center expenditures. For large
companies like Google, a 3 % reduction in energy cost can translate to over a million
dollars in cost savings. As a result, reducing energy consumption has become a primary
concern for today’s data center operators [2]. Under the request of cost-saving, resource
over-provisioning for near-peak performance should be considered by the resource
management solutions. One of the most effective approaches for reducing energy costs
is to dynamically adjust the data center capacity by launching required VMs and turning
off free instances, or to set them to a sleep state. This is supported by the evidence that
an idle machine can consume as much as 50–60 % of the power of when the machine is
fully utilized [2]. Thus, to achieve the goal of energy-efficient resource management,
utilization of cloud resource must be optimized. Dynamically adjusting and minimizing
the number of active machines in a data center is a fundamental way to reduce energy
consumption while meeting the SLAs of applications.

Dynamic resource provisioning has a lot of potential for increasing resource utiliza‐
tion in data centers. Most dynamic resource provisioning approaches can be categorized
into two types: predictive and reactive. However, there are obviously advantages and
disadvantages between these two kinds of method. A common assumption in resource
provisioning is that workload demand can be predicted [3]. Therefore, prediction-based
resource provisioning is required so as to deal with the periodic resource usage pattern.
However, some unpredictable load spikes or fluctuations can hardly be found, which
suggests that purely predictive approaches might be insufficient for handling data center
workloads. As for reactive provisioning, although it can detect any kind of workload
change immediately, it still can’t ensure SLA guarantees all the time due to the assign‐
able set-up time, especially in public cloud.

Based on this background, the key contribution of this paper is to develop a novel
reactive-predictive hybrid resource provision method in cloud datacenters. RPHRPM
analyzes the historical data of application workloads and predicts future workloads using
ARIMA model, then computes the minimum resources that can ensure the application
performance. Additionally, because of the dynamic nature of the workloads, when
predictive results are not suitable for current situation, RPHRPM can discover this
happening and adjust resource provision adaptively through a reactive method.

The remainder of this paper is organized as follows: In Sect. 2, we discuss related
work on reactive and predictive provisioning methods. In Sect. 3, we introduce the
architecture of the Reactive-Predictive Hybrid Resource Provision Method in cloud
datacenter. Then we present our provision scheme in Sect. 4. In Sect. 5, we carry out
experiments and related analysis. In Sect. 6, we make a conclusion of this paper and
give a prospect of future work.

2 Related Work

With the rapid development of cloud computing, more and more enterprises are moving
their business into cloud. In order to contribute to a high efficiency cloud datacenter,
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dynamic resource provisioning attracts much attention. In recent years, there have been
many research works and studies on resource provisioning schemes and most of these
approaches can be categorized into two types: predictive and reactive.

Firstly, we present some basic prediction techniques. Roy et al. [4] develop a model-
predictive algorithm for workload forecasting, in order to achieve efficient auto-scaling
in the cloud. They use a second order autoregressive moving average method (ARMA)
filter to have a single look-ahead prediction. Gong et al. [5] present a novel predictive
elastic resource scaling (PRESS) scheme for cloud systems. This scheme leverages Fast
Fourier Transform (FFT) and discrete-time Markov chain to forecast future demand. It
can handle both cyclic and noncyclic workload. Another kind of resource management
scheme adds feedback control to the prediction models. Shen et al. [6] present
CloudScale, a system that automates fine-grained elastic resource scaling for multi-
tenant cloud computing infrastructures. It employs online resource demand prediction
and prediction error handling to achieve adaptive resource allocation. Padala et al. [7]
present AutoControl system. In this system, there is a model estimator, which inputs
past allocation, past performance and leverage ARMA model to achieve the future
performance value. With the predicted performance value, the optimizer module deter‐
mines the resource allocation. There are some other research works which adopt multiple
time series to build prediction models. Khan et al. [8] present a multiple time series
approach for workload characterization and prediction in the cloud. Tan et al. [9] present
multi-resource prediction models for resource sharing environments, like cloud, data
center and so on. Jiang et al. [10] present an online system to model and predict the cloud
VM demand. They utilize two–level ensemble method to capture the characteristics of
the high transient demand time series.

Besides predictive method, some studies about cloud resource reactive dynamic
provisioning technology are also proposed. In the paper [11], Guo et al. describe Seagull,
a system designed to facilitate cloud bursting by determining which applications should
be transitioned into the cloud and automating the movement process at the proper time.
Seagull optimizes the bursting of applications using an optimization algorithm as well
as the overhead of deploying applications into the cloud using an intelligent pre-copying
mechanism that proactively replicates virtualized applications, lowering the bursting
time from hours to minutes. Lo et al. [12] present PEGASUS, a feedback-based
controller that significantly improves the energy proportionality of warehouse-scale
computer (WSC) systems, as demonstrated by a real implementation in a Google search
cluster. PEGASUS uses request latency statistics to dynamically adjust server power
management limits in a fine-grain manner, running each server just fast enough to meet
global service-level latency objectives. In large cluster experiments, PEGASUS reduces
power consumption by up to 20 %. Gandhi [13] introduce a dynamic capacity manage‐
ment policy, AutoScale, that greatly reduces the number of servers needed in data centers
driven by unpredictable, time-varying load, while meeting response time SLAs. Auto‐
Scale scales the data center capacity, adding or removing servers as needed.

Generally speaking, predictive methods can be very suitable when dealing with
periodic or seasonal workloads. However, it fails when the workload spikes happen
unpredictably. While reactive methods possess good ability dealing with aperiodic
workload. But there is always delay when reacting to the workload changing, even when
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it is seasonal. Therefore, we design a novel hybrid scheme involving both predictive and
reactive process, which help system keep better application performance under periodic
workload, as well as irregular workload.

3 System Architecture

In this paper, we propose RPHRPM: a reactive-predictive hybrid resource provision
method. Figure 1 shows the overall architecture of RPHRPM. It mainly consists of four
parts: monitor, predictive process, reactive process and resource controller.

The monitor module will keep track of workload and collect application-level
performance metrics, such as response time. Predictive process and reactive process are
parallel, and they will not interfere with each other. For predictive process, a set of
historical workload traces will be input into the prediction model. Then it will calculate
the predicted workload for a certain future time. Next, the resource analyzer will analyze
how much resource will be required based on the predicted workload to meet the user-
defined application SLA. For reactive process, the first step is to check whether it needs
to trigger the reactive dynamic resource provision or not. Observed application perform‐
ance metric received from the monitor module and user-defined application SLAs are
the two inputs of reactive trigger. This trigger will compare these two input statistics
and decide whether to send the triggered signal to the resource analyzer. If triggered,
the resource analyzer in reactive process will acquire current workload from the monitor
module and the application SLA defined by user. Then it will calculate how much
resource is actually required.

Fig. 1. RPHRPM architecture

We can consider predictive process as the main process, and reactive process as a
supplement of prediction. This is because the reactive method has a natural defect that
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is the non-negligible delay caused by the set-up time of launching a new instance. But
the predictive method can be very close to the ideal solution if the prediction accuracy
is very high. So we suppose that the predictive process can always get the appropriate
result in most cases. Reactive process is the supplement of it when the unpredictable
situation happens. Thus, we set a trigger in front of the reactive process to avoid unnec‐
essary computations, and make the system more efficient.

After we get both predicted required resource (rp) and current required resource (rc),
the resource controller will be enabled to coordinate these two requests. There are four
conditions: (1) rp’ > 0 and rp’ > rc, means the system is predicted to be overloaded, but
now the reactive part doesn’t recognize it or not that much. (2) rp’ > 0 and rp’ < rc, means
the system is predicted to be overloaded, and the overload situation already appeared,
and is even more serious than the predicted level. (3) rp’ < 0 and rp’ < rc, means system
is predicted to be over-provisioned, but now the reactive part doesn’t recognize it or not
that much. (4) rp’ < 0 and rp’ > rc, means system is predicted to be over-provisioned,
and the over-provisioned situation already appeared, and is even more serious than the
predicted level. In order to deal with all these possible conflict situations, we design an
algorithm to coordinate them and give the final resource assignment decision.

4 RPHRPM Modules and Components

In the following subsections, we will describe the internals of every RPHRPM compo‐
nents. The monitor module is responsible for collecting required raw data. The predictive
process consists of the prediction model and resource analyzer, while the reactive process

Table 1. Description of variables

Variables Description

ps User-defined application performance SLA (response time)

po Observed application performance (response time)

wh A vector of workload data (number of requests in the system) for a period
of past time

wp A vector of predicted workload data (number of requests in the system)
for a period of future time

wc Current workload (number of requests in the system)

rp A vector of predicted required resource (number of VMs)

rp’ Current predicted required resource (number of VMs)

rc Current actual required resource (number of VMs)

ra Coordinated resource assignment (number of VMs)
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contains the reactive trigger and resource analyzer. Results of these two processes will be
inverted by resource controller into coordinated resource provision request.

For easy reference, Table 1 summarizes the mathematical symbols that will be used
for key parameters and variables in these modules.

4.1 Resource Monitor

In order to keep the system running in a good performance, we need to get in charge of
the whole circumstance of the active applications. Therefore, we design the monitor
module to keep track with workload changes and collect the corresponding application
performance metrics. The monitor module will periodically fetch these statistics and
store them. Then the data will be prepared for other modules.

To implement the monitor module, there are many mature tools that can be integrated,
including business products and open source projects. Actually most cloud providers also
provide their own monitoring service, such as CloudWatch of Amzon EC2. As in private
cloud, for example, OpenStack, also has the ceilometer project to provide some moni‐
toring function. However, if the provided service does not satisfy user requirements, third-
party tools also can be involved, such as LoadRunner etc. In our experiment, we imple‐
ment this monitor module on a simulation platform. We select the number of requests in the
system (w) to represent workload (we will explain why we choose this workload signal in
the resource analyzer section below), and we choose response time (p) as the monitored
performance metric, considering the user-defined application SLA is also supposed to be
response time (ps). Meanwhile we set the monitor to record w as well as corresponding p
every minute, and format them for the following modules.

4.2 Prediction Module

The aim of predictive method is to help the system know the workload change in
advance, so that it can take action before the change happens. In other words, this means
it can prepare the required resource in advance, thus it can eliminate the response delay
caused by the virtual machine’s set-up time. So in order to implement this, we need to
predict future workload first.

The prediction module will periodically calculate future workload based on the
historical workload series. Most classical methods for prediction are based on time series
analysis and there also are some advanced models, such as ARMA models, ARIMA
models, and state-space models etc. Here we select the autoregressive integrated moving
average (ARIMA) model as our prediction model because this model is fitted to time
series data either to better understand the data or to predict future points in the series. It
is applied in some cases where data show evidence of being non-stationarity, where an
initial differencing step can be applied to remove the non-stationarity. The model is
generally referred to as an ARIMA (p, d, q) model where parameters p, d, and q are non-
negative integers that refer to the order of the autoregressive, integrated, and moving
average parts of the model respectively. More research about the ARIMA model and
how to apply it in prediction can be found in [7, 14–16], so we do not make a more
detailed description here.
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In our experiment, we implement the prediction module based on the python module
that provides classes and functions for the estimation of many different statistical models
called StatsModels. The prediction modeling approach is depicted in Fig. 2. Our predic‐
tion module can take the workload data points during a past period time (wh) as inputs.
And then output the workload data points for a period future time (wp). In order to ensure
the accuracy of prediction, and simplify compute process at the same time, it is better
to set length(wh): length(wp) = 5:1.

Fig. 2. Prediction modeling approach

4.3 Reactive Trigger

Reactive trigger is a trigger module in the reactive process. It will run periodically to
detect whether the predictive method is working well. If the prediction result is accurate,
the system should be running in good performance which means the user-defined SLA
should not be violated. Under this circumstance, to calculate current required resource
is not necessary. So the following process is keeping in a waiting status, only if the active
triggered signal is received, the resource analyzer in reactive process will run.

Here we will summarize the logical process applied to the reactive trigger module.
As described in the monitor part above, we choose response time as the monitored
performance metric as well as user-defined SLA. Therefore, inputs of the reactive trigger
module are the current observed app response time po pulled from the monitor module
and application SLA ps defined by the user. Then the inputs will be sent to the predicate
function. If po > ps is false, this means that the current observed performance meets the
requirement of the SLA. Then it will return and wait for the next execution. If po > ps
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is true, this means the current observed performance has already violated the settled
SLA, and also means that the current workload is more heavy than the predicted. Thus
it will trigger the resource analyzer to calculate the actual required resource, so that the
whole system can be aware of this situation and require more resource to ensure the
application performance.

4.4 Resource Analyzer

The resource analyzer is responsible for figuring out the relationship between workload
and desired resource, and essentially inverts the estimated model to compute the desired
resource allocations in order for the system to meet its performance SLA. So the function
of resource analyzer can be concluded into two steps: model building and computing
required resource.

As we know, workload is the fundamental factor that will cause fluctuations in
application performance. Workload is observable. Therefore, if we find the relationship
between workload and application performance, we would be able to infer desired
resource to meet user-defined performance SLA.

However, there are many metrics that can be considered as workload signal. Request
rate could be the most popular one. But using request rate will ignore one of the most
important factors – request size (or service time). Although request rate is the same, for
different request sizes the actual workload in system can be very different. Besides, there
are also other alternative choices, for example, T95 (the 95th percentile of response times
for requests that complete during the course of the trace). Using the performance metric
as a feedback signal is a popular choice in control-theoretic approaches. However it
could be quite difficult to infer desired resources according to T95. Also some system-
level metrics are wildly used, such as CPU utilization, memory utilization, network, etc.
A major drawback of employing these signals is that it is hard to set the threshold for
scaling up since our target is to increase resource utilization as much as possible. So we
propose using the number of requests in the system (nsys) as the workload signal (w) for
scaling up capacity rather than the request rate. We assert that nsys more faithfully
captures the dynamic state of the system than the request rate. If the system is under-
provisioned either because the request rate is too high or request size is too big or servers
have slowed down, nsys will tend to increase. If the system is over-provisioned, nsys will
tend to decrease below some expected level. Further, calculating nsys is fairly straight‐
forward; many modern systems (including Apache load balancer) already track this
value, and it is instantaneously available.

After getting nsys, we can’t simply scale up the capacity linearly with an increase in
nsys. This is because nsys grows super-linearly during the time that the system is under-
provisioned. Actually, we try to infer the amount of work in the system by monitoring
nsys. The amount of work in the system is proportional to both the request rate and the
request size, and thus, we try to infer the product of the request rate and request size,
which we call system load, lsys. Formally,

(1)
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Once we have lsys, it is easy to get to the required resource (r), since lsys represents
the amount of work in the system and is hence proportional to r. Next we will depict the
translation process from nsys to lsys, and then from lsys to r. We refer to this entire trans‐
lation algorithm as the resource inference algorithm. The full translation from nsys to r
will be given in Eq. (4) below. A full listing of all the variables used in this section is
provided in Table 2 for convenience.

Table 2. Variables of resource inference algorithm

Variables Description

nsys Number of requests in the system

lsys System load

r Required resource (number of VMs)

nsrv Number of requests at a server

lsrv Load at a server

N Current number of virtual machines

F The relationship between the number of requests at a server and the load
at a server

nmax The maximum number of requests that a server can serve concurrently and
meet its response time SLA

lmax The maximum load in the system that a server can take and meet its
response time SLA

In order to understand the relationship between nsys and lsys, we first derive the rela‐
tionship between the number of requests at a single server, nsrv, and the load at a single
server, lsrv. We expect that lsrv should increase with nsrv, and we can certificate it through
experiment. Suppose that lsrv = F(nsrv), for different system the function can be different,
but it only need to be analyzed through experiment once for each system. Now we can
estimate system load (lsys) using the relationship between lsrv and nsrv. To estimate lsys,
we first approximate nsvr as nsys/N, where N is the current number of virtual machines.
We then use nsrv to estimate the corresponding lsrv. Finally, we have lsys = N * lsrv. In
summary, given the number of requests in the system (nsys), we can derive the system
load (lsys) as follows:

(2)

Fortunately, the relationship between the number of requests at a server and the load
at a server does not change when request size changes, as well as server speed changes.
This is because a decrease in server speed is the same as an increase in request size for
system. Thus, while calculating lsys = N * lsrv, we do not have to worry about the request
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size and we can simply use it to estimate lsys from nsys irrespective of the request size.
The reason why the F is agnostic to request size is because lsys, by definition (see Eq. (1)),
takes the request size into account. If the request size doubles, then the request rate into
a server needs to drop by a factor of 2 in order to maintain the same lsrv. These changes
result in exactly the same amount of work entering the system per unit time, and thus,
nsrv, does not change.

There is another parameter that needs to be determined. In order to analyze the value
of r based on lsys, we need to know the maximum number of requests that a server can
serve concurrently and meet its response time SLA. The number satisfied this condition
is called nmax, the corresponding load on that server is called lmax. They are constant for
a certain system, thus also only need to be computed once. Since lsys corresponds to the
total system load, while lmax corresponds to the load that a single server can handle, we
deduce that the required capacity is:

(3)

In summary, we have:

(4)

The design of the resource inference algorithm includes a few key parameters: nmax,
lmax, F. In order to deploy the resource analyzer on a given system, these parameters
need to be determined. Fortunately, all of the above parameters only need to be calcu‐
lated once. This is because these parameters depend on the specifications of the system,
such as the server type, the setup time, and the application, which do not change at
runtime. Request rate, request size, and server speed, can all change at runtime, but these
do not affect the value of the above key parameters. This makes it a very robust algorithm.

In our system architecture, there are two analyzers in predictive process and reactive
process respectively. Since the process that deduces the required resource from the
workload for both the predictive and reactive methods are similar, the core algorithm is
the same. The only difference is for predictive process, input is a vector of workload
data for a period of future time. While for reactive process, input is current workload.
So the output of predictive resource analyzer is a vector of predicted required resource,
corresponding to the predicted workload. While the reactive output is the real-time
desired resource, corresponding to the newest sampled workload.

4.5 Resource Controller

The most important goal of the resource controller is to take both predictive and reactive
results into consideration, and give the optimized decision. For dynamic resource provi‐
sioning, those decisions can be categorized into two actions: scale up and scale down.
Now we will describe how it determines when to scale up or down and how large the
scale should be.
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Firstly, we will make clear about the input value. As depicted before, a vector of
predicted required resource (rp) and a current required resource (rc) will be sent to this
module. Each value in rp represents the required resource for the corresponding predicted
time point. And it begins from the results being calculated. In terms of the set-up time of
launching a new instance, we need to prepare these resources in advance. Otherwise it will
cause delay. In our experiment, we set the predicted period as 15 min, and suppose set-up
time to be 1 min, and the monitoring period is 1 min. Thus actually it needs to predict
workload for the future 16 min, and calculate corresponding required resource for the
16 min. But the value of the first 1 min are useless, because of the set-up time, it can never
satisfy the requirement in the first 1 min. So we just keep values of the following 15 min.
Then these values can be saved in a constant array. And every minute the program will
take the first value in this array as the current predicted required resource (rp’) and remove
it from the array after processing. The inverting of another input rc is much more simple.
It can be saved as a constant integer variable, initialized with the current VM number. This
only updates when the reactive resource analyzer is triggered.

Next, the resource controller will periodically compare rp’ and rc. If rp’ >= rc, which
means the preditve capacity is larger than currently needed. It seems to be over-provi‐
sioned. However as we explain before, because of the set-up time, the predictive value
is not for current need, but to prepare for the future. So we take rp’ as ra. If rp’ < rc,
which means the actual desired capacity is larger than the predicted one. Here we can’t
simply set rc as ra because we don’t know how long the increase will last. If it is just an
unpredictable load spike, and only appears for seconds, the new resource we added will
be wasted. So we propose a slow-increasing algorithm.

First, we will introduce a new parameter R to represent the reliability of the reac‐
tive value, which also means it’s a real number between 0 and 1. The computational
formula of R can be described as follows:

(5)

where k is the number of times that rp’ < rc happens within the last  times of the
comparation.  is a empirical value, which indicates the max number that could be
accepted that the predictive result turns to be not accurate. In our experiment we set
 = 5.

Integrating the previous condition, rp’ > rc, here we give a comprehensive way to
compute ra:

(6)

Initially, if no rp’ < rc appears, k would be 0, thus, R is 0, ra = N’. It means the current
required resource has been no more than predicted value, so until now we totally rely
on prediction. If rp’ > N and rp’ > rc, then the system will scale up, and new instances
would be added. If rc < rp’ < N, then the system would keep stable. When rp’ < rc

happens, k increases, thus, R increases. It means the reliability of the reactive value has
increased, and the adjustment function of the reactive process would be enabled. Part
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of the distance between rc and N’ would be added, so that the degree of scale-up would
be increased. Applying the slow-increasing algorithm can help the system deal with the
short-time load burst wisely and keep the system stable.

Finally, if ra > N, the system will scale up, and send the request to get more resources.
If ra < N, this means the system should scale down. However, here we apply a conser‐
vative policy. When a server goes idle, rather than turning off immediately, it sets a timer
of duration twait and sits in the idle state for twait seconds. If a request arrives at the server
during these twait seconds, then the server goes back to the busy state; otherwise the server
is turned off. To do this, a routing scheme needs to be implemented. The scheme tends
to concentrate requests onto a small number of servers, so that the remaining servers
will naturally time out. Benefiting from this conservative policy logically would be very
simple in the scale down cases.

5 Experiment and Analysis

In this section, we will present experimental results that demonstrate the effectiveness
of our reactive-predictive hybrid resource provision method (RPHRPM). The results
will show that our method can dynamically adjust resource scale to ensure the perform‐
ance SLO of application, with optimized resource provision compared with fixed server
number, pure reactive method and pure predictive method.

5.1 Experimental Setup

We evaluate RPHRPM on an open-source framework for modeling and simulation of
cloud computing infrastructures and services called CloudSim, with a set of usable
extensions from CloudSimEx project. We simulate a cloud environment on this plat‐
form. There is one datacenter with three hosts and managed by a webBroker. The data‐
center has been set to be able to contain 100 standard VMs at most. And each of the
standard VM has been configured with 1 vCPU, a memory size of 512 M and 1000 Mbps
network bandwidth. The set-up time of standard VM is set to 1 min.

Here we employ server provisioning on the stateless application servers only, as they
maintain no volatile state. Stateless servers are common used in today’s application
platforms. We generate workload based on the analysis of some real-world traces.
Figure 3 describes the changes of workload. We scale the arrival traces such that the
maximum request rate into the system is 5000 req/s. Further, we scale the duration of
the traces to 1 h. And considering of prediction, we need to know the history workload.
So we also generate workload trace for the last 2 h, supposing it has the similar period
with the first 30 min in Fig. 3.

In order to prove the effectiveness of RPHRPM, we make 4 experiments with
different resource provision method respectively. The performance SLO, mean response
time, is set to be 500 ms. (1) A group of servers with fixed number. In this senario, we
run 20 standard VMs and don’t do any adjustment. (2) Predictive method. We initialize
10 VMs at beginning, and applying preditive resource provisioning. It use the workload
trace of last 75 min to predict future 15 min every 15 min. (3) Reactive method. Also
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we have 10 VMs first. Then it will trigger the increment of resource only if the mean
response time is over 500 ms. (4) RPHRPM. There are 10 VMs at first. For predictive
process, the policy is same as (2). For reactive process, the policy is same as (3). And
as illustrated previously, the key parameter of resource controller, max number that
could be accepted that the predictive result turns to be not accurate ( ), is set to 5.

The results of these experiments are showed in following figures.

5.2 Results and Analysis

Figure 4 illustrates the mean response time of these four groups of experiments. For the
experiment with fixed 20 servers, its mean response time was increasing significantly
when every time the workload increased, overstepping performance SLO, 500 ms, a lot.
And at around 45 min, because of the rapid growth of request rate, system with fixed
number is totally out of service. Comparing with it, experiment applying predicted
resource provision method behaves much better. Within the first 45 min, workload goes
regularly, which makes the prediction works well. So during this period of time, mean
response time is under control. However, since workload begins to be unpredictable
after 45 min, the predictive method also becomes invalid. The response time increase
sharply. Another experiment run with reactive method has specific advantage and disad‐
vantage. The advantage is that no matter how workload changes, it will finally get the
required resource to turn the system back to normal. Just as in our experiment, previous
two methods are both failed to deal with the final increased workload, while the reactive
one make it. But the cost is delay. So there are inevitable response time spike that will
violate SLO. It’s not a time-efficient method. Every time when the new resource under
preparing, it can cause distinct growth of response time during the set-up process, such
as 5 min, 22 min, 35 min and 45 min. Finally, let’s observe at the performance of
RPHRPM. The red line shows its mean response time during the whole experiment. The
results show that it ran very close to SLO, which is set to 500 ms, under the periodical
workload. The performance is just as good as predictive method. Meanwhile, for the
next stage, it not only decreases the response time below SLO, but also reacts faster than
reactive method. In conclusion, RPHRPM seems to have the best performance among
these 4 resource provision strategy. It works well under both periodic and irregular
workload.

Fig. 3. Workload for experiment
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Fig. 4. Mean response time of difference
methods

Fig. 5. Number of VMs with difference
methods

Furthermore, after analyzing the application performance, we also check the resource
cost of each method. We demonstrate the number of running VMs during the 1 h experi‐
ment in Fig. 5. It shows that system using predictive method has the lowest resource
cost. But it doesn’t work well for the last part, as we described before. System with fixed
number of servers has the same problem. Then compare the reactive provisioning with
RPHRPM. Actually after 45 min, predictive process of RPHRPM had already been
inaccurate, which means it can be considered as just reactive method then. Therefore,
we can see there is overlap between the two lines of reactive method and RPHRPM at
the last section. Thus, we just need to compare the previous part. Since reactive method
can’t know the future situation, some new resource may only be used for a very short
time. It will cause waste of resources, like around 27 min. While RPHRPM benefits
from both reactive and predictive method, it can always make the best compromise
between performance and resource cost. So that it has good results both in application
performance and energy saving.

6 Conclusion and Future Work

In this paper, we have presented RPHRPM, a novel resource provision method which
combine reactive and predictive methods together to achieve better performance of
application under changing workload with optimized resource cost. We take advantage
of ARIMA model to facilitate the predictive process, and applying reactive process as
a supplement. Furthermore, we propose a slow-increasing algorithm to deal with the
conflict situation, avoiding the instability of resource capacity caused by the short-time
cloud burst. Finally we evaluated our method on CloudSim simulation platform. And
the results of experiment prove the effectiveness and the efficiency of RPHRPM.

As a next step work, we plan to implement this method in real cloud datacenter
environment, such as OpenStack-managed cloud environment. Besides, now we only
consider the user cases of stateless application server. In the future, we will continue
researching on stateful tier servers scaling, such as database server and the dynamic
resource provisioning across multiple cloud datacenters.
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Abstract. With the popularity of social network, an increasing number of users
attempt to find their interested web services through service recommendation,
e.g., Collaborative Filtering (i.e., CF)-based service recommendation. Generally,
the traditional CF-based service recommendation approaches work, when the
target user owns one or more similar neighbors or friends (Neighbor and friend
are interchangeable in the rest of paper) (i.e., user-based CF), or the target user’s
invoked services own similar services (i.e., item-based CF). However, in cer-
tain situations, similar neighbors and similar services are absent from the
user-service invocation network, which brings a great challenge for accurate
service recommendation. In view of this challenge, a novel recommendation
approach SBT-SR (Social Balance Theory-based Service Recommendation) is
put forward in this paper. Concretely, for the target user, we first determine
his/her “enemies” (antonym of “friend”, i.e., the users who have opposite
preference with target user), and then look for the “potential friends” of target
user, based on the “enemy’s enemy is friend” rule in Social Balance Theory.
Afterwards, the services preferred by “potential friends” are recommended to the
target user. Finally, through a case study and a set of experiments, we
demonstrate the feasibility of our proposal.

Keywords: Service recommendation � Target user � Similar neighbor � Similar
service � Dissimilar enemy � Social balance theory

1 Introduction

Recently, with the adoption of SOA (Service Oriented Architecture) in both academic
and industrial areas, more and more business processes are encapsulated into web
services, and published in the public service community [1–3]. Therefore, people can
easily browse, find and select their interested web services from the service community,
so as to further construct various service-oriented complex business applications.

However, as new web services are emerging rapidly, the number of web services
registered in service community is becoming larger and larger, which makes it difficult
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to find the right web services that a user is really interested in [4, 5]. To solve this
problem, many efforts have been made to develop various service recommendation
approaches, e.g., Collaborative Filtering (i.e., CF)-based service recommendation
[6–8]. Concretely, through the user-service invocation network (including user ratings
on services), we can determine the similar neighbors of target user, or the similar
services of the services that were invoked by target user, and further develop various
recommendation approaches, e.g., user-based CF, item-based CF, or hybrid CF.

However, the above CF-based service recommendation approaches often perform
poor, when similar neighbors and similar services are absent from the user-service
invocation network (an example is presented in Sect. 2 for illustration), which brings a
great challenge for accurate service recommendation. In view of this challenge, a novel
service recommendation approach, i.e., SBT-SR (Social Balance Theory-based Service
Recommendation) is put forward in this paper. Instead of looking for similar neighbors
or friends in traditional CF-based recommendation approaches, in SBT-SR, we first
look for dissimilar “enemy” (antonym of “friend”) of the target user, and then further
determine the target user’s “potential friends”, based on the “enemy’s enemy is friend”
rule in Social Balance Theory [9]. Finally, the services that are preferred by the “po-
tential friends” of target user are recommended to the target user.

The remainder of this paper is organized as follows. In Sect. 2, we formalize the
service recommendation problem and demonstrate the motivation of our paper. In
Sect. 3, a novel service recommendation approach named SBT-SR is brought forth.
A case study is introduced in Sect. 4. In Sect. 5, a set of experiments are deployed and
the time complexity of SBT-SR is analyzed, to validate the feasibility of our proposal.
Related works and discussion are presented in Sect. 6. And finally, in Sect. 7, we
summarize the paper and point out the future research directions.

2 Formalization and Motivation

In this section, we first formalize the service recommendation problem. And after-
wards, an example is presented to demonstrate the motivation of our paper.

2.1 Formalization

Generally, the service recommendation problem in social network could be specified
with a four-tuple Ser-Rec (U, WS, →, usertarget), where

(1) U = {user1, …, userN} denotes the user set in user-service invocation network,
and N is the number of users.

(2) WS = {ws1, …, wsn} denotes the web service set in user-service invocation
network, and n is the number of web services.

(3) !¼ fðuseri �!Ri�j wsjÞj1� i�N; 1� j� ng denotes the invocation record set in
user-service invocation network, i.e., useri �!Ri�j wsj means that useri invoked
wsj in the past and the useri’s rating on wsj is Ri-j after service invocation. Here,
for simplicity, we adopt the well-known {1*, 2*, 3*, 4*, 5*} rating system to
depict Ri−j.
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(4) usertarget denotes the target user that needs service recommendation, and
usertarget2U holds.

Based on the above formalization, the classic service recommendation problem
could be specified as follows: recommend appropriate web services wsx (2WS) to target
user usertarget (2U), based on the historical user-service invocation record set
“→” between U and WS.

2.2 Motivation

In this subsection, we demonstrate the motivation of this paper by an example (shown
in Fig. 1). In Fig. 1, there are three users {Tom, Alice, Bob} (Tom is the target user) and
six web services {ws1, ws2, ws3, ws4, ws5, ws6}; the user-service invocation records as
well as their user ratings are also presented in the figure. Then according to the
traditional CF approaches, the user similarity (2[−1, 1]) could be calculated based on
PCC (Pearson Correlation Coefficient) [10]. Concretely, Sim(Tom, Alice) = −0.275 and
Sim(Tom, Bob) = Null; therefore, target user Tom has no similar neighbors since no
positive user similarity is present. Besides, likewise, the service similarity could also be
calculated, i.e., Sim(ws1, ws3) = Sim(ws1, ws4) = Sim(ws2, ws3) = Sim(ws2, ws4) = −1
and Sim(ws1, ws5) = Sim(ws1, ws6) = Sim(ws2, ws5) = Sim(ws2, ws6) = Null; therefore,
target user Tom’s invoked services (i.e., ws1 and ws2) have no similar services, since no
positive service similarity is present.

In this situation, the traditional CF-based service recommendation approaches (e.g.,
user-based CF, item-based CF or hybrid CF) cannot make accurate service recom-
mendation, as the target user has no similar neighbors and the target user’s invoked
services have no similar services, which brings a great challenge for accurate service
recommendation. In view of this challenge, a novel service recommendation approach
named SBT-SR is put forward in the next section.

ws
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ws
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1* 2* 5* 
4* 1* 
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Fig. 1. Service recommendation with no similar neighbors and similar services: an example.
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3 SBT-SR: A Service Recommendation Approach Based
on Social Balance Theory

In this section, we introduce a novel approach SBT-SR, to recommend appropriate services
to the target user, when similar neighbors and similar services are absent from the
user-service invocation network. In general, our proposal is based on the “enemy’s enemy is
friend” rule in Social Balance Theory. Concretely, SBT-SR consists of four steps in Fig. 2.

(1) Step1: Determine target user usertarget’s enemy.

In this step, we first calculate the similarity Sim(usertarget, useri) between target user
usertarget and other user useri (useri 2 U); and afterwards, those users with low simi-
larity values are regarded as the “enemies” of usertarget. Concretely, according to the
classic PCC, Sim(usertarget, useri) could be calculated by (1).

Sim usertarget; useri
� � ¼

P
wsj2 I

ðRtarget�j � RtargetÞ � ðRi�j � RiÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
wsj2 I

ðRtarget�j � RtargetÞ2
r

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
wsj2 I

ðRi�j � RiÞ2
r ð1Þ

Here, set I denotes the common services that were invoked by both usertarget and
useri; Rtarget−j and Ri−j denote usertarget’s and useri’s ratings on service wsj, respec-
tively; while Rtarget represents usertarget’s average rating on all his/her invoked web
services, and Ri represents useri’s average rating on all his/her invoked web services.
Then according to (1), we can calculate the similarity Sim(usertarget, useri). Specially, if
usertarget and useri have no common invoked services (i.e., I = null), then their simi-
larity Sim(usertarget, useri) = Null.

As can be seen from (1), the user-similarity Sim(usertarget, useri) 2 [−1, 1].
Afterwards, we set a similarity threshold P (−1 ≤ P ≤ −0.5) to judge whether useri is an
enemy of target user usertarget. Concretely, the judgment process is based on the
formula in (2). Through (2), we can obtain the enemy set of usertarget, i.e., Enemy_set
(usertarget).

Step1: Determine target user user
target

Ês enemy. Calculate the similarity Sim(user
target

, user
i
) 

between user
target

 and other users user
i

U. If Sim(user
target

, user
i
) � P (P is similarity 

threshold), then user
i
 is an enemy of user

target
.

Step2: Determine target user user
target

Ês enemyÊs enemy. For each enemy (i.e., user
i
 in Step1) 

of user
target

, determine his/her enemy user
k
, through the same judgment process as 

Step1. 

Step3: Determine target user user
target

Ês potential friends. According to the „enemyÊs enemy is 
friend‰ rule in Social Balance Theory, determine user

target
Ês potential friend set 

Po_friend (user
target

). 

Step4: Service recommendation. Recommend the services preferred by potential friends in 
set Po_friend (user

target
) (derived in Step3) to the target user user

target
. 

Fig. 2. Four steps of service recommendation approach SBT-SR.

A Social Balance Theory-Based Service Recommendation Approach 51



useri
2 Enemy set usertarget

� �
if Sim usertarget; useri

� ��P
62 Enemy set usertarget

� �
if Sim usertarget; useri

� �
[P

�
ð2Þ

(2) Step2: Determine target user usertarget’s enemy’s enemy.

In this step, we determine target user usertarget’s enemy (i.e., useri in Step1)’s
enemy (denoted by userk). Concretely, for each enemy useri 2Enemy_set(usertarget), we
calculate his/her similarity with other users, and further determine his/her enemy userk,
through the same judgment process as Step1. Here, the concrete calculation and
judgment details are not repeated again.

(3) Step3: Determine target user usertarget’s potential friends.

In Step1, we have obtained target user usertarget’s enemy useri, and in Step2, we
have determined useri’s enemy userk. Then according to the “enemy’s enemy is friend”
rule in Social Balance Theory, we can infer that userk is a potential friend of usertarget,
i.e., userk 2 Po_friend (usertarget). Here, please note that userk is just a “possible” friend
of usertarget, not a “definite” friend of usertarget. Therefore, to quantify the credibility
that userk is a friend of usertarget, a new criterion Credibility_friend (usertarget, userk) is
put forward here, which could calculated by (3).

Credibility friend usertarget; userk
� � ¼ Sim usertarget; useri

� � � Sim useri; userkð Þ ð3Þ

According to (2), user similarity Sim(usertarget, useri) ≤ P and Sim(useri,
userk) ≤ P (−1 ≤ P ≤ 0). Therefore, according to (3), Credibility_friend (usertarget,
userk) 2 [P2, 1]. For example, if similarity threshold P = −0.9, Sim(usertarget,
useri) = −0.92 and Sim(useri, userk) = −0.95, then Credibility_friend (usertarget,
userk) = (−0.92)*(−0.95) = 0.874.

(4) Step4: Service recommendation.

After Steps 1–3, we have obtained the potential friends of target user usertarget, i.e.,
userk 2 Po_friend (usertarget). Next, we recommend appropriate web services to
usertarget, based on the services preferred by potential friends userk. Concretely, only
the web services wsx with high ratings (e.g., 3*, 4*, 5*) from userk are recommended to
usertarget. Here, Rec_Serv_Set is recruited to denote the recommended service set, i.e.,
wsx2Rec_Serv_Set holds.

Next, to discriminate and rank all the recommended services wsx 2 Rec_Serv_Set,
we quantify their recommendation-credibility Rec_Credibility(wsx) by (4). Here, Rk-x

(introduced in Sect. 2.1) denotes userk’s rating on service wsx; while function weight()
is utilized to transform user rating Rk−x (e.g., 3*, 4*, 5*) into a value in [0, 1]. For
simplicity, a naive weight() function is adopted here, which is specified in Table 1 (in
fact, only Rk-x with 3* * 5* are of use here). Then according to (3)–(4), the
recommendation-credibility Rec_Credibility(wsx) of each service wsx could be calcu-
lated, based on which we can rank all the recommended services wsx 2 Rec_Serv_Set in
descending order, and recommend them to the target user usertarget. Here, please note
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that if wsx is recommended by multiple potential friends simultaneously, the average
Rec_Credibility(wsx) value is adopted.

Rec Credibility wsxð Þ ¼ Credibility friend usertarget; userk
� � � weight Rk�xð Þ ð4Þ

With the above Steps 1–4 of our SBT-SR approach, a set of web services, i.e.,
wsx 2 Rec_Serv_Set, are recommended to the target user usertarget. More formally, the
pseudo-code of our proposal is specified as below. Here, usertarget denotes the target
user in user-service invocation network where no similar neighbors and similar services
are present; then through SBT-SR, we can recommend appropriate services to usertarget,
so as to avoid the cold start problem in service recommendation.

Table 1. A naive rating transformation function weight() recruited in formula (4).

Rk−x 1* 2* 3* 4* 5*

weight(Rk−x) 0 0.25 0.5 0.75 1.0
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4 Case Study

In this section, a case study is presented to demonstrate the concrete service recommen-
dation process based on our proposed SBT-SR approach. As Fig. 3 shows, there are six
users {Tom, user1, user2, user3, user4, user5} and six web services {ws1, ws2, ws3, ws4,
ws5, ws6} in the user-service invocation network (here, Tom is the target user; and for
Tom, similar neighbors and similar services are both absent from the invocation network).

Next, we introduce how to recommend appropriate services to Tom based on our
proposed SBT-SR approach. As Table 2 shows, although Tom has no similar neighbors,
he has two enemies, i.e., user1 and user4 (here, we assume the similarity threshold
P = −0.8). Afterwards, we determine user1’s (or user4’s) enemies, by calculating the
similarity between user1 (or user4) and other users. The results are listed in Table 3. As
user1 and user4 are both enemies of Tom, it is not necessary to calculate their user
similarity.

As can be seen from Table 3, user2 is an enemy of user1, while user5 is an enemy of
user4. As user1 and user4 are both enemies of target user Tom, according to the
“enemy’s enemy is friend” rule in Social Balance Theory, user2 and user5 are potential
friends of Tom. Therefore, we can recommend user2’s and user5’s invoked web ser-
vices with high ratings (≥3*) to Tom. Concretely, the web services that are
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Fig. 3. A user-service invocation network with six users and six web services.

Table 2. User similarity between target user Tom and other users.

useri user1 user2 user3 user4 user5
Sim(Tom, useri) −0.894 Null −0.707 −1 Null
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recommended to Tom are listed in Table 4 (with remarked symbol “√”). Next,
according to formula (4), the recommendation-credibility Rec_Credibility(wsx) of each
recommended web service wsx is calculated, whose results are also shown in Table 4.
Here, please note that web service ws3 is recommended by Tom’s potential friends
user2 and user5 simultaneously, therefore, ws3’s average Rec_Credibility(ws3) is
adopted here. Likewise, ws4’s average Rec_Credibility(ws4) is calculated. Finally,
according to average Rec_Credibility(wsx), we rank services {ws3, ws4, ws5, ws6} in
descending order, i.e., {ws6, ws4, ws3, ws5}, and recommend them to Tom.

5 Experiment Analyses

In this section, a set of experiments are deployed to validate the feasibility of our
proposed SBT-SR approach. Afterwards, the time complexity of SBT-SR is analyzed.

5.1 The Dataset and Experiment Deployment

To the best of our knowledge, the real user ratings on web services are few. Therefore,
in this paper, the well-known MovieLens-10M [11] dataset is recruited for simulation
purpose. The dataset contains 10 million ratings applied to 10,000 movies by 72,000
users. Our proposed SBT-SR approach mainly focuses on the service recommendation
situations when no similar neighbors and similar services are present for the target user;
therefore, we select appropriate experiment data to simulate the above recommendation
situations. For each user in the dataset, we split his/her ratings into two parts with the
split ratio of r: 100 − r (0 < r ≤ 20). Namely, we use r % ratings of the user to predict
the remaining (100 − r)% ratings, and the prediction accuracy could be measured by
the well-known Mean Absolute Error (MAE) in (5). Here, Rtarget−j and Rtarget�j denote
usertarget’s real and predicted ratings on service wsj, respectively; Num_Ser(usertarget)
denotes the number of web services that are rated by usertarget.

Table 3. User similarity between user1 (or user4) and other users.

useri user1 user2 user3 user4 user5
Sim(user1, useri) 1 −0.967 0 Not necessary 0.318
Sim(user4, useri) Not necessary 0 0.442 1 −0.952

Table 4. Web services that are recommended to target user Tom.

ws1 ws2 ws3 ws4 ws5 ws6
Tom’s potential friends user2 √ √ √

Rec_Credibility(wsx) 0.864 0.864 0.648
user5 √ √ √

Rec_Credibility(wsx) 0.476 0.952 0.952
average Rec_Credibility(wsx) 0.67 0.908 0.648 0.952
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MAEtarget ¼
XNum SerðusertargetÞ

j¼1

jRtarget�j � Rtarget�jj
Num SerðusertargetÞ ð5Þ

The experiments were conducted on a Dell laptop with 2.80 GHz processors and
2.0 GB RAM. The machine is running under Windows XP and JAVA 1.5. Each
experiment was carried out 10 times and the average results were adopted.

5.2 Experiment Results

Concretely, three evaluation profiles are tested and compared, which will be introduced
in detail respectively. Here, N denotes the number of users and n denotes the number of
services.

Profile 1: Prediction Accuracy Comparison with Other Approaches. In this pro-
file, we test the prediction accuracy of SBT-SR and compare it with other three
approaches, i.e., WSRec [8], MCCP [12] and K-means [13]. Concretely, parameters
wu = wi = 0.5 holds in WSRec, α = 0.8 and N = 1000 holds in MCCP, K = 3 holds in K-
means and P = −0.5 holds in our SBT-SR. Besides, N = 1000 and n = 1000 hold for all
the four approaches, and the density of user-service matrix is varied from 4 % to 20 %,
i.e., r = 4, 8, 12, 16, 20. The experiment results are shown in Fig. 4. As Fig. 4 shows,
the MAE values (the smaller, the better) of four approaches all decrease with the growth
of r, and our SBT-SR outperforms the other three approaches when r is small (i.e., r = 4,
8, 12); this is because when the user-service matrix is very sparse, WSRec, MCCP and
K-means can only make approximate and coarse prediction, while SBT-SR can still find
the target user’s potential friends as well as their preferred services, through the “en-
emy’s enemy is friend” rule.

Fig. 4. MAE comparison between SBT-SR and other approaches.
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Besides, it can also be observed from Fig. 4 that the prediction accuracy of SBT-SR
is not as good as the other three approaches, when r is big (i.e., r = 16, 20); this is
because when the user-service matrix is dense, WSRec, MCCP and K-means can find
the target user’s friends in a “direct” manner, while our SBT-SR can only find the target
user’s friends in an “indirect” manner, which loses the prediction accuracy.

Profile 2: Execution Efficiency of SBT-SR with N. In this profile, we test the exe-
cution efficiency of SBT-SR with the number of users N. Concretely, N is varied from
200 to 1000, the number of web services, i.e., n = 1000 holds, the density of
user-service matrix is 10 % and P = −0.5 holds. The experiment result is shown in
Fig. 5(a). As can be seen from Fig. 5(a), the time cost of SBT-SR increases faster and
faster with the growth of N; this is because each user is considered twice (once for
determining the target user’s enemy, once for determining the target user’s enemy’s
enemy), when determining the target user’s potential friends. However, as Fig. 5(a)
indicates, the efficiency of SBT-SR is still acceptable (at “millisecond” level).

Profile 3: Execution Efficiency of SBT-SR with n. In this profile, we test the exe-
cution efficiency of SBT-SR with the number of web services, i.e., n. Concretely, n is
varied from 200 to 1000, the number of users, i.e., N = 1000 holds, the density of
user-service matrix is 10 % and P = −0.5 holds. The experiment result is shown in
Fig. 5(b). As can be seen from Fig. 5(b), the time cost of our proposed SBT-SR
increases approximately linearly with the growth of n; this is because for each user, all
his/her invoked services should be considered for service recommendation in SBT-SR.
Similar with Profile 2, the execution efficiency of SBT-SR is acceptable in most service
recommendation situations (at “millisecond” level).

5.3 Complexity Analyses

Suppose there are N users and n web services in the user-service invocation network.

Step1: according to (1), we can calculate the similarity between target user and other
users, whose time complexity is O(N *n). Then with the derived user similarity, the

)b()a(

Fig. 5. Execution efficiency of SBT-SR approach
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enemies of target user usertarget could be determined based on (2), whose time com-
plexity is O(N). Therefore, the time complexity of Step1 is O(N *n).

Step2: For each enemy useri of usertarget, we can determine his/her enemy userk by (1),
whose time complexity is O(N *n). As there are N − 1 enemies at most for usertarget,
the time complexity of Step2 is O(N 2 *n).

Step3: According to the “enemy’s enemy is friend” rule, we can determine target user
usertarget’s potential friends, whose time complexity is O(1). Next, we can calculate the
credibility that userk is a friend of usertarget by (3), whose time complexity is O(1). As
there are (N − 1)*(N − 2) potential friends at most for usertarget (here, friend repetition
is allowed), the time complexity of Step3 is O(N 2).

Step4: For each potential friend userk of usertarget, we can determine all his/her rec-
ommended services, as well as their recommendation-credibility by (4), whose time
complexity is O(n). As there are (N − 1)*(N − 2) potential friends at most for usertarget
(here, friend repetition is allowed), the time complexity of Step4 is O(N 2*n).

With the above analyses, a conclusion could be drawn that the total time com-
plexity of our proposed SBT-SR approach is O(N2*n). The polynomial time complexity
means that SBT-SR can often achieve a good execution performance in service rec-
ommendation, which is also validated by the experiment results shown in Sect. 5.2.

6 Related Works and Discussion

In this section, we first compare our proposal with related works. Afterwards, the
possible limitations of our work are analyzed and discussed.

6.1 Related Works and Comparison Analyses

Service recommendation is now considered as a promising way, to quickly find the
target user’s interested web services that are tailored to user preference, especially
when the user-service invocation network is very large and dynamic. At present, many
researchers have studied the service recommendation problem and give their valuable
resolutions.

A two-phase K-means clustering approach is introduced in [13] to make service
quality prediction and service recommendation. However, this approach calls for a
denser user-service invocation matrix, and hence cannot be applied in service recom-
mendation with sparse data. A Collaborative Filtering-based recommendation approach
is proposed in [4], which recommends appropriate web services to the target user,
based on the services preferred by target user’s similar neighbors. However, when the
target user has no similar neighbors, the prediction accuracy is not as good as expected.
A bidirectional service recommendation approach WSRec is brought forth in [8], which
combines user-based collaborative filtering and service-based collaborative filtering,
for better service recommendation. However, when the target user has no similar
neighbors and the target user’s invoked services have no similar services, WSRec can
only make approximate prediction for the missing service quality, by considering the
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target user’s average rating on all his/her invoked services, as well as a recommended
service’s average rating from all users. In [12], a MCCP approach is put forward to
model and capture various users’ preferences towards different services; however, only
similar neighbors are recruited in MCCP for service quality prediction, which drops
some valuable information existing in the sparse user-service invocation network.

In summary, the above approaches are not suitable in service recommendation
situations when both similar neighbors and similar services (corresponding to the target
user) are absent from the user-service invocation network. In view of this shortcoming,
a novel service recommendation approach named SBT-SR is proposed in this paper. By
utilizing the “enemy’s enemy is friend” rule in Social Balance Theory, we can deter-
mine the potential friends of the target user, and further recommend the services
preferred by potential friends to the target user. Through a case study and a set of
experiments, we validate the feasibility of our proposal in terms of recommendation
accuracy and efficiency.

6.2 Further Discussion

There are still some shortcomings in our paper, which are discussed as below.

(1) In our proposed SBT-SR approach, the employed user similarity threshold, i.e.,
P is set manually, which does not satisfy the requirement of automated service
recommendation in social network. In the future, we will study this problem and
investigate more automated parameter setting manner for similarity threshold.

(2) Service quality is often dynamic and varied with time; correspondingly, user’s
ratings on services are also time-aware. However, for simplicity, the time factor is
not discussed in this paper. In the future, we will include the time factor into our
service recommendation model for better recommendation quality.

(3) We are forced to adopt the “enemy’s enemy is friend” rule for service recom-
mendation, when the user-service invocation network owns no similar friends and
similar services for target user; while obviously, the recommendation effect of
“enemy’s enemy is friend” rule is weaker than “friend’s friend is friend” rule that
is widely adopted in traditional CF-based service recommendation approaches.
Therefore, our proposed SBT-SR approach can only be considered as a beneficial
supplement to the traditional CF-based approaches, instead of replacing the tra-
ditional ones. In the future, we will study how to combine them for better service
recommendation.

7 Conclusions

In this paper, a novel recommendation approach SBT-SR is put forward in this paper, to
make service recommendation for the target user with no similar neighbors and similar
services. Instead of looking for similar neighbors in traditional service recommendation
approaches, we look for dissimilar enemy of the target user, and further determine the
target user’s potential friends based on the “enemy’s enemy is friend” rule in Social
Balance Theory. Through a case study and a set of experiments, we validate the
feasibility of our proposal.

A Social Balance Theory-Based Service Recommendation Approach 59



In the future, we will investigate more automated setting manner for similarity
threshold P, and introduce the time factor into our service recommendation model, so
as to accommodate the automated and dynamic service recommendation requirements;
besides, we will combine the “enemy’s enemy is friend” rule and “friend’s friend is
friend” rule, for better service recommendation.
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Abstract. Network systems employ policies that are inherently
dynamic in nature and that depend on temporal conditions defined in
terms of external events such as the measurement of bandwidth, use
of hosts, intrusion detection or specific time events. Software-defined
networking (SDN) offers the opportunity to make networks easier to
configure by providing richer configuration methods. To reduce network
monitoring costs and traffic overheads, herein, we propose a software-
defined cloud resource management framework that uses a Fuzzy Ana-
lytical Hierarchy Process (Fuzzy-AHP) to customize the network resource
allocation. The framework can be incorporated into SDN-enabled cloud
infrastructures by using an Application Program Interface (API). Using
real-time data, we demonstrate that our framework can improve net-
work resource management and is capable of handling increasing traffic
requests. We also validate our framework efficiency through simulations.

Keywords: Cloud computing · Software-defined networking · Fuzzy
Analytical Hierarchy Process (Fuzzy-AHP) · Network management ·
Resource management · Scheduling

1 Introduction

Cloud computing [1] has emerged as a major computing paradigm built around
the concept of high computing performance but with the additional benefits of
reduced investment requirements and lower operational costs, whilst facilitating
on-demand service provision and options for pay per usage. Despite attaining
maturity in many major areas of service provision, cloud computing is still devel-
oping. However, even as it develops, gaps are emerging due to the evolution of
technologies, and these are addressed by different work groups, alliances, indus-
tries and standard bodies.

Cloud network resource management continues to be challenging. These
networks typically comprise a large number of switches, routers, firewalls and
numerous types of middleboxes, and many types of events and processes occur-
ring simultaneously. Network operators are responsible for configuring network
resources to enforce various high-level policies and for responding to a wide range
c© Springer International Publishing Switzerland 2015
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of network events. As demand for resources increases, networks are experienc-
ing increasing resource management issues including the allocation, provisioning,
requirement mapping, adaptation, discovery, brokering, estimation and model-
ing of resource needs [1]. Solving these problems would provide benefits like
increased scalability, quality of service, optimal utilization, reduced overheads,
improved throughput, reduced latency, specialized environment, cost effective-
ness and simplified interfaces.

However, cloud network resource management implementation remains
incredibly difficult because high-level policies need to be specified in terms of dis-
tributed low-level configuration. Today’s networks provide little or no mechanism
for automatically responding to this wide range of issues. Nowadays, network
operators must implement increasingly sophisticated policies and complex tasks
with a limited and highly constrained toolset basically consisting of low-level
device configuration commands in a command line interface (CLI) environment
[9]. Not only are network policies low-level, they are also not well equipped to
react to the continually changing network conditions and today’s state-of-the-art
network configuration methods can only implement a network policy that deals
with a single snapshot of the network state.

In cloud environments, network states change continually and operators must
manually adjust the network configuration in response to change network con-
ditions. Due to this limitation, operators use external tools or build ad hoc
scripts to dynamically reconfigure network devices when events occur. As a
result, configuration changes are frequent, and lead to frequent misconfigura-
tion. Unfortunately, state-of-the-art networks typically involve the integration
and interconnection of many proprietary, vertically integrated devices [9]. This
vertical integration makes it incredibly difficult for operators to specify high-
level network-wide policies using current technologies. Innovation in network
management has therefore been limited to stop-gap techniques and measures,
such as tools that analyze low-level configurations to detect errors or to other-
wise respond to network events. Proprietary software and closed developments in
network devices by a handful of vendors make it extremely difficult to introduce
and deploy new protocols.

SDN [13] is a paradigm where a central software program, called a controller,
dictates the overall network control behaviour. In SDN, network elements become
simple packet forwarding devices (the infrastructure layer), while the “brain” or
control logic is implemented in the controller (the control layer). This paradigm
shift offers great benefits when compared to legacy methods. SDN makes it much
easier to introduce new ideas into the network through a software program, as
it is easier to change and manipulate than using a fixed set of commands with
proprietary network devices. It also introduces the benefits of a centralized app-
roach to network configuration, where operators do not have to configure all the
network devices individually to make changes in network behaviour, but instead
can make network-wide traffic-forwarding decisions in a logically single location
i.e., the controller with global knowledge of the network state. Cloud-based net-
work management systems deliver a great deal of business value to enterprises,
but they also add in additional complexity. Today, in order to support SDN-
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enabled network management operations, vendors offer proprietary solutions of
specialized hardware, operating systems and control programs (network applica-
tions). Managing network infrastructure is time-intensive, costly and has tradi-
tionally required expensive, third-party applications to effectively manage larger
networks.

1.1 Our Approach

The specific objective of this paper is to establish the necessary baseline for a
tool-supported decision support method aimed at facilitating selection of cloud
services in a multi-cloud environment. This paper presents the main results of the
recent efforts towards development of a SDN-enabled cloud resource management
framework for multi-cloud environments. We employ Fuzzy-AHP [16] to assign
priorities to users on the basis of their requests. Fuzzy-AHP can alleviate the
lack of network management functionalities by assigning priorities to received
traffic demands. Our proposed framework is flexible and easy to implement. It
uses attributes associated with resource management functions and evaluates
the execution costs of individual applications. Based on the method proposed,
we elaborate the suitability of both the method proposed and the state of the
art for analyzing risks as well as for ensuring quality and cost in the multi-cloud
context.

1.2 Evaluations and Contributions

The present paper proposes, presents and evaluates a novel paradigm in the field
of SDN-enabled cloud computing. First, in this paper, we highlight the resource
management issues in cloud environments. Next, we present a Fuzzy-AHP based
cloud management framework that can administer cloud resource management
functionalities. We also propose adaptive algorithms for admission control and
network resource scheduling. The main contributions of this paper are four-fold:

– We analyze resource administration challenges in cloud environments.
– We present SDN-enabled cloud resource management framework.
– We present admission control and scheduling algorithms for our framework.
– We implement and evaluate the proposed framework’s performance.

1.3 Outline

The rest of the paper is organized as follows. Section 2 briefly outlines the back-
ground details and motivation behind the performed research work. Section 3
underlines the research problem and gives a statement of the problem. Next,
we extensively elaborate and discuss the proposed framework’s design architec-
ture in Sect. 4. Section 5 provides comprehensive details about implementation
and also evaluates the test results compared to existing techniques. Section 6
discusses the related work in the field. Finally, Sect. 7 concludes the paper.
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Fig. 1. Functional components of cloud resource management system

2 Background and Motivation

In this section, we first discuss the basics of cloud resource allocation schemes.
Then, we take a quick look at the challenges in cloud resource administration.

2.1 Cloud Resource Management

Resource management is a core function of clouds, and affects the three very
basic criteria for system evaluation, i.e., performance efficiency, functional pro-
gramming and operational cost. The use of an inefficient resource management
scheme impacts adversely upon system performance and reliability. Conventional
cloud systems provide several cloud management solutions, some of which may
sometimes be considered too expensive. Cloud infrastructures, being complex,
are difficult to manage. They require complex policies and decision structures to
achieve multi-objective optimization, and failure to implement these can result
in inaccurate global state information. The design objective of cloud resource
management is to provide a suite of tools that facilitate computational resource
sharing and enhance application-to-infrastructure mapping. Some of the (many)
functions performed by a cloud resource manager are shown in Fig. 1.

In general, cloud resources can be divided into 2 broad categories:

– Physical Resources: Consisting of tangible devices such as the CPU, mem-
ory, storage, workstation, network elements.

– Logical Resources: Comprising a pool of system abstractions lying over
the physical resources, e.g., APIs, network operating system, storage pool,
network capacity, processing capacity.

Resource management systems ensure that cloud services and their workloads
agree to a common platform, where the physical and logical resource behaviours
match each other and hence improve the resource utilization [5].

2.2 Challenges in Cloud Resource Management

The major resource management issues in cloud systems are resource modelling,
resource mapping, resource provisioning and resource scheduling. In order to
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effectively cope with these issues, we need to manage a number of challenges,
such as scheduling, dynamicity and monitoring.

– Scheduling: Administering millions of cores in a cloud environment can result
in the need to deal with multiple service requests, where resource demand may
be higher than available system capacity. This requires a scalable and intelli-
gent method to analyze and schedule requests by applying smart optimization
rules.

– Dynamicity: In order to adapt to dynamic changes in the usage, load and
configuration of data centre machines, a real-time decision-making approach
is necessary to achieve optimal performance metrics.

– Monitoring: Managing data centres would result in a huge volume of mon-
itoring data, produced across multiple management platforms, which could
limit conventional approaches to the process scheduling of miscellaneous
applications.

2.3 Motivation

With the advent of SDN in general and software-defined clouds (SDCs) specif-
ically, network operators can configure all static network elements to enforce
high-level policies, thereby addressing the longstanding wide range of network
limitations.

In order to fully realize the potential of SDCs, all infrastructure disciplines
must be virtualized, and put under automated control. The opportunity for IT
industries is to now fully appreciate the potential of emerging storage models,
and to take the practical steps today that are needed to ease the transition into
the future. To achieve this goal, we must overcome the challenges of working
in virtual environments. Moreover, merely extending SDN features to only one
aspect of the cloud (i.e., datacentres) may not ease all traffic management issues.
We therefore believe that applying SDN control concepts to SDCs in resource
management can vigorously improve the current network resource management
capabilities and overcome the present challenges.

3 Problem Statement

Software-defined cloud infrastructures enable users to take advantage of IT
services in the most efficient way by optimizing resource utilization for cost
reduction. From a purely theoretical perspective, cloud decisions are based on a
comparison of internal and external IT services. More precisely, the transaction
overheads caused by these services can be reduced by improving decision structur-
ing. Fuzzy-AHP can be employed to optimize cloud service in a distributed envi-
ronment by repetitively searching for the best combination of available resource
from a resource pool.

However, in order to make the best use of SDCs, a comprehensive portfo-
lio of management tools is required that can dynamically manage workloads.
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(a) Physical topology (b) Policy enforcement

Fig. 2. Proposed system model

By transforming IT infrastructure into a workload-intensive environment, we
aim to develop the current rigid architecture of the cloud into an SDN-enabled
environment, where cloud resource management functionalities can be broken
into solvable problems and can be addressed independently.

We want to enhance the resource allocation capabilities of individual services
based on user experiences. We also intend to reduce the admission control and
scheduling constraints faced by these services.

4 System Design and Architecture

In this section, we describe the functioning of our framework. We begin by
explaining our adopted methodology, followed by outlining its design considera-
tions and architecture details.

4.1 Methodology

In our proposed methodology, we enable system users to define weights and
criteria according to their own needs. This is required to cope with the varying
network requirements. Restricting users purely according to predefined criteria
will violate the basic concept of programmability features in SDN. We present
the physical topology and policy enforcement scheme of our proposed resource
management framework in Fig. 2. In our framework, policies are enforced on
the host through a mesh of SDN-enabled switching elements. An open modular
network operating system with the ability to respond in real-time to both internal
and external control operations is required to support SDN features. Below, we
explain the key points of our proposed framework.

– Managing Bottlenecks: In SDCs, the controller may become the bottle-
neck due to increasing network size. Therefore, the question arises as how to
allocate memory across a set of switches to support a given accuracy. As the
resources connected can now reside anywhere: within or between datacentres,
our framework uses admission control policy to underline available resource
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capacity, whereas Fuzzy-AHP based decision elements define individual appli-
cation criteria. This helps in reducing bottlenecks to a greater extent.

– Defining Threshold Capacity: Although cloud computing systems pro-
vide a better way to carry out the submitted tasks in terms of respon-
siveness, scalability and flexibility, most job and task scheduling problems
on cloud computing systems require customized risk management thresh-
olds based on a predictive algorithm. Our proposed scheduling algorithm
(Algorithm 2) address these concerns by allocating network service requests to
those switching elements with the highest available packet forwarding capac-
ity. This improves the scheduling of incoming requests and reduces network
load management constraints at the hardware level.

– Overview: To sum up our framework’s methodology, first, we begin by assign-
ing weights and criteria to the network applications. We then use our admis-
sion control technique (Algorithm 1) to ensure that the admittance of new
service requests in the network will not degrade the performance of exist-
ing service requests. Our scheduling algorithm (Algorithm 2) then selects the
switching device with the maximum capacity to entertain the received service
requests. Finally, if there are no inter-domain routing conflicts, the service
request is sent to its respective host for processing.

4.2 Design Considerations in Cloud Resource Administration

In this section, we identify the principles that facilitate computational resource
management and enhance the application-to-infrastructure mapping of service
requests.

– Resource Instrumentation: An efficient resource management system
requires the detailed and timely tracking of the resources used by each tenant
and request. This creates an ideal environment to administer system resource
constraints that can efficiently handle imminent resource demands.

– Controlling Overheads: Service Level Agreement (SLA)-based policy
implementations are of fundamental concern in cloud resource management
systems. They are fine tuned to ensure that their execution will not yield in
overheads, which could in turn affect the overall system performance.

– Resource Contention: As cloud systems comprise millions of nodes hosting
a large number of processes across distributed datacentres, the tenants con-
tribute variable load to the system. This results in resource contention among
processes where a tenant might use more resources than its required share fair.
Cloud resource management systems are designed to reduce these constraints
by allocating a fixed pool of resources to individual service requests.

4.3 Architecture

Our proposed framework uses a Fuzzy-AHP based API over an SDN-enabled
switch. In SDCs, open APIs refer to the software interfaces that lie between the
software modules of the controller platform and the SDN applications running
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Table 1. Priority criteria in AHP

Scale Definition Description

1 Equally important Two elements contribute equally

3 Moderately important Slightly favours one over another

5 Strongly important Strongly favours one over another

7 Very important Very strongly favours one over another

9 Extremely important Extremely favours one over another

2,4,6,8,10 Intermediate values Intermediate values

atop the network platform. They, together with SDN controller, form an impor-
tant part of the open SDN ecosystem of customers and partners. The SDN con-
troller exposes API (northbound), which allows the deployment of a wide range
of off-the-shelf and custom-built network applications many of which are funda-
mentally not feasible prior to the advent of SDN. We assign criteria, weights and
parameters to different applications based on our own preference. In this paper,
we translate Saaty’s [14] developed 1 to 9 scale (Table 1) to describe the pref-
erences between alternatives as being either equally, moderately, strongly, very
strongly or extremely preferred. Our proposed framework consists of four major
functional elements: decision element, workload evaluator, admission controller
and scheduler. We discuss them below in detail.

Decision Element. In decision element, we perform decision-making through
a fuzzy comprehensive evaluation. This is an application of fuzzy mathematics
that uses principles of fuzzy transformation and maximum membership degree.
In order to make a comprehensive decision, it evaluates all the functions that
may influence resource management concerns. The process takes place in five
steps.

(1) Create an evaluation index (U) to determine the factor and sub-factor
weights that have to be calculated for the cloud services.

(2) Create a set of comments (V ) to describe the evaluation of cloud services
by using phrases like “Acceptable”, “Constrained”, etc.

( 3) Create an evaluation matrix (R) from U to V where each factor ui(i ≤ n)
can be written as fuzzy vector Ri ∈ μ(V ). Mathematically, this fuzzy relationship
can be expressed as

R = (rij)nm =

⎛

⎜⎜⎜⎝

r11 r12 · · · r1m
r21 r22 · · · r2m
...

...
. . .

...
rn1 rn2 · · · rnm

⎞

⎟⎟⎟⎠ (1)

The evaluated result of Eq. 1 should match the normalized conditions,
because the sum of the weight of the vector is 1 (i.e., for every i, ri1 + ri2 +
ri3+...+rim = 1).
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(4) Determine factor weight (FW ). FW denotes the proportion of each factor
in the evaluation index (U) and is based on its relative importance.

(5) Obtain evaluation results (E) through the product of the factor weight
(FW ) and the evaluation matrix (R). It can be denoted as E = FW (R) =
(E1, E2, E3, ..., Em). Finally, the evaluated weight can be assigned to their respec-
tive application. The decision element provides weights of individual applications
to workload evaluator which helps the software-defined cloud infrastructure in
decision structuring.

Workload Evaluation. Performing a thorough workload analysis can signifi-
cantly improve cloud performance; whereas selecting policies that are incompat-
ible with the workload can lead to wasted resource time and excessive charges.

To evaluate an individual cloud node workload, we express our cloud model
as an arrangement of 2 interdependent row vectors. We consider a cloud scenario
where the number of tasks performed by the cloud is represented as a row vec-
tor a = [a1, a2, a3, ..., an] of a resource class c. We then represent the resource
occupation of individual tasks by another row vector v = [v1, v2, v3, ..., vn]. Each
member of the row vector v represents resource usage for its respective element
in compute nodes row vector a. Here, we consider a case, where the number of
service requests accepted by the cloud environment does not exceed its aggre-
gate compute nodes. If N represents the number of aggregate compute nodes,
the condition can be expressed mathematically as

a · v =
n∑

i=1

acvc ≤ N (2)

Due to the varying allocation models and schemes, workload evaluation for
cloud services is increasingly complex. However, applying probability to schemes
with varying behaviours can address these concerns. This will help in analyz-
ing the relationship between the application deployment topology, its workload
oscillation over time, and the expected performance. We therefore employ the
recursive methodology approach presented in [4,8] to calculate the probability
p of an individual cloud node capacity q as

p(q) =
∑

a:av=n

α1
a1

α1!
, · · · ,

α1
an

αn!
where n = 0, 1, 2, · · · , N (3)

The measured node occupancy probability can be input to Fuzzy-AHP for
fine tuning its decision infrastructure using Eq. 3. Our reason for adopting a
recursive approach is because the performance of multirate systems can be
expressed in terms of flow throughput. Apart from topology, a workload evalua-
tion also depends on traffic characteristics (like the traffic intensity) as well as the
way link capacity shared between ongoing flows in case of congestion. Now, we
can evaluate the submitted workload occupancy probability in our cloud system.
In the next section, we explain our admission control algorithm, which helps in
upholding the workload occupancy of the entire cloud system under the cloud’s
permissible resource threshold limits.
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Algorithm 1. Admission Control
1: Let ava denote the available resources
2: Let req denote the requested resources
3: Let queue denote the request queue
4: /* Traverse the queue to process request */
5: while !queue.isEmpty() do
6: /* Evaluate resources required by first request in the queue */
7: req=queue.firstRequestResource();
8: if req <= ava then
9: ava=ava - req ;

10: queue.pop();
11: else
12: /* If the request is not satisfied, prompt user */
13: sendMessage(”resources deficient”);
14: queue.pop();
15: end if
16: end while

Admission Control. Cloud admission control is a validation process, whereby
a check is performed before a connection is established to see if the current
resources are sufficient for the resource allocation request.

Our admission control strategy can cope with horizontal elasticity issues to
handle network overloading issues concerning SDCs. This reduces the risk of
resource congestion, which ultimately leads to SLA violations. Admission con-
trol schemes in SDCs are of paramount importance. Usually admission con-
trol methods consider multiple criteria for effective service deliverance. In our
case, the objective of admission control is to determine the number of appli-
cation instances that can fit the system resource capacity (i.e., the number
of active applications) to maximize performance. Our admission control algo-
rithm (Algorithm 1) ensures that sufficient resources are available to entertain
a request. If resources are scarce, a message about unavailability of resources is
prompted. The conditional approach used in our algorithm makes it simple yet
effective to implement. In our framework, we consider resources as a set of the
cloud’s physical resources, computational resources, memory and bandwidth.

Scheduling. In conventional networks, a centralized scheduler knows all the
aggregate traffic demands. This assists the network administrators in assigning
scheduling priorities. On arrival, traffic flows have to be routed to their destined
routes. The ingress, egress and middlebox traversal rules need to follow a sched-
uler, which can help in monitoring the overall traffic flow concerns. Due to the
emergence of SDN [9], the dynamic management of routing paths for flows has
become possible in practice. In OpenFlow networks [12] (the first standard com-
munications interface defined between the control and forwarding layers of an
SDN architecture), the controller schedules the routing paths and then manipu-
lates the flow tables in the switches via the OpenFlow protocol.
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Algorithm 2. Scheduling
1: /*Traverse the switch list to satisfy application requests*/
2: Let switch[n]= The list of SDN enabled switches
3: Let UsedCapacity[i]= The used capacity of switch i
4: Let MaxCapSwitch[i]= The maximum capacity of switch i
5: Let AvaCapacity[i]= The available capacity of switch i
6: Let ApplicationReq= The request capacity of an application
7: /* sort switch according to AvaCapacity in ascending order*/
8: Sort(Switch[n]);
9: /* traverse switch list, choose switch with sufficient Avacapacity */

10: for i ← 0, n do
11: if UsedCapacity[i] + ApplicationReq < MaxCapSwitch[i] then
12: /* choose switch i to allocate resources */
13: AllocateCap(Switch[i], ApplicationReq);
14: break;
15: end if
16: end for
17: /* if allocation failed, insert the request to the switch buffer */
18: if i == n then
19: /* Switch[max] is the switch with largest AvaCapacity */
20: BufferReq(Switch[max], ApplicationReq);
21: end if

We extend the heuristic approach provided in [12] to develop a case where
a traffic flow is aware of its required resources and only executes after being
guaranteed that sufficient resources are available for its execution. By taking
into consideration the QoS requirements, each scheduling request is assigned
to the device with sufficient switching capacity. Therefore, the prioritized flow-
scheduling enables us to allocate the best switching devices to the scheduled ser-
vice requests. Our proposed scheduling algorithm (Algorithm 2) traverses all the
available switches and sorts them according to their available capacity. Since the
incoming request’s resource requirements are already known (at the admission
controller stage, see Algorithm 1), the scheduling algorithm selects a switch with
sufficient capacity to handle the process flow. This improves scheduling and also
largely eliminates network load management constraints at the hardware level.

4.4 Summary of Functions

In a nutshell, the proposed framework’s functioning initiates apriority assign-
ment to individual applications and services. In the next step, the workload
evaluator examines an individual service’s influence on the system resources.
This is done by measuring the current node occupancy of the system. On the
assurance that sufficient resources are available (by the admission controller), the
service request is forwarded for scheduling, where it is assigned to the switching
element with the maximum available capacity to handle the process flow.
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5 Evaluation and Results

5.1 Implementation

We conduct the performance evaluation of the proposed framework initially by
simulating the physical resources of a data centre and then by emulating their
execution on a fixed number of application and services. We generate a mix of
services and applications that, to the best of our knowledge, are representative
of those within a cloud environment. We emulate their behaviour by carrying
out discrete event simulations on the resources that execute them.

The cloud infrastructure used in our testing scenario consists of eight hosts
connected over seven SDN-enabled switches. We deploy our framework using
an API that uses the SDN-enabled EPC Gateway to communicate with the
SDN-enabled switching mesh. Figure 2(a) illustrates our proposed framework’s
network topology in detail. The simulations on the network devices and hosts
are conducted by using the OpenDayLight controller and Mininet v.2.2.0 on an
AMD Opteron 6300 Series Platform with 16-core x86 processor.

5.2 Discussion and Results

We compare the framework’s performance to existing static and aggregated
resource reservation methods. In the static resource reservation method,
resources can be assembled on the basis of simple heuristics or historical demand
patterns, whereas aggregated resource reservation methods are commonly used
to address scalability concerns in resource allocation. However, the biggest chal-
lenge with aggregated resource reservation is that it may underutilize resources
in bulk, while other similar requests may be turned down due to lack of resources.

In our experimental settings, there are seven switching elements, which are
connected by means of an SDN-enabled EPC Gateway. After allocating Fuzzy-
AHP-based priorities and criteria to the applications and services, we calculate
the communication delay between the switch and controller. In the next step,
we compare the bandwidth consumed by these services for similar data loads.
We extended the scope of experimentation by running multiple instances of
the service requests to measure the inter-switch delay. We then compare the
performance of our proposed solution with the static and aggregated methods.
The acquired results demonstrate (Fig. 3) that our framework’s performance is
better than the two conventional approaches in terms of delay and bandwidth
usage.

We believe that the improvement in our results is mainly possible due to the
Fuzzy-AHP. By enabling users to assign criteria and priorities to applications,
the Fuzzy-AHP assists in the decision structuring process. It improves planning
and administration over cloud network resources. Similarly, our admission con-
trol and scheduling algorithms also ensure the provision of sufficient resources
to individual service requests. This makes our proposed framework a simple,
feasible, yet practical cloud resource management solution.
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(a) Delay (b) Bandwidth

Fig. 3. Framework performance evaluation

6 Related Work

Our research is related to cloud resource management in SDCs. In the following
section, we highlight some important work performed in this area.

6.1 SDN Support for Datacentre Management

Software-defined network solutions focus on the need for the use of programma-
bility in the network. This helps networks to reap benefits like cost reduction and
ease of management [7]. The Open Network Foundation (ONF) workgroup on
Configuration and Management is working to enhance the operation, administra-
tion and management capabilities of the OpenFlow protocol. Proposals such as
from Procera [9], Frentic [6] and Meridian [2] encourage the use SDN to enhance
network management capabilities.

6.2 Developments in Software-Defined Clouds

Software-defined networking is a key factor driving the SDC research community.
The concept for outsourcing enterprise middlebox processing to the cloud has
been proposed in [15]. The proposed system is called Appliance for Outsourcing
Middleboxes (APLOMB). It delegates middlebox tasks to the cloud to ensure
the ease of management and capital expenditure (CAPEX) functions.

In multi-tenant datacentres, tenants need a flexible solution for migration
to ensure that during the migration of unmodified workloads from enterprise
networks to the service provider network, the network configurations do not
change. These concerns are addressed by the Network Virtualization Platform
(NVP) in [10]. NVP uses SDN to decouple network management from the phys-
ical infrastructure in two profound ways: first, by decoupling the tenant control
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planes from the physical infrastructure, and then by decoupling the implemen-
tation of NVP from the physical infrastructure by using software switching at
the edge.

The easy creation and manipulation of software-defined cloud environments
enable the model-based deployment of upcoming standards like the Topology and
Orchestration Specification for Cloud Applications (TOSCA) [3]. It also allows
model description to be built for different kinds of workloads such as topology
patterns and management plans. In order to effectively monitor service-centric
cloud environments, a unified solution has been presented [11], which can rapidly
migrate and optimize the use of cloud resources in ways that are consistent with
user service profiles.

7 Conclusions and Future Work

We propose a software-defined cloud resource management framework to address
the admission control and scheduling concerns of modern cloud datacentres.
The framework can be implemented using an API. It employs Fuzzy-AHP as its
decision structuring technique. The proposed framework’s admission control and
scheduling features can reduce performance degradation and improve application
load processing. We evaluate the performance efficiency of our framework by
using real-life workloads. The results demonstrate that our proposed framework
improves resource utilization and allocation capacities of an SDC infrastructure,
with an acceptable level of performance degradation.

In future, we plan to study the effects of topology change for the given para-
meters. We also plan to develop an improved overbooking model for our frame-
work.
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Abstract. Service reuse must follow certain constraints in order to correctly
interact with Web Services. Violations of constraints can cause fatal errors or
incorrect results in the service reuse. However, constraints are often not formally
specified and are thus not available in the service reuse. To address this issue, this
paper focuses on two common types of such constraints, including location
constraints on Web Services and object constraints on simple parameters. An
approach is proposed to clarify the two constraints automatically, via a hybrid
analysis of heterogeneous information, including the social tags and the service
documentations. Then an improved method is presented to identify collaborative
relations among Web Services, integrating constraints compatibility into
semantic matching. One experiment is carried out on 509 Web Services crawled
from the Internet to evaluate the effectiveness of our approach. The other experi‐
ment is conducted on the same dataset to assess impacts of the two constraints on
service relations. Experimental results show that our approach can clarify the two
types of constraints effectively and achieve adequate recall and precision. More‐
over, it is indicated that the two types of constraints, especially object constraints,
have significant impacts on improving the quality of identified service relations,
thus provide a strong guarantee for accurate service reuse.

Keywords: Web Services · Location constraints · Object constraints · Opencyc ·
Constraints compatibility · Service relations

1 Introduction

With the advent of Web Services [1], the software industry is evolving from developing
specific functionality from scratch to reusing functionalities off the shelf, and more and
more new useful solutions are generated by composing existing Web Services into more
complex services. The service reuse should follow certain constraints in order to
correctly interact with Web Services. For example, the CDYNE Weather API1 allows
users to retrieve weather information only for US cities. When requesting the operation
“SendEmail” provided by the Tiscali Email Services API2, a from parameter and a to

1 CDYNE Weather API: available at http://wsf.cdyne.com/WeatherWS/Weather.asmx.
2 Tiscali Email Services API: available at http://webservices.tiscali.com/EmailServices.asmx.
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 parameter are required, and valid objects of the from parameter and the to parameter
can only be email addresses. Violations of such constraints can cause fatal errors or
incorrect results in the service reuse. For example, it is in vain to acquire weather infor‐
mation for China cities via the CDYNE Weather API.

In fact, according to an empirical investigation conducted on Programmable.com,
a quarter of Web Services have the same type of constraints as the CDYNE Weather
API does, and three quarters of Web Services have the same type of constraints as the
Tiscali Email Services API does. These constraints are mainly expressed or implied in
the service descriptions. To correctly reuse functionalities off the shelf, developers must
first read through the service descriptions, and memorize the constraints. However, as
the number of services available over the Web increases dramatically, it is unrealistic
for developers to browse so many Web Services.

To make computers understand Web Services and achieve automatic service reuse,
Semantic Web Services [2] are advanced and a variety of conceptual models have been
proposed, such as SAWSDL, OWL-S and WSMO. And many researches are carried out
to transform Web Services into Semantic Web Services based on domain ontologies.
However, these researches are not comprehensive enough to formally specify the
constraints. For example, the zip parameter in the CDYNE Weather API is usually
associated with concept ZipCode instead of USZipCode (if concept USZipCode exists
in the domain ontology), and the from and to parameters in the Tiscali Email Services
API are likely associated with other concepts instead of concept Email.

To address this issue, this paper proposes an approach to automatically clarify
constraints in Web Services. In particular, we focus on two types of constraints that
commonly exist in Web Services, including location constraints on Web Services and
object constraints on simple parameters. Given a Web Service, the location constraint
describes the service coverage area. Given a simple parameter, the object constraint
describes the context for accurate interpretation of the parameter. Then we present an
improved method to identify the collaborative relations among Web Services. To eval‐
uate our approach, it is applied to 509 Web Services crawled from the Internet. In addi‐
tion, to assess impacts of the two types of constraints on service reuse, a controlled
experiment is conducted to identify collaborative relations among these Web Services.
In summary, this paper makes the following main contributions:

• An empirical investigation of Web Services to show the non-trivial presence of loca‐
tion constraints and object constraints.

• An approach to clarify the two types of constraints, via a hybrid analysis of hetero‐
geneous information, including social tags and service documentations.

• An improved method to identify the collaborative relations among Web Services,
integrating constraints compatibility into semantic matching.

The rest of this paper is organized as follows. Section 2 presents the empirical inves‐
tigation of Web Services. Section 3 describes the approach for constraints clarification.
Section 4 conducts experiments. Section 5 discusses the related work and Sect. 6
concludes.
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2 Empirical Investigation

2.1 Dataset

ProgrammableWeb.com3, an online social platform, provides services that allow users
to publish different kinds of OpenAPIs. The site lists and profiles OpenAPIs, and also
categorizes OpenAPIs through a provided taxonomy and tags.

We crawl 509 Web Services, included in 49 categories, from the Programmable
Web.com. The selection of Web Services is guided by three principles:

1. A Web Service should be available.
2. The profile of a Web Service should provide the link to its WSDL documentation.
3. The WSDL documentation of a Web Service should be accessible.

As ProgrammableWeb.com retains profiles for Web Services that are no longer
available, the first principle guarantees that those no longer available Web Services are
excluded in the empirical investigation. The second principle is designed for reducing
the workload of locating WSDL documentations. And the third principle ensures that
we can successfully access and obtain WSDL documentations.

The profiles of the 509 Web Services are crawled from the ProgrammableWeb.com.
In addition, the corresponding WSDL documentations are obtained. With a WSDL
parser [3], 7996 operations are acquired along with 33959 complex parameters and
107510 simple parameters.

2.2 Location Constraint

A profile advertises a Web Service, including functional description and so on. There‐
fore, location constraints are contained in the profiles. Then we manually investigate
profiles of these 509 Web Services provided by the ProgrammableWeb.com. From the
investigation, we observe that 23.58 % of Web Services have location constraints.

We next discuss the reason for location constraints. A large number of Web Services
are designed for a certain place. Typically, if a Web Service is designed and applied for
a certain place, the Web Service can be considered as a service with location constraint.
Meanwhile, parameters in Web Services are usually not able to reflect location
constraints. For example, the CDYNE Weather API utilizes the zip parameter instead
of the USZip parameter. Therefore, additional location constraints are required to restrict
the coverage area of Web Services.

2.3 Object Constraint

Unlike location constraints, object constraints are not reflected in the profiles of Web
Services. Since simple parameters are responsible for carrying values when requesting
Web Services, we perform statistics on simple parameters to find out how often a certain
parameter appears in these Web Services. For simplicity, all parameters refer to simple
parameters unless otherwise specified.

3 ProgrammableWeb.com: available at http://www.programmableweb.com/.
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Through the statistics, we find that a total of 12815 distinct names are utilized for
the 107510 parameters. We also observe that it is common to utilize the same parameter
names in different Web Services. For the top 2000 most commonly used parameter
names, each name appears in one or more Web Services, while for the remaining param‐
eter names, each name merely appears in one Web Service. Figure 1 shows the statistical
results of the top 50 most commonly used parameters. The horizontal axis represents
the top 50 most commonly used parameter names, and the vertical axis displays the
number of Web Services that utilize a certain parameter name. In these 50 parameters,
the name parameter appears in 152 Web Services, and records the highest frequency
with the percentage of 29.86 %. The todate parameter appears in 25 Web Services,
accounting for 4.91 %.

In addition, we observe that developers tend to utilize simple words as parameter
names, and most of their meanings have no sufficient discriminative power, such as
name, type, string. As a consequence, the interpretation of such parameters should be
combined with additional object constraints. The observations also explain the reason
for the existence of object constraints.
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Fig. 1. Statistical results of the top 50 most commonly used parameter names.

3 Constraints Clarification Approach

As Fig. 2 illustrates, our approach starts with a preparatory analysis, which collects social
tags and WSDL documentations for Web Services, extracts necessary information from
WSDL documentations. The approach then proceeds in two modules. In the location
clarification module, social tags are analyzed and location constraints are generated. In
the object clarification module, object constraints are produced.
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Fig. 2. Clarifying location constraints and object constraints in Web Services.

3.1 Preparing Web Services Along with Tags

The preparatory analysis stage generates Web Services along with social tags, including
two parts, service crawler and WSDL parser. The service crawler fetches WSDL docu‐
mentations and social tags for Web Services from the Internet. The reason that we obtain
social tags along with WSDL documentations is that most of WSDL documentations
contain little or no textual descriptions for understanding Web Services [4]. The specific
usage for social tags is explained in the next section. For simplicity, the service crawler
is simplified by crawling ProgrammableWeb.com, in which each Web Service is labeled
by one or more tags. Regular expressions are utilized to extract URLs of WSDL docu‐
mentations and tags from the ProgrammableWeb.com. Only very little manual effort is
needed to write the regular expressions, since pages describing Web Services in
ProgrammableWeb.com share the same style and structure.

The WSDL parser [3] extracts various types of information needed by the subsequent
steps from WSDL documentations, including definitions of service operations, e.g., the
available operation names and the list of input and output parameters for each operation,
and structural information of parameters, e.g., the complex parameters and simple
parameters encapsulated in complex parameters.

3.2 Clarifying Web Services with Constraints

On the basis of Web Services along with social tags, the constraints clarification
produces Web Services with constraints. In particular, the clarification concentrates on
the acquisition of location constraints and object constraints, as illustrated in Fig. 2(c).
With the semantic support of general knowledge base, such as DBpedia [5], OpenCyc
[6], YAGO [7], intelligible semantics is introduced into the location clarification and
object clarification. Reasons that we utilize general knowledge base as the semantic
support are that building knowledge base by ourselves is omitted, and general knowledge
base contains much more facts than domain ontology.

Location Clarification Generally, collaborative tagging provides a convenient way for
users to annotate Web Services with any keyword. Social tags not only are useful when
browsing a large number of Web Services, but also help users gain a quick understanding
of each Web Service. For example, SSW Australia Postcode API provides the postcode
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check service in Australia. Four tags are labeled on the SSW Australia Postcode API,
including address, tool, Australia, and mail. From users’ perspectives, tags address and
mail describe the functionality of the Web Service, tag tool states the particular class of
the Web Service, and tag Australia tells the coverage area of the Web Service. In addi‐
tion, Pan et al. [8] finds six cohesive semantic communities by clustering social tags, in
which location is one important topic.

Inspired by this, we utilize tags to acquire location constraints on Web Services. The
basic idea of location clarification is to separate tags that describe locations from other
tags. To achieve this, intelligible semantics is brought into tags with the support of
general knowledge base. We next present the approach for location clarification.

Firstly, tags are annotated with concepts from general knowledge base. Algorithm 1
presents the annotation process for a given word. The tag is firstly reduced to its root form
(Line 1). And then concept candidates are obtained from the general knowledge base by
acquiring concepts whose denotation matches the root form (Line 3). Finally, the tag is
compared against all concepts in the candidate list (Line 5) and the concept with the
biggest match score is regarded as the best mapping (Lines 6–8).

Algorithm 1: Annotation 
Input: Word w 
Output: Concept c 
1 r = stemmer(w) 
2 max = 0 
3 CC = getDenotsOfString(r) 
4 for i = 1 to CC.size 
5 s = getMatchScore(r, cci) 
6 if(s > max) 
7 max = s 
8 c = cci 

Secondly, logical reasoning is applied for identifying tags describing locations.
Algorithm 2 gives the detailed process. According to our manual investigation on tags,
tags that describe locations can be classified into three types, namely a country or a
continent or a populated place. Table 1 lists the three types of locations. For each tag,

Table 1. Three types of locations

Type Description

Country A nation-state having its own territory, population, and
government

Continent One of the seven land masses is traditionally considered to be a
continent

Populated place A place or area with clustered or scattered buildings and a perma‐
nent human population, including cities, settlements, towns, and
villages
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three sentences are constructed and queried to see if true (Line 3–8). If any of the three
sentences returns a true value, which means that the tag describes a location, the tag is
regarded as a location constraint for the corresponding Web Service (Line 9–10).

Algorithm 2: Location identification 
Input: Tag-Concept TC 
Output: Location Constraint on a Web Service LC 
1 LC = {} 
2 for i = 1 to TC.size 
    // the predicate isa denotes “is an instance of” 
3   cs1 = makeSentence(“(isa”+tci+“Country)”) 
4   isTrue1 = isQueryTrue(cs1) 
5   cs2 = makeSentence(“(isa”+tci+“Continent)”) 
6   isTrue2 = isQueryTrue(cs2) 
7   cs3 = makeSentence(“(isa”+tci+“PopulatedPlace)”) 
8   isTrue3 = isQueryTrue(cs3) 
9   if(isTrue1 ∨  isTrue2 ∨  isTrue3) 
10    LC = LC  {tci} 

To illustrate how the location clarification works, the location constraint on SSW
Australia Postcode API is acquired step by step with the semantic support of OpenCyc.
The four tags are associated with #$Address-ContactInfoString4, #$Tool, #$Australia,
and #$MailingLocation respectively. For tags address, tool and mail, the three sentences
all return false. For tag Australia, the sentence (#$isa #$Australia #$Country) returns
true. Therefore, tag Australia is separated from the other three tags and #$Australia is
acquired as the location constraint on SSW Australia Postcode API.

Object Clarification Intuitively, the name of a parameter describes what the parameter
means. Nevertheless, as shown in the empirical investigation, a large number of param‐
eters are named with simple words whose meaning does not have sufficient discrimi‐
native power, thus demanding additional object constraints to restrict the interpretation
of such parameters.

Typically, an operation should provide textual descriptions to explain each param‐
eter. However, a recent study [4] showed that most of WSDL documentations contain
little or no textual descriptions, let alone provide descriptions for parameters. Fortu‐
nately, almost all parameters are encapsulated in complex parameters, which provide
the context for the interpretation. The primary difference between simple parameters
and complex parameters is that simple parameters are responsible for carrying values,
while complex parameters are designed to encapsulate a set of simple parameters in an
object. Therefore, complex parameters are utilized to obtain the object constraints on
simple parameters. We next present the approach for object clarification.

Firstly, simple parameters that demand object constraints are recognized in a Web
Service. To achieve this, a parameter collection is predefined to enumerate commonly

4 For each term prefixed by the string ‘#$’, it denotes a specific CycL constant of OpenCyc. For
example, #$Country denotes the collection of all countries.
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used simple parameters whose meaning does not have sufficient discriminative power.
As mentioned above, distinct names for parameters outside the top 2000 all appear in
only one Web Service. Therefore, we carefully analyze the top 2000 distinct parameter
names and select 206 distinct names from them to predefine the parameter collection.
For each parameter in the Web Service, it is matched against parameters in the predefined
object parameter collection.

Secondly, corresponding complex parameters are annotated with concepts from
general knowledge base. Due to the rule defined in the WSDL standard, compound
words are usually utilized for complex parameters. Therefore, complex parameters are
preprocessed firstly, including separating the complex parameter into a set of meaning
words, assigning parts of speech to each word, extracting nouns, and removing stop
words. And then intelligible semantics is brought into complex parameters with the
semantic support of general knowledge base by applying Algorithm 1. The concept that
describes a complex parameter is obtained as the object constraint for the corresponding
simple parameters.

Algorithm 3 illustrates the detailed process of object identification. Line 2 checks
whether a simple parameter is contained in the predefined parameter collection. Line 3
acquires the corresponding complex parameter. Lines 4–7 process the complex param‐
eter, and line 8 obtains the object constraint by annotating the complex parameter.

Algorithm 3: Object identification 
Input: Parameter p, Predefined parameter collection PPC 
Output: Object Constraint on parameter p OC 
1 OC = Φ
2 if(PPC.contains(p)) 
3 cp = p.father() 
4   ws = segment(cp) 
5 pos = POSTagger(ws) 
6 ns = filterNoun(pos) 
7 ns = removeStopWord(ns) 
8 OC = annotate(ns) 

To illustrate how the object clarification works, the complex parameter SendEmail
in the Tiscali Email Services API is used as an example. The complex parameter
SendEmail contains seven simple parameters, i.e., from, to, cc, bcc, subject, body, and
smtpServer. Firstly, four simple parameters from, to, subject and body are recognized
as parameters that demand additional object constraint. Secondly, the complex param‐
eter SendEmail is utilized to obtain the object constraint on the four simple parameters.
The word segmentation decomposes the compound word SendEmail into two words
Send and Email. Then the POS tagger identifies Send as a verb and Email as a noun.
The noun Email is passed to the stop-word elimination. Finally, Email is annotated with
the concept #$Email. Therefore, #$Email is obtained as the object constraint on the four
simple parameters.
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4 Evaluation

To evaluate the effectiveness of our approach, it is applied to the 509 Web Services to
clarify the location constraints and object constraints. OpenCyc is utilized as the
semantic support. In addition, to assess the impacts of the two types of constraints on
service reuse, a controlled experiment is conducted to identify collaborative relations
among the 509 Web Services.

Our evaluations address the following research questions:

RQ1: How effectively can the approach clarify the location constraints and the object
constraints?

RQ2: How much can the improved method for relation identification benefit from the
constraints compatibility?

The first research question concerns the effectiveness of our approach, while the
second concerns the benefits of integrating constraints compatibility into the relation
identification. The answer for the first question is given in Sect. 4.1, and the answer for
the second question is presented by the controlled experiment in Sect. 4.2.

4.1 Effectiveness of Constraints Clarification Approach

As the constraints clarification approach concentrates on two different types of
constraints, we measure the effectiveness of the approach by evaluating the two modules
separately. As discussed above, location constraints are attached to whole Web Services,
while object constraints are attached to a certain parameters in Web Services. Therefore,
quantitative analysis is utilized to evaluate the location clarification module, while qual‐
itative analysis is utilized to evaluate the object clarification module.

For the location clarification module, the quality measure is defined by comparing
the location constraints acquired by the module to the true location constraints obtained
in the manual investigation. Precision and recall are utilized to measure the quality.
Precision is the fraction of real location constraints among proposed location constraints,
while recall is the fraction of real location constraints that is proposed by the module.
Table 2 presents the evaluation results. Column “Real” lists the number of Web Services
with location constraints obtained in the manual investigation. Column “Detected” lists
the total number of Web Services with location constraints acquired by the module.
Column “Tag” lists the total number of tags acquired by the module. Column “Location”
lists the number of tags that are identified as locations. Columns “Precision” and
“Recall” list the precision and recall respectively.

Table 2. Manual evaluation of the location clarification

Real Detected Tag Location Precision Recall

120 122 1561 136 80.33 % 81.67 %

From results in Table 2, we have following observations. First, the location clarifi‐
cation can achieve adequate precision (80.33 %) and recall (81.67 %) on these Web
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Services. We will later show examples of false positives and negatives, and analyze
reasons for producing them. Second, a Web Service may have more than one location
in its location constraints, since the number of tags that represent locations is larger than
the one of Web Services with location constraints acquired by the location clarification.

We next analyze reasons for producing false positives and negatives. All the false
positives and negatives are caused by the inconsistency between tags and service
descriptions. In addition, false positives are due to that tags labeled on a Web Service
contain locations, while service descriptions of the Web Service do not mention the
service coverage area. For example, for the Northtext API, four tags are labeled on it,
including messaging, campaigns, marketing, USA and other. As a result, USA is iden‐
tified as a location, and the API is regarded as a service with location constraint.
However, the service description does not mention that the API is merely available for
communication in USA. False negatives are contrary to false positives. For example,
for the CDYNE Weather API, only a weather tag is labeled on it. Since no tag is identified
as a location, the API is regarded as a service without location constraint. However, the
service description describes that the API is to retrieve weather information for US cities.

Since the number of parameters is pretty large, it is time-consuming to manually
checking all the object constraints. Therefore, for the object clarification module, we
aim to assess the quality of object constraints by qualitative analysis, namely statistics
and manual check of a random sample. Table 3 lists the statistical results of object
constraints, in which all the three values are acquired by the module. Column “Param‐
eter” lists the number of parameters with object constraints acquired by object clarifi‐
cation, columns “Operation” and “Web Service” list the number of operations and Web
Services that utilize parameters with clarified object constraints respectively.

Table 3. Statistical results of the object clarification

Parameter Operation Web Service

Object constraint 24296 6068 398

From results in Table 3, we have following observations. First, with the help of the
206 predefined parameters, 24296 parameters are recognized as parameters that demand
additional object constraints, indicating the efficiency of the predefined parameters.
Second, parameters with object constraints account for 22.59 % of all simple parameters,
while operations and Web Services that utilize such parameters account for 75.89 % of
all operations and 78.19 % of all Web Services respectively. The large percentages of
operations and Web Services echo the inference in the empirical investigation, i.e.,
a non-trivial percentage of Web Services have object constraints.

We then manually check object constraints for a random sample of 3000 parameters
from the 24296 parameters. A criterion is that an object constraint is appropriate for a
parameter, if the object constraint describes the precise interpretation of the parameter,
or the object constraint represents the general interpretation of the parameter. For
example, both of concepts EmailAddress and Email are regarded as appropriate object
constraints for the from and to parameters in the Tiscali Email Services API, since
concepts EmailAddress and Email respectively describe the precise meaning and the
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general meaning of the two parameters. Accuracy is utilized to measure the fraction of
appropriate object constraints. The number of parameters with appropriate object
constraints is 2683, accounting for 89.43 percent of the sample. Therefore, the precision
and recall of the sample are 89.43 % and 100 % respectively. As a consequence, it is
inferred that the object clarification module can achieve adequate precision and recall.

4.2 Impacts of Constraints on Relation Identification

Collaborative relations are widely used in the service composition. And the widely-
adopted method for identifying collaborative relations is the semantic matching between
two Web Services, as described by Algorithm 4. Specifically, suppose that OP1 and
OP2 denote two operations from Web Services WS1 and WS2 respectively, outputs of
OP1 are semantically matched with inputs of OP2. If each input in OP2 can be satisfied
by an output in OP1, the relation between OP1 and OP2 is defined as completely collab‐
orative (Line 3–4). Otherwise, if several inputs in OP2 can be satisfied by outputs in
OP1, the relation is defined as partially collaborative (Line 5–6).

Algorithm 4: Widely-adopted relation identification 
Input: Web Service WS1, Web Service WS2

Output: Collaborative Relation CR 
1 for each operation OP1∈WS1.operation 
2   for each operation OP2∈WS2.operation 
      // E(o1,i2): o1 is equivalent to i2

      // K(o1,i2): o1 is a subclass of i2

      // I(o1,i2): o1 is an instance of i2

3     if ( i2∈OP2.input, o1∈OP1.output  s.t. 
E(o1,i2)∨ K(o1,i2)∨ I(o1,i2) 

        // c→ : completely collaborative 

4       CR = CR  {OP1 c→ OP2} 

5     if ( i2∈OP2.input, o1∈OP1.output  s.t.  
E(o1,i2)∨ K(o1,i2)∨ I(o1,i2) 

        // p→ : partially collaborative 

6      CR = CR  {OP1 p→ OP2} 

The main issue in Algorithm 4 is that the semantics of parameters is not enough. For
example, it is meaningless to identify the collaborative relation between a BookSelling
service located in Shanghai and a Shipping service located in North America. To address
this issue, we present an improved method for identifying collaborative relations, inte‐
grating constraints compatibility into Algorithm 4.

Algorithm 5 describes the improved method. Location constraints of two Web Serv‐
ices are compared firstly to check whether the intersection of service coverage areas of
the two Web Services is not null. If the intersection of two location constraints is null,
it is meaningless to identify the collaborative relation between the two Web Services,
thus terminating the relation identification (Line 2–4). If the intersection of two location
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constraints is not null, outputs of OP1 are compared with inputs of OP2 subsequently.
More specifically, for the case that both of two parameters have object constraints, not
only concepts of the two parameters are compared, but also object constraints are
matched. In other words, their object constraints should also be compatible. For example,
suppose that both of parameters o1 and i2 are associated with concept From (if concept
From exists), however, the object constraint of o1 is Email and the object constraint of
i2 is Place. Since object constraints of o1 and i2 are not compatible, Algorithm 5 will not
regard o1 as a potential match for i2. And then if all inputs in OP2 are matched by a
specific or equivalent output in OP1, a completely collaborative relation is established
between OP1 and OP2 (Line 7–8). If several inputs in OP2 are matched by a specific or
equivalent output in OP1, a partially collaborative relation is established between OP1

and OP2 (Line 9–10).

Algorithm 5: Improved relation identification 
Input: Web Service WS1, Web Service WS2

Output: Collaborative Relation CR 
1 LC1 = WS1.location; LC2 = WS2.location 
2 if(LC1 ≠ {} and LC2 ≠ {}) 

3   if(LC1 LC2 == Φ ) 

4     exit(0) 
5 for each operation OP1∈WS1.operation 
6   for each operation OP2∈WS2.operation 
    // p: i2.object != null; q: o1.object != null 
    // r: E(o1.object,i2.object); s: K(o1.object,i2.object) 

// t: I(o1.object,i2.object) 
7     if ( i2∈OP2.input, o1∈OP1.output  s.t. 

(E(o1,i2)∨ K(o1,i2)∨ I(o1,i2))∧ (p∧ q→r∨ s∨ t)) 

8       CR = CR  {OP1 c→ OP2} 

9     if ( i2∈OP2.input, o1∈OP1.output  s.t.  
(E(o1,i2)∨ K(o1,i2)∨ I(o1,i2))∧ (p∧ q→r∨ s∨ t)) 

10      CR = CR  {OP1 p→ OP2} 

And then a controlled experiment is conducted to assess the impacts of the two types
of constraints on relation identification. In particular, Algorithms 4 and 5 are respectively
applied to the 509 Web Services to identify collaborative relations. Results identified
by Algorithms 4 and 5 are respectively marked as the control group and the experimental
group. For relations in the control group but not in the experimental group, we further
check whether they are removed by the location constraint compatibility or by the object
constraint compatibility. Since semantics is the basis of service relations, parameters in
the 509 Web Services are annotated based on OpenCyc.

Table 4 shows the overall results of collaborative relations in the controlled
experiment. Columns “Total”, “Completely” and “Partially” represent all collabo‐
rative relations, completely collaborative relations and partially collaborative rela‐
tions respectively. For statistics concerning the control group, the three columns list
the number of collaborative relations in the control group. For statistics concerning
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the experimental group, row “Removed by location” lists the number of inappro‐
priate collaborative relations removed by location constraints compatibility, row
“Intermediate results” lists the number of collaborative relations after removing
relations that fail the location constraints compatibility, row “Removed by object”
lists the number of inappropriate collaborative relations removed by object
constraints compatibility, and row “Final results” lists the number of collaborative
relations after removing relations that fail either the location constraints or the object
constraints compatibility.

Table 4. Overall results of the controlled experiment

Total Completely Partially

Control group 2091651 431144 1660507

Experimental group Removed by
location

        23125         3857         19268

Intermediate
results

2068526 427287 1641239

Removed by
object

1276773 295950     980823

Final results     791753 108421     683332

From the overall results in Table 4, we have the following observations. First, more
than half (62.15 %) of collaborative relations in the control group are removed in the
experimental group through constraints compatibility, indicating that constraints
compatibility plays an important role in the relation identification. Second, compared
with location constraints compatibility, object constraints compatibility removes much
more inappropriate collaborative relations. In general, 1.11 % of relations in the control
group are removed by location constraints compatibility, while 61.04 % of relations in
the control group are removed by object constraints compatibility, indicating that object
constraints make much more significant contributions to relation identification. Third,
22916 completely collaborative relations in the control group are identified as partially
collaborative relations in the experimental group after object constraints compatibility,
indicating that object constraints can indeed identify more accurate service relations.

5 Related Work

To the best of our knowledge, only a few researches are carried out to automatically clarify
formal constraints in Web Services. Wu et al. [9] concentrates on the dependency
constraints on parameters, such as “a user_id parameter must be provided if a screen_name
parameter is not provided”. Bertolino et al. [10] focuses on the temporal constraints on
operations, such as “a CartCreate operation should be invoked before a CartAdd opera‐
tion”. Fisher et al. [11] concerns the occurrence constraint and type constraint on simple
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parameters, such as finding an optional parameter to be required, or an integer parameter
to be positive Integer, and the dependency constraints on operations. Compared with these
researches, we concentrate on two new and common types of constraints, location
constraints on Web Services and object constraints on simple parameters.

Our work is also related to semantic annotation techniques. Most semantic annota‐
tion techniques [12–15] utilize manually built ontologies as their semantic support. On
one hand, building ontologies manually is difficulty. On the other hand, these ontologies
are not comprehensive enough to contain as many concepts as possible. The two main
issues hamper the applicability of these semantic annotation techniques. Compared with
these techniques, we utilize public open ontology from the linked open data as semantic
support, which addresses the two main issues faced by [12–15].

We finally present some technically related researches concerning the service rela‐
tions. Most researches [16, 17] consider two Web Services as composable, if the
preceding service can satisfy the following service. The main issue is the absence of
constraints. As the empirical investigation shows, there is a non-trivial presence of
constraints. And our work takes the constraints into account in the relation identification.
Tang et al. [18] notices the constraints and applies them in the service composition. For
example, a BookSelling service located in Shanghai cannot cooperate correctly with a
Shipping service located in North America. However, Tang assumes that the constraints
are known in advance. In addition, Tang just mentions that it is necessary to check
whether two services are constraint compatible, while does not gives the details.
Compared with Tang, we concentrate on the clarification of constraints, and discuss the
details in the relation identification based on constraints.

6 Conclusion

In this paper, we have proposed an approach for clarifying the location constraints and
object constraints in Web Services. The benefits of constraints clarification are twofold.
On one hand, location constraints and object constraints provide more accurate descrip‐
tions for Web Services. On the other hand, constraints clarification is an effective
complement to the semantic annotation for Web Services. We concern two research
questions in the evaluation. One concerns the effectiveness of our approach, the other
concerns the benefits of constraints compatibility in relation identification.

On the dataset of 509 Web Services crawled from the ProgrammableWeb.com, we test
the effectiveness of our approach by clarifying the location constraints and object
constraints, and then assess the impacts of the two types of constraints on service reuse by
identifying the collaborative relation among Web Services. The experimental results show
that our approach can clarify the location constraints and object constraints effectively and
achieve adequate recall and precision. Moreover, it is indicated that the two types of
constraints, especially the object constraints, have significant impacts on improving the
quality of service relations, thus provide a strong guarantee for accurate service reuse.

In the future, we will try to clarify more types of constraints, such as the time
constraints. Furthermore, we plan to generate terminologies at different granularity level
based on constraints to enrich the conceptualizations of domain ontologies.
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Abstract. Recent years have witnessed an increasing number of services published
on the Internet. How to find suitable services according to user queries remains a
challenging issue in the services computing field. Many prior studies have been
reported towards this direction. In this paper, we propose a novel service discovery
approach by mining and matching common topic groups. In our approach, we mine
the common topic groups based on the service-topic distribution matrix generated
by topic modeling, and the extracted common topic groups can then be leveraged to
match user queries to relevant services, so as to make a better trade-off between the
number of available services and the accuracy of service discovery. The results of
experiments conducted on a publicly available data set show that compared with
other widely used methods, our approach can improve the performance of service
discovery by decreasing the number of candidate services.

Keywords: Web services discovery · Common topic group · Topic model

1 Introduction

With the rapid development of the service-oriented computing, more and more distrib‐
uted software applications are composed by reusing the operations offered by existing
services, which can be discovered and appropriately orchestrated to deliver the desired
functionality [1]. The number of published Web services is therefore increasing contin‐
uously on the Internet [2]. For example, Programmableweb1 has published over 13,400
Web services by May 10, 2015, almost increased to three times as compared with three
years ago. Currently, since most public UDDI (Universal Description Discovery and
Integration) registries are no longer available, Web service search engines become
increasingly popular. However, Web service search engines based on keyword matching
always suffer from lacking keywords in Web service descriptions or using synonyms or
variations of predefined keywords [2]. Although many semantic Web service discovery
approaches that can retrieve more appropriate services have been proposed [3, 4],
semantically annotating attributes of Web services using ontologies is a tedious task,
which brings difficulties in utilizing the approaches in practice. How to find suitable
Web services for users remains a challenging issue in the services computing field.

Service discovery involves finding services that can match and meet users’ functional
requirements as well as nonfunctional requirements. In this paper, we focus our attention

1 http://www.programmableweb.com/
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on the matching of users’ functional requirements and available services. Generally
speaking, the functionality of a Web service is expressed by its description document.
Thus, the problem of Web service discovery can be formally defined as follows. S = 
{s1, s2, …, sn} is a set of Web services in a repository, where si (i ∈ [1, n]) is a Web
service represented by its attributes such as description, input, and output. Given a user
query q, how to retrieve the most relevant services of q from S?

The basic solution towards this issue is to calculate the similarity between q and each
service si. Since the number of services in the repository is usually very large and may
continually increases over time, it will be time-consuming and computationally expen‐
sive to compare a user query to each service in the repository. Clustering technologies
that enable similar services to group together have been widely used in Web service
discovery [2, 13, 26]. By organizing service descriptions into clusters in advance, service
clustering can improve the efficiency of service discovery. As a widely used clustering
technology, topic models such as LDA (Latent Dirichlet Allocation) [7] are able to
extract unobserved groups that explain why some parts of the documents are similar and
capture the underlying domain semantics. Although topic models can effectively support
service discovery, considering that the numbers of topics and services remain very large,
the performance of service discovery still has more room to improve.

In this paper, we introduce a new concept named as Common Topic Group (CTG)
to further organize the clustered services and thereby improve the performance of service
discovery. The basic idea of CTG is that if two services share more similar distribution
probabilities over multiple topics, the similarity between them will be higher. We use
CTG to denote the services that have the same probability grade under each topic within
a specified scope. Based on CTG, those similar services can be organized according to
their distribution probabilities over topics. Suppose that the distribution probabilities
(mapped into four grades g1 ~ g4) of four services over five topics (t1 ~ t5) are as follows:
s1 = (g1, 0, g3, 0, g2), s2 = (0, 0, 0, g2, g1), s3 = (g1, g1, g3, 0, g2), s4 = (g2, 0, g1, 0, g1).
Services s1 and s3 can be grouped together to form a ctg since they have the same prob‐
ability grade over topics t1, t3 and t5. If the topic distribution probabilities are mapped
into two grades, i.e., 0 and 1, s4 can be merged into the group that consists of s1 and s3.

In this way, the available services in a given repository can be organized by the
common topic groups that they share. Given a service query with the topic distribution
probability q = (g1, 0, g3, 0, g2), s1 and s3 will be retrieved as relevant services based on
CTG matching, and s4 will also be viewed as a relevant service with a relative lower
ranking position using the ctg generated in terms of two grades. In this case, we do not
need to further compute the similarity between each service with the query. Only if the
number of services retrieved based on CTG matching is less than the expected number,
shall we compute the similarities between the remainder services with the query based
on the service-topic distribution and the topic-word distribution generated by topic
models. Therefore, our approach aims to reduce the search space of services even more
using CTG matching, which can improve the response time of service discovery.

In brief, the contributions of this work are outlined as follows:

• We introduce a new concept Common Topic Group (CTG) to organize Web services
based on topic models. The services that share similar distribution probabilities over
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multiple topics can be grouped together, and the size of a ctg is easy to adjust. An
effective algorithm to mine ctgs is presented in detail.

• We propose a novel service discovery approach based on CTG matching. Experi‐
mental results show that the approach can decrease the number of candidate services,
and therefore improves the response time of service discovery while keeping the
accuracy of service discovery.

The rest of this paper is structured as follows. In Sect. 2, we discuss the related work.
Section 3 presents the problem definition and gives an overview of the proposed
approach. Section 4 presents how to mine common topic groups in detail. Section 5
introduces the CTG-based service matching and ranking approach. The experiment
results and analysis are given in Sect. 6. Finally, Sect. 7 concludes this paper and puts
forward future work.

2 Related Work

The work presented in this paper is closely related to Web service discovery, which is
a hot topic in the services computing field in the past decade. Many service discovery
approaches have been reported to consider both functional and non-functional (also
known as quality of service, QoS) properties of services. Since our work focuses mainly
on service discovery based on functional requirements, in this paper we only discuss the
related work in this direction. Earlier studies in this area usually exploit the structure of
WSDL (Web Service Description Language) documents to perform profile-based
service matching. Due to the limitations of keyword-based service matching such as low
accuracy, many progresses have been made to improve the results of this type of service
discovery methods. Among these efforts, semantics-based service discovery and
machine learning based service discovery are the two major directions in this area.

The semantics-based approaches incorporate with Semantic Web technologies to
improve the performance of service matchmaking. For example, Klusch et al. [4] present
a hybrid semantic matchmaker for SAWSDL (a semantic extension of WSDL), which
considers both semantic similarity and structural similarity between services. Bipartite
graphs have also been used to calculate the similarity between semantic Web services
[20] to achieve the above goal. Besides, OWLS-MX [10] and WSMO-MX [11] are
proposed to integrate logic-based reasoning and syntactic concept similarity into OWL-
S (Web Ontology Language for Services) and WSMO (Web Service Modeling
Ontology), respectively. The limitation of existing semantics-based approaches is that
it is intractable over large service datasets [12] due to the complexity of the discovery
process and heavy dependencies on domain ontologies.

In recent years, various machine learning techniques such as classification and clus‐
tering algorithms have been widely applied in service discovery. For example, Elgazzar
et al. [22] propose an approach to extract features including content, types, messages,
ports, and service name from WSDL documents, and then cluster the services with
similar features into a group; Liu and Wong [13] apply text mining techniques to extract
service features from WSDL documents for clustering; Chen et al. [14] and Wu et al.
[21] propose a service clustering approach by integrating service tags and WSDL
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documents through augmented LDA; Aznag et al. [15] propose an approach based on
correlated topic models to extract topics from service descriptions and organize hier‐
archical clusters to search services.

Besides these two types of service discovery approaches, many other efforts have
also been reported to improve the performance of service discovery. For example,
Pantazoglou and Tsalgatidou [1] present a fuzzy-based query evaluation mechanism that
supports the service matchmaking process by employing and combining existing simi‐
larity metrics; Wang et al. [23] propose a service discovery approach by extracting
domain-specific service goals to match with users’ intentional requests.

In this paper, inspired by our previous work on context-aware role mining [5], we
introduce the concept of a common topic group to organize services, and propose a new
strategy for service matchmaking based on the extracted common topic groups. Our
work can be categorized into the machine learning based approaches, which is an exten‐
sion of existing topic models by grouping together all services that share similar distri‐
bution probabilities over multiple topics. Although several context-aware role mining
approaches, e.g., [5, 18, 19], have been proposed, this paper presents an improved mining
approach based on our previous work [5], which can decrease the mining time of
common topic groups.

3 Problem Definition and Solution Overview

In this section, we describe the definition of common topic group mining, and give an
overview of the proposed solution.

3.1 Problem Definition

As mentioned before, common topic groups are mined based on a service-topic distri‐
bution matrix, which is the output of topic modeling for service descriptions. The prob‐
abilities in the matrix should be mapped into different grades in advance.

Definition 1 (Tile). A tile is a sub-matrix of the service-topic distribution matrix, where
all cells are non-zero and the cells in the same column have the same probability grade.
The area of a tile is the number of cells within the tile.

Definition 2 (Common Topic Group). A common topic group (ctg) is a tile that has at
least MINS(≥2) rows and MINT(≥2) columns, where the values of MINS and MINT
can be manually set. Clearly the area of a ctg is no less than MINS × MINT.

Definition 3 (Common Topic Group Mining). Given a service-topic distribution matrix
STM = <S, T, G, STG>, where S is a set of services, T is a set of topics, G is a set of
probability grades, and STG ⊆ S × T × (G ⋃ {0}) is a set of the service-topic-grade
relations, the common topic group mining problem is to find a state <CTG, SA,
TGA> that is consistent with STM, such that for any <CTG′, SA′, TGA′> which is
consistent with STM, #CTG ≤ #CTG′, where CTG and CTG′ are the set of common
topic groups, SA, SA′ ⊆ S × CTG are the service-ctg assignment matrix, and TGA,
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TGA′ ⊆ CTG × T × (G ⋃ {0}) are the ctg-topic assignment matrix. Please note that a
state is consistent with STM, if every service in S has the same topic-grade assignment
as in STM.

For example, suppose that S = {s1, s2, s3, s4, s5}, T = {t1, t2, t3, t4, t5}, G = 
{g1, g2, g3}, MINS = MINT = 2. The original service-topic distribution matrix M is
shown in Fig. 1(a), where the value g in cell {i, j} represents that the probability grade
of service si under topic tj is g. Figure 1(b) shows three tiles extracted from M, as shown
in the shaded regions with dashed lines. Since it is impossible to find a tiling that covers
M with less than 3 tiles, these 3 tiles are viewed as three ctgs. Once the process of CTG
mining is finished, we can obtain a state <CTG, SA, TGA>, where CTG = {ctg1, ctg2,
ctg3}, SA and TGA are shown in Fig. 1(c) and (d), respectively.

Fig. 1. An example of CTG mining

3.2 Overall Framework

As shown in Fig. 2, the framework of CTG based Web service discovery consists of
three parts: data preprocessing, service clustering and organization, and service
matching and ranking.

In the first part, data preprocessing is used to extract meaningful words from
description documents as feature words. Currently, there are two mainstream types
of service descriptions: WSDL-based and short text based service descriptions. For
WSDLs, all features that describe a web service, such as service name, content,
types, messages, and ports, will be extracted. For short texts, all the content in the
description will be considered. Afterwards, we take the following steps to prepro‐
cess the service descriptions:
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• Tokenization. We perform tokenization over service descriptions to produce the
original content vector by using NLTK2, a Python package for natural language
processing.

• Function Words and General Words Removal. Function words, e.g., a, the, as
well as WSDL specific words, e.g., request, response, will be removed. In addition,
those words with high occurrence frequencies in each document such as api,
format, are too general to distinguish among Web services. We leverage the inverse
document frequency to remove these types of words.

• Stemming. We use the Porter stemming algorithm in NLTK for prefix and affix
removal.

The extracted feature words are used to construct a vector space, which will be the
input of topic modeling.

In the second part, two steps will be taken to cluster and organize the services avail‐
able. One is leveraging existing topic modeling technologies to discover the latent topics
from the vector space, and the other is extracting common topic groups, which is the
main contribution of this paper. LDA [7] is one of the most widely used topic models.
Many extensions of LDA that are suitable to deal with short texts have also been
proposed. For example, Correlated Topic Model (CTM) [16] extends LDA in modeling
relations between topics by using the logistic normal distribution instead of the Dirichlet.
Biterm Topic Model (BTM) [17] is another latest progress in extending LDA, which
deals with the short message problem by modeling the generation of co-occurrence
patterns in the whole corpus. In this paper, since the preprocessed service descriptions
are usually very short, we need to test these three approaches to find the best one for the
experimental dataset we used.

In order to perform CTG mining, the probabilities in the service-topic distribution
matrix generated by topic modeling should be mapped into different grades first. The
basic and simple mapping is to map the probabilities into two grades. That is, the prob‐
abilities that exceed a certain threshold are viewed as “1”, otherwise “0”. Thus, the

2 http://www.nltk.org/
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Fig. 2. The overall framework for web service discovery
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service-topic distribution matrix is transformed into a binary matrix. Moreover, if
needed, the values belonging to the “1” grade can be further classified into several sub-
grades, which will generate a multiple-valued matrix. The two types of matrices will be
the input of CTG mining, based on which ctgs at different granularities can be extracted.
The inverted index is then used to store the extracted ctgs and the topics of services,
aiming at decreasing the query time. More details of CTG mining please refer to Sect. 4.

Finally, when a user query is submitted to the service search engine under discussion,
the topic distribution of the query will be estimated first, and the extracted common topic
groups are then leveraged to match the user query to relevant services. More details are
presented in Sect. 5.

4 Mining Common Topic Groups

We employ the context-aware role mining method proposed in [5] and improve its core
algorithm to enhance efficiency in mining ctgs. In [5], the idea of tiling database [9] is
adopted in context-aware role mining. The CTG mining problem can be reduced to the
minimum tiling problem, which seeks for a tiling of which the area equals to the total
number of non-zero cells in the matrix and consists of the minimum number of tiles.
Next, we introduce the algorithm in detail.

Algorithm 1 shows the overall procedure of CTGs mining. Line 1 calls Algorithm
2 to find a minimum tile set for a given service-topic matrix Μst. Based on the tiles mined
from Μst, Lines 3–10 generate new ctgs, as well as the ctg-topic matrix Μct and the
service-ctg matrix Μsc.

To extract tiles from Μst, we firstly group together the services that have the same
probability grade over each topic by transforming the service-topic matrix Μst into a
grade-topic matrix Μgt (see Line 2 in Algorithm 2). Table 1 shows the transformation
result of the matrix in Fig. 1(a). For each cell in the grade-topic matrix, we record its
coordinate (<grade, topic>) and the services associated with the cell, e.g., for cell c11
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in Table 1, c11.grade = {g1}, c11.topic = {t1}, c11.services = {s1, s3}. Note that since
the number of services is much larger than that of probability grades, the size of the
matrix to be analyzed can be largely decreased.

Table 1. The grade-topic matrix tranformed from Fig. 1(a)

t1 t2 t3 t4 t5

g1 {s1, s3} {s2, s4, s5} {s2, s3, s5}

g2 {s1, s3} {s4}

g3 {s4, s5} {s1, s3} {s2, s3, s5}

As mentioned in Subsect. 3.1, MINS and MINT denote the minimal numbers of
services and topics, respectively, which are used to form a ctg. Therefore, a cell in
the grade-topic matrix which contains less than MINS services is impossible to
constitute a ctg, and thus we only extract the cells that contain more than MINS
services (see Line 3 in Algorithm 2), which will be stored in array Cell[nc].

Next, we merge the elements in Cell[nc] to generate tiles. For each element in
Cell[nc], we compare it with its subsequent cells to find qualified tiles (see Lines 4–16
in Algorithm 2). Arrays commonServiceSet and cTileSet are used to store the intersection
of services included in any two cells, and the candidate tile set generated from each cell,
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respectively. Because each service has one and only one probability under each topic,
it is not necessary to compare the cells with the same topic (see Line 7 in Algorithm 2).
For any two cells, only if the size of the intersection between their related services
exceeds MINS, they can be considered to constitute a tile. Any new tile constituted by
two cells should be compared with tile set cTileSet to check whether cTileSet will be
updated (see Algorithm 3). Then, the tile sets created from each cell will be merged
together. Since there may be some duplicated tiles in the merged tile set, the final step
is to remove the duplications. The tiles that are the subset of other existing tiles will be
removed (see Line 17 in Algorithm 2).

Algorithm 3 updates a candidate tile set cTileSet by comparing it with a tile tile. We
compare tile with each tile t in cTileSet when considering the following cases. Firstly,
if the service sets included in t and tile are the same, t will be updated by adding the cells
in tile (see Lines 6–7 in Algorithm 3). Note that the variable equalToTile is defined to
record whether the service set included in tile is identical to that of any tile in cTileset.
If so, equalToTile is assigned to 1. Secondly, if the service set included in t is a proper
subset of that of tile, t will be updated by adding the cells in tile (see Lines 9–10 in
Algorithm 3). Thirdly, on the contrary to the above, tile will be updated by adding the
cells in t (see Lines 11–12 in Algorithm 3). Finally, we judge whether the size of the set
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of common services between t and tile exceeds MINS. If it satisfies the minimum
requirements of common services, a new tile can be created and added to cTileSet (see
Lines 13–18 in Algorithm 3). In addition, if equalToTile equals to 0, tile will be added
to cTileSet.

5 Web Service Matching and Ranking Based on CTGs

When a user query is submitted to the service search engine, the query is first prepro‐
cessed using the preprocessing steps mentioned in Section 3. In this way, a service query
will be represented as a set of words SQ = {w1, w2, …, wNsq}. Next, we estimate the
topic distribution of the query. According to the Gibbs sampling approach [6], the
distribution probability of SQ under topic ti can be computed as follows:

(1)

where  is the number of words in SQ assigned to topic ti, which can be calculated
based on the topic-word matrix,  is the total number of words in SQ, T is the
number of topics, and α is the document-topic Dirichlet parameter.

The topic distribution of a query will be mapped into different grades similar to those
of services, and afterwards we match the query with the extracted ctgs to find candidate
services by taking the following steps.

• Step 1: if there exists a ctg whose topic distribution exactly matches with that of the
query, i.e., if ∃ctg (ctg.topic = SQ.topic), the services that contain the ctg will be
returned;

• Step 2: if there exists a ctg whose topic distribution covers that of the query, i.e., if
∃ctg (SQ.topic ⊂ ctg.topic), the services that contain the ctg will be returned;

• Step 3: if there exists a ctg whose topic distribution is a subset of that of the query,
i.e., if ∃ctg (ctg.topic ⊂ SQ.topic), the services related to the ctg will be returned;

• Step 4: the inverted index is leveraged to retrieve the services that share at least one
topic with SQ.

Note that not all these steps should be taken for a Top-k service query. Once the
number of candidate services reaches k, the matching process will stop. The services
selected in the first two steps can match with the query very well and thus are ranked as
the preferred candidate services. It is not necessary to further compute their similarities
with the query. For those services selected from the other two steps, we adopt a classical
LDA-based information retrieval approach [8] to rank them. In Eq. (2), each service si

is scored by the likelihood of its model generating query SQ.

(2)
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(3)

where P(wj|tk) and P(tk|si) are retrieved from the topic-word distribution matrix and the
service-topic distribution matrix, respectively. In this way, the candidate services are
ranked for each query, and the preferred services will be returned to users.

6 Experiments and Result Analysis

In this section, we evaluate the performance of the proposed approach using an open
dataset. All the algorithms are developed in Java and conducted on a PC with 2 GHz
Intel Core T7300 CPU and 4 GB RAM, running Windows 7 OS.

The dataset we used is a WSDL service retrieval test collection: SAWSDL-TC3,
which consists of 1080 WSDL Web services, as well as 42 queries represented in WSDL
documents. A graded relevance set for each query is also provided in the dataset, which
serves as the benchmark of relevant services. There are three relevance levels: “1”
denotes that a service is potentially relevant to the query, “2” denotes a relevant relation,
and “3” denotes high relevance.

6.1 Evaluation of Service Discovery Based on Topic Models

Since our approach depends on topic models, we will first evaluate the performance of
service discovery based on existing topic models including LDA, CTM, and BTM to
test which one achieves the best result towards the dataset. We use TMSD to denote the
service discovery approach based on topic models such as LDA, CTM, and BTM. Note
that the procedure of TMSD is similar to our proposed approach in Sect. 5 except that
the common topic group matching process is not included in TMSD. That is, it uses
Eqs. (2) and (3) to rank all the candidate services according to a given service query.

Precision at k is one of the most intuitive metrics for search engines. For each user
query in the test set, this metric means the fraction of the first k retrieved services that
also appear in the query’s relevant service set. As mentioned above, each query has three
types of relevant services, but we only consider two cases: relevance = 3, suggesting
that only highly relevant services are involved in the evaluation, and relevance = 2,
which means that both highly relevant services and relevant services are involved.

The number of topics is an important factor that influences the quality of service
clustering. The work [25] has reported that LDA can get the best clustering performance
for the SAWSDL-TC dataset when the number of topics is set to 90. Our experimental
results also show that each topic model can achieve the best result when the number of
topics is 90. Since only the top ranked retrieved services will be selected by users, up
to the first 20 services among all retrieved results are taken into account. Figure 3(a) and
(b) show the results of measuring Precision at k using LDA, CTM, and BTM when
relevance = 3 and relevance = 2, respectively. The results show the average value of
Precision at k over all 42 queries. As shown in Fig. 3, these three approaches can get

3 http://www.semwebcentral.org/projects/sawsdl-tc
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similar precision, and BTM performs relatively better than CTM and LDA. Since the
relevant services of some queries are less than 20, the precision is slightly decreased
with the increase of k.

Fig. 3. Comparison of topic model based service discovery

6.2 Evaluation of CTG-Based Service Discovery

Since BTM is the best approach towards the experimental dataset, the service-topic
distribution matrix generated by BTM is used as the input of our CTG mining approach.
The probabilities are mapped into different grades first. We have tested two different
scales. Since the number of topics is 90, the average probability of each topic is 1/90
(about 0.111). According to our observation, the boundary between the “0” grade and
the “1” grade in the binary scale is chosen to be 0.014. In another multiple-valued scale,
we further classify the probabilities belonging to the “1” grade into three sub-grades
using the boundaries 0.02 and 0.1.

Our approach (CTG) differs from the TMSD approach in that ours can reduce the
search space by CTG matching. TMSD will compute the similarity between a query and
each service in the service set, while ours only ranks the candidate services filtered by
CTG matching. Therefore, the precision of ours will not be better than that of TMSD.
Our approach aims to minimize the number of candidate services while keeping the
precision of service discovery. We evaluate the difference in the precision of service
discovery between ours and TMSD, which is calculated by the coverage rate at k and
the decreased percentage of candidate services using CTG, also known as the compres‐
sion rate.

Coverage rate at k denotes the fraction of the top k services retrieved using CTG that
also appear in the top k list using TMSD.

(4)
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where SCTG and STMSD denote the top k services obtained by CTG and TMSD, respec‐
tively.

Compression rate indicates the proportion of the candidate services obtained based
on CTG matching to all candidate services.

(5)

where CSCTG denotes the candidate services extracted using CTG matching and CS
denotes all the candidate services (i.e., 1080 services in this experiment).

Table 2 shows the average coverage rate at k over all queries provided in the dataset.
More than 90 percent of Web services retrieved by TMSD will be returned by our
method. That is, most of services that are relevant to the queries will not be omitted by
our approach, which indicates that the precision of our approach is very close to that of
TMSD. In addition, the average compression rate is 0.1354, which suggests that 86.46 %
of services will be filtered out from the candidate service set before the service ranking
stage, while the most relevant ones will be kept.

Table 2. Average coverage rate at k over 42 queries

Top 5 Top 10 Top 15 Top 20

Coverage rate 95.68 % 93.24 % 91.58 % 90.28 %

Table 3 shows the average query response time of TMSD and CTG. Compared with
TMSD, the query response time of our approach is, on average, decreased by about
32.8 %, which is caused by decreasing the number of candidate services based on CTG
matching.

Table 3. Comparasion of average query response time

Time (ms)

TMSD 662.9

CTG 445.5

Agglomerative hierarchical clustering (AHC) and Formal Concept Analysis (FCA)
are two widely used clustering approaches that can also be used to organize services
based on their distributions over topics. We compare the computing time of our
approach with those of AHC and FCA. In the experiment, we use 2 service-topic
distribution matrices, with the sizes of 1080*90*2 and 1080*90*4, respectively.
According to Fig. 4, the time to mine ctgs using CTG is less than the computing time
of FCA and AHC. Note that the computing time of our approach will decrease when
the scale of the probability grades increases from 2 to 4, since the number of tiles will
decrease with the increase of the number of grades. Moreover, compared with FCA
and AHC, our approach is more flexible in setting the area of a common topic group.
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Fig. 4. Comparison of computing time

7 Conclusions and Future Work

In this paper, we present an approach to service discovery based on common topic
groups, as well as the algorithms to mine common topic groups based on the service-
topic distribution matrix generated by topic modeling. The extracted common topic
groups can contribute to minimizing the number of candidate services in service
discovery. Experiments on an open dataset show that compared with the service
discovery approach that ranks all services based on topic models, the proposed approach
can significantly decrease the size of candidate service set while maintaining high accu‐
racy of service discovery.

We will extend our approach in two directions in the future. On the one hand, we
plan to leverage more domain knowledge during CTG mining. For example, the knowl‐
edge mentioned in [24] such as must-link, which indicates that two words should be in
the same topic, and cannot-link, which indicates that two words should not be in the
same topic, will be considered. On the other hand, we will consider how to further
improve the performance of CTG mining.
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Abstract. Context-Aware Recommender System is known to not only recom-
mend items or services similar to those already rated with the highest score, but
also consider the current contexts for personalized Web services recommenda-
tion. Specifically, a key step for CARS methods refers to previous service
invocation experiences under the similar context of the user to make Quality of
Services prediction. Existing works either considered the influence of regional
correlations on user preference, or combined the location-aware context with the
matrix factorization method. However, the user preference expansion triggered
by instant update of user location is not fully observed. For instance, when
making Web service recommendation for a user, it is expected to be aware of
rapid change of the user location immediately and the expansion of user pref-
erence as well. In this paper, we propose a Web services recommendation
approach dubbed as CASR-UPE (Context-awareWeb Services Recommendation
based on User Preference Expansion). First, we model the influence of user
location update on user preference. Second, we perform the context-aware sim-
ilarity mining for updated location. Third, we predict the Quality of Services by
Bayesian inference, and thus recommend the best Web service for the user
subsequently. Finally, we evaluate the CASR-UPEmethod onWS-Dream dataset
by evaluation matrices such as RMSE and MAE. Experimental results show that
our approach outperforms several benchmark methods with a significant margin.

Keywords: Context awareness � Web service � Recommender system � QoS �
Preference expansion

1 Introduction

Context-Aware Recommender System (CARS) for Web services aims to recommend
Web services not only similar to those already rated with the highest score, but also that
could combine the contextual information with the recommendation process [1, 4, 10].
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In recent years, preliminary benefits have been seen in Web services recommendation
considering various contextual factors [2, 3]. For example, temporal [7, 8], spatial
[9, 12, 13] and social [5, 6, 11, 14, 16] contexts are widely extracted separately for
personalized Web services recommendation.

Specifically, one of the key steps for CARS method is referring to previous service
invocation experiences under the similar location of the current user to make Quality of
Services (QoS) prediction [17]. Existing works mainly discussed the influence of
regional correlations on user preference [14]. There are also several novel methods
combining the location-aware contexts with matrix factorization methods [13]. How-
ever, the user preference expansion triggered by instant update of user location is not
fully observed for personalized recommendation. For instance, when making recom-
mendation for a user, we are expected to be aware of the rapid change of the user
location immediately, and thus of the expansion of user preference as well.

In this paper, we propose a Web services recommendation approach dubbed as
CASR-UPE. Our approach consists of three steps: (1) model the influence of user
location update on user preference; (2) perform the context-aware similarity mining for
updated location; (3) predict the QoS of Web services by Bayesian inference and
recommend the best Web service for the user subsequently. Finally, we evaluate the
CASR-UPE algorithm on WS-Dream dataset [17] by evaluation matrices of both
RMSE and MAE. Experimental results show that our approach outperforms the six
state-of-the-art benchmark methods with a significant margin.

Hereafter, the paper is organized as follows. Section 2 introduces the related works.
Section 3 shows a motivating example. Section 4 gives the details of CASR-UPE
method. Section 5 shows the experimental results and discussion. Finally, the general
conclusion as well as perspectives in Sect. 6 closes this paper.

2 Related Works

Context-aware recommender system has gained significant momentum in recent years.
The development of mobile devices and their crowd sensing capabilities have enabled
the collection of rich contextual information on time and location [9, 11–13].

In the CARS methods, the temporal contexts [7, 8] have been widely used in
conventional CARS methods. Another widely discussed context information is the
location context [9, 12, 13], especially in LBSN [5, 6]. A location-aware services
recommendation method is presented in [9, 10] by referring to previous service
invocation experiences under the similar location with the current user. However, these
methods merely consider the location as a filter to make recommendation to the current
user. The influence of regional correlation on user preference is also considered in [13].
In addition, a location-based hierarchical matrix factorization (HMF) method [15] is
proposed to perform personalized QoS prediction. In short, the above location-based
service recommendation methods overlook the user preference expansion triggered by
the instant update of user location.

Furthermore, temporal location correlations [20, 21] have been studied for location
recommendations in location-based social network (LBSN). However, the location
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recommendation in LBSN is different from Web services recommendation and the
temporal location effects seem to be not suitable for Web services recommendation.

Among the current works of considering location-aware context in CARS, we
propose a Web services recommendation approach, considering the influence of user
location update on user preference, and then have an updated location similarity mining.

3 A Motivating Example

Figure 1 is a scenario of use to recommend weather forecast services considering the
user preference expansion. The upper part represents a Web services repository
(S1; S2; . . .; Sn) and many service users (u1; u2; . . .; um), where services and users are
distributed all over the world. Suppose S1 = “Weather China1”; S2 = “Moji Weather
China2”); S3 = “US National Weather Service3”; S4 = “Le Figaro météo in France4”.
The underlying part illustrates the distributed networks. The curves link users and
services to their corresponding geographic positions.

Firstly, in this scenario of Fig. 1, Ucurrent is in NYC at present time. As we all know,
the accuracy of weather forecast services is highly relevant to the location and it is
natural to believe that a user prefers the service either located in his/her city. So when
making recommendations to Ucurrent at present time, we should consider her current

Fig. 1. A scenario of weather forecast services recommendation considering user preference
expansion

1 Weather China, http://en.weather.com.cn/.
2 Moji Weather China, http://www.moweather.com/.
3 US national weather service, http://www.weather.gov/.
4 Le Figaro météo weather forecasting service, http://www.lefigaro.fr/meteo/france/index.php.
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location (New York) and recommend S3 to her. However, if we know that the user will
have a conference in Beijing next week (e.g. from his/her mobile phone calendar), we
should consider the influence of location update (Beijing) on user preference and
recommend S1 to Ucurrent when recommending weather services for next week. In a
word, when making recommendations to users, we should consider the influence of
user location update on user preference.

Secondly, when making recommendations to Ucurrent, we should also consider the
set of users in the same location with Ucurrent because of “the more similar between the
current user and another user’s context (e.g. location), the more probability of the two
users will have a same preference”. The user location update will lead to different sets
of similar users. For instance, Ucurrent is in New York at present time, her similar set of
users is made of U4;U5;U6 (all from New York). But Ucurrent will be in Beijing next
week, her similar set of users will become U1;U2;U3 (all from Beijing). So we should
also consider the influence of user location update on the set of similar users.

Above all, we consider the expansion of user preference triggered by instant update
of user location when making recommendation to the current user.

4 CASR-UPE Algorithm: Context-Aware Web Services
Recommendation Based on User Preference Expansion

4.1 Problem Definition

In order to help readers understanding our algorithm better, the following definitions
are given.

We assume that there are a set of users U ¼ u1; u2; . . .; unf g and a set of Web
services S ¼ s1; s2; . . .; smf g. ui 1� i� nð Þ in the context-aware web services recom-
mender system. A service user from U must have invoked a service from S at least
once.

LU;t ¼ lui;t
� �

1� i� nð Þ is the set of lui;t that is the temporal location of user ui.
LS ¼ lskf g is the set of lsk , which is the network location of the service sk .
R ¼ rui;sk

� �
is the set of rating records on the Web service sk by the user ui, where

1� i� nð Þ and 1� k�mð Þ.
�R ¼ �r1;�r2; . . .;�ri; . . .;�rnf g is the set of mean rating of all Web services invoked by

U ¼ u1; u2; . . .; unf g.
When a service sk is invoked by the user uj, it will present a set of QoS properties.

We will have Qi;j ¼ \qi;j1 ; q
i;j
2 ; . . .; q

i;j
k [ , which is a l-tuple denoting service invoca-

tion records of sk invoked by the user uj, where qk;jl 1� k�m; 1� j� nð Þ denotes the
value of l-th property recorded during the invocation of sk called by uj.

4.2 Modeling the Influence of User Location Update on User Preference

We know that the user’s locations are different as time goes on. As described in Sect. 3,
for region-related service (e.g. weather forecast services), the accuracy of
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recommendation is highly relevant to the specific region in real-time. The impact of
regional correlation on user preference is defined as:

PRCL tð Þ ¼ 1 if web service is related to regio
0 if web service is not related to region

�
; ð1Þ

For region-irrelated services, it’s also reasonable for users to have a preference to
services near to his/her region because the network distance between users and services
(mainly because of transfer delay) have an obvious effect on Internet application
performance (e.g. response time and throughput). The network distance’s influence on
user preference can be defined as:

PNDL tð Þ ¼ P0Dis lui;t; lsk
� �

nor; ð2Þ

Here we assign 1 to it according to our need. Dis lui;t; lsk
� �

is the network distance
between lui;t (the user’s network location) and lsk (the service’s network location). Also,
network distance measurement technology can help us to get the Dis lui;t; lsk

� �
, which

should be normalized as Dis lui;t; lsk
� �

nor to have a same evaluation criterion
In addition, different weights are assigned to the impact of both regional correlation

and network distance (w1 to PRCL tð Þ and w2 to PNDL tð Þ). Thus, w1 and w2 will be used to
represent the influence of user location update on user preference as follows:

PL tð Þ ¼ w1PRCL tð Þ þw2P0Dis lui;t; lsk
� �

nor; ð3Þ

Finally, we can have a data filtering results based on PL tð Þ and get the services
which correspond to the current preference of a user.

4.3 Context-Aware Similarity Mining for Updated Location

In this step, it is assumed that for location-based services recommendation, the more
similar between the current user and another user’s context (e.g. location), the more
probability of the two users will have similar QoS on the same Web service. The set of
similar users with the current user in terms of location will be got after this step.

We use the Euclidean distance later to describe the similarity between the two
users’ locations. The nearer the distance is, the more similar they are. The following
formula is the presentation of Euclidean distance between lui;t and luj;t:

Sim lui;t; luj;t
� � ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN

k¼1
li;t;k � lj;t;k
� �2r

; ð4Þ

Furthermore, we could calculate the distances between current user’s location and
other users’ locations, thus and get the set of users who are the closest with the current
user.
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4.4 QoS Predication and Services Recommendation

In the final step, we use the Bayesian inference to make QoS prediction and services
recommendation based on the past invocation records filtered from the above steps.
The formula of Bayesian inference is defined as:

P OS ¼ 1jsið Þ ¼ P sijOS ¼ 1ð Þ � P OS ¼ 1ð Þ
P sið Þ ; ð5Þ

In order to explain our formula, we give an example in Table 1. In the example, we
suppose that a threshold (e.g. q ¼ 0:7) just for the explanation of Bayesian inference
(When we have experiment, we will set different values of q to get different results so
that we can find the q which lead to the best result). That is to say, if QoS[ 0:7, we
will say the service satisfies the user who invoked it, while if QoS\0:7, we will say the
service is not satisfied. We use 1 to donate “satisfied” while 0 to donate “not satisfied”.

Table 1 shows an example of service invocation records, where each triple si; uj; n
represents a n-th service invocation of si by the user uj. According to formula (6), the
P OS ¼ 1jsið Þ donates the prediction QoS of the current user to the Web service si,
P OS ¼ 1ð Þ donates the probability of the satisfactory ones in all the web service,
P sijOS ¼ 1ð Þ donates the probability of Web service si in the satisfactory ones. The
maximum result represents the best service. Thus, we can recommend the top n Web
services to the current user. The approaches to calculate P OS ¼ 1jsið Þ are:

P OS ¼ 1js1ð Þ ¼ P s1jOS ¼ 1ð Þ � P OS ¼ 1ð Þð Þ
P s1ð Þ ¼

1
2 � 1

2
3
8

¼ 2
3

P OS ¼ 1js2ð Þ ¼ P s2jOS ¼ 1ð Þð Þ � P OS ¼ 1ð Þ
P s2ð Þ ¼

1
4 � 1

2
3
8

¼ 1
3

P OS ¼ 1js3ð Þ ¼ P s3jOS ¼ 1ð Þð Þ � P OS ¼ 1ð Þ
P s3ð Þ ¼

1
4 � 1

2
2
8

¼ 1
2

Table 1. Example of Bayes inference

Record QoS OS

<s1, u1, 1> 0.85 1
<s1, u1, 2> 0.75 1
<s1, u1, 3> 0.45 0
<s2, u1, 1> 0.80 1
<s2, u1, 2> 0.50 0
<s2, u1, 3> 0.60 0
<s3, u1 1> 0.75 1
<s3, u1, 2> 0.55 0
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Finally, we canmake the QoS prediction for the user s1 by 2/3. Later, according to the
results of eachWeb service, we could rank the value from the higher to the lower. Hence,
we conclude that s1 would be recommended to the current user compared with s2 and s3.

The entire procedure of CASR-UPE algorithm is shown as follows.
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5 Experiments

In this section, we choose six algorithms to compare with CASR-UPE algorithm on
WS-Dream dataset by evaluation metrics of both MAE and RMSE.

5.1 Datasets and Data Processing

WS-Dream [17] dataset 15 is adopted in our experiments, which contains 1,542,884
Web services invocation records executed by 150 distributed service users on 100 Web
services. Approximately, every user invokes a Web service 100 times. Each invocation
record contains 6 parameters: IP address, WSID (ID of web service), RTT (round-trip
time), Data Size, Response HTTP Code, and Response HTTP Message. Since
Response HTTP Code and Message are highly related, here we omit the property
Response HTTP Code.

The raw data must be normalized before use. Gaussian approach is used to nor-
malize QoS data, due to its well-balanced distribution. The normalization rule for
Response HTTP Message is as follows: if the message is “OK”, the normalized value is
1, otherwise it is 0. The normalization rule for RTT and Data Size is defined as:

rk;jl ¼ 0:5þ rk;jl � rjl
� 	

= 2 � 3rj
� �

; ð6Þ

Where rj is the standard deviation of user uj’s QoS data on the l-th property and qlk
denotes the arithmetic mean of QoS data collected from user uj on the l-th QoS
property. Now we can simulate the feedback of a user after invoking a Web service by
evaluating the overall QoS of a service. The weight QoS formula can be described as:

QoS ¼ w1 � vRTT þw2 � vDataSize þw3 � vRHTTPMessage; ð7Þ

Where w1;w2 and w3 are set to 0.35, 0.05 and 0.6 respectively according to their
different significance. For example, Response HTTP Message shows that whether the
invocation succeeded so it is a fundamental property and can be set 0.6. Thus the
properties of RTT and Data Size are not that important and they can be set 0.35 and
0.05 respectively.

All experiments were developed with Matlab. They were performed on a Lenove
desktop computer with the following configuration: Intel Core i5 2.50 GHz CPU, 2 GB
RAM with the Windows 7 operating system.

5.2 Evaluation Metrics

The evaluation metrics [17] we use in our experiments are Mean Absolute Error
(MAE) and Root Mean Square Error (RMSE):

5 WS-Dream dataset, http://www.wsdream.net/dataset.html.
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MAE ¼
P

u;s Qu;s � Q̂u;s



 


N

; ð8Þ

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

u;s Qu;s � Q̂u;s
� �2q

N
; ð9Þ

In the formulas (8) and (9), Qu;s denotes actual QoS values of a Web service
s observed by the user u, Q̂u;s represents the predicted QoS values of service s for the
user u, and N denotes the number of predicted value.

5.3 Evaluation

Comparative Algorithms. Six algorithms are compared with our CASR-UPE in this
paper:

• RBA (Recommendation by all): recommend web services to a user collected by all
users without a filtering.

• UPCC [22]: recommend web services collected from the users sharing the similar
preference with the current user (PCC based on user profiles).

• IPCC [23]: recommend web services similar to the ones the current user preferred
in the past (PCC based on services).

• CASR [9]: make recommendation based on the service invocation experiences
under similar location context with the current user.

• ITRP-WS [24]: ITRP-WS considers the time decay effects in UPCC.
• CASR-UP [25]: make recommendation considering the user preference determined

by user’s location.

Performance Comparison. Figure 2 shows the results of MAE and RMSE for dif-
ferent algorithms. The results are generated in different threshold q (from 0.65 to 0.95
and the interval is 0.025) in the ratio 14:1 of training dataset and test dataset. From
Fig. 2, we could make the conclusion that: (1) the MAEs and RMSEs of CASR-UPE
are much better than other five algorithms when the threshold 0:725� q� 0:925; (2) it
is abnormal when the threshold q ¼ 0:95; and (3) When q� 0:725, the MAEs and
RMSEs of the algorithms remain almost invariable. We can also see that the best q is
0.775. In Sect. 5.4, we will further explain the reason of both (2) and (3). In general, the
results demonstrate that the significant of CASR-UPE algorithm in recommending web
services considering the user preference expansion.

Figure 3 shows the average MAE/RMSE results of the six algorithms in different
ratios (8:7, 9:6, 10:5, 11:4, 12:3, 13:2, and 14:1). What we could learn from the results
are: (1) as the ratio of training and test data increases the MAE and RMSE results of six
algorithms decrease; (2) in different ratios, the results of the CASR-UPE algorithm also
performs better than the other six algorithms; and (3) CASR-UPE performs worse than
CASR-UP in the ratio of 8:7, 9:6 and 10:5 adopting RMSE as the evaluation metric. In
Sect. 5.4, we will further explain reasons for those three results above. In general,
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the results in different ratios demonstrate that the significant of CASR-UPE algorithm
in recommending web services considering the user preference expansion.

5.4 Discussion

In this subsection, we will discuss two aspects in our experiments to further explain the
results in 5.3.

Trade-off Parameters: From the results of Fig. 2, we can infer that: (1) The MAEs
and RMSEs of CASR-UPE are smaller than other algorithms when the threshold
0:725� q� 0:925, but why q ¼ 0:95 is an exception? By analyzing CASR-UPE

Fig. 2. MAE and RMSE results of compared methods (14:1)

Fig. 3. MAE and RMSE results of compared methods (in various ratios)
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method, we can find that after selecting some Web services according to the user
dynamic preference, the invocation records of these selected services are more useful.
As the threshold q rises up to 0.95, most of positive services will be excluded and the
results will be in a high and abnormal value. (3) Why is that when q� 0:725, the MAEs
and RMSEs of the algorithms remain almost invariable? When the threshold q
decreases, the request of QoS will decrease and many negative services will be
included. When q is low enough, all Web services will be included, thus the MAEs and
RMSEs remain invariable. (4) We could conclude that the threshold q for the calculated
probability is highly relevant to the result. If q is too low, many negative Web services
will be included, while if q is too high, many positive Web services will be excluded.

Figure 3 shows the influence of different ratios on the MAEs and RMSEs results.
When the ratio of training dataset and test dataset arises, more data is used to train the
algorithm and few data is used to test the results. Thus, the accuracy will be better.
However, why does CASR-UPE perform worse than CASR-UP in the ratio of 8:7, 9:6
and 10:5 adopting RMSE as the evaluation metrics? The possible reason may come
from the randomly changed training dataset when the ratio of training data: test data
decreases.

Impact of User Preference Expansion. Comparing with other algorithms not con-
sidering user preference expansion, we got the results of the impact of user preference
expansion on recommendation accuracy. The results shown in the Figs. 2 and 3 col-
lectively demonstrate that: (1) the combination of the influence of user location update
on user preference get a better recommendation; and (2) the updated location similarity
mining could also further improve the accuracy of recommendation.

6 Conclusion

In this paper, we propose the CASR-UPE algorithm, for modeling the influence of user
location update on user preference and performing updated location similarity mining.
Finally, the experiments results show that CASR-UPE algorithm improves predictive
accuracy and outperforms the compared methods.

Despite the significant progress of user preference expansion in context-aware Web
services recommendation, there still remain numerous avenues to explore. Our future
works include: (1) incorporate novel context properties, such as social context (inter-
personal interest similarity, interpersonal influence among social network, etc.) to
improve more personalized recommendation; and (2) focus on the correlations between
context properties, such as temporal-spatial correlations to improve the accuracy of
QoS prediction.
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Abstract. In cloud, resources are virtualized and the software delivery way is
becoming something like a “service” to provide end user and operator benefits
including on-demand self-service, resource pooling, rapid elasticity and service
metering capability. As a part of network function virtualization, firewall virtu‐
alization can greatly increase the firewall configuration flexibility for the cloud
environment. In this paper, we focus on FWaaS (Firewall as a Service) and we
design a parallel firewall system called CPFirewall (Cloud Parallel Firewall
System). In CPFirewall, the firewall resources are virtualized and multiple tenants
can build up their own parallel firewall by renting virtual firewalls. This needs
solve some challenges. We adopt a rule-splitting algorithm to build a rule anomaly
set (We call it Wrapset.) for detecting rule anomaly. We design the rule-allocation
algorithm to achieve the cloud-native features, including load balance and
dynamic scale. And we also improve the system performance using Exponential
Smoothing (ES) forecasting method. Experiment results have verified that
CPFirewall has a higher efficiency than other firewall schemes and is much more
suitable for the Cloud network environment.

Keywords: Cloud computing · FWaaS · Parallel firewall · NFV

1 Introduction

With the development and maturation of virtualization technology, the cloud computing
trend is unstoppable. In the Cloud, all kind of physical resources are virtualized. A tenant
can rent the resources in the virtual resource pool according to their requirements. As
one of the most important parts of Network Function Virtualization in the Cloud, fire‐
walls should be offered to the tenant flexibly, dynamically and efficiently to satisfy the
users’ requirements. This is also what the Cloud Computing concept stresses. There are
four kinds of traditional firewalls, including packet filtering firewall, application fire‐
wall, proxy firewall and stateful firewall. However, traditional firewalls have no cloud
computing features, as they do not conform to the flexibility requirement of the cloud
environment. Therefore, we present a novel parallel firewall scheme to realize FWaaS
(Firewall as a Service) in the cloud environment named CPFirewall to make the virtual
firewall better apply to the cloud computing environment. In CPFirewall, firewall
resources are virtualized and presented it to the tenant as a service (FWaaS, Firewall as
a Service). Many tenants can build up their own parallel firewalls through renting virtual
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firewalls in the virtual resource pool, which bring some new problems, such as firewall
rules conflict, load imbalance, static scale. In CPFirewall, we solve these problems
through anomaly detection and rule allocation methods. Therefore, this novel parallel
system can be better applied to the Cloud environment.

The key contribution of this paper is to design the CPFirewall system which includes
three key mechanisms:

1.1 Anomaly Detection

We detected and analyzed the firewall policies of many institutions, and found that
almost all institutions’ firewall strategies have different level conflict rules [1]. A loop‐
hole in the firewall policy may lead some unwanted packets to pass through the firewall,
resulting in system security problems. In this part, we give an anomaly detection solution
for the CPFirewall. This solution includes two steps. Firstly, we need to split the firewall
rules into segments. Then, we build the rule-segment table and the Wrapset according
to the result of last step. This part can figure out the anomalies among the rules to build
a strong firewall system. At the same time, the second module will use the Wrapset built
in this module to realize load balance.

1.2 Load Balance

To improve the efficiency of the system and apply it to the cloud environment, we realize
load balance through redistributing the rules in the parallel system. In this module, we
mainly use the Exponential Smoothing (ES) forecasting method to distribute rules into
different single firewalls in the system to realize load balancing and rearrange the rules
in the single firewall to improve its efficiency.

1.3 Dynamic Scale

The distinction of the cloud is to virtualize the resources to form a virtual resource pool,
thus, tenants can apply for the resources on demand [2]. In this part, we present how to
scale our designed firewall dynamically according to the workload changes over time
in CPFirewall.

The remainder of this paper is organized as follows: In Sect. 2, we discuss related work
on firewall techniques. In Sect. 3, we describe our cloud firewall system architecture-
CPFirewall. Then we present CPFirewall implementation scheme in detail in Sect. 4. In
Sect. 5, we carry out experiments and related analysis. In Sect. 6, we make a conclusion of
this paper and give a prospect of future work.

2 Related Work

There have been some research works in the firewall filed. In these works, some are
about traditional firewalls, some refer to cloud firewall techniques.
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In [3], the authors found that a large number of data packets are filtered by a small
part of firewall rules and they presented an algorithm to figure out the most important
N rules to reduce the number of rules in the firewall. But these N rules can only ensure
to filter packets as many as possible and there are still a lot of packets which cannot be
filtered. Al–Shaer and other authors did a lot of research work in the filed of firewall
policy conflict detection. In [4], the author proposed five kinds of relationships of the
firewall rules: Exactly Matched, Inclusively Matched, Completely Disjoint, Partially
Disjoint, and Correlated. Based on the five kinds of relationships, the author draws out
the relationship state diagram between two firewall rules and then puts forward the rule
anomaly detection method based on state diagram. Al-Shaer expanded the results to the
distributed firewall again in [5] and studied the strategy conflict detection among the
firewalls. However, the results are based on the traditional firewalls and cannot be
directly used in the cloud environment. In [6] the author put forward a parallel firewall
model. This model is based on packet classification. It can allocate the firewall rules to
different firewalls according to a certain classification method. For example, if we clas‐
sify packets according to the protocol type, the data packets will get through corre‐
sponding firewalls according to their own protocol type (e.g. TCP or UDP). This design
can greatly improves the efficiency of the firewall. But the author just presents simple
classifying methods which do not consider the characteristics of the data traffic. At the
same time this kind of system cannot extend dynamically. In [7], the author proposed
that unwanted packets should be filtered out as early as possible to improve the firewall
efficiency. In this case the author extracted the “Deny” firewall rules and called the rule
set Rejection. Rejection rules can filter the packets as early as possible, and thus can
reduce the duration time of the packet within the firewalls. Rejection can be adjusted
dynamically according to the data traffic to achieve better effect. In this model, if there
are a lot of unwanted data packets, there will be a big improvement in the firewall
performance. But if there are few such data packets, there will be no big improvement
in performance. Moreover, the paper also didn’t consider the packets which cannot
match all the rules. Although the author did not use first matching method, the thought
that we should filter unwanted packets as early as possible is worth using for reference.
In [8], the authors investigated several kinds of firewall rule conflict detection methods.
Then they presented that “irrelevant anomaly” was still a research difficulty. This is
because a firewall would add or reduce rules according to the dynamic changes of the
data packet. But for this kind of conflict, we can achieve a better effect through rear‐
ranging firewall rules dynamically.

For firewalls in the cloud environment, the author put forward the problems which
were caused by moving the traditional service from the local server to the cloud in [9].
The paper first discussed the various restrictions which should be obeyed when admin‐
istrators migrate services to the cloud, and then discussed the firewall rule migration
during the service migration process. In this paper, the original services are in the same
local area network. After the migration, they are in different LANs. If administrators
want to allow the services in different LANs to communicate with each other, the local
and the cloud firewall strategies will need to be updated to get the data packets through
the firewalls. However, the firewall mentioned in the paper rarely has characteristics of
the cloud. In [10], the author proposed that in order to reduce the cost of the firewall,
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the firewalls could be deployed through the Internet service provider to use their filtering
service. This is similar to the thought of “service” in cloud computing, but this kind of
firewall cannot be applied to the cloud environment. The author also thought the firewall
can be deployed on the data center in [11]. In order to isolate the virtual machine
communication, the cloud manager should ensure that data packets have to pass through
the firewall between the virtual machines. As a result, a lot of packets need to be routed.
Although this scheme deployed the firewall as a device, it did not reflect the characteristic
of virtualization in the cloud environment. In [12], the author presented a kind of firewall
applied to the cloud environment. The author expressed that administrators should
package the firewall into multiple modules and each module has its specific function.
So, tenants can build their own firewalls through combining different modules. This kind
of firewall is linear in essence and it can’t scale dynamically.

In our scheme, we consider the factors of anomaly detection, load balance, and
dynamic scale to design an efficient parallel firewall system for the cloud environment.

3 System Architecture

As a firewall system for the cloud environment, the system should be scalable, load-
balanced, flexible and efficient. Here, we present CPFirewall: a novel parallel firewall
scheme to realize Firewall as a Service (FWaaS) in the cloud environment. In CPFire‐
wall, we achieve the above features using the four components as shown in Fig. 1. In
this figure, R denotes the single firewall of the parallel system, and r denotes the filtering
rule in the single firewall.

• Anomaly detection. As described in [4], a firewall controls the traversal of packets
across the boundaries of a secured network based on a specific security policy which
is a list of ordered filtering rules that define the actions performed on matching
packets. A rule is composed of filtering fileds such as protocol type, source IP address,
destination IP address, source port and destination port, and a filter action filed.
Filtering actions are either to accept, which passes the packet into or from the secure
network, or to deny, which causes the packet to be discarded. The packet is accepted
or denied by a specific rule if the packet header information matches all the network
fileds of this rule. Otherwise, the next following rule is used to test the matching with
this packet again. Similarly, this process is repeated until a matching rule is found or
the default policy action is performed. A firewall policy anomaly is defined as the
existence of two or more different filtering rules that match the same packet. In the
cloud, the network gets larger and larger and the firewall rules increase in number.
Tenants want to build their own parallel firewalls conveniently and should not find
rule anomalies in these firewalls. It is the complex interdependence among the rules
that makes firewall policy management a very challenging job. For this reason,
anomaly detection is crucial for CPFirewall. This component will analyze the rules
through splitting rules to detect anomalies. We will build the Wrapset according this
step to help rule allocation component to realize load balance.

• Rule allocation. In this component, we count the number of packets passing through
the firewall system according to their certain filtering filed value. Then we averagely
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divide the packets into t (parallel level) groups according to the statistic and distribute
them into t single firewalls. After finishing rule allocation, we will adjust the rule
order in single firewall to improve the efficiency of our system. We also use this
module to realize virtual firewall resource scaling dynamically through reallocating
the rules according to the new system workload.

• Classifier. The classifier will send the packets to the corresponding single firewall
according to certain filtering filed. This is different from the classifier of the model
in [6], because it considers the characteristics of the data traffic according to the result
of the rule allocation mechanism. Therefore, it can process t (parallel level) packets
at the same time. This can greatly improve the efficiency.

• Monitor. This component mainly monitors the workload status of the system. There‐
fore, we can make adjustments according to the statistic to realize virtual firewall
resource scaling dynamically.

CPFirewall

Packets

R 1 = { r11 , r12 ,r13 r1m }

R 2 = { r 21 , r22 , r 23 r2n }

R t = { rt1 , rt2 , rt3 rtp }

Classifier

Anomaly detector

Rule allocator

M
onitor

Fig. 1. CPFirewall architecture

According to this design, we implement CPFirewall with Python.

4 CPFirewall Implementation

As we can see in Fig. 1, CPFirewall has the four key components. In the following, we
introduce these modules in detail.

4.1 Anomaly Detector

Generally, there are four kinds of rule anomalies [4]. (1) Shadowing anomaly: A rule is
shadowed when a previous rule matches all the packets that match this rule, such that
the shadowed rule will never be evaluated. If the shadowed rule is removed, the security

CPFirewall: A Novel Parallel Firewall Scheme 125



policy will not be affected. (2) Correlation anomaly: Two rules are correlated if the first
rule in order matches some packets that match the second rule and the second rule
matches some packets that match the first rule. Rule Rx and rule Ry have a correlation
anomaly if Rx and Ry are correlated and the actions of Rx and Ry are different.
(3) Redundancy anomaly: A redundant rule performs the same action on the same
packets as another rule such that if the redundant rule is removed, the security policy
will not be affected. (4) Generalization anomaly: A rule is a generalization of another
rule if the first rule matches all the packets that the second one could match but not the
opposite. In CPFirewall, we adopt a rule-splitting algorithm to detect these anomalies
and use its result to build a Wrapset to realize rule allocation.

(1) Rule-splitting.
We can easily prove that two firewall rules have overlapping data packet space if
and only if all of their filtering fileds have intersection. If there are disjoint filtering
fileds between two rules, then the data packets space which they filter has no inter‐
section and there is no anomaly between them. In this rule-splitting algorithm, we
split any two rules or segments into smaller segments according to a certain filed
value until they have no intersection on this filed.

We assume that we will split the rule or segment into  and . There will be five
cases as follows:

S1[i]  
(1) 

S2[i] 

P P

P P

S[i] denotes the i-th filtering filed. It can be S 1] -S[5]. In this case, [i].start
 < [i].start, [i].start ≤  [i].end, [i].end < [i].end. We can spilt  and  into
four parts:

This produces four segments:

Obviously,  is split into two sub-segments  and , and  is split into two sub-
segments  and . We can split following four cases as follows:
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S1[i]  
(2) 

S2[i]  

S1[i]  
(3) 

S2[i]  

S1[i]  
 (4) 

S2[i]  

PP

PP

P P P

P

P P

P

S1[i]  
(5) 

S2[i]  
 P P

P

The effect of the algorithm is to split the rules into disjoint sub segments. The detailed
mechanism of this algorithm is shown in Algorithm 1:

According to the rule splitting algorithm, any firewall rule can be represented by a
union set of some sub segment sets. We will use a two-dimensional matrix to express
the relationship between the rules and sub segments. In the matrix, the ordinate axis
stands for firewall rule and horizontal axis stands for sub-segment. For example, we
have the following rules which are listed in Table 1.

Table 1. Rules example
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After we split the rule into sub segments, we can draw the following rule-segment
matrix table. The five rules are split into ten sub-segments according to the algorithm
as shown in Table 2. In the matrix, “A” denotes that the rule allow the packet to pass
while “N” denotes that the rule does not allow the packet to pass.

Table 2. Rule-segment matrix

We can find the four kinds of anomalies through scanning the matrix. For example,
r1 and r3 have the same segment set and all the actions of the corresponding segments
are the same. So it is a redundancy anomaly. We can also see that r0 and r1 can match
some same packets. As they include segment s10 at the same time. But the action is
different for these packets which s10 can matches. Because r0 is in the front of r1, so this
is a type of shadowing anomaly. Similarly, we can figure out the other two anomalies
through scanning this matrix. When we find the anomalies, we will remind user to deal
with these anomalies.

(2) Building Wrapset
For a redundancy anomaly, we can remove one of the rules. This does not influ‐
ence the correctness of the system. However, for other anomalies, the ordering
of filtering rules in a security policy is very crucial in determining the firewall
policy because the firewall packet filtering process is performed by sequen‐
tially matching the packet against filtering rules until a match is found. If
filtering rules are independent, the ordering of the rules is insignificant. But
when the rules have the same sub-segment, if the relative rule ordering is not
carefully assigned, some rules may always be screened by other rules producing
an incorrect security policy and action. To solve this problem, we build the
Wrapset. We put the rules which have at least one identical segment into this set
according to the rule-segment matrix. The user can then only consider the rule
ordering in the Wrapset. Also, when we allocate the rules in the Rule allocation
module, we must take the Wrapset as one object to keep the logic order of these
rules in them.

Now, we will analyze the algorithm which builds the Wrapsets. For each sub
segment, if there are multiple rules corresponding with it, then, the algorithm will put
these rules into a Wrapset. If some rule has existed in other Wrapsets, the algorithm will
put these Wrapset into the new Wrapsets. The algorithm is shown in Algorithm 2:
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4.2 Rule Allocator

In this module, we introduce how to realize load balance and dynamic scale.

(1) Load Balance
In this section, we first introduce the Exponential smoothing (ES). And then we
will use ES to allocate and rearrange rules.

• Exponential smoothing
Exponential smoothing (ES) is presented by Robert G.Brown in [13]. Exponential
smoothing is a technique that can be applied to time series data, either to produce
smoothed data for presentation, or to make forecasts. The time series data themselves
are a sequence of observations. The observed phenomenon may be an essentially random
process, or it may be an orderly, but noisy, process. Whereas in the same forecasting
method the past observations are weighted equally, exponential smoothing assigns
exponentially decreasing weights over time. Exponential smoothing is commonly
applied to financial market and economic data, but it can be used with any discrete set
of repeated measurements. The raw data sequence is often represented by {xt} begin‐
ning at time t = 0, and the output of the exponential smoothing algorithm is commonly
written as {st}, which may be regarded as a best estimate of what the next value of x
will be. When the sequence of observations begins at time t = 0, the simplest form of
exponential smoothing is given by the formulae:

(1)

Where α is the smoothing factor, and 0 < α < 1.

• Rule allocation
In this section, we sort the rules according to a certain filed value. The rules in the
same Wrapset should be taken as one rule object to keep the logic order when the
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rules are reallocated in the following steps. Then we divide these rule objects into t
(the number of single firewalls in parallel system) groups according to their average
number of matching packets as shown in Fig. 2:

g p g

Fig. 2. Rule allocation

In this figure, every unit represents a value of this filed, r means rule and R means
the rule group. In every group, the filed values of these rules are in the same range and
every group almost matches the same number of packets. At last we allocate the t rule
groups to t single firewalls. Then the classifier will send the packets to different single
firewalls by judging which group it belongs to according to the filed value.

If the filed value of the packet is any value (expressed by ‘*’), the classifier will make
t copies and send it to all the single firewalls. The monitor will decide the action
according to the t results.

In order to reduce noise and improve correctness, we calculate the ES values for
every packet number matching the filed and take it as the basis to divide group.

• Rearranging rules
In a single firewall, the firewall packet filtering process is performed by sequentially
matching the packet against filtering rules until a match is found. Therefore, if we
put the rule which matches the most packets in the front of the rule queue, the
efficiency of this firewall will be improved greatly. Thus, we record the number of
every rule matching the packets during a period and calculate the ES values. Then
we sort the rules by number in descending order. Certainly, Wrapset is also taken as
one rule object. The rule allocation algorithm is shown in Algorithm 3.
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(2) Scaling Dynamically
The monitor module will record the status of the system. If the system efficiency
gets low, CPFirewall will recalculate the ES values for the filed value and evaluate
the load to decide the parallel level and redistribute the rules according to the rule
allocation algorithm to change the number of the firewalls in the parallel system.

To ensure the correctness of the system during the reallocation time, firstly, we can
add the new rules to the end of the single firewall. Then we update the classifier to
distribute the packets according to the new allocation result. At last, we delete the old
rules one by one. This algorithm is shown in Algorithm 4.

4.3 Classifier

As we can see from Section B, the classifier will distribute the packets only according
to one of their filed values. The decision-making tree has only one layer as shown in
Fig. 3, and just needs to compare once for each packet while the multi-layer classifier
need to compare multiple times. Therefore, this can reduce the load of classifier greatly
and improve the performance of the whole system significantly.

Fig. 3. Classifier mechanism
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On the other hand, if the filed value of some packet is any value (denoted by ‘*’), it
can make t copies and sent it to all the single firewalls to ensure the system can filter all
the packets.

4.4 Monitor

In this component, the monitor can record the packet quantity information. Users can
use this information to decide how to scale the system. At the same time, as described
in Rule allocation section, if the packet’s filed value is any value, the monitor can collect
the result of all the single firewalls to decide the action for the packet.

As we can see, compared with traditional parallel firewall systems, CPFirewall
simplifies the design of the classifier, and realize the features of load balance and
dynamic scale. It not only improves the system performance but can also be applied to
a cloud environment.

5 Experiment and Analysis

In this section, we test the CPFirewall system from two aspects. Firstly, we deploy a
simple system to verify the system feasibility. In the experiment environment, we deploy
the virtual network on the Openstack platform. The virtual router connects the Internet
through a switch. We will use the virtual firewall to control the virtual network to access
the external network.

Secondly, we test the system performance through simulation experiments.

5.1 Rule-Splitting Algorithm Experiment

Rule-splitting Algorithm correctness validation
In the anomaly detection section, we introduced the rule-splitting algorithm and

building Wrapset. To verify the correctness, we list several rules as shown in Fig. 3. We
get 11 segments through splitting the rules. We show the relationship between the rules
and the segments in Fig. 10. The rule includes the segments which are below it. For
example, r1 includes these segments of s1, s3, s4, s6, s10. We can find that every rule
includes several segments from Fig. 4. These segments are disjoint with each other. We
build the rule-segment matrix as shown in Table 1 to show this kind of relationship. In
Table 1, ‘A’ means that the rule accepts the packets which the corresponding segment
can filter, and ‘N’ means they deny the packets. We can figure out the relationship
between every rule and the segments through scanning this table. For example, on
segment s10, r0, r1, r3 have overlapping space. So, there exists an anomaly among them.
Other anomalies also can be detected by scanning rule-segment table.

Then, we build the Wrapset (collide set) according to the RS table:

This shows that r2 and r4 have no overlapping filtering space with other segments,
but r0, r1 and r3 have overlapping filtering space.
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Rule-splitting Algorithm performance analysis
In this part, firstly, we test the efficiency of this algorithm using different numbers

of rules which are complex and have a lot of anomalies among them. We find that in
this circumstance, the time needed increases exponentially with the rule number when
the rule number exceeds 70. This is because the algorithm will split the rules which have
overlapping filtering space with others into small segments. On this basis, to ensure these
segments are disjoint with other segments, we need to split them further. In reality, there
are almost no so many anomalies among the rules, so this is a limit test. Then we test it
in ordinary circumstances and find that the processing time is basically proportional to
the rule number. The experiment results are shown below (Figs. 5 and 6).
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Fig. 4. Rules and corresponding segments
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5.2 Rule Allocation Experiments

Validating the ES for the system stability
In this experiment, we test the ES’s stabilization role for the system. We record the

matching packet number of a rule every minute for half an hour. We can see the original
data record fluctuates sharply. Its standard deviation is 30.6. We calculate the results
using ES respectively when α = 0.1, 0.3, 0.5, and the corresponding standard deviations
are 17.7, 20.8, 23.6. So, when α = 0.1, the data has the lowest fluctuation. Using ES can
ensure the stability of the system to avoid rearranging rules in single firewalls frequently.
The experiment result is shown in Fig. 9.

Validating the load balance feature
In this experiment, we get the load status of 20000 packets during a period in our

system. We define parallel level as T. In this experiment, T takes five values: 4, 6, 8, 10,
12. And every single firewall’s load is shown in Fig. 10 (Figs. 7 and 8).

As we can see from the result, no matter what the parallel level is, every single
firewall’s load in our parallel system almost are equal.
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5.3 System Performance Experiment

In this part, we will compare CPFirewall with an ordinary firewall, a parallel firewall
based on packet classification and a parallel firewall based on rule distribution in effi‐
ciency. There are 25 rules in this experiment and the parallel level is 4. We test these
firewall systems using 5 data groups. In order to make the experimental effect clearer,
we make every rule delay a millisecond. If so, this also gives a bit challenge to the
classifier. The result is shown below.

As we can see in Fig. 9, comparing with the ordinary firewall, parallel firewall based
on packet classification’s (Parallel FW 1) efficiency is four times higher. This is because
in the parallel firewall based on packet classification, the number of packets every
firewall needs to process is 1/4 of the ordinary firewall. For the parallel firewall system
based on rule distribution (Parallel FW 2), every single firewall has about six rules.
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According to probability theory, the average number of matching rules is 3. This is a
great improvement over 12 in an ordinary firewall. We find that it saves 45 s compared
to an ordinary firewall in processing 5000 packets. CPFirewall has combined the advan‐
tages of these two systems and has a great improvement in efficiency. In our simulation
system, it just spends 16.3 s in processing 5000 data packets (every rule has 1 ms delay),
while the other two parallel systems will spend 28.9 s and 63.6 s.

Next, we test the compare times between the packets and the rules when the packets
pass through the firewall system. In the 5 experiments, the average compare times of
the ordinary firewall and the parallel firewall system based on packet classification are
almost equal, nearly 12 times. In the parallel firewall system based on rule distribution,
because it needs to make copies of the packets, the average compare times is nearly 10.
However, in CPFirewall, because rule redundancy is small in a single firewall, the
average comparison times is near 2.4; much lower than other schemes.

In these experiments, we have verified the correctness of the algorithms and tested
the performance of related mechanisms. Based on the integration of the upwards test
results, we can draw a conclusion that CPFirewall is applicable to the cloud computing
environment.
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6 Conclusion and Future Work

In this paper, we design the CPFirewall, a novel parallel firewall scheme for FWaaS in
the Cloud Environment, which matches the demands of the scalability and efficiency of
the cloud environment. In order to realize these features, we present anomaly detection,
load balance and dynamic scale mechanisms. At the same time, we also improve the
performance and stability of the system through some algorithm. At last, we evaluate
the flexibility and the performance of the system in experiments.

In the future, we will continue to improve our system. This includes strengthening
the system monitoring ability to realize auto scale, optimizing algorithm to further
improve system performance, adding more components to form a complete firewall
system, solving the secure problem when migrating VMs. In summary, we believe Fire‐
wall as a Service is a key step to push the further development of network function
virtualization in the near future.

CPFirewall: A Novel Parallel Firewall Scheme 135



Acknowledgment. This paper work is based on the Fudan-Hitachi Innovative Software
Technology Joint Laboratory project-cloud virtualized resource management system. This work
is also supported by 2014–2016 PuJiang Program of Shanghai under Grant No. 14PJ1431100 and
2015–2017 Shanghai Science and Technology Innovation Action Plan Project under Grant No.
15511107000. We would like to give our sincere thanks to them for all the support and advice.

References

1. Acharya, H.B., Gouda, M.G.: Firewall verification and redundancy checking are equivalent.
In: INFOCOM, 2011 Proceedings IEEE, pp. 2123–2128. IEEE (2011)

2. Liu, C., Mao, Y., Van der Merwe, J., et al.: Cloud resource orchestration: s data-centric
approach. In: Proceedings of the Biennial Conference on Innovative Data Systems Research
(CIDR), pp. 1–8 (2011)

3. Lam, H.Y., Wang, D., Chao, H.J.: A traffic-aware top-n firewall approximation algorithm.
In: 2011 IEEE Conference on Computer Communications Workshops (INFOCOM
WKSHPS), pp. 1036–1041. IEEE (2011)

4. Al-Shaer, E., Hamed, H.: Design and implementation of firewall policy advisor tools. DePaul
University, CTI, Technical Report (2002)

5. Al-Shaer, E.S., Hamed, H.H.: Discovery of policy anomalies in distributed firewalls. In:
INFOCOM 2004, Twenty-third Annual Joint Conference of the IEEE Computer and
Communications Societies, vol. 4, pp. 2605–2616. IEEE (2004)

6. Fulp, E.W.: Parallel firewall designs for high-speed networks. In: INFOCOM 2006, 25th
IEEE International Conference on Computer Communications, Proceedings, pp. 1–4. IEEE
(2006)

7. Hamed, H.H., El-Atawy, A., Al-Shaer, E.: Adaptive statistical optimization techniques for
firewall packet filtering. In: INFOCOM 2006, vol. 6, pp. 1–12 (2006)

8. Chaure, R., Shandilya, S.K.: Firewall anamolies detection and removal techniques – a survey.
Int. J. Emerg. Technol. 1(1), 71–74 (2010)

9. Hajjat, M., Sun, X., Sung, Y.W.E., et al.: Cloudward bound: planning for beneficial migration
of enterprise applications to the cloud. ACM SIGCOMM Comput. Commun. Rev. 40(4),
243–254 (2010)

10. Khakpour, A.R., Liu, A.X.: First step toward cloud-based firewalling. In: 2012 IEEE 31st
Symposium on Reliable Distributed Systems (SRDS), pp. 41–50. IEEE (2012)

11. Lee, S., Purohit, M., Saha, B.: Firewall placement in cloud data centers. In: Proceedings of
the 4th annual Symposium on Cloud Computing, p. 52. ACM (2013)

12. Yu, S., Doss, R., Zhou, W., et al.: A general cloud firewall framework with dynamic resource
allocation. In: 2013 IEEE International Conference on Communications (ICC), pp. 1941–
1945. IEEE (2013)

13. Gardner, E.S.: Exponential smoothing: the state of the art. J. Forecast. 4(1), 1–28 (1985)

136 Z. Wang et al.



Dependency Aware Business Process Analysis
for Service Identification

Jiawei Li1,2, Wenge Rong1,3(B), Chuantao Yin2, and Zhang Xiong1,3

1 State Key Laboratory of Software Development Environment,
Beihang University, Beijing, China

{jiawei.li,w.rong,xiongz}@buaa.edu.cn
2 Sino-French Engineer School, Beihang University, Beijing, China

chuantao.yin@buaa.edu.cn
3 School of Computer Science and Engineering, Beihang University, Beijing, China

Abstract. As a fundamental phrase in the life cycle in SOA, service
identification has a huge impact in building up SOA based applica-
tions. Several service identification methods focus on the definitions of
loosely coupled and a high cohesion inside services. There is a majority
using business process as input. Because of the simplification of rela-
tion between process in most of the process modelling language, depen-
dency between business process is ignored. However, dependency is an
inevitable factor to performance of future system. In this paper, we pro-
posed a procedure of dependency aware process analysis for service iden-
tification method to ensure not only the characteristics of SOA but also
the dependency between services. With this procedure, we tried to have
a group of services with visible dependency from analysing the business
process and requirements.

Keywords: Service identification · SOA · Process fragment · Business
process

1 Introduction

During the process of building business agility, service oriented architecture
(SOA) is proposed and widely adopted for building flexible and efficient informa-
tion systems [6,7,29], due to its advances in alignment of business-IT strategy
[14]. Before fully utilising service oriented computing, there is an essential task
assuring the alignment between business needs, which is normally referred as
service identification [3]. Service identification is fundamental since its outcome
will have an influence to the development of the system in the future [18].

There are three main strategies to identify services within SOA, i.e., bottom-
up, meet-in-the-middle and top-down [2], among which top-down strategy is
currently the most popular candidate to assure the alignment of business strat-
egy and the services in SOA [10]. Within different kinds of top-down methods,
process driven service identification is a typical approach since process is suit-
able for communication between business and the information technology [9].
c© Springer International Publishing Switzerland 2015
L. Yao et al. (Eds.): APSCC 2015, LNCS 9464, pp. 137–152, 2015.
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Though process oriented service identification has been widely adopted, there
are also several technical challenges and an important one is that the business
process modelling usually ignores the dependency between process and the trace-
ability of requirement [21].

The degree of dependency will influence the coupling and cohesion between
software element and the dependency of requirement itself has a strong impact
on future bugs [26]. Dependency is so critical that bottlenecks, blockages on the
work flow or waiting occur due to a underestimate of dependency [23]. During
the development phrase of services, business goal and business objectives are
performances indicators to services [20]. Importantly, services with high adap-
tation to business changes demand a necessity to store the dependent relations
between business requirements and the IT realization [22]. Therefore, using a
business process as input is not enough to solve the problems of management
and traceability of the services [9].

To solve this problem, a lot of efforts have been devoted in the literature and
the methods are mainly studied from three perspectives, i.e., process modelling,
goal dependency management, goal/process traceability. One method called User
Requirement Notation (URN) tried to provide more powerful process modelling
[21]. However, URN is an incomplete modelling language for business process and
currently common modelling language is BPMN [5]. Some other solution tried
to solve this problem by focusing on requirement dependency [26]. A method
called i* [30] is proposed for traceability of non-functional requirement with all
kinds of possible dependencies. Similarly, NFR is another goal oriented mod-
elling method designed specially for non-functional requirements [19]. However,
these methods have a strong focus in non-functional requirements. KAOS [16] is
in other hand a goal oriented method concerning functional and non-functional
requirements. Alternatively a method named GoalBPM proposed in [15] is an
informal framework for goal/process traceability. However this traceability solu-
tion is dependent on an ambiguous definition of effect annotation.

In this research, a dependency aware process analysis method is proposed for
service identification. Firstly the requirements will be modelled in the form of sce-
narios in the requirement acquisition phrase since the business process is another
representation of requirements [4]. The scenario will be translated into process
fragment [8] and each fragment represent a candidate service. Finally services
will be grouped together according to the goal oriented model. By analysing the
dependency between process fragment, this method identifies services in respect
with the traceability succeeding from business goals and process the dependency
relation coming from requirement analysis.

The rest of the paper is organised as follows. Section 2 will introduce the
background about service identification and related methods from process ori-
ented perspectives. In Sect. 3 we will present the proposed method and Sect. 4
will evaluate it via a case study and discussion. At last Sect. 5 concludes the
paper and points out possible future work.
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2 Related Work

To implement an efficient SOA based applications, one preliminary task is to
obtain proper services [1]. In this phrase, there are three main strategies, i.e.,
top-down, meet-in-the-middle, bottom-up, among which the top-down strategy
has been attached much importance due to its simpleness and capability of
aligning IT-business strategy. A straightforward idea is to use business entity
for service identification by analysing the connection between business entities
using mathematical algorithm [18]. Every element of business for example a
business process or a requirement is considered as a business entity. By using
Particle Swarm Optimization (PSO) cooperated with metrics design, entities
with strong connection will be grouped together but users have to research the
definition of service.

A top-down strategy can have two types of inputs [11], i.e., use cases and
business process [13]. Business process oriented top-down methods created ser-
vices by analysing different business process or work flows as the minimum com-
munications between tasks helps to group them [12]. A service means a group
of tasks as such there is the less communication outside and the most cen-
tralization inside. Similarly Ma et al. tried to separate a business process by
weighting different characteristics of SOA so that customers obtain a group of
services with balanced characteristics according to their needs [17]. Because SOA
enhances the flexibility and reusability of services according to the design prin-
cipal of SOA [14], in order to balance the different contradictory characteristics
the proposed matrix achieve the requirements of an information system. Another
process driven method, P2S, analyses additionally the data transporting between
tasks [1], which is suitable in solving complex process where the interoperation
lies and it groups cooperating tasks together. Applying a new definition of busi-
ness value for finding the services definitions, P2S provides a solution to combine
data analysis with the design metrics.

However, all these process driven methods concentrate on decomposing the
business process. Lack of the dependency between process and traceability of
goals brings another challenge for further quality analysis [27]. One solution
to find dependency of business process is using URN [21], which has a high
quality in managing dependency but its design pattern is however incomplete
in reality. To make it suitable for applications, there are three essential parts
needed [21], i.e., a modelling language for business process in order to have a
graphic representation; a goal oriented method for management of requirements;
a method to relate the requirement engineering result with the business process.
As a result a more sophisticated business process modelling language is proposed
and named BPMN [30].

There are several methods to manage the goal oriented requirement traceabil-
ity and its dependency. For example Koliadis et al. proposed GoalBPM frame-
work [15] linking BPMN with KAOS (Knowledge Acquisition in Automated
Specification of Software System) [16]. This framework serves to control the satis-
faction of goals in business process development. An alternative efficient goal ori-
ented method is i* [30]. Based on an analysis on the dependency relation between
actors, i* form a self explained modelling languages for tasks in business process.
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Another goal oriented requirement traceability method is NFR [19], which go
further more on analysing the non-functional requirement and relations. By clas-
sifying goals in different layers, NFR built a goal oriented system similar to
KAOS model. Instead of focusing on the logical hierarchy between goals, NFR
manages to put non functional requirements as a soft goal in the dependency
tree.

From the literature it can be concluded that the business process has a strong
connection with the requirement engineering [4]. In other words, business process
is another representation of requirements and it combines related and elicited
requirements together. To model and verify a business process, we need a require-
ment engineering method [25,28]. Process fragment [8] is designed to specify an
action needed for comparing a business process to it in order to control the busi-
ness process. Matching a scenario of requirements to a process fragment helps
to understand the logic inside a business process.

3 Dependency Aware Service Identification

From previous discussion, it is clear that dependency in service identification
phrase is of much importance. In this research a dependency aware process analy-
sis framework is proposed. In this research BPMN is employed for modelling
business process. BPMN is a more powerful and XML oriented language which
is a machine friendly language and propose a larger choices for gateway and for
special cases and a graphic representation of business process for understanding
easily [5].

Specially, a three stage service identification mechanism is adopted in this
research. (1) In requirement acquisition phrase, we recognise requirements as
scenarios using a traditionally popular method CREWS-SAVRE [24]. After hav-
ing a library of requirements, we build up a goal oriented model according to
KAOS [16]; (2) We will match scenarios with the business process for process
fragment. (3) We will group different services candidate together according to
the dependency tree, where requirements which have dependent relations and
which locate to the same root of goal are highly recommended to group together.

3.1 Requirement Acquisition

In this research the requirements are defined as follow:

R = {Id,D, S, Sc} (1)

where Id is a unique code for each requirement. D is an original semantic descrip-
tion of the requirement. S is the source of the requirement and the source should
be a role instead of the physical person; Sc is a set of scenarios.

The goal central traceability map is built as KAOS defined in [16]. A branch
of requirement dependency tree is defined as follow:

K = {R, tr, T t, Sr} (2)



Dependency Aware Business Process Analysis for Service Identification 141

where R is the requirement, tr is the trace between requirements. The trace
direction is always coming from leaves to root. Tt is for specialising the type
of the trace. Sr is the satisfaction relation which should be “satisfied”, “weak”
or “unsatisfied”. A requirement with all its scenarios satisfied by the business
process should be in state “satisfied”. If only some scenarios are satisfied, the
relation is “weak”. Otherwise, the requirement is “unsatisfied”.

According to the definition of scenario in [24], we define a scenario as a
sequence of events which is one possible pathway through a use case.

Sce = {ev0, ..., evp} (3)

where two types of scenarios are further defined. Execution scenario is the sce-
nario designed for execution. Forbidden scenario is a constraint and should not
be executed.

In this research a scenario is formed by events. In [24] an event should save
the state of system before or after an action showing a change. In order to
simplify the comparison between scenarios and business process, we use only the
information of changing state (event) but not the action needed in requirements.
Therefore, event is defined as a set of data with its new state and the information
of the changing source. Each data has a data object, a state of data and changing
source.

ev = {Dt1, ...,Dtq} (4)

Dtl = {Do, st, sc} (5)

As analysing the similarity between scenarios and business process, process
fragment is a part of business process and can be located as follow.

PF = {Id, T,E, F,A,G,L,Δ} (6)

where Id is the indicator of the requirement.T is a set of tasks.E is a set of events.F
is a set of flows and each flow is defined as f = {id, name, sourceRef, targetRef}.
A is a suit of associations and there are two types of association, i.e., (1)Association
{Id, name, sourceRef, targetRef, associationDirection} and (2) DataAssocia-
tion {Id, name, sourceRef, targetRef, ioSpecification,DataSet}. If data asso-
ciation is linked to an input data, the sourceRef is set as itemAwareElement.
The ioSpecification is input and the DataSet is an inputSet. If the data associ-
ation is linked to an output data, the targetRef should be itemAwareElement.
The ioSpecification is output and the DataSet is an outputSet.

G is a set of gateways and defined as g = {id, name, eventGatewayType}.
L is a set of swim lanes and each lane in L is lane = {id, name,
childLandSet, flowElementRef}. Δ is a set of Data and each data object
belonging to Δ is defined as data = {id, name}. Input Data is a data object
linked to a data association with ioSpecification = input. Output Data is a
data object linked to a data association with ioSpecification = output. Message
association is a data association connected at one end with a message. Simple
data association is an association not linked with input data, output data or
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message. If an association is a simple association, this association serves to con-
nect an internal task with a task outside of the current participant. Event shows
changes in state of data or information before and after a task. We can now
compare the difference to know a business fragment and the matching process
will be illustrated in the next section.

3.2 Scenario Matching

The objective of this step is to locate a process fragment linking to scenario
of a requirement in the business process. Business process (BP) has a similar
definition as process fragment (PF):

BP = {T,E, F,A,G,L,Δ} (7)

But for a business process, it should have at least one start event and one
end event. Normally BP belongs to PF but an instance of PF is not always
a BP. In order to manage dependency in each business process, we define a
relation matching matrix. This matrix serves to map the business process to
the satisfied process fragment in a requirement. Satisfaction process fragment
management matrix linked to the giving business process saves information of
connected requirements. This matrix is defined as:

Mi := [Id, pf1, ..., pfm] (8)

This matrix is a 1 × (m + 1) matrix. where Id is the unique indicator of a
requirement. If the business process satisfies the scenario of this requirement,
the corresponding pfj equals 1, otherwise 0. The size of this matrix is depending
on the number of scenarios processed by the corresponding requirement. All
the management matrix form a set M [n]. After searching for the corresponding
requirements and scenario sets for each Mi, we have a set of requirements linked
to the business process R[n]. For each chosen Ri we have a set of process fragment
PFi[m] linked to them. For each Ri we will check each scenario Scei. If the
sequence of process is found matching with the sequence of events in scenario,
pfij+1 ∈ Mi is set as 1, otherwise 0.

Comparison of scenario and business process begins with the first event in
Scei. According to the definition of PF , we can define a τ{F,A,L,Δ}. The
elements belonging to F are sequence flows, condition flows or default flows.
A condition flow or a default flow is considered as an special event. Inside this
event, we recognise the condition as information inside the data. In other words,
when we met a conditioned gateway, we should match the condition with the
existing content of data in an event. Otherwise, a task can only have one in and
one out, so the flow pointing to the task or the flow departing from the task
do not influence the comparison of scenarios and business process. If a scenario
has found a matching sequence of tasks, the flows in business process will be
succeed by the process fragment. As the definitions of the relation between task
and input, output data, we know that all the data are linked to a certain task by
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data association or association. In consequence, most of the comparison is laid
in the difference between associations and lanes.

Events are normally positioned before a task or after one. In this research
we supposed that our process fragment contains the task before the event but
the task after the last event would not be counted. Firstly, we can identify if the
belonging lane of a task is the same as the changing source of the event. A task’s
belonging lane should be the same to the changing source of the data in post
event. When a event has more than one changing source, it is possible only if
this event is after a gateway. The other case, an event has only one changing
source to all the data, because a task can have only one in and one out. A piece
of data can have in general four state: create, read, update, delete (CRUD) [1].
We group all the actions such as: rewrite, fill up, send, copy, etc. in the update
state which means an operation done on data. Therefore given task τ and several
flows F , associations A, swim lanes or collapsed pools L, some pieces of data
D linked to the tasks, we can list the matching method as below for a satisfied
scenario.

To match an event with an event in business process: (1) If a start event is
an event with message mission, for the same message should at least have a data
data ∈ ev and data.state =′ R′ with message being a part of the data. (2) If
a end event is an event with message mission, for the same message should at
least have a data data ∈ ev and data.state =′ U ′ with message being a part of
the data.

To match an event with a task: (1) datal ∈ ev, datal.state = C,
datal.dataObject ∈ τ.outputdata or datal.dataObject ∈ τ.message with the
message association pointed out and datal.dataObject does not be found
before. (2) datal ∈ ev, datal.state = U , datal.dataObject ∈ τ.inputdata or
datal.dataObject ∈ τ.message with the message association pointed to the task
and datal.dataObject ∈ τ.outputdata or datal.dataObject ∈ τ.message with the
message association pointed out. As updating is a complex operation on a piece
of data, the detail definition of the same update action should be defined by the
company itself. (3) datal ∈ ev, datal.state = R, datal.dataObject ∈ τ.inputdata
or datal.dataObject ∈ τ.message with the message association pointed to the
task. (4) datal ∈ ev, datal.state = D, datal.dataObject ∈ τ.inputdata or
datal.dataObject ∈ τ.message with the message association pointed to the task.
In this case we should be sure that this object will no longer be used any more.

When an event is found matching with a data state between two tasks, the
task in front of the testing event will be examined if it situates in the supposing
lane. If so, the task should be a part of the process fragment. As we are going
through the business process for a scenario, we will have a result of satisfaction.
For a scenario finding a process fragment fulfilling all the events of the scenario,
this scenario is satisfied, otherwise it is unsatisfied. To build process fragment,
we ignore the tasks or the gateways between two matched tasks and use a simple
flow for connection. If the matched tasks have a parallel, inclusive or exclusive
relation between them, the gateway relation should be heritage to the process
fragment. After building up the matching process fragment, we obtain several
matching matrix for the relation between business process and requirements.
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3.3 Service Grouping

In this phrase, we already have business process linked to requirements by match-
ing matrix. As we used the scenario comparison, the location of the requirement
should group several task together or perhaps it is just located in one task.
A matching scenario form a candidate service. For the candidate services answer-
ing the same requirement, we proposed to group together. If a task is identified
being used by several requirements, we recommend to group services according
to the minimum connection rule in respect of loosely coupled.

If two process fragments situated next to one another, we should go through
the requirement dependency relation tree for minimizing the dependent relation
between two service. The dependent requirement will only be analyse for one
generation which means the leaf generation for the requirement. A resulting
service dependency relation is defined as follow:

Rs = {M0, ...,Mx} (9)

It is a set of matching matrix for requirement with a satisfaction level at
least weak. The dependency relation will be traced back to the dependency tree
by the matching matrix. Each time, when a service changes we can trace back
to the related requirements for a verification and according to the goal oriented
model we obtain a list of possible impacted services. In the case that a change
happened to a certain requirement, services linked to the requirement can be
modified rapidly.

4 Case Study

In order to evaluate the service identification method, in this research a case
study about booking process is employed to validate its capability. The booking
process contains a basic hotel booking and an entertainment booking which
is an alternative choice to customers. Each reservation should be paid for a
confirmation of booking. The reservation process is shown in Fig. 1.

To deal with a reservation requirement, the employee of the sales department
will show a detailed price table for customers. If the customers are not satisfied
with the prices and decide not to reserve a room or a ticket, the process will
end. If they continue to the next step, the customer can select from booking
only for rooms, only for tickets or for both. After the booking process, customer
will be satisfied or unsatisfied with the search result. If they need to look up
an alternative choice, it will be easy to restart from the beginning. When the
booking process is completed, the customers are required to pay for a reservation
fare. Afterwards a booking confirmation will be sent to the customers.

4.1 Requirement Acquisition

This booking process is linked with several requirements. We have a list of main
requirements shown in Fig. 2. The goal oriented model is built based on the
model KAOS proposed in [16].
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Fig. 1. Booking process

Fig. 2. Goal oriented model

(1) R1: Customers want to book hotels or entertainment tickets (2) R2:
Customers can look up the price table (3) R3: Customers can have a booking
confirmation feedback at the end of the booking. (4) R4: Marketing department
propose different package of tickets for customers. (5) R5: Hotel wants to avoid
over booking problem. (6) R6: The reservation fee should be pay before the
booking process ended. (7) R7: If clients are not satisfied we can always try to
go back to repose the price table. (8) R8: Booking fee will be charged to finally
confirm the booking.
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Fig. 3. Scenarios and use case for requirement R1

Taking requirement R1 as an example we can conclude a requirement and
scenarios by using the method proposed in [24], as shown in Fig. 3

4.2 Scenario Matching and Service Grouping

After obtaining scenarios of requirement, we can start to match the process
fragment, as shown in (Figs. 4, 5, 6, 7, 8, 9, 10 and 11). Therefore
we can have a group of tasks as a candidate service {τ2, τ4, τ5, τ6} for
requirement R1. Similarly, we have {StartEvent, τ1, EndEvent1} for require-
ment R2, {EndEvent6} for requirement R3, {τ2, τ3, τ6} for requirement R4,
{τ4, EndEvent2} for requirement R5, {τ7, τ8, τ9, τ10, EndEvent4} for require-
ment R6, {StartEvent, EndEvent3} for requirement R7 and {τ10, EndEvent4}
for requirement R8 (Table 1).

According to the dependency tree, we can group three main ser-
vices:{StartEvent, τ1},{τ2, EndEvent1, τ3, EndEvent2, τ4, τ5, EndEvent3, τ6}
and {τ7, τ8, τ9, τ10, EndEvent4}. For the reason of fulfilling the requirement
7, we can combine the first service and the second one for obtaining two ser-
vices:{StartEvent, τ1, τ2, EndEvent1, τ3, EndEvent2, τ4, τ5, EndEvent3, τ6}
and {τ7, τ8, τ9, τ10, EndEvent4}.

Table 1. Scenarios of requirement R1

Scenario Events

Scenario 1 Need(C) - Need(R) & RoomChosen(C) - RoomChosen(R)
& Confirmation(C)

Scenario 2 Need(C) - Need(R) & Ent1Chosen(C) - Ent1Chosen(R)
& Confirmation(C)

Scenario 3 Need(C) - Need(R) & RoomChosen(C) - Need(R) & Ent1Chosen(C) -
RoomChosen(R) & Ent1Chosen(R) & Confirmation(C)
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Fig. 4. Requirement R1

Fig. 5. Requirement R2

Fig. 6. Requirement R3
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Fig. 7. Requirement R4

Fig. 8. Requirement R5

Fig. 9. Requirement R6

Fig. 10. Requirement R7

Fig. 11. Requirement R8
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Table 2. Comparison between service identification methods

Method Inputs Method Evaluation Apply to this case? For future governance in

SOA?

Requirement

center

method

Business

process in

BPMN

top-down case study and

evaluations

Yes 3 services Yes. No need to redo the

calculation. Services

are traceable linking

to requirements and

they change only

when requirements

change

[1] Business

process in

BPMN

top-down case study and

evaluations

Yes 5 services No. Should redo the

calculation if business

process changes

[12] Petri Net top-down case study and

evaluation

No No. Should redo the

calculation if Petri

Net changes

[17] Work flow top-down case study No No. Should redo the

calculation

[18] Business

Entities

top-down case study and

evaluation

No No. Should redo the

calculation

4.3 Discussion

To evaluate the propose method, it is compared against other popular meth-
ods, as shown in Table 2. [18] method tried to cluster business entities but the
definition of business entities can change from person to person. Once the busi-
ness process changes, the standard of business entities will need to redefine. [17]
method working on a work flow. The result can change according to the weight
matrix at the same time, we should not fix the weight matrix. This matrix can
serve for different business need. [12] is another process driven method work-
ing on analysing the Petri Net. But it mainly depends on a rule respecting the
minimum communications between services. When a new communication build
up, it might influence the belonging location of a task. The structure of services
might also change. [1] is the only method testable to our case study. The result
shows that R6 is separated. We recheck the reason should be a lack of connection
between tasks 7 and 8 and tasks 9 and 10. Therefore, the business process should
have enough details to enable the calculation.

The Dependency aware process analysis service identification method shows
not only an advantage in service identification phrase but also in the continuity
of life cycle of services. If the business process changes for a short period of time,
all the other method have to redo the calculation. As the services identified from
our method serving for certain requirements, there won’t be a great change to
the structure of services but the other method didn’t assure this.

5 Conclusion and Future Work

In this paper we propose a dependency aware process driven goal oriented service
identification method through (1) finding the business requirements in business
process; (2) realising the dependency relation of requirements to business process
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and services in SOA; (3) proposing a service identification procedure. As shown in
the case study, this method can give another proposition of standard to classified
tasks to services. We consider the definition of cohesion and loosely coupling of
SOA has a highly strong link to the requirement. A service serves to the less
requirement possible then it is more specified. A service will be more independent
if it does not have to cooperate with another service serving a same requirement.

As there still have variety of gateways and events in business process, the
process fragment will be faced with more complex business process to match
with. Also, we will study the case that a business process does not fully satisfy a
requirement. For example, if the requirement is difficult to fulfil in the reason of
limiting capability, the important part of scenario will be satisfied and the rest
will be ignored. In this case, the requirement should still be able to be recognized
in a business process.
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Abstract. Cloud computing provides dynamic resource allocation using
virtualization technology to greatly improve resource efficiency. However,
current resource reallocation solution seldom considers the stability of
VM placement pattern. Varied workloads of applications would lead to
frequent resource reconfiguration requirements due to repeated occur-
rence of hot nodes. In this paper, a multi-objective genetic algorithm
(MOGA) is presented to significantly improve the stability of VM place-
ment pattern with less migration overhead. The group encoding scheme
is employed in MOGA to express the mapping of physical nodes and vir-
tual machines (VMs). Fitness function is designed based on the stability
and migration overhead of group. Our simulation results demonstrate
that, our MOGA is much more efficient than other algorithms for resource
reallocation with good stability.

Keywords: Cloud computing · Resource allocation · Genetic algorithm

1 Introduction

Cloud computing [1] provides a huge resource pool shared by a large number of
users. Virtualization technology enables dynamic resource configuration accord-
ing to real demands of applications and greatly improves resource efficiency. Live
migration of VMs is an important way to implement resource reallocation in the
cloud.

Wrasse [2] is designed to handle generalized resource allocation in the cloud.
It uses massive parallelism by orchestrating a large number of light-weight GPU
threads to explore the search space in parallel. Server consolidation [3,4] has
always been studied for green computing. Constraint programming is used to
reduce the number of active physical nodes for energy efficiency while the Ser-
vice Level Agreement (SLA) is guaranteed. Also, economic efficiency of cloud
computing has been studied by many researchers [5,6]. Auction approaches are
presented to balance the relationship between economic efficiency and computa-
tional efficiency.

c© Springer International Publishing Switzerland 2015
L. Yao et al. (Eds.): APSCC 2015, LNCS 9464, pp. 153–164, 2015.
DOI: 10.1007/978-3-319-26979-5 11
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However, current resource management methods seldom consider the stability
of VM placement globally. Due to time-varying resource demands of applications,
current mapping of VMs to physical nodes is not suitable for future workloads.
New hot nodes would appear in the near future, which directly results in another
resource reallocation. The stability of a VM placement pattern should be con-
sidered during dynamic resource configuration.

Resource allocation problem is a kind of combinatorial problem, known as
NP-complete problem. In this paper, we present a multi-objective genetic algo-
rithm (MOGA) to improve the stability of VM placement patterns. The group
encoding scheme is used to exactly express the mapping of physical nodes and
VMs. Fitness function is designed based on stabilization time and migration
overhead of group. Our simulation results show that, our MOGA is efficient for
resource reconfiguration with good stability.

The rest of the paper is organized as follows: Sect. 2 discusses related work
about dynamic resource allocation. In Sect. 3, we give the description of prob-
lem formulation. Objectives and constraints of dynamic resource allocation are
formulated. Section 4 introduces the details of our multi-objective genetic algo-
rithm. Performance comparison of several algorithms are done in Sect. 5. Finally,
we give our summary and future research directions in Sect. 6.

2 Related Work

Being completely different from traditional static resource configuration, cloud
computing enables dynamic resource allocation in accord with time-varying
workloads of applications. Resource efficiency are thus improved significantly.
Many researchers have studied resource reallocation problems.

Dynamic resource allocation usually has the following objectives:

– Green Computing
Server consolidation [3,4,7] is used to decrease the number of active physical
nodes. Power efficiency is greatly improved. Constraints programming [3] and
genetic algorithm [7] are respectively employed to find a solution using the
minimum number of active nodes for green computing.

– Resource Fairness
Resource in the cloud is shared among a large number of tenants. Resource
fairness among numerous users is then studied [8,9]. A multi-resource alloca-
tion mechanism (called DRFH) [8] is presented to assure fair usage of resource
among cloud users using heuristics.

– Economic Efficiency
Resource in the cloud is usually rent in a pay-as-you-go model. Economic
efficiency of cloud computing has been studied by many researchers [5,6].
Trading mechanisms for the demand response are designed to achieve the
maximum social welfare with arbitrarily high probability.

In this paper, our work mainly focuses on the stability of VM placement
pattern. Because workloads of applications are time-varying especially in mobile
cloud computing, the stability becomes more important.
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3 Problem Formulation

Due to dynamic workloads, resource demands of applications vary with time.
Some nodes have frequent resource contention and become busy when work-
loads increase. These nodes are called hot nodes. Hot nodes should be alleviated
by decreasing their workloads to assure service-level objectives (SLAs) of appli-
cations.

Live migration of virtual machine is an important method to alleviate hot
nodes. It re-distributes VMs on a pool of nodes. When remapping VMs to nodes,
we should consider future trends of application workloads to avoid “thrashing” –
much more hot nodes arising in the future. So, stability is an important metric to
choose new VM distribution on nodes. The stability of VM distribution mainly
depends on the total workloads of each node.

Table 1 lists the definition of some symbols used in our discussion.

Table 1. Symbols and Definitions

Symbol Definition

M The total number of physical nodes in the cloud

N The total number of virtual machines in the cloud

Ci The amount of CPU resource that node i supplys

Memi The amount of memory resource that node i supplys

C ′j The amount of CPU resource that VM j requests

Mem′j The amount of memory resource that VM j requests

xij Binary variable, if xij = 1, node i hosts VM j, or else, xij = 0

Dk The kth placement pattern of all VMs in the cloud

mj Binary variable, if mj = 1, VM j migrates once, or else, mj = 0

Tnodei Stabilization time of a node nodei

TDk Stabilization time of a placement pattern Dk

We give the following definitions:

Definition 3.1: A placement pattern Dk is the mode in which a group of appli-
cations (VMs) are distributed on physical nodes.

Definition 3.2: The node i is stable if and only if the node has enough resources
for applications (VMs) residing on it during a certain period of time, no matther
how the workloads of applications vary.

Definition 3.3: The placement pattern Dk is stable if and only if each node in
the placement pattern is stable during a period of time.

Definition 3.4: Stabilization time T means the longest peroid in which a node
or a placement pattern stays stable from a certain time. It is a straight-
forward metric to measure the stability of a node or a placement pattern.
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The stabilization time of a placement pattern depends on that of each node
in it, as shown in the following formula.

TDk
= min{Tnode1 , Tnode2 , · · · , TnodeM}

Then, the problem of dynamic resource allocation is formulated as follows:
having known dynamic workloads of VMs (including predicted future work-
loads), given a set of nodes, the objective of dynamic resource allocation is to
find a placement solution of VMs on physical nodes with longest stabilization
time and minimal number of VM migration:

Objectives: maxTDk
; min

N∑

j=1

mj (1)

Subject To:
M∑

i=1

xij = 1. j = 1, · · · ,N (2)

Ci ≥
N∑

j=1

xijC′
j . i = 1, · · · ,M (3)

Memi ≥
N∑

j=1

xijMem′
j . i = 1, · · · ,M (4)

xij ∈ {0, 1},mi ∈ {0, 1}. i = 1, · · · ,M
j = 1, · · · ,N (5)

We have two objectives: one is to make the new distribution of VMs with
longest stabilization time (maxTDk

); the other is to only migrate the minimal
number of VMs from current status to new status (min

∑N
j=1 mj). The first

objective means that, hot nodes would not appear in the new mapping in a
short time. The second objective requests that migration overhead of VMs from
old status to new status is minimal.

mj =

{
0, if the same node hosts VM j both in old and new status
1, if different nodes host VM j in old and new status

In the above formulae, formula (2) indicates that each VM only resides
one physical node. Formula (3) means that the total amount of CPU resource
requested by VMs residing on a same node is not larger than the amount of
resource supplied by the node. Formula (4) denotes that the total amount of
memory requested by VMs is not larger than the amount of memory supplied
by the node. Formula (5) explains that xij and mi are binary variables.

4 Multi-objective Genetic Algorithm (MOGA)

As dynamic resource allocation problem is a kind of NP-complete problem,
genetic algorithm can be used to tackle the problem in polynomial time. Genetic
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algorithm is to find a solution to resource allocation problem using the evo-
lution theory of biosphere. It uses computers to simulate species reproduction
procedure based on Mendel’s laws of inheritance.

There are several key parts in genetic algorithm (GA) to consider: encoding,
initial population generation, fitness function, main operators, and termination
condition. Encoding is to express chromosomes, genes with elements of resource
allocation problem. Fitness function, which directs evolution procedure, should
be defined to quantify a certain attribute of each chromosome or individual.

Some details in genetic algorithm are discussed in the following.

4.1 Encoding

Encoding is important for genetic algorithm. There are three methods to express
bin packing problems in genetic algorithm: one gene per object, one gene per
bin, one gene per group (bin and objects in it) [10]. In this paper, the encoding
scheme based on group is employed because it can clearly express the relationship
between VMs and physical nodes.

Figure 1 lists examples of the encoding scheme using group. In Fig. 1(a), nine
VMs are deployed on three nodes. Accordingly, there are three genes in the
form of chromosome. Each gene includes one physical node and several VMs
residing on it. A chromosome or an individual signifies a possible solution – a
mapping between virtual machines and physical nodes. In Fig. 1(b), four nodes
host nine VMs altogether. So, the corresponding chromosome has four genes. The
chromosome in Fig. 1(a) has different length with the chromosome in Fig. 1(b).
The GA operators should handle different chromosomes with variable length in
the group encoding scheme.

AB

DC B E

2 5 8 1 4 9

1 6 7 4 3 8

3

5

(b) Chromosome: CBED(C{5,9},B{2},E{1,6,7},D{4,3,8})

(a) Chromosome: BEA(B{2,5,7,8},E{1,4},A{9,3,6})

6

E

7

29

Fig. 1. Examples of group encoding scheme.



158 L. Deng and L. Yao

4.2 Initial Population Generation

A population is a set of chromosomes. Let the population size is popSIZE.
Genetic algorithm usually starts from an initial population which is often gener-
ated randomly. Random generation provides wide search space to find a solution,
but it takes much time to get an optimal global solution. First-fit heuristic is
used to generate the first population. Note that, each individual should meet the
constraints discussed in Sect. 3.

4.3 Fitness Function

Each chromosome is coupled with a fitness value, which signifies its certain
attributes. The objective of genetic algorithm is to find the chromosome with
optimal fitness value.

Fitness function is designed based on the objectives of dynamic resource
allocation. Formula (1) in Sect. 3 lists the objectives. There are two objectives:
longest stabilization time and minimal migration overhead. A fast multiobjective
genetic algorithm (NSGA-II) [11] is used for fitness function. NSGA-II suits well
for constrained multiobjective optimization in any evolutionary algorithm [11].

To simplify the problem, the objectives of dynamic resource allocation is
re-defined as below:

Objectives: minTDk
′; min

N∑

j=1

mj (6)

And,
TDk

′ = MAXV ALUE − TDk

Each chromosome (the lth chromosome ch[l]) in the population has sev-
eral attributes: 1©, nondomination rank (ch[l].rank); 2© crowding distance
(ch[l].distance); 3© the number of VM migration (ch[l].mNum); 4© stabilization
time ch[l].staT ime; 5© time (ch[l].time). The relationship of these attributes is
listed in the following equations:

ch[l].time = MAXV ALUE − ch[l].staT ime

ch[l].rank = G(ch[ ].time, ch[ ].mNum)
ch[l].distance = H(ch[ ].time, ch[ ].mNum)

Function G and H are determined by NSGA-II.
A partial order ≺n of chromosomes is defined as followings.

ch[l] ≺n ch[m],
if ch[l].rank < ch[m].rank
or ((ch[l].rank = ch[m].rank) and (ch[l].distance > ch[m].distance))

If ch[l] ≺n ch[m], it is believed that chromosome ch[l] is closer to optimal
global solution than ch[m].
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4.4 Three Main Operators

There are three main operators in genetic algorithm: crossover, mutation, and
selection.

Crossover. Crossover is for two parents to produce offspring so that children
can inherit much of meaningful information from parents. Using group encoding
scheme, chromosomes may have different length. Crossover should be done on
chromosomes with varied length.

As shown in Fig. 2, there are mainly four steps in operator crossover:

DC B E

8347619 25

A

2 5 7 1 4 9 3 6

B

B E B A

2 5 7 8 1 4 2 9 3 6

crossing site

E B A

1 4 2 9 3 6

(c) Some repeated nodes are eliminated.

E B A

1 4 2 9 3 6 87

(d) Eliminated VMs are reinserted into nodes using FFD heuristic.

crossing site

(a) crossing sites are chosen at random.

(b) genes between crossing sites in the second chromosome are
injected into the first at the first crossing site.

C

5

8

E

Fig. 2. Examples of crossover.
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(1) Crossing sites are chosen at random in both parents.
(2) Genes between crossing sites in the second chromosome are injected into the

first, at the first crossing site. In Fig. 2(b), chromosome BEA(B{2,5,7,8},
E{1,4}, A{9,3,6}) becomes BEBA(B{2,5,7,8}, E{1,4}, B{2}, A{9,3,6}).

(3) Some genes with repeated nodes should be eliminated. Genes with
repeated VMs are also removed. In Fig. 2(c), gene B{2, 5, 7, 8} has the
same node as gene B{2} and is deleted. Then, chromosome becomes
EBA(E{1, 4}, B{2}, A{9, 3, 6}).

(4) Some missing VMs are reinserted into genes using FFD (First Fit Decreasing,
FFD) heuristic. In Fig. 2(d), missing VMs include VM 5, 7, and 8. These VMs
are located on nodes again. Because node E, B, and A cannot host VM 8
due to limited resource, a new node C is added.

Mutation. Mutation may make an individual in the population different from
his parents. It adds new information in an arbitrary way to widen search space
and avoids being trapped at local optima.

Given a small mutation rate qm, some chromosomes in the population are
selected randomly to execute operator mutation. Mutation is to delete some
genes at random in chromosomes. VMs related to deleted genes are re-located
to other nodes using FFD in a random order.

Figure 3 gives an example of mutation. Chromosome EBAC(E{1,4,7},
B{2,5}, A{9,3,6}, C{8}) is selected to be done by mutation and gene B{2,5}
is chosen to be deleted. Then VM 2 and 5 are re-located to other genes using
FFD. After operator mutation, chromosome EBAC(E{1,4,7}, B{2,5}, A{9,3,6},
C{8}) becomes EAC(E{1,4,7,5}, A{9,3,6}, C{8,2}).

CBE

1 4 2 9 3 65 87

E

1 4 7 9 3 6 8

A C

E A C

8 25 69 31 4 7

A

(b) gene B{2,5} is eliminated.

(a) chromosome to be done by mutation.

(c) VM 2 and 5 in deleted gene B{2,5} are re−located to other nodes.

Fig. 3. Examples of mutation.
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Selection. For operator crossover and mutation, appropriate parents must be
selected first in the population. Roulette wheel selection is used to choose parent
chromosomes.

First, function f(ch[l]) is defined:

f(ch[l]) = kch[l].rank − ch[l].distance

The value of constant kch[l].rank is obtained by experimental statistics.
Chromosome ch[l] is selected with the probability pch[l] at random:

pch[l] =
f(ch[l])∑

i fch[i]

4.5 Termination Condition

There are two termination conditions to stop iterations in genetic algorithm:

– stop iterations when maximum generation (MAX GEN) is reached.
– stop iterations when a number of consecutive generations have nearly same

fitness values.

5 Performance Evaluation

In this section, we evaluate the performance of our multi-objective genetic algo-
rithm (MOGA) and respectively compare it with FFD-CPU, FFD-Mem, GA-S, and GA-N.
Here, FFD-CPU indicates FFD algorithm based on CPU resource requests from
applications or VMs. FFD-Mem denotes FFD algorithm according to memory size
requested by VMs. GA-S is a genetic algorithm with only one objective – longest
stabilization time of a placement pattern. GA-N denotes a genetic algorithm with
another objective – minimum number of VM migration. Our simulation results
show that, MOGA better balances the two objectives and achieves a win-win situa-
tion.

All the above algorithms are coded in Java and CloudSim [12] is used to
simulate a cloud computing infrastructure. Our tests are done on a Dell optiplex
with the fourth Gen Intel Core i5 CPU, 8 GB RAM, and 1TB hard drive.

In CloudSim, we simulate 12 physical nodes and 32 VMs. Dynamic resource
requests (only CPU and memory) of these VMs are saved in matrices. Population
size is set as 16 (popSIZE = 16). The value of constant MAX GEN is 24
(MAX GEN = 24). Crossover rate (qc) is 0.8 and mutation rate (qm) is 0.1.

5.1 Evolutionary Process of MOGA

First, we observe the evolution process of multi-objective genetic algorithm from
initial population to the maximum generation.

Figure 4 depicts the evolutional process of MOGA. Horizontal axis expresses the
normalized value of stabilization time of each chromosome. We set the shortest
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Fig. 4. Evolutional process of multi-objective genetic algorithm.

stabilization time as 1. Vertical axis shows the number of VM migration. The
number of VM migration is just estimated roughly by comparing source node and
destination node of each VM. Only the initial population, the eighth generation,
the sixteenth generation and the twenty-four generation are listed in the figure.

From Fig. 4, we can find that, the reproduction process of individuals moves
gradually towards the best solution (longer stabilization time and less number of
VM migration). The process begins with quick changes. The initial population is
quite different from the eighth generation. But the change becomes small in the
later. The sixteen generation is close to the twenty-four generation. Evolutional
process after the twenty-four generation is a little meaningful.

5.2 Stabilization Time and Migration Overhead

We also compare the performance of MOGA and other algorithms (FFD-CPU,
FFD-Mem, GA-S, and GA-N). We mainly focus on stabilization time and migra-
tion overhead of a placement pattern. In simulation platform CloudSim, the
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above algorithms are tested based on the same workloads of applications. The
simulation results are shown in Fig. 5.

As seen from Fig. 5, the solution obtained by MOGA are better than those
found by the other algorithms. MOGA is the only algorithm being able to better
balance two objectives and achieve win-win situation. Stability and migration
overhead are two important metrics to evaluate a new VM placement pattern.
They are also key elements of fitness function in MOGA.

In summary, compared with the other four algorithms, MOGA is much more
efficient for dynamic resource allocation, especially for the stability of VM place-
ment pattern.

6 Conclusion and Future Work

In this paper, a new problem of dynamic resource allocation for stability in
cloud computing has been studied and a multi-objective genetic algorithm has
been proposed to solve it. The group encoding scheme is employed to clearly
express the mapping of VMs and physical nodes. Fitness function is designed
based on stability and migration overhead of group. Our simulation results show
that our MOGA is much more efficient than other algorithms for dynamic resource
allocation with good stability.

In the future, we will continue to work on MOGA and further improve its per-
formance. Firstly, fine parameter tuning in MOGA will be done, such as crossover
rate, mutation rate. A new method to accurately compute VM migration over-
head will be studied, considering migration dependence among VMs. Finally,
the computing complexity of MOGA will be also analyzed.
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Abstract. Mashup is emerging as a promising software development method
for allowing software developers to compose existing Web APIs to create new or
value-added composite Web services. However, the rapid growth in the number
of available Mashup services makes it difficult for software developers to select
a suitable Mashup service to satisfy their requirements. Even though clustering
based Mashup discovery technique shows a promise of improving the quality of
Mashup service discovery, Mashup service clustering with high accuracy for
discovery of Mashup services is still a challenge problem. In this paper, we
propose a novel Mashup service clustering method for Mashup service discovery
with high accuracy by exploiting LDA topic model built from multiple data
sources. It enables to infer topic probability distribution of Mashup services,
which serves as a basis of computation of similarity of Mashup services. K-means
and Agnes algorithm are used to perform Mashup service clustering in terms of
their similarities. Compared with other service clustering approaches, experi‐
mental results show that our approach achieves significant improvement in terms
of precision, recall and F-measure rate, which will improve Mashup service
discovery.

Keywords: Mashup service · LDA topic model · Multiple data source · Service
clustering

1 Introduction

With the development of Web2.0 and its related technologies, many innovative
Internet applications and software systems are developed, such as blog, wiki,
network map, online shopping, and search systems. Service-Oriented Computing
(SOC) and Web services play a key role in their construction. To satisfy users’
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complex requirements, software developers need to compose different Web serv‐
ices on the Internet to create novel network applications and software systems.
Recently, Mashup technology, which allows software developers to compose
existing Web APIs to create new or value-added composite Web services, has
emerged as a promising software development method [1]. It becomes popular since
it has many advantages, such as easier programming and shorter development time
[2]. Several online Mashup repositories have been established, such as Programma‐
bleWeb, myExperiment, and Biocatalogue. Programmableweb.com, has published
more than 6215 Mashups and 13575 Web APIs as to June 2015. Several Mashup
tools also have been developed, such as Microsoft Popfly, Google Mashup Editor
and IBM Mashup Center. Typical Mashup applications in Mashup repositories
include Map, Video and Image, Search and Shopping, News, Microblog Mashup,
etc. The rapid growth in the number of available Mashup services, coupled with the
myriad of functionally similar services, makes it difficult for software developers
to select a suitable Mashup service to develop novel Internet applications and soft‐
ware systems.

Service clustering technology can effectively improve the quality of service
discovery [3–10]. It can cluster Web services with similar functionalities and reduce
service’s searching space. Several methods [5, 6] first analyze users’ requirements and
service description documents, and then cluster Web services based on their function‐
ality similarity. Other approaches [7–10] exploit user-contributed tags and perform
service clustering by incorporating the similarity of WSDL document and tags infor‐
mation. Recently several researchers work on RESTful Web service clustering to opti‐
mize the searching and discovery of Mashup service [1, 11]. However, these existing
methods have at least three problems.

• Most of them focus only on SOAP/WSDL-based Web services which have a formal
model and standard description of service capabilities. But the RESTful Web service
only has an informal text description in natural language, which makes Mashup
service clustering and discovery even harder.

• Most of them use only service description, which usually contain a limited collection
of terms. Especially, the description of Mashup service is usually brief and other key
information of specification of service functionalities were not used. For example,
tags and Web APIs were not used for Mashup service clustering in many existing
methods.

• Only classic clustering algorithms, such as K-Means algorithm, are usually used for
Mashup service clustering in the existing methods. They have several shortcomings
for Mashup service clustering, such as the size of clustering cannot be monitored,
and convergence is to a local optimization. They produce poor service partition
results and low accuracy of service clustering.

Therefore, Mashup service clustering with high accuracy is still a challenging
problem. In this paper, we propose a novel Mashup service clustering approach with
a high accuracy. It exploits Latent Dirichlet Allocation (LDA) topic model based
on multiple data sources to infer the topic probability distribution of Mashup
services which is used to compute similarity degrees of Mashup services and
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combines K-means and Agnes algorithms to perform Mashup service clustering. The
contributions of this paper are as follows:

• We design an extended LDA topic model based on multiple data sources, called
as DAT-LDA, which include content description of Mashup services, description
of Web APIs, and user-contributed tagging data.

• We propose a novel Mashup service clustering approach with high accuracy, which
use Jensen-Shannon (JS) distance to compute the similarity between Mashup service
documents according to the topic probability distribution results of DAT-LDA, and
then combine K-Means and Agnes algorithms to perform Mashup service clustering.

• We develop a real-world Mashup services dataset from ProgrammableWeb and
conduct a set of experiments. Compared with other clustering approaches, the exper‐
imental results show that our Mashup service clustering approach achieves a signif‐
icant improvement in terms of precision, recall and F-Measure rate, which can
improve Mashup service discovery.

The rest of this paper is organized as follows: Sect. 2 introduces related works.
Section 3 presents our Mashup services clustering approach. Section 4 discusses the
experimental results. Finally, we draw conclusions and discuss our future work in
Sect. 5.

2 Related Work

To our best knowledge, most of the existing service clustering methods focused on
exploiting description document of Web services capabilities to measure the similarity
between Web services [12–14]. Liu et al. [3, 4] extracted content, context, host name
and name from WSDL description text to perform Web services clustering. Sun et al.
[5] combined the functionality and process similarities to achieve service clustering,
which aggregated Web services with similar functionality and facilitated process-
oriented Web services discovery. Platzer et al. [6] proposed Web services clustering
using multidimensional angles as proximity measures.

User-added tags of Web services, as their functional descriptions have also been used
to improve accuracy of service discovery. Wu et al. utilized tags to facilitate Web serv‐
ices clustering and discovery [8] by proposing a novel approach called WTCluster [7]
and developing Titan System [9]. To further improve the precision of service clustering,
LDA model was used for the topic extraction of service and service clustering. Cassar
et al. [15] employed probabilistic latent semantic analysis and LDA to extract latent
topics from OWL-S service description and then implement service clustering.
Mustapha et al. [16] proposed a non-logic-based matchmaking approach that uses corre‐
lated topic model to extract topics from semantic service descriptions and model the
correlation between the extracted topics. Based on the topic correlation, service descrip‐
tion can be grouped into hierarchical clusters. These research works improves the accu‐
racy of service clustering by using LDA to mine the implicit topic and deep semantics
of service documents. However, they are applicable only to WSDL description docu‐
ments of Web services.
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Recently, with the rise of lightweight RESTful Web services (i.e. Web APIs and
Mashup services), a few researchers have considered RESTful Web services clus‐
tering to optimize Mashup services searching and discovery. For example, Li et al.
[11] designed a services clustering model named as DSCM based on probability and
domain characteristics, and proposed a method of topic-oriented clustering of
domain services based on the DSCM model. Xia et al. [1] proposed category-aware
API clustering and distributed recommendation method for automatic Mashup
creation.

3 Mashup Service Clustering Approach

In this section, we first describe Mashup service clustering framework in Sect. 3.1, then
respectively discuss data preprocessing and the DAT-LDA topic model in Sects. 3.2 and
3.3, and finally present Mashup service clustering algorithm in Sect. 3.4.

3.1 Mashup Service Clustering Framework

Figure 1 shows the proposed Mashup service clustering framework, which consists of
three major parts: data preprocessing, LDA topic model construction, and Mashup
service clustering. In the first part, the Mashup description documents, their Web APIs
and tags are crawled and parsed from the Internet and Mashup service documents are
consolidated from multiple data source for Mashup service clustering. Specially, we
extract the meaningful words from the Mashup services documents as feature words to
construct a word-document matrix. In the second part, we design a DAT-LDA topic
model to infer a word-topic matrix and a topic-document matrix by a series of trainings
from the word-document matrix, and obtain a topic probability distribution of Mashup
service documents. In the third part, we use the topic probability distribution results of
Mashup service documents to calculate the JS distance and obtain the similarity among
Mashup services documents. We then combine K-means and Agnes algorithms to
perform Mashup service clustering according to the similarity. Finally, the clustered
result of Mashup services can be applied to improve accuracy of Mashup service search
engine.

3.2 Data Preprocessing

Firstly, we crawl the Mashup description texts, Web APIs, and tags of Mashup services
from the Internet, and build Mashup service documents. Then, we extract the feature
vectors representing Mashup service content information from the Mashup service
documents. The main steps are as follows:
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(1) Build an Initial Vector. In this step, we use natural language processing toolkit
NLTK1 to divide sentences in Mashup service documents into words, and establish
the initial feature vector.

(2) Remove Stop Words. We remove symbols and words, such as +, −, the, a, of, and,
which are meaningless for the characterization and comparison of feature words.
Meaningful feature words are typically nouns, verbs or adjectives.

(3) Extract Stemming. Feature words with a common stemming usually have the same
meaning, for example, user, used, using, users, and useful all have the same stem
use. We extract the stemming of all words by using the Porter Stemmer in the toolkit
NLTK1, and produce a new feature vector.

3.3 DAT-LDA

We construct an extended LDA Topic Model based on multiple data sources, called as
DAT-LDA, including the content description of Mashup services, description of their Web
APIs, the user-contributed tagging data. Main advantages of DAT-LDA are listed below.

(1) It provides a generative probabilistic model of Mashup service description text to
extract latent variables to improve accuracy of clustering of Mashup services.

(2) It calculates co-occurrence of words among Mashup service description texts and
infers the topic distribution of individual Mashup service descriptions text, and
obtains their topic vectors for Mashup service clustering.

1 http://www.nltk.org.

Fig. 1. Framework for Mashup service clustering
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(3) It takes Web APIs and the user-contributed tagging data of Mashup service into
consideration. They have their topic distribution and contribute to the corre‐
sponding topic vectors, which will be used to improve accuracy of Mashup service
clustering.

In the model of DAT-LDA, the word selection process from Web APIs and user-
contributed tagging data are same as the one used in the description text of Mashup
service documents. Each Web API or tag has their unique contribution to the topic
distribution of Mashup service document. Thus, there are a topic distribution for
each Web API or tag of Mashup service that is originated from Dirichlet hyper-
parameter α, and a word distribution for each topic that is originated from Dirichlet
hyper-parameter β. Then, according to the selected Web API or tag in Mashup service
document, a topic is extracted from the topic distribution and the specific word will be
generated from the selected topic. The generation process of DAT-LDA can be described
below

(1) For each Web API or tag datd in the Mashup service document, select a multinomial
 that is originated from Dirichlet hyper-parameter α. Where,

datd = 1, …, DATd, DATd is the number of Web APIs and tags in the Mashup service
document.

(2) For each topic k, select a multinomial φk that is originated from Dirichlet hyper-
parameter β. Where, k = 1, …, K, K is the number of topics in the Mashup service
document.

(3) For each Mashup service document d, d = 1, …, D, D is the number of Mashup
service documents.
(a) We use datd to represent a Web API or tag vector for each Mashup document
(b) For each word wdi in the Mashup service document d, i = 1, … M, perform the

following:
(i) Extract a Web API or tag xdi, where xdi belongs to Uniform (datd)

distribution;
(ii) Extract a topic zdi, where zdi belongs to Multinomial ( ) distribu‐

tion; and
(iii) Extract a word wdi, where wdi belongs to Multinomial ( ) distribution.

The corresponding probabilistic graph model of DAT-LDA is shown in Fig. 2.
Where, each topic is related with the distribution φ over words, which is independ‐
ently originated from Dirichlet hyper- parameter β. x represents the corresponding
Web API or tag for a given word that is selected from datd, and each Web API or
tag has the distribution θ over topics that is independently originated from Dirichlet
hyper- parameter α. The topic distribution of Web APIs or tags and the word distri‐
bution of topics are combined to produce the topic zdi. The word wdi is extracted from
the selected topic.
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Fig. 2. The probabilistic graph model of DAT-LDA

In the above process, the posterior distribution of topics depends on the whole infor‐
mation of the Mashup description texts, their Web APIs, and their user-contributed tags.
The parameter DAT-LDA is set as follows:

(1)

(2)

(3)

(4)

(5)
We use Gibbs sampling to approximately infer the parameters of DAT-LDA model.

Gibbs sampling provides a simple and effective way to estimate the latent variables. It
is a Markov Chain Monte Carlo algorithm by utilizing multivariate probability distri‐
bution to obtain a random sequence of samples. Each step of the Gibbs sampling is
subject to the following distribution:

(6)

Where, z-di represents the topic assignments of all token words besides word wdi,
x-di represents the Web API or tag assignments of all token words besides word wdi, nzw

represents the total number of token word w which are assigned to topic z, mxz represents
the total number of token words in Web API and tag x which are assigned to topic z.

In Gibbs Sampling, we sample zdi and xdi by adjusting z-di and x-di. The other two
latent variables, the word distribution of topic φ and the topic distribution of Web API
and tag θ are respectively estimated from samples by the following formula:

(7)

(8)
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For Mashup service document d, we sum all θx to compute the topic distribution of
d, where, .

3.4 Mashup Service Clustering

The topic of Mashup service document is a simple mapping of their text vector space,
and so the similarity of two Mashup service document MS1 and MS2 can be calculated
by utilizing their corresponding topic probability distribution.

Since the topic is a mixture distribution of word vector, the following Kullback-
Leibler (KL) distance can be introduced as the similarity measure standard.

(9)

Where, j is a variable show the same topic in MS1 and MS2, T represents the total
number of the same topic in MS1 and MS2, .  represents the topic probability
of j in MS1 and  represents the topic probability of j in MS2, they can be gained in the
Sect. 3.3. When , . But KL distance is not symmetric, i.e.

. So, we often use the symmetrical version:

(10)

When , the above formula will be transferred to JS distance, the value range
of it is from 0 to 1. We use JS distance to compute the similarity between MS1 and MS2,
which can be described as follows:

(11)

Therefore, the similarities among all Mashup service documents can be achieved by
the above formula (11), and then we can construct Mashup service document similarity
matrix and perform Mashup service clustering. Different from the previous approaches
[7], we combine K-Means and Agnes algorithms to achieve Mashup service clustering.
The basic process can be described as follows:

(1) Construct Mashup service document similarity matrix MSim, and then get average
similarity set P between each Mashup service and all other Mashup services.

(2) Rank P, and find a part of Mashup services with the higher average similarity and
other their similar Mashup services, and divide them into n’ atom-clusters by using
K-Means algorithm.

(3) Build the initial similarity matrix A among n’ atom-clusters according to the simi‐
larity among Mashup clusters;

(4) Use Agnes algorithm to perform hierarchical clustering for the n’ atom-clusters in
A and merge a part of Mashup clusters with the higher similarity according to
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similarity threshold T among Mashup clusters, and form the updated similarity
matrix B.

(5) Output Mashup service clustering result with K clusters until a termination condi‐
tion is reached.

Where, MSim can be described as formula (12).  represents the simi‐
larity between MS1 and MS2, i.e. . n is the total number
of Mashup services, and MSim is a symmetric matrix, i.e.

, .

(12)

Furthermore, P can be described as formula (13). Where,  represents
the average similarity of MSi, and it can be calculated by formula (14). The similarity
between Mashup cluster Ci and Cj can be described as formula (15), and X is the number
of Mashup services in Ci and Y is the number of Mashup services in Cj. Then, we can
construct the initial similarity matrix A by element Sim (Ci, Cj), which can be denoted
by formula (16), and it is also a symmetric matrix, i.e. n′ <=n, ,

. Meanwhile, we will update A by merging a part of Mashup clusters and
form the updated similarity matrix B, the similarity between the merged cluster and other
clusters is equal to the mean similarity of them. For example, the similarity between the
merged cluster (C2, C4) and C1 is equal to (Sim(C2, C1) + Sim(C4, C1))/2.

(13)

(14)

(15)

(16)

To sum up, we combine K-Means and Agnes algorithms to achieve Mashup service
clustering. The detailed algorithm can be shown as follows:
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4 Experiments

4.1 Experiment Settings

Experimental data is obtained from ProgrammableWeb2, which provides detailed profile
information of Mashup services. Figure 3 shows that the detailed profile information of

2 http://www.programmableweb.com.

174 B. Cao et al.

http://www.programmableweb.com


DUI Map Mashup service, including Mashup services’ name, descriptive text, their Web
API and tags information.

Fig. 3. The detailed profile information of DUI Map Mashup service

We crawl 6648 real Mashup services from the ProgrammableWeb as the data set.
For each Mashup service, we get its Mashup service’ name, descriptive text, its Web
API and tags information. Then, we uniformly select 750 Mashup services from the data
set to perform Web APIs clustering. In particular, we focus on 5 categories, which are
“Deadpool”, “Mapping” and “Shopping”, “Search”, and “Social”. There are 119
Mashup services in “Deadpool” category, 355 Mashup services in “Mapping” category,
75 Mashup services in “Shopping” category, 95 Mashup services in “Search” category,
and 58 Mashup services in “Social” category. In addition, we randomly choose 48
Mashup services as experimental noise.

In our proposed approach, when we use DAT-LDA to perform unsupervised
learning, the values of two Dirichlet hyper-parameters α and β are all set to 0.01, and
Gibbs sampling iterations is set to 2000 times.

4.2 Evaluation Metrics

In this paper, we choose the three metrics of precision, recall, and F-Measure from
information retrieval to evaluate the performance of Mashup service clustering.

(17)

(18)

where  is the number of Mashup services successfully divided into
cluster ,  is the number of Mashup services incorrectly divided into
cluster ,  is the number of Mashup services which should be divided
into  but are divided into another cluster.
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Integrating precision and recall, F-Measure represents an overall assessment for
Mashup service clustering results, and it can be calculated by the following formula:

(19)

4.3 Baseline Approaches

In this section, we will compare the performance of five different Mashup service
clustering approaches, including two existing clustering approaches and three
versions of our proposed approach. The details of these baseline approaches are
described below.

• K-Means. For K-Means approach, Mashup services are clustered by using K-Means
algorithm. This approach has been adopted in some related works [1, 7].

• LDA. For LDA approach, Mashup services are clustered by using LDA algorithm.
This approach has been adopted in some related works [10, 11].

• OD-LDA. Only Consider Mashup Description Text based on LDA. Mashup services
are clustered only by considering Mashup Description Text based on LDA.

• CDA-LDA. Combine Mashup Description Text and Web API based on LDA.
Mashup services are clustered by combining Mashup Description Text and Web API
based on LDA.

• CDT-LDA. Combine Mashup Description Text and tag based on LDA. Mashup
services are clustered by combining Mashup Description Text and tag based on LDA.

4.4 Experiment Results

In this section, we discuss our experiment results. First, we determine the optimal
topic number for our proposed approach to gain the best Mashup service clustering
results. Then, we compare different approaches on precision, recall, and F-Measure
metrics for evaluation of accuracy of Mashup service clustering. Finally, we will
discuss the impact of the similarity threshold T in our approach on the service clus‐
tering results.

4.4.1 The Number of Optimal Topic
In our approach, we use the method described in the Literature [11] to measure
Mashup service clustering results in the different topic numbers, and determine the
optimal number of topic for five categories respectively. It is worth noting that we
select the optimal topic number for all 5 categories instead of each single category.
The reason for it is the number of Mashup services in each category is much less,
which will lead to the unstable of Gibbs sampling process. The following Table 1 is
the corresponding number of optimal topic for five categories.
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Table 1. The number of optimal topic for five categories

Category The optimal number of topic

Deadpool 5

Mapping 14

Shopping 3

Search 4

Social 2

4.4.2 Clustering Accuracy Comparison
Figure 4 shows the clustering accuracy comparison of five baseline approaches and our
proposed approach, including the precision, recall, F-Measure and their average values.

Fig. 4. The clustering accuracy comparison of different service clustering approaches

We can see from Fig. 4(a), (b) and (c) that the precision, recall, F-Measure and
their average values of our proposed approach are significantly higher than the other
five approaches. Specifically, it can be found that our approach outperforms the
other two clustering approaches K-Means and LDA, which shows the advantage of
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our extended clustering algorithm by combining K-Means and Agnes algorithms. It
can be also seen that the addition of multiple data source actually improves the
performance of Mashup service clustering, as CDA-LDA and CDT-LDA outper‐
forms LDA and OD-LDA, and our approach outperforms CDA-LDA and CDT-LDA.
This observation illustrates that it is better for service clustering to simultaneously
take multiple data source (the description text, Web APIs, tags of Mashup service)
into consideration. Moreover, the performance of CDT-LDA is better than those of
CDA-LDA, which represent the tag information is more important than the including
Web APIs in Mashup service function description and clustering. LDA considers the
domain characteristic of service, which makes the performance of LDA outper‐
forming those of OD-LDA.

4.4.3 The Impact of T
In our approach, the parameter T aforementioned in the algorithm 1 of the Sect. 3.4
determines the size of K Mashup Service Clusters, which directly affects the results of
service clustering. Thus, the optimal T will produce the best Mashup clustering quality.
In this section, we have conducted experiments to study the impact of it and determine
its optimal value for our approach according to F-Measure evaluation results.

Fig. 5. Impact of T on service clustering results

The above Fig. 5 shows the F-Measure results of our approach in five categories with
a range of T from 0.02 to 0.1. When T is about equal to 0.04, 0.04, 0.05, 0.05, 0.05
respectively, the F-Measures of category deadpool, mapping, shopping, search and
social nearly reach their peak point, that is to say, their F-Measures are all almost close
to the F-Measures of our approach in five categories described in the Fig. 4(c). We can
know the different values of T in five categories achieve the corresponding peak points
of F-Measure. For example, the peak points of F-Measure in category deadpool and
mapping with more Mashup services respectively are 0.6088, 0.5021 when T is about
equal to 0.04, while the peak point of F-Measure in category search and social with
fewer Mashup services respectively are 0.6148, 0.6623 when T is about equal to 0.05.
The reason for this is that category with more Mashup services needs a smaller T to
merge more clusters and so produce optimal service clustering performance, and vice
versa. Moreover, we can see from Fig. 5 that when T is more than 0.06, the F-Measures
of our approach in all five categories constantly decrease and then almost close to those
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of K-Means described in the Fig. 4(c). This is because the merged clusters become less,
even there are not any clusters for all n’ atom-clusters in Algorithm 1 need to be merged
when T becomes bigger (large than 0.06). Similarly, when T is less than 0.03, the
F-Measures of our approach in all five categories constantly decrease. This is because
merged clusters become more, and more noise Mashup services will be merged into
clusters when T becomes smaller(less than 0.03), which will affect service clustering
performance.

5 Conclusions

The rapid growth in the number of available Mashup services on Internet, coupled with
the myriad of functionally similar services, makes it difficult for software developers to
find suitable Mashup services to create novel Internet applications and software systems.
In this paper, we propose a novel Mashup clustering approach with high accuracy for
service discovery. Our approach firstly crawl and extract multiple data source of Mashup
services, including the Mashup description documents, their Web APIs and tags, to form
Mashup service documents. Then, we design the DAT-LDA topic model to get the topic
probability distribution of Mashup service documents. Finally, we utilize JS distance to
calculate the document similarity among Mashup service documents, and then integrate
K-means and Agnes algorithms to perform Mashup service clustering. Our experiment
results on real-world datasets show that our approach achieves a significant improve‐
ment on Mashup clustering accuracy in terms of precision, recall and F-Measure for
service discovery.
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Abstract. Execution replay of virtual machines is a useful method for
debugging applications in the cloud computing environment. The tra-
ditional methods to reproduce a bug is recording every details during
the system runtime. However, these methods will incur much overhead
and affect the system performance, especially in a multicore processor
system. In this paper, we present a virtualization-based execution replay
method consisting of three steps. First, we only record some necessary
events in the runtime and take a memory checkpoint in a regular inter-
val. Second, we search for execution paths between every two adjacent
checkpoints. Third, we reproduce the bugs according to these paths. We
can decrease the logging overhead in the runtime by searching instead
of logging. We have implemented the method and evaluate it on Xen.
The experimental results demonstrate that our method can reduce the
runtime overhead by 30 % effectively.

Keywords: Replay · Virtual machine · Xen · Cloud computing

1 Introduction

Virtualization is a core technology of cloud computing which is prevalent in
recent years. It allows multiple operating systems to run on a single physical
machine by partitioning this machine into multiple virtual machines. Each of
these virtual machines is protected and isolated from the others, and performs
as if it is an individual physical machine. Users of each virtual machine can
execute their own applications without fearing causing a system crash by other
users on the same physical machine. Because of the consolidation of virtual
machines, virtualization also increases the utilization of physical machines and
reduces the cost of system management. Thus, virtualization has been widely
deployed and used by more and more companies. However, the systems deployed
in the virtualized infrastructures often suffer from software failures because of
the complex and dynamic cloud computing environment. And it is become more
and more difficult to reproduce, diagnose and fix these software failures. In order
to improve software quality, we needs a program execution replay system to facil-
itate the debugging process when the software failure happens. Besides software
debugging, a program execution replay system can be used in many places.
c© Springer International Publishing Switzerland 2015
L. Yao et al. (Eds.): APSCC 2015, LNCS 9464, pp. 181–194, 2015.
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For example, it can be used as a fault tolerance system or a dynamic analysis
system. Computer forensics can also use system replay to analysis and obtain
evidence.

Traditional replay systems are mainly implemented in the operating system
level, but there are several reasons that we need implement it in a virtualized
environment. First of all, virtualization has been widely deployed and used by
more and more companies, so a replay system based on virtualization can be
easily deployed widely. Second, implementing a replay system in a virtualized
environment can record the entire operating system and software in it trans-
parently. So it is more easily to replay a legacy program in a virtual machine.
Finally, virtualization based replay system is essential in some situations, such
as computer forensics. Because some failures are not only caused by software
bugs, a deliberate hacker can intrude the operating system and eliminate the
log files in the operating system. However, if we record the system execution
path in virtual machine monitor (VMM) level, we can keep the log files safe and
replay exactly what has happened inside the system in detail. In summary, the
virtualization raise a great opportunity for implementing a replay system. Since
the VMM can record the entire operating system and applications transparently,
replaying a legacy system’s execution process in a virtual machine is much more
convenient.

The basic idea of replaying a system is recording and replaying. In the record-
ing phase, all non-deterministic events, such as interrupts and keyboard inputs,
are logged into files during the system runtime. And then we can deterministi-
cally replay the executions according to the log files in the following replaying
phase. Uniprocessor replay is well studied, such as Hypervisor [1], Revirt [2], but
multiprocessor replay is much more complicated because of the memory access
races between processors. To address this issue, a typical method is to log the
order of shared memory access [3], which incurs a significant overhead due to the
serialization of memory accesses. Many studies focus on reducing the overhead
of logging multiprocessors. One way is using modified hardware to facilitate the
logging procedure. Although these methods are efficient, they cannot be used in
commodity computers. Another way to reduce logging overhead is to record the
necessary information to support replaying, such as PRES [4]. There are also
some works reducing logging overhead through shift overhead from the record-
ing phase to replay phase. But these works are all implemented in the operating
system, and the log files are prone to be broken easily besides the high overhead.

In this paper, we present VMBR, a virtual machine based replay system in
multiprocessors that has lower overhead both in recording and replaying phase.
We separate the whole process into three phases including a record phase, a
search phase and a replay phase. In the record phase, we log the nondetermin-
istic input events, such as interrupts and keyboard inputs. We take memory
checkpoints instead of logging the memory access orders in this phase. In the
search phase, we search the execution paths between the two adjacent check-
points. Although there may be more than one execution path satisfying the
two adjacent checkpoints, it is sufficient for the debugging purpose. Further-
more, since each of the execution paths between the two adjacent checkpoints is
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independent, the searching process can be run in a parallel framework, such as
MapReduce. After finding the execution path, we replay the system efficiently
and debugging the system interactively.

The contributions of this paper are summarized as follows:

– We proposed a Xen based replay system which reduces overhead by searching
execution paths instead of logging.

– Our system is implemented in the VMM level, and the business system logged
runs as a guest virtual machine. So it is safe for the log files and pervasive for
the legacy system.

– We have evaluated our system, and the lower overhead makes it reasonable
to run in the deployment environment for a long time.

The rest of this paper is organized as follows. Section 2 and 3 describes the
design and implementation of our proposed method. Section 4 reports on how
our proposed method performs. Sections 5 and 6 discusses related work and give
some future work.

2 Method

2.1 Method Overview

The basic idea of a replay system is record and replay. First a log process should
be run with the business system, and the system’s execution details will be logged
to a file. Then in the replay phase, the logged file will be used to reproduce the
execution history of the system. But the traditional replay system is a dilemma.
As depicted in Fig. 1, when more details are logged in the record phase, it will
cause more runtime overhead and decrease the service level. When less details
are logged in the record phase, it will cause the replay phase less interactive and
time consuming in the debugging process.

So we propose a method composed of three phases including a record phase, a
search phase and a replay phase. Some of the logging operations are shifted to a
separated search phase, as shown in Fig. 2. First, we only log the necessary event
to the log file, and take a memory checkpoint every second instead of serializing
all memory access orders. As there is more than one CPU or system changes
memory frequently, serializing the memory access orders introduces large over-
head. The reduced logging operations reduce significant overhead in the record
phase. And then, we search execution paths that satisfies the logged informa-
tion. For example, between the two checkpoints, an execution path should start
at the first one and after the execution of some instructions, it comes to the
end state. Every two adjacent checkpoints are independent, and can be searched
separately. Thus it can be optimized by using some batch processing systems,
such as MapReduce. We only need to search one execution path that satisfies
the two adjacent checkpoints for the debugging purpose. After some interac-
tive debugging with the programmer, we get some most suspected intervals,
and a further search can be done in that interval to find out whether there are
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Fig. 1. The dilemma of record and replay phase.
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abnormal status. After the search phase, we get the execution paths of the sys-
tem. Thus, we can use this information to reproduce the execution history of
the system more efficiently.

2.2 The Record Phase

The main purpose of the record phase is to log enough information to reproduce
the execution path. There are two major kinds of information which needed to
be logged. One is non-deterministic event, the other is memory access order.
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...

loop: mov esi, mystr

mov edi, mystr2

cld

mov ecx,6

rep movsb

test ecx, ecx

jne loop

mov eax,ebx

...

Fig. 3. A fragment of instructions.

In a uniprocessor system, memory access order is deterministic. Replaying a vir-
tual machine only requires logging the non-deterministic events (e.g. keyboard
and mouse events, system interrupt) which change the virtual machine execu-
tion path in the runtime. Given the initial state and logged non-deterministic
events, a uniprocessor system can re-execute the same execution path and out-
put the same result as it did in the original execution. In a multi-processor
environment, the current commercial off-the-self computers are mostly symmet-
ric multiprocessor (SMP) systems, multiple CPUs of these computers can access
the same memory address at the same time. So nearly every memory access is
non-deterministic and needed to be logged. This will incur a large overhead and
lower system performance in the runtime. For debugging, logging every execution
detail to deterministically replay the system is not an efficient way. The most
time consuming operation is to log the memory access orders under a multi-
processor environment. So, we take a memory checkpoint every second instead
of logging every memory access orders. This will lower the overhead in the run-
time significantly and make more computing resources used for key business
computing.

All these events are logged with a time tag T composed of three CPU regis-
ters. The time T is defined as

< EIP,BR,ECX >,

where EIP is the extended instruction pointer used to locate a single line in the
instructions as shown in Fig. 3. BR is a hardware performance counter called
branch retired indicating the number of executed branch instructions. When
there is a loop in the instructions, the register pair < EIP,BR > can be used
to locate the instructions and how many cycles it has been executed. When the
REP prefixes is applied to an instruction, the instruction can be executed for
many times depending on the value of register ECX. So the ECX should be
added to the time vector T to indicate the number of an instruction has been
repeated.
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mov esi,  offset Text
mov eax, esi
inc eax
test dl, dl
jnz short loc_40102A

EIP1,BR1,ECX1

T2

T1

and dl, 0Fh
add al, dl
xor al, 0DEh
......
jnz short loc_4018FA

sub eax, ecx
shr eax, 2
xor ecx, ecx
inc eax
jz short loc_40104B

xor ecx, ecx
mov [eax], ecx
inc edx
cmp edx, 20h
jl short loc_408E36

add esp, 14h
xor eax, eax
......
jz short loc_40104B

EIP2,BR1,ECX2

Fig. 4. An execution flow of a code fragment

2.3 The Search Phase

After the record phase, we get the system’s runtime information consisted of
the non-deterministic events and a sequence of memory checkpoints. In order to
replay the whole system execution path, we need to search out the execution
paths between every two adjacent memory checkpoints. Each of the adjacent
memory checkpoints is independent, and can be searched simultaneously. The
search process is divided into two steps, the path generation step and the path
selection step.

As depicted in Algorithm 1, we generate all the possible execution paths
between checkpoints C1 and C2. There are three kinds of input parameters
C, T,N , where C represents the memory checkpoints (C1, C2), T represents the
corresponding time (T1, T2) and N represents the VCPUs Ni. And time Ti is
composed of EIPi, BRi, ECXi of each VCPU. First we first calculate the num-
ber of branch instructions which executed between time T1 and T2 for each
VCPU of a virtual machine.

nbranches = T2.BR− T1.BR,

where Ti.BR is the number of branch instructions that a VCPU has been exe-
cuted at Time Ti. Then we generate an execution path for this VCPU as shown
in Fig. 4. The execution path starts from the instruction at T1.EIP , and after
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executing nbranches branch instructions it ends at the instruction at T2.EIP . In
Fig. 4, there are two execution paths start and end at the same instructions. But
they have different number of instructions in their execution paths, one is 3 and
another is 2. So one of them can be eliminated by comparing the branch instruc-
tions in the execution path with nbranches. Finally we get same execution paths
that satisfy the time T1 and T2 for current VCPU.

The second step of the search process is to select one execution path from
the possible execution paths that we generate in the first step. The execution
paths which we generated in the first step have satisfy the time T1 and T2, so in
algorithm 2 we select an execution path which satisfies the memory checkpoints
C1 and C2. Take a dual-core virtual machine for example, first we select an
execution path of V CPU1 and another execution path of V CPU2. Then we
intercross execute these two execution paths and verify if the end state of the
memory satisfies the memory checkpoint C2. And if the end state is the same as
C2, we return these execution paths as reasonable paths which can both satisfy
the memory checkpoints and the time points.

The search process can be done offline. The programmer does no need to
interact with the search process until an execution path has been searched out.
So a longer search time is acceptable. There are also same methods to reduce
the search space, such as using the output information. For example, we can log
some I/O output at time T , which can be used to guide the search process to
eliminate some search path that does not produce the same output. Since all the
adjacent memory checkpoints are independent, we can assign different priority
to different checkpoints. We can estimate a time T which most likely cause the
system’s error, and search around the time T instead of search the all execution
paths from start to the end.

2.4 The Replay Phase

In the replay phase, a replay monitor reads the logged non-deterministic events
and execution paths which have been searched out to replay the virtual machine.
In order to replay the virtual machine according to the information we have
logged, the non-deterministic events should be replayed exactly at the same
point in the execution paths during replay. For example, the logged keyboard
input events are simulated and sent to the virtual machine at the same time
when they are logged in the virtual machine runtime. Since the checkpoints are
independent from each other, the replay monitor can start from any checkpoints
and execute forward. For debugging, the system may be abnormal only in a
short period, so we can replay the system just before this period instead of the
starting point over and over.

In order to check the virtual machine’s state, such as registers and memory
state, the replay process can be paused at any time. So a programmer can check
the systems states, and decide if continuing current execution process or start a
new execution process from another checkpoint.
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Algorithm 1. Path-generation(C,T,N). Generate all possible execution path for
each CPU, and filter them with time point T < EIP,BR,ECX >

Input:
Two adjacent memory checkpoints C1, C2;
Two corresponding time points T1, T2;
Number of VCPUs of this virtual machine;

Output:
Possible execution path for each VCPU which satisfy both the time points T1 and
T2

1: for each vcpu ∈ All the VCPUs of this guest virtual machine do
2: nbranches = T2.BR − T1.BR
3: Generate an execution path for current vcpu. The execution path starts from

T1.EIP , and executes nbranches branches
4: if Execute the instructions after the path until reach to the next branch instruc-

tion. Check if this execution path can reach a state which satisfy T2.EIP and
T2.ECX then

5: We get a possible execution path for current vcpu which satisfy T1 and T2

6: Add this path to current vcpu execution path set
7: else
8: This path cannot satisfy T1 and T2, ignore this path and search for another

one.
9: end if

10: end for

Algorithm 2. Path-selection(C,T,N,P). Select a possible execution path, which
satisfy the memory state of both time point T1 and T2

Input:
Two adjacent memory checkpoints C1, C2;
Two corresponding time points T1, T2;
Number of VCPUs of this virtual machine;
The execution paths generated from algorithm 1;

Output:
An execution path which satisfy both the time point T and memory checkpoints;

1: for each path1 ∈ the generated paths of vcpu1 of this guest virtual machine do
2: for each path2 ∈ the generated paths of vcpu2 of this guest virtual machine do
3: for each intercross execution of path1 and path2, we get a memory state do
4: if the state satisfy the memory checkpoints of T2 then
5: We get a execution path which satisfy both the memory checkpoints and

time points
6: else
7: Ignore these path and search for another one.
8: end if
9: end for

10: end for
11: end for
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3 Implementation

We have implemented the proposed method based on SMP-Revirt. There are
some challenges relevant to our method.

First, we take the memory checkpoints based on Xen’s existing machinery
for performing live migration. The key technology of live migration is a copying
process, which copies the virtual machine’s memory to another physical machine
while the virtual machine still running on the original physical machine. During
the migration, the memory is marked as read-only by the Xen VMM and all write
operations are intercepted. The VMM marks the changed memory pages as dirty
pages and transfers them to the new physical machine periodically. After several
rounds of copying, the migration progress can copy the changed dirty pages out
as fast as the virtual machine generates the dirty pages per round. Then the
VMM suspends the guest virtual machine and copy the remaining dirty pages
to the new physical machine. After that the virtual machine in the new physical
machine is started and the virtual machine on the old physical machine is shut
down. The downtime of this process is mostly under 100 ms which depends on the
amount of dirty pages remaining when the guest virtual machine is suspended.

In order to track the guest virtual machine’s dirty pages, Xen provides a
mechanism called shadow page table which is a shadow version of the guest
virtual machine’s page table. The guest virtual machine’s page tables are marked
as read only, so the VMM can trap the guest access to its internal page tables
and propagate to the shadow tables as appropriate. We use this technology to
take an incremental memory checkpoint at intervals. At each interval, the VMM
pauses the guest virtual machine and copies the dirty memory pages and CPU
states to a ring buffer. Then the VMM resumes the guest virtual machine’s
execution on the current physical machine rather than on the remote physical
machines. While the VMM writes data into the ring buffer, a process in dom0
reads data from the ring buffer and writes it to a log file.

Second, we record all nondeterministic events relevant to domU into a log file.
There are two kinds of nondeterministic events. One kind is reading instructions
which is used by the virtual machine to get the system’s states, such as RDTSC
and CPUID. Take RDTSC for example, we first set RETSC as a privileged
instruction by setting the TSD bit of CR4. When RDTSC is set to privileged
instruction, it can only be executed in privileged level 0, otherwise a general
protection fault will be triggered. In the Xen virtualization system, only dom0
can be executed in privileged level 0, all domUs are executed in unprivileged level.
So when a monitored domU executes a RDTSC instruction, a general page fault
will be triggered. And this fault will be caught by Xen in do general protection
interrupt handling function. In this function the VMM simulates this instruction
for domU and logs an RDTSC event to the ring buffer. After returning from
VMM, the domU continues to execute the next instruction. The logged RDTSC
event in ring buffer will be written to the log file finally by dom0.

The other kind of nondeterministic events is the input event comes from the
external devices, such as console input event. In a paravirtualized virtualization
system, the devices are divided into two parts: the frontend and the backend.
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The frontend of a virtualized device executes in the guest virtual machine, and
the backend of the virtualized device executes in the VMM. These two parts send
and retrieve data through event channel and shared memory page. So in order
to log the console input event, we intercept the event channel and shared page
between the frontend and the backend of the virtual console device. Every data
send from the backend to the frontend of the virtual console device is copied out
and sent to the log file.

Third, in order to locate every logged event to a particular time point, we
retrieve the time T < EIP,BR,ECX > and log it with every events. The
EIP and ECX register is retrieved from the cpu info structure. The amount of
branch instructions executed until the current event cannot be read from register
directly. First we enable the performance monitor function in the CPU. Then by
setting the MSR TBPU ESCR0, MSR MS CCCR0 and MSR MS COUNTER0
registers, we enable the CPU to count branch instructions retired and select
which event should be counted, such as unconditional jump, conditional jump,
call, return and indirect jump. After that we count the branch retired number in
each physical CPUs, but we cannot distinguish how many branches executed in
dom0 and domUs. To solve this problem, we add performance counter variants
in all virtual CPUs(VCPUs) of each domU. When one VCPU is scheduled, we
save the current performance counter information to the last VCPU, and reset
the performance counter. Then we can retrieve the current branch retired variant
from the VCPU structure.

4 Evaluation

In this section, we present the experimental setup and evaluation results of our
proposed method.

Our proposed method is implemented based on Xen hypervisor 3.0 which
supports Pentium 4 CPU. So we conduct our experiments on a PC server which
equipped with Intel Pentium 4 3.00 GHz CPU, 2 GB memory, and a 7200rpm 1 T
disk. The Xen hypervisor 3.0 is installed on this server, and a CentOS operating
system with the 2.6.11 kernel is setup as dom0. We create a para-virtualized
virtual machine called domU, and install CentOS 4.8 with the 2.6.11 kernel. We
change the domU’s configuration file from one CPU to 2 CPUs, and test its
overhead and the size of log files.

We compare our method with SMP-Revirt both in CPU utilization and log
file size. We configure 2 CPUs for domU and generate the same workload in
domU under our method and SMP-Revirt. SMP-Revirt uses CREW protocol to
record the memory access order, and our method record the incremental memory
states changes every second. The workload running in domU reads and writes
the memory frequently, and generates some output in the console.

Figure 5 shows the comparison of overhead between our method and SMP-
Revirt. We have normalized the SMP-Revirt’s overhead to 1, our method will
reduce 30 % CPU overhead, but slightly increase the size of log files. Because
SMP-Revirt records all the memory access orders, it will spend more time to
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Fig. 5. The comparison of overhead between our method and SMP-Revirt.

Fig. 6. The comparison of generated log size between our method and SMP-Revirt.

determine which CPU access memory first. And this procedure is the main
overhead of SMP-Revirt. By only recording the memory state at intervals, our
method can reduce the overhead dramatically. Now our method generates a little
more log files. This is because we currently record the memory checkpoints in
a memory page granularity. This causes a lot more redundant data logged into
the log file. But it can be optimized to only log the changed content in a mem-
ory page instead of the whole memory page. Figure 6 shows the size of log files



192 T. Wang et al.

which generated by our method and the SMP-Revirt. Because of SMP-Revirt
use a CREW protocol to log all memory access orders, it generates about 300k of
log file steadily. Our method log the memory checkpoint instead of access order,
so it generates the log file intermittently.

5 Related Work

There are a lot of studies on replay system which used for debugging and other
purpose. These works can be divided into two kinds: hardware-based replay
system and software-based replay system.

The hardware-based replay systems use modified hardware to log the exe-
cution information needed to infer the order of shared memory accesses. These
approaches are more efficient than the software-based replay systems, because of
their high efficiency modified hardware. But these approaches cannot be widely
used on the commodity computers. So in most cases, we would like to use a
software-based replay system for debugging.

The software-based replay approaches in a uniprocessor environment have
been studied well, such as Hypervisor [1], Revirt [2]. Because there is only one
processor in these systems, the memory access order is deterministic. So in order
to replay the system, it only needs to record the non-deterministic input events,
such as interrupts and keyboard inputs. Although these approaches are also effi-
cient, they are limited at uniprocessors. And with the development of hardware,
the multiprocessors are the prevalent technology.

Replaying a commodity multi-core processor system is more complex and less
efficient. Because the memory access race between multi processors should be
recorded and will incur huge slowdowns. These race outcomes can be recorded
either by memory access content or order. LeBlanc et al. [5] proposes an approach
to log the system by logging the order of shared memory accesses. And SCRIBE
[6] logs the order of conflicting accesses to memory by using page protection
in virtual machines. These works incur high overhead because of the intense
memory access race. There are also works logging the system by logging the
values returned by load instructions, but they also incur huge overhead [7].

In order to reduce the overhead of logging multi-core processor systems, many
studies have been done in this area. One way to do this is moving the memory
access race detection to the replay phase [8]. This approach traces the synchro-
nization operations and use it to detect memory access race in the replay phase.
Another way to reduce the recording overhead is relaxing the definition of replay.
In some scenario, such as debugging, deterministic replay is not necessary, so we
don’t require all instructions return the same value as in the original run. For
example, PRES only guarantee the replay phase can produce the same outputs as
the original run instead of deterministic replay the whole system, because output
determinism is sufficient for debugging [4]. Respec reduces recording overhead
by speculative logging and externally deterministic replay, which also only guar-
antees the output deterministic [9].

There are also some studies focusing on reducing the logging overhead by
shifting some work from the recording phase to the replay phase. These works
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also record a subset of the execution information, and use this information to
search an equivalent execution path in the replay phase. Although these works
can reduce the overhead of logging phase, they will incur large overhead in the
replay phase, which makes the debugging process more time consuming.

Some works ensure that inter-thread communication is deterministic for a
given input. These works don’t need to log the memory access order by limiting
the programs free of data races [10] or a particular language [11]. These works
also incurs large overhead in the logging phase [12].

In summary, current replay systems which depend on hardware or uniproces-
sor cannot be widely used. The software-only multiprocessor deterministic replay
systems are mostly have high overhead. And they are more vulnerable because
of they are running in the same environment with the production system. The
logged files can be easily destroyed by a software bug or malicious hackers. So
we implement a replay system in a hypervisor which is transparent to virtual
machines running on it. And we shift some work from the logging phase to a
separate phase called search phase, which will reduce the logging overhead and
not increase the replay overhead.

6 Conclusion and Future Work

In this paper we present a virtualization-based replaying system which consists of
three phases. In the first phase, we record the virtual machine’s execution infor-
mation, such as input events and memory checkpoints. By logging the memory
checkpoints instead of access orders, we reduce the record overhead effectively.
In the second phase, we search for the execution paths between the checkpoints.
After we have searched out an execution path, we can replay the system in the
third phase. And the programmer can pause and debug the system interactively.
We have evaluated our method on Xen. In the record phase, our method can
reduce 30 % overhead than the SMP-Revirt, and the growth of record log is also
acceptable.

In order to help a programmer to debug software bugs in a virtual machine,
there are still some work need to do to facilitate the debugging process.

Since the generated log file is still so large for the programmer to inspect, it
is hard to find the root cause of the bugs. And finding out all the execution path
of the system is also a hard work. So we can help the programmer to analyze
the log file and locate the suspect time point which the problem may happens
around. Because the memory checkpoints are independent, we can search around
that time point first to reduce the search time.

We log the memory with the page granularity now, there is many redundant
data on these pages. So it can be optimized by logging the memory changes with
only changed contents, which will reduce the size of generated log files. And this
will help the system logging the execution information in a long period and using
less disk space.
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Abstract. Service composition is a widely-used approach in the development
of applications. However, well-designed service composition approaches always
lacks the consideration of execution environment, and the approach designed for
application execution is usually incomplete and lacking necessary business
consideration. In order to improve the comprehensiveness covered both design
and execution stages, a service composition approach based on process mining
is proposed. First, a meta-model is designed to connect the information of execu‐
tion environment and business requirement. Next, the scene model based on this
meta-model is generated by leveraging process mining. Then the scene model is
applied to do service composition, including service selection from the Service
Registry. After that, BPEL instance is converted based on aggregated scene
information so as to enable application execution. Finally, a cloud-based logistics
platform is implemented to verify the approach, and the result shows that the
approach has high requirement accuracy and execution effectiveness.

Keywords: Service composition · Service composition pattern · Process mining ·
Cloud computing

1 Introduction

At present, cloud computing is gradually transformed into a general technology because
of its flexibility and scalability. With the popularization of cloud service, more and more
people develop new web service by reusing existing services. Service composition is a
popular reusing approach mainly because it can reduce the logic complexity.

As for the workflow-based service composition, the general approaches usually
follow these 4 steps: (1) the business analysts do some analysis and discuss with related
people such as consultants and end-users and to come out with the requirements of the
project; (2) the developers design the workflow of the composite service according to
the related part of the requirements; (3) the developers select the services, bind the
services to the workflow and then test (4) the operation staffs deploy and monitor the
composite service. The existing approaches usually differ in step 2 and step 3. There is
a tradeoff between the business and the execution effectiveness for developers to choose
the service composition approach. Focusing on business, well-designed service compo‐
sition approach always lacks the consideration of execution information in production
environment. Focusing on execution effectiveness, the approach considering execution
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information is usually incomplete and lacking business support. Moreover, in step 1, the
requirements of the composite services are usually from the business analysts, but their
understanding of the requirements contains one-sided and subjective factors. Even well-
designed approach cannot fully meet the practical needs. So we would like to propose
a holistic service composition approach, considering both the practical business and
execution effectiveness.

Process mining [1] is a process management technique that extracts information from
event logs recorded by an information system to discover, analyze and enhance process
models. The event logs are from the practical business. The processes discovered by
process mining are usually the best practices during the execution period. Leveraging
process mining technique to do service composition can just give consideration to the
practical business and the execution effectiveness. The discovered processes with
frequently used services can be regarded as composite web service patterns to help
developers do service composition.

Similar to this idea, [2] proposed a mining algorithm based on statistical techniques
to discover composite web service patterns from execution logs to better understand,
control and eventually re-design the composite services. Also, the researchers in [3]
proposed a novel approach to generate service composition pattern for cloud migration
from a set of service composition solutions by a graph similarity analysis approach. And
in [4], an event-based monitoring approach for service composition infrastructures is
presented to provide a holistic monitoring approach by leveraging Complex Event
Processing (CEP) techniques. The system is implemented for a WS-BPEL composition
infrastructure. Its goal is to avoid fragmentation of monitoring data across different
subsystems in large enterprise environments by connecting various event producers.
Although these researches are all devoted to optimize the existing service composition
based on the service composition patterns mined from history logs, but they do not use
the standard and systematic process mining method which is proposed in [1].

Considering the above situations, in order to improve both execution effectiveness
and comprehensiveness of existing service composition approaches, we propose a
service composition approach covering both design and execution stages, which is based
on process mining to take account of practical business, execution effectiveness and the
completeness of the approach. Generally speaking, the main contributions in this paper
can be summarized as follows:

• We propose an overall framework covering the whole lifecycle of service composi‐
tion based on process mining (Sect. 3).

• According to the framework, we design a meta-model considering both the infor‐
mation of execution environment and practical business to support the holistic service
composition approach which covers both the practical business and execution effec‐
tiveness. Then we propose the specific and detailed approach and strategy of service
composition (Sect. 4).

• The proposed approach is applied to a collaborative data center of a logistics cloud
service platform to discuss its feasibility and its adaptive scenario (Sect. 5).
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2 Related Work

Nowadays, in the application area of service composition, the development approaches
based on workflow standard such as BPEL occupy the vast majority of the service
composition approaches. And in the research area, in recent years, a large amount of
service composition researches are based on non-functional features of web services’
QoS (Quality of Service) information.

Inspired by the concept of friction in physics, a service selection technique is
proposed in [5] to select the best potential candidate service from a set of functionally
equivalent ones. The proposed service composition approach is based on the QoS attrib‐
utes of individual service nodes to minimize the waiting time for each request at the
service nodes. The approach in [6] takes several aspects of web service into considera‐
tion, including QoS, user preference and the service relationship.

There are also some dynamic approaches such as context-aware dynamic service
composition approach and AI planning techniques in addition. For example, [7] uses
models at runtime to guide the dynamic evolution of context-aware web service compo‐
sitions to cope with unexpected situations in the open world. The evolved model guides
changes in the underlying WS-BPEL composition schema. As for AI planning, [8]
explores how to use the domain-independent system named SHOP2 HTN (Hierarchical
Task Network) planning system to do automatic composition.

With the popularization of cloud computing, multi-tenant and cloud-oriented service
composition researches are growing. Based on granularity computing, [9] proposes a
service granularity space for multi-tenant service composition, which provides a
semantic basis for multi-tenant service composition.

In addition, in the service mining [10] area, i.e. the application of the process mining
in service, the service governance researches are the majority. A methodology based on
process mining is proposed in [11] to do business process analysis in healthcare envi‐
ronments to identify regular behavior, process variants and exceptional medical cases
to conduct a hospital emergency service.

However, there are few approaches about service composition in the area of service
mining, such as service composition analysis and optimization. The more similar
researches are like [2–4], using data mining technique, not standard process mining
technique. It lacks a comprehensive service composition approach based on standard
process mining. Thus, the service composition approach based on process mining is
quite novel and worthwhile for us researchers to discover its value and possibility.

3 Framework Overview

In this section, we will give an overall framework of our approach. As shown in Fig. 1,
it is divided to 3 phases, process mining phase, service composition phase and service
deployment phase. Among them, the result of process mining phase is used to support
the other two phases.
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Fig. 1. An overall framework based on process mining

The process mining phase is to preprocess existing log files and to do process mining.
Preprocessing existing log files includes analyzing the structure of existing log files,
filtering errors or outdated information and extracting keys or other useful information.
The process mining tool, ProM [12] is used in doing process mining. Besides mining
process itself, other information also needs to be mined, including the relation between
roles and the events in the process and the relation between services and the events in
the process. These relations are aggregated to generate process model, service set and
role set to support the latter 2 phases. Among them, process model is one kind of the
presentation methods of service composition patterns.

The service composition phase is to collect the process model, service set and role
set generated by the process mining phase, to use certain service selection strategy and
do information mapping to generate composite service, according to the file format
which service composition needs, such as the BPEL file and WSDL file. These two files
need to be packaged with the related fine-grained component services and to be modified
sometimes to do the deployment, entering the next phase.

The service deployment phase is to deploy the composite service generated by the
service composition phase. This phase will record operations to the log file again to
provide data support for the latter optimization and recomposition, being closed loops.

4 Detailed Approach

In this section, the framework mentioned above will be refined to introduce its specifics.
Figure 2 shows all meta-models and their relationship involved in our approach,
including Process Mining Model, Service Composition Scene Model, Business Process
Execution Model and Service Management Model. Process Mining Model corresponds
to process mining phase, Service Composition Scene Model corresponds to service
composition phase, and Service Management Model corresponds to service deployment
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phase. Business Process Execution Model is the intermediate product between service
composition phase and service deployment phase, which is generated after service
composition phase and needs manual further development.

Fig. 2. Meta-models for this approach based on process mining

Process Mining Model shows the data information the process mining phase
involves. Service Event is the data source of the process mining. Service Event records
the information needed by process mining phase and the subsequent 2 phases, centering
around events to record event name, the timestamp it occurred, ID of called service, the
related tenant information, etc. Event is extracted and converted from Service Event,
and a Trace consists of multiple Events.

Service Composition Scene Model shows the data information the service compo‐
sition phase involves. Through the processing of process mining, Process Model, Role
Relation Info and Service Execution Info are generated. Process Model is the discovered
potential process, including the tasks in the process and their order. Role Relation Info
represents the relations between tasks and the roles of tenants. Service Execution Info
represents the relations between tasks and services. Service Composition Scene Info is
aggregated from the information in Process Mining Model.

Business Process Execution Model shows the data information of the BPEL Instance
converted from Service Composition Scene Model. It is a composite service instance in
accordance with the BPEL standards. This approach is based on the history of the
execution, while the current situation may have been changed. So it needs further
develop by developers to meet the changes in current situation.
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Service Management Model shows the data information the service deployment
phase involves. Service Status represents the running status of a service, which will
change with the deployment status of global services. Along with the records by Service
Status, the logs in form of Service Event in next round will be produced.

4.1 Log Processing and Process Mining Based on the Meta-Model

The process mining phase mentioned in chapter 3 can be divided into these three parts:
Preprocessing of Logs, Processing Event Logs and Leveraging Process Mining. In this
section, these three parts will be introduced in more detail.

Preprocessing of Logs. Business process will change over time. For example, an
existing task is cancelled, then the recent added logs will not record this task, but because
the history logs have recorded it, process mining will also discover it. Therefore, before
doing process mining, it is necessary to filter outdated data and noise in logs to extract
the required information. At first, we integrate the distributed data sources and construct
the mapping between models and databases. Then we set the period of time, some
specific tenants and other conditions to filter noises. Finally, according to the meta-model
of Service Event shown in Fig. 2, we build the database tables needed for extracting the
information which process mining needs.

Processing Event Logs. Processing event logs is to convert the information for process
mining we got from previous step into the input criterion required by the process mining
tool, ProM, its required input format is XES (Extensible Event Stream). As Fig. 3 shows,
XES file is a process instance that has integrated multiple Service Events. It contains
multiple processes, which are called trace in XES standards, and every trace contains
multiple events.

p

Fig. 3. Process event logs in XES format
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Leveraging Process Mining. ProM is chosen to be our process mining platform. To
do process mining, a certain process mining algorithm should be chosen in advance. In
this paper, we just choose the α-algorithm. The algorithm candidates are all depended
on the ProM plugins. After Event Logs Processing, the XES file is generated. It is legal
input files of ProM, so it can be imported to ProM without extra processing.

We use ProM to analyze the interaction records among the business activities in the
processes and through mining and reasoning to get the process model, i.e. process
discovery. After process discovery, the process model is stored in the form of Petri Net,
described in the form of the pnml file. The major information in pnml file are Place,
Transition and Arc, which can be seen in Fig. 4. Place is condition, Transition is the
event that may occur, and Arc describes which places are pre- and/or post conditions
for which transitions.

,

Fig. 4. Service composition phase

In addition, by means of statistics and analysis of the records of service calls of each
event, we could get Service Execution Info. Similarly, by means of statistics and analysis
of the relationship between the event and the tenant role the tenant uses at this time, we
could get Role Relation Info.
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4.2 Service Composition Based on Scene Model

According to the service composition phase which is mentioned in chapter 3, based on
the scene model in Fig. 2, the Service Composition Method is designed. In this section,
the method will be divided into two parts: Service Selection Strategy and Service
Composition Method to describe it in more detail.

Service Selection Strategy. The same event may not invoke the fixed service every
time, and one service may also be provided to multiple events, so we need a method to
choose suitable services. That is the strategy we use to extract Key Service from Service
Execution Info. We calculate the weight of the service for the event to measure its
criticality to do service selection.

From Service Execution Info we can get the number of times the service  has been
called for the event , written as . Because that we have done Preprocessing of
Logs at first, which is mentioned in 4.1, the outdated data is filtered, so  can be
used to calculate the importance of service  to event . Towards one certain event ,
we first calculate the importance of its related  to this , written as , as shown
in Eq. (1).  represents the importance of  to ,  is the set of the events
which are related to , and  represents the importance of  to the whole
process, considering the compatibility of the component services and resource saving.
 and  are the parameters of the weighted average, considering that  does more

contributions to the requirement accuracy and  may be calculated
multiple times, so we pre-set  as 0.9 and  as 0.1.

(1)

Which  we should choose for  will be determined by calculating ,
as shown in Eq. (2),  represents the set of services related to . The closer that

 is to 1, the higher service selection priority this service has. If the selected service
is not available, the service with next priority will be selected. The selected service is
called Key Service, as shown in Fig. 2 before.

(2)

Service Composition Method. After the steps mentioned above, Role Relation Info,
Process Model and Key Service, which is extracted from Service Execution Info, will
be aggregated to build Service Composition Scene Info. Among them, according to the
placeSet, transitionSet and arcSet in Process Model, centered around transition, i.e.
event, we will get the relation and order of transitions, then it will be converted to be
the invokeOrder in Service Composition Scene Info.

As shown in Fig. 4, by analyzing the source and target in arc, we could get the
sequence of place and transition. The transitions then will be mapped to events and the
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places will be used to assist in analyzing the complicated invoke order, such as branch
and loop. In it, the branch and loop in process model will be converted to be the condi‐
tions such as “if” and “while” in invokeOrder, in our custom xml format.

Then the Service Composition Scene Info will be generated to BPEL Instance
according to the mapping relation in Table 1. After that, the BPEL variables and part‐
nerLinks should do some extra operations, such as adding postfix to generate the attrib‐
utes in BPEL Instance. For example, the partnerLink of the service named “Waybill‐
Service” is named as “waybillPL”. Other attributes in BPEL Instance can all be found
in Service Composition Scene Info. In this step, the client WSDL Set is in the format of
files, a set of WSDL files of corresponding component services.

Table 1. The mapping relations from service composition scene info to BPEL instance

Attributes in BPEL instance Attributes in SC scene model

Client WSDL Set serviceSet

Orchestration logic invokeOrder, eventSet and serviceSet

partnerRoles roleSet

BPEL variables and
partnerLinks

Generated by serviceSet and client WSDL Set

4.3 Further Development and Deployment Based on BPEL Instance

After service composition phase, the BPEL Instance is generated. Then the BPEL
Instance need to do some further development and then deploy it in a certain server.
This part is not our contribution, but a necessary part to maintain the closed loop of the
service composition lifecycle.

Our approach is based on the history of the execution, so the generated BPEL
Instance is inevitable to be a bit dated. While the current situation is likely to be changed.
So it needs further develop by developers to meet the changes in current situation. That
is the same as the traditional develop method. In our case study, we choose Eclipse BPEL
Visual Designer to do further development.

The area of BPEL deployment is quite mature. In our case study, we just use Apache
Ode (Apache Orchestration Director Engine) to do so. By using Apache Ode, we could
intuitively see the status of all the composite services we have deployed. Also, it will
record logs to support the service composition procedure in next cycle to maintain the
closed loop of the service composition lifecycle.

5 Case Study and Discussion

5.1 Case Study

Our approach has been applied to a logistics cloud service platform. This platform
supports the users from different companies to customize their functional services.
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Every company is considered as a tenant. According to their business requirements,
tenants could do service integration and service composition to register and customize
their applications. When the custom application is running, all the data in each distrib‐
uted node will be concentrated to be stored in this cloud platform, and then the service
logs will be generated and stored as well. These logs are used as the input data of our
service composition approach.

This case is about the waybill-related transportation process. The drivers and the
related staff could upload the waybill, sending their status including location, car infor‐
mation and other information to the data center of the logistics cloud service platform
through their devices, which are mostly the information sensing devices, using the tech‐
nologies like radio frequency identification (RFID), infrared sensors, global positioning
system (GPS) and laser scanner. This case is about how to develop the suitable waybill-
related composite service. The initial input logs are the bills stored in the collaborative
data center of this logistics cloud service platform. These initial logs are scattered in the
data center in the form of electronic bills, a specific xml file format, which is shown in
Fig. 5, containing the information of events, services, tenants and other supplementary
information.

Fig. 5. A raw service log file

About 200,000 electronic bills are gathered from the devices. After the preprocessing
of logs, the Processing of event logs and the adopting of process mining, Process Model,
Service Relation Info and Service Execution Info are gained. The discovered process
model in the form of visualized Petri Net is shown in Figs. 6 and 7 shows a part of the
pnml file of this mined process model, the real data source of Process Model.

Through service selection, a set of Key Services will be generated. After we import
the data of process mining phase to service composition phase, the Service Composition
Scene Model is generated. The invokeOrder in the Service Composition Scene Info is
shown in Fig. 8. The Petri Net shows that there is a loop structure in it. In invokeOrder,
the loop structure is converted into a “while” element.

According to the Service Composition Scene Info, we could get the general look at
the composite service. Then we combine the service set with the event set, as Table 2
shows. The service is combined with the event according to the corresponding event ID.
The similar phase is done to the role set as well.
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Then we get the composite service, its BPEL instance is shown in Fig. 9. The “while”
element in invokeOrder is converted to be “bpel:while” Control. The composite service
contains the WSDL files of the key services, BPEL file and other essential files for
deployment.

Then the composite service is registered in the service library and enters the service
deployment phase. After long-term running, the execution of this service will leave
behind service logs to be used for the new process mining phase of the next generation.

Fig. 6. A process model mined by our approach

Fig. 7. The pnml file of the mined process model
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Table 2. The service set combined with event set

Event ID and event name Service operation Service ID and service
name

ev_102 send waybill AddWaybill sv_208 WaybillService

ev_103 audit waybill SendAuditStatus sv_202 SendAuditStatus‐
Service

ev_105 send depart status SendDepartStatus sv_203 SendDepartStatus‐
Service

ev_106 send arrive status SendArriveStatus sv_204 SendArriveStatus

ev_108 record cost RecordWaybill sv_208 WaybillService

Fig. 8. The invokeOrder in the service composition scene info

Fig. 9. A BPEL instance generated from the composite service
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5.2 Discussion

Our work proposed a comprehensive service composition approach based on process
mining, which takes into account both practical business, and execution effectiveness
to help the developers do service composition.

The recent popular service composition approaches in service composition research
area are QoS-based service composition approach [5, 6] and context-aware dynamic
service composition approach [7]. From Table 3, we can know that our service compo‐
sition approach in this paper focuses on different point from QoS-based service compo‐
sition approach and context-aware dynamic service composition approach.

Table 3. Comparison between our approach and other service composition approaches

Features Our approach QoS-based Context-aware

Main objective Composition
meets practical
requirements

Good performance
meets existed
requirements

Dynamically
changing
situations
adaption

Service selection
criteria

Process and related
info from
process mining

QoS goals from
SaaS providers

Context
collected
from the
context-
aware equip‐
ments

Requirement
accuracy

High Low High

Non-functionality General High Low

Time cost Lower Lower High

Flexibility General General High

Continuous optimiza‐
tion support

Yes No Yes

Comprehensiveness High Low Low

In terms of the main objectives of these three approaches, our service composition
approach is based on process mining and can select services according to the result of
the process mining. Its objective is to meet practical requirements. While QoS-based
approach needs definite requirements, on the premise of definite requirements and basic
functionality, it selects services according to the given QoS objective. Its objective is to
find the composition solutions with the best performance. But sometimes, in order to
reduce the time and space cost, it may use the partial selection method instead of the
global selection method like [13] does, thus it may lead the composition result to one-
sided one. And context-aware dynamic service composition approach select services
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according to the context collected from the context-aware equipment. Its objective is to
adapt to the dynamically changing situations.

The service selection criteria of these three approaches are different. The QoS-based
approach selects services according to the QoS goals submitted by SaaS providers. The
context-aware approach selects service according to the context information collected
by the context-aware equipments.

In terms of other features, our approach provides high requirement accuracy and
comprehensiveness to the whole workflow’s service composition. That’s mainly
because our approach includes the business so that the service composition procedure
could be brought forward. Also, the non-functionality is not bad because that the mined
process and services are usually the best practices. Besides this, QoS-based approach
provides high non-functionality and context-aware approach provides high flexibility at
the cost of time. Among these three approaches, our approach and context-ware
approach could optimize itself continuously.

In conclusion, our service composition approach based on process mining is
outstanding in Comprehensiveness, also its Time cost and Flexibility is good. As these
three approaches all have their own suitable adaptive situations, our approach is suitable
for the situation with implicit requirements.

In addition, comparing with existing service composition approaches based on
historical users usage information [2–4], our approach uses standard and systematic
process mining method which is proposed in [1]. Therefore our approach and the process
mining algorithm is decoupled. We can change mining algorithm with the evolvement
of the process mining algorithm research.

6 Conclusion

In the area of Internet of Things, service composition is a widely-used popular
approach for the development of applications. In this paper, in order to improve both
execution effectiveness and comprehensiveness of existing service composition
approaches, we propose a complete service composition approach based on process
mining, considering both the practical business and execution information in produc‐
tion environment.

First, considering the information of execution environment and practical business,
a meta-model for this approach is proposed. Next, the scene model based on this meta-
model is generated by leveraging process mining. Then the scene model is applied to
do service composition, including service selection from the Service Registry. After
that, the composite service in form of BPEL instance is converted based on aggregated
scene information, and the BPEL instance is deployed after the further development.
During the execution of the composite service, new logs will be recorded, so that, the
whole lifecycle of the service composition procedure is a closed loop. Finally, this
approach is applied to a collaborative data center in a logistics cloud service platform
to show its feasibility and to analyze its adaptive scenarios.

It is found that our approach is suitable for the situation without requirements or with
indefinite requirements and without high performance demand of the result composite
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service. This approach is more comprehensive than the currently existing methods such
as QoS-based and Context-aware methods lack.

In the future, we would focus on improving the flexibility of our approach, enlarging
the supported service library, extending this approach to service management area, etc.

Acknowledgement. We would like to acknowledge the anonymous reviewers for their insightful
and constructive comments and the support of the National Natural Science Foundation of China
under No. 71171132 and No. 61373030.
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Abstract. Existing triple-failure-tolerant codes assume that failures are inde‐
pendent and instantaneous. Such assumptions overlook the underlying mecha‐
nism of multi-failure occurrences and ignored the effect of reconstruction
window. These codes are not adapted to the occurrence pattern of failure in real-
world applications. As a result, the third parity drive is almost idle as it set to
handle the triple-failure scenario only with lower-level failure situations unat‐
tended. Furthermore, the problem of single failure rebuild deteriorates with the
increasing disk capacity, and the system’s reliability will decrease with user
experience impaired. Aiming at these problems, a fast reconstructable coding
scheme extended from RAID-6 has been developed in this study. RAID-6Plus
maintains a smaller reconstruction window by recoding the third parity drive.
Existing codes provide absolute reliability for triple failures via full combinations.
As a contrast, RAID-6Plus employs short combinations which are able to greatly
reuse overlapped elements during reconstruction to remake the third parity drive.
The short combinations shorten the reconstruction window of single failure,
which avoids multi-failure overlapping in the reconstruction window. The capa‐
bility of multi-failure degradation provides RAID-6Plus with (1) a better system
performance comparing to RTP and STAR and (2) an enhanced reliability
comparing to RAID-6.

Keywords: Reconstruction window · Failure mode · Multi-failure degradation ·
Flexible reliability

1 Introduction

RAID-6 is conventionally the de facto default configuration of storage systems for
its reliability. However, modern storage systems are more and more exposed to
higher level of vulnerability in the big data era. Data reliability has unprecedentedly
become a critical issue to be addressed. In terms of device level failures, Huang and
Xu proposed STAR code [1] to protect a storage array from triple failures. Goel and
Corbett extended RDP to RTP [2] with a faster coding algorithm for handling triple
failures. Similar codes include RS codes and generalized EVENODD [3]. Jain et al.
introduced redundancy between RAID groups by mirroring or replication at the

© Springer International Publishing Switzerland 2015
L. Yao et al. (Eds.): APSCC 2015, LNCS 9464, pp. 210–221, 2015.
DOI: 10.1007/978-3-319-26979-5_15



expense of a higher overhead [4]. Codes along this direction can generally provide
satisfactory solutions to triple failures, but the following problems are still pending
especially the lack of flexibility for enabling reliability:

• Existing codes assume that failures as independent and instantaneous and occur‐
rences of failures conform to the exponential distribution [5, 6]. This ideal assumption
does not apply in the fault pattern of modern storage systems [7]. Furthermore, those
codes are not designed to support multi-failure degradation, which aims to convert
a higher-level multi-failure into separate low-level multi-failures or single failures
with a shorter reconstruction window.

• Existing codes largely ignore the pattern of failure occurrences in practice. For
example, 99.75 % of recoveries are due to single disk failures [16], while triple whole-
disk failures are rare. However, the third parity drive in RTP is set to handle the triple-
failure scenario only with single failure rebuild unattended. The third parity drive is
then almost wasted.

• Exiting codes focus on whole-device level failures while mixed-fault modes are more
common in practice [8]. For example, when a fault consisting of two erasures and a
sector error occurs, all of the three parity drives must be used. This directly overkills
the effects of the third parity drive.

• As throughput is dwarfed by capacity [9], the reconstruction windows have grown
exponentially from minutes to hours or even days in practice. This leads to a severe
decrease of system performance and poor user experiences.

There exists a pressing need for a coding design to support multi-failure degradation
and a smaller reconstruction window to deliver data reliability in a more flexible manner.
In this study, we developed a fast reconstructable coding scheme with shorter recon‐
struction window, namely RAID-6Plus. The proposed coding scheme is an extension
of RAID-6 [10] at the expense of three parity drives. RAID-6Plus employs short combi‐
nations which are able to effectively reuse overlapped elements during reconstruction
to remake the third parity drive. This design shortens the reconstruction window of single
failures by minimizing the total number of data reads. The possibility of multi-failure
overlapping in the reconstruction window is therefore significantly diminished. The
capability of multi-failure degradation provides RAID-6Plus with (1) a better system
performance comparing to RTP and STAR and (2) an enhanced reliability comparing
to RAID-6. RAID-6Plus balances reliability, performance and update penalty, which
aims at practical uses in modern disk systems, flash-based systems, and even hybrid
storage system on any array codes.

RAID-6Plus was then evaluated against the RTP and STAR codes. A mathematic
analysis indicated that RAID-6Plus could achieve speedups of 33.4 %, 11.9 %, 47.7 %
and 26.2 % comparing to RTP with conventional rebuild, RTP with optimal rebuild,
STAR with conventional rebuild and STAR with optimal rebuild respectively. Further‐
more, RAID-6Plus is orthogonal with some previous work on reconstruction speedup
[10–13] and can be integrated together to further shorten reconstruction window.

The main contributions of this study are as follows:

• We developed a new XOR-based coding scheme with shorter reconstruction window
and lower risk of multi-failure with no additional cost incurred comparing to RTP
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and STAR, which enables a balanced solution with flexible reliability and better
system performance.

• We design a novel redundancy scheme to minimize data reads in reconstruction
scenarios. The redundancy scheme is generic and could be applied to other codes.

• To the best of our knowledge, RAID-6Plus is the first to extend given codes from the
perspective of accelerating single failures instead of providing reliability boundary.
The design is better adapted to the occurrence pattern of failures in practice.

The remainder of the paper is structured as follows. Section 2 motivates RAID-6Plus.
Section 3 presents the design of RAID-6Plus. Finally, we evaluate the performance of
RAID-6Plus in Sect. 4 with conclusions in Sect. 5.

2 Backgrounds and Motivation

In this section, we describe the different failure modes and recovery methods in RAID
systems and introduce the concept of multi-failure degradation in reconstruction
window. This motivates the need to design RAID-6Plus, which exploits multi-failure
degradation mechanism.

2.1 Failure Modes in Disk and SSD

Multiple researches on the massive disks have all shown that mainstream disk drives
have device failures or whole-disk failure [14] and sector failures. Device failure refers
to the loss of the whole disk, which is mainly caused by hardware problems or manual
misconducts. Sector failures could be caused by diverse reasons such as software
glitches and so on [15]. All this failures directly cause data unavailability.

More specifically, newest findings by Ao ma reveal that despite infant mortality,
multi disks tend to fail at similar age. That means that not only single failure happens
at the device level, but also multiple devices may fail almost simultaneously, calling for
higher reliability care than RAID-6. Other statistics show among all device failures,
single failure accounts for the majority (99.75 %), and double failures is not eligible
(roughly 8 %) and should be taken care of [16]. Meanwhile, often the cases are single
failure coupled with other sector failures rather than multi whole-disk failures [8]. And
sector errors are not rare and increase with time [14].

In terms of correlation between whole-disk failure and sector errors, reference [14]
asserts whole-disk failure can be viewed as the consequence of accumulated sector error
and uses the number of reallocated sectors to characterize probability of whole-disk
failure. Further, the longer a functioning device undergoes, the higher probability of
device failure could be. In other words, other failures could happen in ongoing process
of failure recovery, aggravating system reliability and making it much more vulnerable
[17]. In short, single failure is of vital importance to reduce window of system
vulnerability.

Though there have not been any investigation published on massive SSD, SSD’s
failure modes must be similar while differ in some of its own vulnerability features, like
its inborn limited endurance issues and wearing over time [18].
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2.2 Growing Reconstruction Window for Single Failure

Basically, given the same rotational speed, reconstruction window for a single disk
varies according to different disk capacity [19]. Therefore, through simple calculation,
reconstruction windows has also grown hugely along with device capacity, leading to
easier opportunity for potential data loss [17].

On the contrary, the shorter reconstruction window is, more failures with higher level
can be avoided by degraded into low-level failures. Current reconstruction window is
unbearably large. For example, it would normally take more than two hours to recon‐
struct the data of a 500 GB disk. This not only aggravates user experience for longer
wait, but also puts the whole system into higher risks of data loss. Therefore, the urgent
need to shorten reconstruction window is practical and would be welcome.

2.3 Motivation

Traditional codes with higher fault-tolerance, like RTP and STAR codes are originally
designed for triple whole-device failures. Unfortunately, statistics have shown proba‐
bility of single failure overwhelmingly accounts for most while triple whole-device
failures is relatively rare, thus making current RAID-7 system with triple parity drives
wasteful. Additionally, mixed-fault modes exhibited in modern storage systems, over‐
kills the solution of those codes with higher reliability boundaries. In short, current
RAID-7 system with triple parity coding is unpractical and needs to deliver more flexible
reliability.

Further, reconstruction window is exponentially increasing with device capacity,
thus worsening user experience and leaving larger space of system vulnerability and
data loss. More notably, current coding schemes for triple-failure are unable to shorten
reconstruction window.

Therefore, all these factors above motivate me to extend RAID-6 codes another
way to shorten reconstruction window to provide flexible reliability and make it
more practical.

3 System Design

In this section, we base on RDP code to illustrate our RAID-6Plus. First of all, we
introduce the optimal way of RDP for single failure rebuild. Then, in RAID-6Plus, we
keep the P disk and Q disk as it is, and present our new coding algorithm for the third
parity drive X to reduce reconstruction window.

3.1 Optimal Reconstruction for Single Failure in RDP

In RDP, we have two kinds of parity drives, where P drive means slope 0 and Q for
slope 1. whenever any single data disk fails, the conventional way to reconstruct a failed
disk is merely using P drive while the optimal way is using equal number of parities
from P and Q drives, maximizing the overlapping data, as shown in (Fig. 1) [10].
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Table 1. Feature comparison of three coding ways for X drive

Coding
methods

Element
example

Involved
element

Merit Shortcoming

Mirroring of
single disk

a1 1 simple and can
maximize
reduction of
reconstruc‐
tion window
for specific
drive

Only cover
replicated
drive, not
able to cover
other drives,
causing
imbalance
and
fluctuation

Short combina‐
tion

a1 + b1 2 In between

Full combina‐
tion

a1 + b1 + c1 +
 d1 + e1

5 Maximize
fault-toler‐
ance for the
whole
system

Unable to
reduce
reconstruc‐
tion window

3.2 Redundancy Coding in RAID-6Plus

In order to provide solid and flexible reliability against multi-failure, RAID-6Plus
uses three redundancy drives as other codes for triple-failure do, but in a new and
more practical way. Actually, there is a reasonable compromise between reliability
level and system performance in RAID-6Plus, where on the one hand, we maintain

Fig. 1. The optimal reconstruction sequence of single failure in RDP. The hybrid use of equal
numbers of P parities and Q parities maximizes the overlapping data for single failure rebuild.
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a basic reliability guarantee to accommodate non-negligible double-failure, while on
the other hand, reconstruction window is shortened to degrade failure and reduce
user wait.

Fig. 2. Encoding for X drive in RAID-6Plus. Any new parity in the third parity drive X is the
XOR of some two data elements. There are two data elements of each data drive to be covered in
X drive. And those data pairs or tuples to construct X parity is specially chosen to satisfy fast
reconstruction.

Fig. 3. Rebuilding single failure with X elements. a0 and a1are recovered by x0 and x1, a2 and
a5 are rebuilt with the help of q2 and q5 while a3 and a4 are fixed with p3 and p4.

Of all the three redundancy drives, the first two are devoted to maintaining a lower
bound of reliability, which we denote as “base reliability”, given RAID-6 is widely
deployed in diverse storage system for double-failure concern. Therefore, we have the
exact P drive and Q drive in RAID-6Plus from RDP to keep a base reliability guarantee
for double-failure.
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The remaining redundant X drive is dedicated to reducing reconstruction window
for single failure of any data drive, which is in charge of user access. Therefore, the key
lies in the redundancy coding for X drive. Conventionally, there are three ways for X
drive coding: (1) Mirroring of a single data disk; (2) Short combination; and (3) Full
combination. The features of the three coding ways are so obvious that we summarize
them in Table 1.

In essence, the three ways of coding for X parity elements vary in number of element
involved in the encoding process. Mirroring has a length of only one, suggesting any X
element is a replica of some element in other drives. Full combination has the same
length of any element in P or Q drive, implying any element in X is the combination of
many elements in data drives while Short combination is in between.

In order to reduce data reads as much as we can, we employ short combination with
some 2 elements involved to encode for X parity. The thought behind is to find over‐
lapping elements as many as possible on the basis of optimal reconstruction for single
data disk in RDP and combine any two of them for the concern of data disk coverage,
as shown in Fig. 2.

We use the example in Fig. 2 to illustrate. In our coding for X drive, nearly all the data
drives in covered. For example, we have and of disk #1 in the short combination, which
will be used in the reconstruction of disk #1. In other words, disk coverage in some way
guarantee the balance of effect distribution on multi disks.

We use the example in Fig. 3 to illustrate. In our coding for X parities, nearly all the
data drives are covered. For example, we have a0 and a1 of disk #0 respectively in x0 and
x1, which will be used in the reconstruction of disk #0. In other words, disk coverage in
some way guarantees the even and balanced distribution of speedup effect on multi disks.

And those short combinations in X drive constructed by data pairs are specially
chosen to satisfy fast reconstruction.

3.3 Reconstruction in RAID-6Plus

In terms of single erasure reconstruction, for example, if disk#0 fails, reconstruction
with the participation of related short combinations in X will occur.

As shown in Fig. 3, we use x0 and f0 to recover a0, x1 and e1 for a1. And respectively
with the help of p3 and p4, a3 and a4 are reconstructed in the direction of slope 0 while a2
and a5 are respectively recovered from slope −1 with q2 and q5. In total, there are 22
elements needed to be read, comparing with 27 element reads of RDP optimal recovery.

In the views of double failures, RAID-6Plus maintains system reliability in two ways.
First and foremost, RDP is actually included in RAID-6Plus, therefore there will be no
data loss whenever any double failures happen.

Additionally, with shorter reconstruction window, some double-failure situations
previous in traditional RAID-6 system could be converted to independent single failures,
thus eliminating vulnerability undergone by the system. Also, the same way of using
short combinations in X can be applied to save data reads for double-failure scenarios.

In fact, triple failures happen at an extremely tiny probability, therefore the third
parity drive in traditional codes only exist for extreme cases. And according to Relia‐
bility Equation in [20], RAID-6Plus could convert a portion of triple-failure situations
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in traditional coding schemes to lower possibility, leaving unconvertible triple failures
at a negligible level.

4 Performance Analysis

In this section, we analyze the performance of RAID-6Plus, with RTP and STAR codes.
The analysis comes in parity computation complexity, update penalty, reconstruction
cost, and storage ratio. Further, we propose Q metric to denote the induced performance
improve per cost to validate our RAID-6Plus. The basic data matrix for STAR is 
and  for RAID-6Plus and RTP.

4.1 Parity Computation Complexity

We compare parity computation complexity of different codes by XORs per element.
The total XORs can be computed as the sum of XORs for different parity types. For
example, the number of XORs for writing a stripe in RAID-6Plus is consisted of XORs
for row parity, diagonal parity and X parity, making

(1)
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Fig. 4. Parity computation complexity. Obviously, RAID-6Plus uses least XORs per data block
for parity computation and is fastest. The difference is more obvious when disk array size is
smaller, which is the typical case of most storage systems.
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Likely, we can get that of RTP is . For  data matrix of STAR,

similar computation pattern can be applied to get . The results are shown
in Fig. 4.

4.2 Update Penalty

Traditionally, redundancy incurs update penalty because parity must be consistent with
data element involved. And update penalty is measured by number of introduced write.
For example in RDP, any update on a single data block will result in two more writes
to respectively update corresponding row parity and diagonal parity. We can get the
update penalty of RTP in reference [2]  and STAR is  with
the help of reference [21].

For RAID-6Plus, update penalty of all data elements requires

(2)

Thus, the update penalty per block is

(3)

which is smaller than RTP and STAR, as shown in Fig. 5.
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Fig. 5. Update penalty. When p is larger than five, RAID-6Plus introduces least update penalty
than RTP and STAR, and it is close to RS-coded RAID6. For example, when p equals 11,
RAID-6Plus has 2.11 update penalty compared with 2.82 of RTP and 4.636 of STAR. The different
will be more obvious when disk array size grows bigger.
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Significantly, RAID-6Plus bears least penalty when updating. The reason why
RAID-6Plus has the least update penalty is RAID-6Plus employs short combinations
while RTP and STAR use full combinations which involve more data elements to
construct, therefore incurring more update penalty.

4.3 Reconstruction Cost

We hereby focus on single failure reconstruction scenario and use total data elements
read to evaluate the cost.

For RTP and RDP share exactly same reconstruction sequences, they have the same
reconstruction cost, which are respectively  with conventional recovery
and  with optimal recovery. Similarly, STAR rebuilds a failed drive with the
same cost of EVENODD, which is  conventionally and  by optimal
recovery.

When a drive fails in RAID-6Plus, two elements are recovered by two X parities and
half of the rest elements are respectively rebuilt with P and Q parity as shown in Fig. 3.
Therefore, we compute data elements read for rebuild in RAID-6Plus as

(4)

We normalize the results based on STAR_conventional in Fig. 6. The secret of
RAID-6Plus for single erasure rebuild is it uses short combinations in X drive to
minimize elements needed and meanwhile reuse overlapping elements as much as
possible on the basis of optimal reconstruction sequence of RDP.
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Fig. 6. Data reads for rebuilding single failure. Clearly, RAID-6Plus reads least data than any
other coding schemes. For example, when p is 7, RAID-6Plus has a normalized speedup of 33.4%,
11.9%, 47.7% and 26.2% respectively over RTP_Conventional, RTP_Optimal,
STAR_Conventional, STAR_Optimal.
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4.4 Storage Overhead and Reliability

RTP, STAR are both MDS codes while RAID-6Plus is non-MDS. Regarding storage
overheads, all the three codes have three drives dedicated to parities. In terms of absolute
failures, RTP and STAR are strictly triple-failure tolerant while RAID-6Plus can tolerate
only double failures at device level. But RAID-6Plus provides flexible and higher rela‐
tive reliability by shorter single failure reconstruction. This effect are hard to be explicitly
characterized because there are not any plausible reliability model for RAID systems.

5 Conclusions

Existing triple-failure-tolerant codes set the third parity drive to only handle the triple-
failure scenario, which is very rare while single failure dominates in storage system
breakdowns in real-world applications.

This study developed RAID-6Plus, a fast and reliable reconstructable coding scheme
with shorter reconstruction window. RAID-6Plus remakes the third parity drive to
shorten the reconstruction window to degrade multi-failures and to minimize short user
wait. The design enables reuse of overlapped elements during reconstruction to balance
the reliability and performance of the resulted coding scheme. The performance evalu‐
ation indicated that RAID-6Plus exhibited (1) a better system performance with no extra
cost comparing to RTP and STAR and (2) an enhanced reliability comparing to RAID-6.
The scheme held the potentials of practical uses in modern disk systems, flash-based
systems, and even hybrid storage system on any array codes.

Acknowledgment. We are grateful to our anonymous reviewers for their suggestions to improve
this paper. This work is supported by the National Natural Science Foundation of China under
Grant Nos. 61232003, 61332003, 61202121, 61402503, 61303073.

References

1. Huang, C., Xu, L.: STAR: an efficient coding scheme for correcting triple storage node
failures. IEEE Trans. Comput. 57, 889–901 (2008)

2. Goel, A., Corbett, P.: RAID triple parity. ACM SIGOPS Oper. Syst. Rev. 46, 41–49 (2012)
3. Blaum, M., Bruck, J., Vardy, A.: MDS array codes with independent parity symbols. IEEE

Trans. Inf. Theor. 42, 529–542 (1996)
4. Jain, N., Dahlin, M., Tewari, R.: TAPER: tiered approach for eliminating redundancy in

replica synchronization. In: FAST, pp. 21–21
5. Chen, P.M., Lee, E.K., Gibson, G.A., Katz, R.H., Patterson, D.A.: RAID: high-performance,

reliable secondary storage. ACM Comput. Surv. (CSUR) 26, 145–185 (1994)
6. Amer, A., Long, D.D., Thomas Schwarz, S.: Reliability challenges for storing exabytes. In:

2014 International Conference on Computing, Networking and Communications (ICNC), pp.
907–913. IEEE (2014)

7. Schroeder, B., Gibson, G.A.: Disk failures in the real world: what does an MTTF of
1, 000, 000 hours mean to you? In: FAST, pp. 1–16

8. Plank, J.S., Blaum, M.: Sector-disk (SD) erasure codes for mixed failure modes in RAID
systems. ACM Trans. Storage (TOS) 10, 4 (2014)

220 M.-Z. Deng et al.



9. Leventhal, A.: Triple-parity RAID and beyond. Queue 7, 30 (2009)
10. Xiang, L., Xu, Y., Lui, J., Chang, Q.: Optimal recovery of single disk failure in RDP code

storage systems. ACM SIGMETRICS Perform. Eval. Rev. 38, 119–130 (2010)
11. Xiang, L., Xu, Y., Lui, J., Chang, Q., Pan, Y., Li, R.: A hybrid approach to failed disk recovery

using RAID-6 codes: algorithms and performance evaluation. ACM Trans. Storage (TOS)
7, 11 (2011)

12. Zhu, Y., Lee, P.P., Xiang, L., Xu, Y., Gao, L.: A cost-based heterogeneous recovery scheme
for distributed storage systems with RAID-6 codes, pp. 1–12. IEEE

13. Khan, O., Burns, R.C., Plank, J.S., Pierce, W., Huang, C.: Rethinking erasure codes for cloud
file systems: minimizing I/O for recovery and degraded reads, p. 20

14. Ma, A., Douglis, F., Lu, G., Sawyer, D., Chandra, S., Hsu, W.: RAIDShield: characterizing,
monitoring, and proactively protecting against disk failures. In: Proceedings of the 13th
USENIX Conference on File and Storage Technologies, pp. 241–256. USENIX Association
(2015)

15. Mingyuan, X., Mohit, S., Mario, B., David, A.P.: A tale of two erasure codes in HDFS. In:
FAST, pp. 213–226 (2015)

16. Pinheiro, E., Weber, W.-D., Barroso, L.A.: Failure trends in a large disk drive population. In:
FAST, pp. 17–23

17. Luo, X., Shu, J.: Load-balanced recovery schemes for single-disk failure in storage systems
with any erasure code. In: 2013 42nd International Conference on Parallel Processing (ICPP),
pp. 552–561. IEEE (2013)

18. Boboila, S., Desnoyers, P.: Write endurance in flash drives: measurements and analysis,
pp. 9–9

19. Elerath, J.G., Schindler, J.: Beyond MTTDL: a closed-form RAID 6 reliability equation.
ACM Trans. Storage (TOS) 10, 7 (2014)

20. Corbett, P., English, B., Goel, A., Grcanac, T., Kleiman, S., Leong, J., Sankar, S.: Row-
diagonal parity for double disk failure correction. In: Proceedings of the 3rd USENIX
Conference on File and Storage Technologies, pp. 1–14

21. Rongdong, H., Guangming, L., Jingfei, J.: An efficient coding scheme for tolerating double
disk failures. In: 2010 12th IEEE International Conference on High Performance Computing
and Communications (HPCC), pp. 707–712 (2010)

RAID-6Plus: A Fast and Reliable Coding Scheme 221



The Searching Ranking Model Based
on the Sharing and Recommending Mechanism

of Social Network

Hongxiao Fei, Tianchi Mo, Yang Wang, Zequan Wu, Yihuan Liu,
and Li Kuang(&)

School of Software, Central South University, Changsha, China
{hxfei,wangyangcsusoft,wuzequancsusoft,3901130215,

kuangli}@csu.edu.cn, motianchi@163.com

Abstract. The combination of social network and search engine is the trend of
internet in coming years. Through introducing the widely utilized sharing and
recommending mechanism in social network to search engine, this paper pro-
poses a new searching ranking model. This model judges the quality of web
pages and decide what extent do they meet users’ personalized need through
analyzing the records of users’ social circle’s behavior of sharing and recom-
mending. Then, it can make search engine provide users with personalized
results sequences. Both the experiment and the theoretical analysis show the
proposed model can automatically help users to select the high quality search
results, and provide users with better personalized service.

Keywords: Search engine � Personalized search � Ranking model � Social
network � Sharing and recommending mechanism

1 Introduction

Search engine (SE) and social network are the two most active kinds of application
systems in present internet. Google and Baidu are the most popular SEs, and both of
them are belong to the second generation full-text search engine. The advantages of this
kind of SE include fast speed, high recall ratio, timely updating, and total automation.
However, with the sharp expansion of the online information quantity, some obvious
defects of this kind of SE have been gradually exposed. Their precision is not very
high, and many unrelated webpages, or the webpages that not accurately satisfied
users’ need are also contained in the result list, so, users have to spend lots of time in
selecting the pages they really want. These SEs are also lack of proactivity, and not
capable of providing precise personalized services [1]. Simultaneously, in the era of
Web 2.0, social network, like Facebook and Twitter, has been rapidly ascending in
recent years. Due to users spend much more scattered time in communicating on the
social application, the social webs can accumulate massive data closely related to users’
characteristic. It makes social networks able to supply more real-time and more per-
sonalized services to users. As a matter of fact, social network is becoming the new
major source of information after the time of SE appearance [2]. In the future, it may
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overstep SE and become the most important traffic entrance of other websites [3].
Nevertheless, there is randomness and uncertainty when people obtain knowledge
online, and their social relations have boundaries, that cause the information given by
the social web cannot cover whole searching requirement of single user.

SE and social network both have pros and cons. The combination of them is the
trend of cyber application. Literature [4] points out that the proactivity, personality and
sociality of social application can make up the defects of modern SE. And SE’s ability
to gather resource from whole internet makes it capable of providing much more
information than social webs. Therefore, in next decade, SE may comprehensively
combine with social network. The new mixed application will possibly become the
most critical online system in daily life.

So, in this paper, to make SE become more intelligent, accurate and personalized,
we introduce the common sharing and recommending mechanism in developed social
nets, and try to transplant it into search systems. A new ranking model named Sharing
and Recommending Result Rank (SRRR) is proposed in this purpose. SRRR is
designed to help users select search results. It can return different webpage lists to
different users, which is the real personalized searching based on social information.

The rest of the paper is organized as follows. Section 2 reviews the related work
about the combination of social web and SE. Section 3 introduces the proposed SRRR
model. Theoretical, empirical and experimental analysis is presented in Sect. 4. And
finally, the conclusion and the future work are given in Sect. 5.

2 Related Work

Actually, industry does not have consensus on the definition of “social search”.
Literature [3, 5, 6] deem social search to be the search function in the social appli-
cation, which means when users submit the keywords, systems return the related
contents (like tweets, photos, blogs and so on) with order. Meanwhile, other scholars
regard the core of social search as the full-text S, which is faced with the whole
internet. In their opinion, social search means using the intelligent data of social web to
comprehensively optimize the second generation SE, rather than searching the social
website itself [1, 2].

Academic research about the combination of SE and social application began with
the deep exploration of bookmarking sites [7, 8]. Bao et al. put forward the social
similarity rank model (SSR) and the social page rank model (SPR) [7]. Both SSR and
SPR are based on the del.icio.us, and the hypothesis that people search pages through
annotations. SSR is an iterative algorithm to identify the similarity of annotations
through checking the people who use them, while SPR extends the page rank algorithm
to the network consist in pages and annotations. Lo et al. pose the expert vote rank
(EVR) and recommendation page rank (RPR) [8]. EVR is based on users’ prestige in
del.icio.us, and RPR uses the weighted directional recommendation graph to do the
ranking. After above approaches, some algorithms and models have been designed for
the search function in social platforms. Xing et al. propose that RDF data can be used to
solve the heterogeneity problem in social network searching [5], but they do not design
an effective rank model. And Xu et al. put forward a ranking model involving the page
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publishing time, the relevance of content and key word, the page publishers’ prestige
and the relation between publisher and searcher [9]. However, this model is confined in
Twitter and only covers the data of two months. As for the optimization of full-text
search engine with some social mechanisms, there is few study achievements so far.
And some companies have developed productions, but their effects need to be checked
by time. Facebook gets a patent called “curated search”, while they also cooperating
with Bing, the SE developed by Microsoft [3]. Google also designs Google+, hoping to
build their own social platform. In academic area, Akiyama et al. also proposed a
method through extending page rank. They apply the page rank to a new class of nets
with two kinds of vertices, pages and people who are reading these pages right now. It
is very creative, but it is too hard to implement.

As far as we can see, academia is now focusing much more on the site search of
certain social platform, and the improvement of page rank with shallow social infor-
mation. However, until today, there is no effective approach to incorporate the sociality
into the full-text search engine on a high level. As mentioned above, the functional
limitation makes social web cannot totally replace full-text search engine. Frequent
searching behaviors need to be supported by the data from whole World Wide Web.
For this purpose, the design of SRRR aims at using the superiorities of social network
to prove the effect of SE. The application environment will not be confined in certain
social platform.

3 Using Social Sharing and Recommending Mechanism
to Optimize Search Ranking

Virtually, as literature [3] pointing out that what threatens the SE is not the social
network itself, but the intelligent data of the social web. Users spend lots of time on
interacting with social applications and other users, so these applications can accu-
mulate massive data related to users’ information. Therefore, social applications get
better know about their user. Without users’ active expression, we can use the data to
build interest vectors [1]. Generally, social nets provide the completed mechanism of
sharing and recommending, large quantity of information can be diffused rapidly along
the links of web. If we can utilize the features hiding in the actions of sharing and
recommending guiding search ranking, then the SE will become more personalized due
to the personality of everyone’s social circle.

3.1 Relevant Conceptions of SRRR

In existing social application, the conceptions related to SRRR include social relation,
social distance, and sharing and recommending mechanism.

1. Social Relation: User u and v having social relation on a social platform means an
explicit record of the edge between 2 vertices in the database. There are 2 kinds of
relation, unidirectional and bidirectional. Unidirectional relation means if there is a
link from u to v, the link from v to u is not necessary. In Twitter and Sina micro
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blog, “Follow” is a kind of unidirectional relation. We denote unidirectional relation
as u→v. Meanwhile, in Facebook and Tencent QQ, the social relation is bidirec-
tional, that means if there is a link from u to v, the link from v to u also must exits. It
is denoted as u←→v. The proposed model only takes unidirectional relation into
consideration, because u←→v is equal to u→v&&u ← v. The conception of social
relation maps the social network as a directed graph.

2. Social Distance: In existing social nets, information is one-step-visible [5], which
means u can read contents posted by v iff u → v. Social distance is defined for
Information transmission. If u→v, the social distance is 1, denoted as dis(v, u) = 1.
If dis(v, u) = d, w → u, w not → v, and 8w → x&&x ≠ u, dis(v, x) ≥ dis(v, u), then
dis(v, w) = d+1. Due to the huge number of users in social web, ordinary algorithms
are incapable of finishing the calculation in short time. The method proposed by
literature [10] can be taken to curtail the run time.

3. Sharing and recommending mechanism: Most of the social applications provide the
service of sharing and recommending. In different positions of different webpages,
we can see the sharing button. And in social applications themselves, users also can
use “Forward” function to share the contents they like. If u → v, then, when v has
retransmitted something u will be noticed and can read the content v shares. But to
users who do not follow v, they will not directly know v’s behavior.

Recommending, also known as “Like”, is a kind of behavior visible to whole site.
The application will record users’ positive evaluation to certain content. When other
users request a set of data, the content with more recommendation is nearer to the top of
result list.

3.2 Process of SRRR

Nowadays, the second generation full-text SE works with following procedure: col-
lecting webpages, analyzing webpages, building the inverted index, and handling the
queries [11]. The proposed model will influence all of these steps. The thought of
SRRR comes from users’ daily behavior of sharing and recommending. Normally, only
the pages/resources with high quality and exactly satisfying users’ requirement can get
users’ “Forward” and “Like”. And the behavioral basis of sharing and recommending is
user and his social circle having analogous interests. Therefore, SRRR is based on
following hypothesizes:

• Hypothesis 1: The shorter the social distance between two users is, the more similar
the requirement they share [1]. Namely, user and his social circle have similar
interests.

• Hypothesis 2: Page’s quality is proportional to the times it has been shared.
Simultaneously, if the user who shared the page has high prestige in social web, this
certain sharing behavior should have higher importance. The more a content has
been retransmitted, the nearer it is to the top of the result list in searching.

• Hypothesis 3: Page’s quality is proportional to the times it has been recommended.
Meanwhile, to certain webpage, if its recommenders have shorter social distance to
the searcher, and the number of them is larger, the page’s position should be nearer
to the top of return list.
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Through calculating the share ranking factor (SRF) and the Recommending
Ranking Factor (RRF), SRRR combines the attitude to webpages of searcher’s social
circle with other elements of search ranking, and helps users to make decision when
selecting search result.

1. SRF Calculation: Before calculating SRF, the prestige of users in social network
needs to be identified. We call it prestige factor (PF). Page rank algorithm [9, 12] is
taken to solve this problem. The primary idea of this algorithm is: the more users
follow u, the larger u’s PF is. Meanwhile, if u has large PF and u → v, v also has
large PF. Equation (1) is utilized to calculate PF:

pf ðuÞ ¼ ð1� dÞþ d
X
v2fu

pf ðvÞ
Nv

ð1Þ

In Eq. (1), pf(u) denote u’s PF, d2(0, 1) is attenuation factor, usually, d = 0.85. And
fu is a set of users, 8v2f, v → u. Nv is the number of users followed by v. Application
system can measure users’ PF when its load is light, like 12 p.m * 4 a.m every day.
This is a preprocessing step, so it does not cut down the system performance. When
user u submits the search request with keyword k, system firstly retrieves out pages, the
set of webpages whose keyword is k (existing SE has this step, too). Then, Eq. (2) is
taken to calculate SRF of every p 2 pages for u:

srf ðu; k; pÞ ¼
X

v2ðb fu\Shareðk;pÞÞ

pf ðvÞ
Nu

ð2Þ

In Eq. (2), bfu is a user set. 8v2bfu, u → v. Share (k, p) is also a user set. It has two
kinds of elements. One includes the users who directly share p into social net without
using the SE, and after analysis the system reckon k as the keyword of p. The other
contains the users who share p when they searching keyword k through SE. Nu is the
number of users followed by u.

2. RRF Calculation: As the definition in Sect. 3.1 (3), recommending, or “like” is
visible to full site. User u can recommend the webpage p he likes to the whole social
web. According to Hypothesis 1 and Hypothesis 3, proposed model computes RRF
with following way:

Build a pattern M, which is a triplet (u, k, url). It means when u searching keyword
k, he recommended one of the results whose web address is url. Or u directly rec-
ommended the webpage whose address is url to the system, and system regards k as its
keyword. When user u submits the search request with keyword k, same as SRF
calculation, system figures out pages, then, uses Equation to measure RRF of every p 2
pages for u:
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rrf ðu; k; pÞ ¼
X

v2Recðu;k;pÞ

threshold � dis ðu; vÞþ 1
num ðu; dis ðu; vÞÞ ð3Þ

Rec(u, k, p) is a user set. 8v 2 Rec(u, k, p), there must be a record in M values
(v, k, url of p), and dis(v, u) ≤ threshold. In Eq. (3), threshold is a constant number,
which denotes the upper bound of social distance. According to six degrees of sepa-
ration [6], we set threshold = 6. Users with longer social distance will be ignored.
Meanwhile, suppose dis(v, u) = d, num(u, dis(v, u)) is the number of users whose social
distance to u is also d.

3. Search Ranking Based on SRF and RRF: After SRF and RRF are obtained, com-
bine them with existing ranking algorithm by weighting. Final step to get ranking
value needs the following equation:

srrrðu; k; pÞ ¼
Xn
i¼1

cifi

 !
þ cssrf ðu; k; pÞþ crrrf ðu; k; pÞ ð4Þ

In Eq. (4), srrr(u, k, p) is the ranking value of webpage p when user u search
keyword k. The webpage with bigger SRRR value can get closer position to the top of
the result list. Meanwhile, c1, …, cn, cs and cr are weighting factors, f1, …, fn is the n
ranking factors (like page rank, timing factor, bounce rate and so on) already utilized by
current SEs. To any fi (1 ≤ i≤ n), if pages with bigger fi can be nearer to the top, then, ci
is positive, otherwise, ci is negative. Because both SRF and RRF are the larger the
better, cs and cr are positive. In this case, SRF and RRF are capable of affecting the
ranking result as importantly as other factors like page rank value. If searching system
needs to be influenced more by social information, the value of cs and cr should be
amplified. Different users have different social circle, and the attitude and emotion
tendency of user’s social circle can help user to make personalized decision. So, it can
be concluded that with sharing and recommending mechanism, SRRR is able to make
the ranking of full-text SE more in line with users’ personalized requirement.

4 Analysis of SRRR

The rationality of SRRR will be analyzed in theoretical and empirical aspect, and then,
a simulation experiment will be presented.

4.1 Theoretical and Empirical Analysis

What has to be mentioned is most of the existing social search approaches are focused
on the adaptation of page rank. It is not very reasonable. Firstly, page rank algorithm
was designed for static internet in late 1990s. Today’s internet is dynamic. Page rank
evaluates webpages through links between them, which only based on the assessment
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of developers, not scanners or readers. To some web sites that are not good at link
optimization, even though they may have content with high quality, their page rank
value may be very low. This problem also bothers the new born websites. Meanwhile,
some sites with high SEO capability might cheat SE by using spam links, that makes
users get many irrelevant and inaccurate information when doing their search [6]. No
matter how to change the page rank algorithm, above defects will not be fixed as long
as the information construction of internet is based on hyperlink. Under this frame,
page rank value is an inherent property to the webpages or sites.

Secondly, although page rank is not perfect, it is still a very effective ranking
method. Most of SEs takes it as a core ranking factor all over the world. Modification
of page rank may change the kernel systems of SEs, which requires huge workload. In
addition, developing a system with both search service and social service may be not a
good idea. It is hard for new application to gather users in the area of social web and SE
today. And all of these thoughts are contradictive to the open closed principle of
software engineering. Finally, page rank is only one of many ranking factors, its weight
is not very high. Take Google as an example, when sorting the search results, there are
dozens of factors influencing the final order, including page rank value, page view
value, bounce rate, response rate and so on. Just combining the social information with
page rank cannot make the social data affect ranking comprehensively.

Additionally, considering the personalized searching, the page rank value of
website is not very meaningful. As mentioned, page rank value is an inherent property
of webpages. It is based on the hyperlinks, and relatively static. It does not change with
different users and keywords. In other words, page rank is not a personalized algorithm.
So, when the personalized SE is being designed, we need find a new approach to utilize
the social data independent to the page rank model.

The proposed model, SRRR, does not have the defects mentioned above. Through
analyzing Eq. (2), it can be found that to different users, one webpage has different
SRF. The number of user u’s friends does not have effect on SRF calculation and only
the behavior of users directly followed by u will be involved into the calculation. At the
same time, SRF and the prestige of sharers have positive correlation. So, Eq. (2) is in
line with the Hypothesis 1 and Hypothesis 2, which make SRF represent users’ per-
sonalized requirement objectively. And Eq. (3) takes the number of recommenders and
social distance into consideration, which meet the requirement of Hypothesis 1 and 3,
reflecting users’ need through analyzing the recommending behavior in social circle.
Like SRF, the same page has unequal RRF according to various people. More
importantly, Eq. (4) defines that SRRR model is a complementary optimization to
existing SE. When using SRRR, the modification of internal structure for existing
systems is not necessary. What is necessary is only adding two factors with proper
weight. So, SRRR has high usability, acceptable to the software engineering. Because
we consider the social factors as independent ones, when the social network is not
mature (if the SE enterprises choose building social web by themselves), the weight of
SRF and RRF can be lowed down to make sure the old ranking result from existing
models will not be disturbed. In fact, if there is no “Forward” or “Like” behavior, the
output of SRRR will be same with the existing algorithm. Further more, with the
development of social net, the weight of SRF and RRF can be amplified, then, social
behavior can affect search ranking globally. With SRRR, new webpages, and the sites
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with good content and poor SEO can get better rank rapidly, and the search opti-
mization with social information and personalized search will be truly implemented.

It is worth mentioning that when exploring the way to combine social network with
SE, what has been found very hard is how to protect users’ privacy. On this aspect,
SRRR only uses the public behavior of people instead of gathering and analyzing
users’ sensitive information deeply. Meanwhile, when designing SRRR, we fully
consider about the different visibility of sharing and recommending. We use infor-
mation from full site to calculate RRF, however, when calculating SRF, only users’
friends will be involved. So, SRRR will not cause privacy problems.

4.2 Experimental Verification

Unfortunately, there is no developed platform with both search function and social
service. So, it is impossible to get real data for experiment. To finish the experimental
verification for SRRR, we build a tiny dataset to stimulate the situation. It is supposed
there is a social-SE. Some users in this system form a network as Fig. 1 shows.

In this web, users with ID starting by 1 is a software develop team (referred as
Circle 1), and users with ID from 2A to 2E are some fruit peasants (referred as Circle
2). Peasant might ask the team to produce an APP to promote their apple, so, there
might be links between two circles (2A ←→ 1A). When these 14 people search word
“apple” by Google or Bing, they will get the results with same following order:

Roriginal ¼ Rf 1;Rp1;Rp2;Rp3;Rf 2;Rp4;Rf 3;Rf 4;Rf 5;Rf 6
� �

Fig. 1. Users’ social network.
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In Roriginal, left members have the position nearer to the top than right ones on the
output page of SE. Briefly, these results (webpages) are divided into two categories. Rfi

pages are relevant to apple cultivation, while Rpi pages are related to Apple Inc.
(iPhone, iPad, et al.). Index i means this page get the ith position in its category.

Obviously, Circle 1 wants Rpi more, while Circle 2 is more concerned about Pf

pages. Now, in social-SE, suppose users will share or recommend the result pages they
like or feel helpful, like Table 1 shows. We will exclude user 1G and 2C.

From Table 1, it can be concluded that Rp3 is popular in Circle 1, while Circle 2
prefers Rf4. Some noise is set in the dataset, like that 1E shared Rf6 and 2D recom-
mended Rp3. Briefly, the Eq. (4) will be simplified as Eq. (5):

srrðu; k; pÞ ¼ c1f1 þ cssrf ðu; k; pÞþ crrrf ðu; k; pÞ ð5Þ

In Eq. (5), f1 = 11-i, i means page p is on the ith position in Roriginal. Here, f1 is a
comprehensive factor that covers all ranking factor in existing SE. Weight c1 is given a
small value to eliminate the error caused by the simplification. We use Java to
implement SRRR, and set d = 0.85 for Eq. (1), threshold = 6 for Eq. (3) and c1 = 0.1,
cs = 0.7, cr = 0.2.

When taking 1G and 2C into consideration, SRRR values of different webpages to
different users for searching “apple” are shown in Table 2.

According to Eqs. (4) or (5), SRRR value is a function of user, keyword and
webpage, and in Table 2, it can be found to different users, one page has different
SRRR value when the keyword is “apple”. So, it proves that SRRR is a personalized
rank model.

If the results are arrayed by SRRR value in descending order, the output lists of
user 1G and 2C will like Tables 3 and 4 present:

Table 1. Records of sharing and commending

User ID Pages
Sharing pages Commending pages

1A Rp1 Rp3 Rp1 Rp3 Rf4

1B Rp2 Rp3 Rp3

1C Rp1 Rp1 Rp3

1D Rp3 Rp4 Rp3 Rp4 Rf6 Rf1

1E Rp2 Rf6 Rp4 Rp1 Rp2 Rp3

1F Rp3 Rp3

1H Rp1 Rp3 Rp1

1J Rp4 Rp3 Rp1 Rp3 Rp1

2A Rf4 Rf4 Rf1 Rf2

2B Rf4 Rf5 Rf4 Rf5 Rp2

2D Rf4 Rf4 Rf6 Rp3

2E Rf1 Rp3 Rf1 Rf3
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Because 1G belong to Circle 1, so, as Table 3 shows, Rp3 and Rp2, the webpages
with much sharing and recommendation in this circle, are put on the top of 1G’s list. As
well as Rf4 and Rf1 in 2C’s list. Namely, with SRRR, SE can choose the results through
analyzing behaviors of users’ social circle, find the good pages, and put them on the
head of the list. In summary, compared with existing SE, the simulating system with
SRRR is more personalized, meanwhile, it is capable to save users’ time to find the best
pages they really want.

Table 2. SRRR value

Webpage User ID

1A 1B 1C 1D 1E

Rf1 1.7429 1.7000 1.6600 2.8933 1.7000
Rf2 0.9000 0.8500 0.8500 0.9333 0.8500

Rf3 0.5429 0.6000 0.5600 0.5600 0.6000
Rf4 3.1422 1.7500 2.2454 1.7933 1.7500

Rf5 0.3429 0.4000 0.3600 0.3600 0.4000
Rf6 1.2000 1.1685 0.9500 2.100 0.9500
Rp1 3.0514 2.4726 4.0116 3.1794 2.2542

Rp2 1.4006 1.8685 1.7200 1.2800 2.8794
Rp3 4.3173 5.0861 5.4616 5.0928 5.3154

Rp4 0.9739 0.9685 0.7500 2.1210 0.7500

Webpage User ID

1F 1G 1H 1J 2A

Rf1 1.8667 1.7000 1.8933 1.8933 3.2229

Rf2 0.9333 0.8500 0.9333 0.9333 2.0000
Rf3 0.6000 0.6000 0.5600 0.5600 0.8000

Rf4 1.901 1.7500 1.7933 1.7933 3.1229
Rf5 0.4000 0.4000 0.3600 0.3600 0.8229
Rf6 1.1972 0.9500 1.1000 1.1000 0.7000

Rp1 2.4930 2.6251 3.9585 3.9585 2.1242
Rp2 1.9359 2.6500 1.2800 1.2800 1.5200
Rp3 5.0345 5.0861 4.1036 5.1036 3.0671

Rp4 0.9972 0.7500 1.3528 1.1318 0.7000

Webpage User ID

2B 2C 2D 2E

Rf1 2.5396 2.1667 2.516 3.2667

Rf2 1.2000 1.0000 1.000 1.2000
Rf3 0.7333 0.9000 0.8000 1.8000

Rf4 4.3050 4.1151 3.9922 3.2383
Rf5 1.6000 0.8229 0.7000 0.5333
Rf6 1.6396 2.1667 2.3930 1.3000

Rp1 1.7400 1.9067 1.9067 1.7400
Rp2 2.4400 1.4400 1.5400 1.3733

Rp3 2.6467 2.8800 4.1029 2.9133
Rp4 0.7667 0.7667 0.7667 0.7667
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5 Conclusions and Future Work

This paper briefly introduces the research status of the combination of social network
and search engine, and analyzes the advantages and deficiencies of existing study.
Then, we propose a new model called sharing and recommending result rank (SRRR).
Through mining the behavior of users’ social circle, especially the sharing and rec-
ommending action, SRRR can gain the evaluation of users’ social circle to the content,
which make it able to help people choose the search result. To different users, SRRR
can provide different search result ranking. Theoretical, empirical and experimental
analysis is in line with the expectation. So, it is proved that SRRR is an effective
approach with proactivity, personality and sociality, just as literature [4] anticipated.

Table 3. Search result list of user 1G

No. Search result of
user G1
Webpage SRRR value

1 Rp3 5.0861
2 Rp2 2.6500
3 Rp1 2.6251
4 Rf4 1.7500
5 Rf1 1.7000
6 Rf6 0.9500
7 Rf2 0.8500
8 Rp4 0.7500
9 Rf3 0.6000
10 Rf5 0.4000

Table 4. Search result list of user 2C

No. Search result of
user 2C
Webpage SRRR value

1 Rf4 4.1151
2 Rp3 2.8800
3 Rf1 2.1667
4 Rf6 2.1667
5 Rp1 1.9067
6 Rp2 1.4400
7 Rf2 1.0000
8 Rf3 0.9000
9 Rf5 0.8229
10 Rp4 0.7667
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Like we mentioned in 4.1, it is very hard to build a new and fully developed social
network in existing search engine. And until now, an application system with both
full-text search function and social service has not been developed. So, in future
research, we hope find a way to combine existing social web and SE, like Google and
Twitter, or Baidu and Sina Micro Blog. The data from developed social net can make
SE more intelligent, while the full-text SE can provide much more information to the
social web. The approach to integrating their capability of allocating network flow will
be explored, and SRRR might be the starting point.

Future work also include adapting and ascertaining the best range of SRRR param-
eters, analyzing users’ interests, improving the effect of SRF and RRF calculation, and
taking the specialization of users (expert users) into consideration. Further more, social
search engine is based on the hypothesis that users will actively interact with the system.
So, how to encourage users sharing and recommending contents, and how to prevent spam
behavior (like malicious “Forward” or “like”) is also need to be researched.
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Abstract. Over the past decade, though web contents increase rapidly, the archi‐
tecture of the web services still remains the same. As the growth of users, web
servers must provide huge network bandwidth and computing power. This paper
realizes the WebCDN system, which achieves a content distribution network by
web users. Through the WebRTC and HTML5 technology, the web site needn’t
require their users installing anything to use this service. This paper describes the
design and implementation of the system in terms of both server and client side
in detail. Through simulating the web resources and user behavior, the experiment
result shows that the WebCDN system greatly reduces the network traffic with
acceptable service latency.

Keywords: Web content delivery network · WebRTC · WebSocket · Local
storage

1 Introduction

Over the past decade, the web contents become rich and varied. Image, flash and video
can come in any website. The average size of a single web page is 1.6 MB (in 2013),
which is fifteen times larger as 93 KB (the beginning of the Internet in 2003). Unfortu‐
nately, the architecture of the web services doesn’t change as the page size does.
Although, some new technology (just like LVS [1]) can make the website burn more
visits by using more servers. Primarily the servers must serve every request, response
the page content, and need huge network bandwidth and computing power. So the
website’s expense will increase as linear.

Just as Moore’s law dictate, the hardware price becomes cheaper and the memory
size and CPU speed of personal PCs become better. When a user browses the web, the
free processing power will be a huge waste. Recently, some professors have focused on
this problem and have done some research in this field to allow browser users to distribute
the resources of web pages. For examples, in paper Web2Peer [2], Flower-CDN [3] and
Buddy Web [4], they all present a P2P solution. To use their system, users have to install
some browser plugins or PC client software, which will extremely affect user experience.
Hence, all of the above systems can’t be applied widely.
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In this paper, we build a WebCDN system embedded into a Web Server. We use the
browser technology HTML5 [5] and WebRTC [6] supported by a lot of browsers,
without installing anything. The goal of this system is to eliminate the bottleneck of
increasing users by distributing some static resources requests to other users and handle
them in a P2P mode. For a P2P system, the more active users it has, the better service
it will provide. We give sufficient consideration to the design of WebCDN from two
aspects: user experience and system expansibility. In this paper, we describe the imple‐
mentation of the system from both the server and client side in detail. In the last, we
conduct a simulation experiment for evaluating the practicality.

2 Development of WebRTC and HTML5

The first draft of HTML5 has been published in 2008 and the fifth revision has been
completed in October 2014. Now, most of the browsers have supported it. Local storage
is one of the new features, which is different with session storage. The storage will be
saved persistently whenever a user closes the browser, and it also removes the cookie
restrictions of 4 KB memory space. The stored data are shared in a domain, thus even
if the user browses other pages, we can also easily access the stored data. The HTML5
technology provides guarantee of storage for the WebCDN system.

WebRTC (Web Real-Time Communication) is an API definition drafted by the W3C
that supports browser-to-browser applications for voice calling, video chatting, and P2P
file sharing without the need of either internal or external plugins [7]. In 2011, Google
releases the open source project of WebRTC. Currently, Firefox and Chrome browsers
have provided friendly support both in PC and android endpoint. A new report from
Disruptive Analysis shows that, by 2019, there will be more than six billion WebRTC-
enabled devices worldwide [8]. The WebRTC project is developed by C++, which
guarantees high efficiency. It’s embedded into the browser and developers can use its
JavaScript API easily. Two browser users complete the P2P connection by exchanging
their SDP [9] information through the offer/answer messages. WebRTC also supports
an ICE [10] framework to complete the NAT [11] traversal, which greatly promotes the
application scenario. In our system, we mainly use the API of Datachannel for P2P file
sharing. WebRTC technology provides guarantee of data transition for the WebCDN
system.

3 Design of WebCDN Architecture

The WebCDN will be embedded into a Web Server and build a content delivery network
for distributing static web resources, such as images, videos and files, which saves some
hottest resources in the user browser after the user requests them. The system mainly
contains two components: the WebCDN client by javascript code and the WebCDN
server by java code. The WebCDN system is deployed independently and the web server
will share the web resources with it (Fig. 1).
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Fig. 1. The architecture of WebCDN

3.1 Design of WebCDN Client

The WebCDN client consists of two modules, browser local storage and data transfer,
which are both developed by JavaScript. We mainly use two technologies of web
browser, HTML5 and WebRTC, which are supported by most browsers and can be used
by users without installing any plugins or software.

Browser Local Storage Module. To store the resources into the user’s browser persis‐
tently, we use the HTML5 Local Storage JavaScript API. It’s a key/value storage system
and the API is very easy to use, just like “localStorage.setItem(‘key’, value)”. The key
(resource’s ID) generated by the server will be globally unique. The value is indicated
by Uint8Array, which is a binary mode and uses less memory than common JavaScript
array.

The resources stored on the user’s disk can’t be unlimited. So there will be a storage
threshold in the WebCDN system. We use the FIFO (first in first out) algorithm to keep
the threshold and the operation will be triggered after the user completes a request.

Data Transfer Module. We will build WebRTC connection with different users for
different resources. Requesting the resource in turn will lead to an intolerable latency.
Fortunately, HTML5 has provided Web Workers which makes JavaScript become
multithreaded. In this module, we will run five workers to deal with the resource request
concurrently.
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The WebRTC provides an Offer/Answer model to realize the build of connection
and this module is realized by JSEP [12]. The connection initiator sends an offer
message. The receiver will load the offer message, generate an answer message and send
the answer message back to the initiator. In the signalling message, two users will
exchange their SDP information (ip, port and so on) and session-id which can be used
to identify a unique P2P connection. After finishing the connection, users can call the
send-function to send resource data. The send-function parameter supports DOMString,
Blob, ArrayBuffer and ArrayBufferView data type. And the other side will receive the
data in the onmessage callback function. The data is transmitted by DTLS [13], which
is secure enough.

For building the connection rapidly, we must complete the transmission of offer/
answer message in a real time. In other words, we need implement Server Push. In
consideration of better expansibility and applicability, we choose the WebSocket [14]
technology, which is a protocol providing full-duplex communication channels over a
single TCP connection. We finally use an open source project named CometD that is a
scalable web event routing bus allowing developers to write low-latency, server-side,
event-driven web applications. In this module, we go on secondary development based
on the CometD client. Also it will help us solve the javascript cross-domain problem.

3.2 Design of WebCDN Server

The WebCDN server consists of two modules, CometD management module and central
data service module. The main function of server is locating the position of resources
and routing the signalling messages for the foundation of WebRTC connection.

CometD Management Module. In the WebCDN system, we need to satisfy a real-
time connection between server and user for exchanging offer/answer message rapidly.
So we use the open source project CometD to manage the WebSocket connection. For
one CometD server, the numbers of WebSocket connection is limited.

We develop a central router server to solve the problem above. The server can
dynamically distribute a user to a CometD server and update the global routing hashtable
in the central data server. And it also have TCP connections with all CometD servers.
When one user J wants to contact the user K in another CometD server, J’s CometD
server will firstly query K’s server in the central data server and then forward the message
to K’s server over TCP. By this design, we can support millions of active users through
extending the amounts of CometD server.

Data Service Module. Data server provides all kinds of data operation for CometD
servers and the central router server in this module. All the data structure is a key/value
model and the dates should be cached in the memory for fast access. So Redis is a very
appropriate choice, which supports distributed deployment. In this system, we deploy
multiple Redis servers to store data. The data structure is below.

The global routing hashtable is a mapping between user_id and CometD server,
which is updated and queried by the central router server.
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The user-resource hashtable is a mapping between user_id and the resources list
stored by the user. This hashtable will be update when the user visits our system, includes
adding new stored resources and removing the expired ones.

The resource-location hashtable is a mapping between resource_id and the locations
list. The location consists of the resource url in the Web Server and the online users who
keep the resource. When a user changes his online or offline state, this hashtable will be
updated. When a user requests a resource, the CometD will query this hashtable and
return the resource url and two user_ids randomly.

The resource-count hashtable is a mapping between resource_id and its request
numbers in one day. In this server, there’s also a thread executed per five minutes, which
calculates the top x% resource_id for all CometD servers. The WebCDN will only make
user store the hot resources. The value of x will affect the update frequency of user’s
local storage and hit rate of the resource.

4 Workflow of WebRTC

In this part, we will describe two most important workflows in the WebCDN system,
the client initial workflow and the resource request workflow.

4.1 Client Initial Workflow

In this workflow, every user needs a unique user_id to identify himself. When a new
user visits our system, he will be allocated a user_id and the system will store the id in
his cookie. When an old user comes, he will carry his user_id and the Router server will
update his status (Fig. 2).

User Browser CometD Server Central Data

Http Upgrade:WebSocket

101 Switching Protocols

WebCDN Data Flow

Update Local Storage

Update user-resource Table

Update resource-online_user Table
Finish Update

Router Server

Register User_id
Allocate CometD Server

Fig. 2. The client initial workflow
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When a user visits our site, firstly, he sends a normal HTTP request to the Web
Server. The Web server will ask the Route Server to allocate a CometD Server for the
user and response with the resource list and ServerID. Then, the user sends to the
CometD server the upgrade request for building a WebSocket connection. Next, the user
will complete the resource request workflow. After the user gets all resources, he will
check his local storage whether the total storage has exceeded the threshold and then
send the update message. If any resources are removed from the user, the CometD server
will synchronize the user-resource table and resource-oneline_user table in the central
data server, which will guarantee the consistency of data between the server and the
user.

4.2 Resource Request Workflow

In this workflow, the user requests a resource from the WebCDN system. The integral
process includes finding the online users with the resource, building WebRTC connec‐
tion with other users and achieving the resource (Fig. 3).

Online users Browser User CometD Server

Request Resource_ID

Central Data

Query Resource-Online_user

Return Resource URL and UserIDs

Response two user_IDs
WebRTC Data Channel

Transfer File Data

Request Finished

Fig. 3. The resource request workflow

Firstly, the user M sends a request to the CometD server for the resource Q and the
the CometD server will forward this request to the central data server. Secondly, Data
server queries two user_ids and the resource url from the resource-user hashtable and
sends them to M. Two user_ids are to deal with the possibility of user offline and the
complex network. Thirdly, When M receives the user list, he will try to build WebRTC
connection concurrently. And the first finished user will be responsible for this resource.
If no user is available or the two users both get offline, the user will acquire the resource
from Web Server by the resource url directly. Finally, When M achieves the entirely
resource Q successfully, he will notify the CometD server right now.
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5 Experiment and Evaluation

The WebCDN system is used for the web application with large scale users, which will
greatly reduce the server’s load and bandwidth. The percent of flow served by WebCDN
is the most important evaluation criterion. As the connection of WebRTC and the prob‐
ability of user’s offline, fetching resources from our WebCDN network will bring extra
latency. So we also need to prove that the latency shouldn’t affect the user’s experience.
We implement WebCDN by java(server) and javascript(client) and acquire some
valuable data through testing. Then we complete the simulation experiment and evaluate
the performance of WebCDN based on the test date.

5.1 Latency of WebRTC

The latency of WebRTC comes from two parts, the connection establishment and the
data transmission. We go on the experiment in our lab’s LAN. In the process of WebRTC
connection establishment, the average exchange data is 0.78 KB between two users by
the CometD Server and the average latency is 123 ms. The transmission latency of 50 KB
data by the DataChannel is about 17 ms, which linearly increases with the size of file.
The total average latency will greatly decrease by using the Web Worker technology.
The process of establishment takes up more time. So serving bigger resource will have
better cost performance. In our system, the resources will be transmitted through
WebCDN network only when they’re more than 20 KB.

5.2 Simulation Experiment

For evaluating the system, we have done a simulation experiment. In the experiment,
we simulate the users’ behaviors and web page resources. The user behavior includes
the visiting moment and the average time on page. The visiting moment concentrates
upon between 9:00 ~ 11:00 and 19:00 ~ 21:00. The users can be divided into two kinds,
light users and heavy users. For light users, they will come once every one to three days,
browse one to three web pages every time and stay ten to thirty seconds for one page.
For heavy users, they will come one or two times every day, browse three to six web
pages every time and stay thirty to sixty seconds for one page. The page size is random
distribution from 800 KB to 1.2 MB and we assume that the resources follow Gaussian
distributions from 1 KB to 100 KB. The resources increase by 10 % every day and the
requested probability decreases with the publish time, which means that the new
resources are requested more frequently. The size of local storage is 10 MB in our
simulation experiment and the stored resources are in the top 20 %. For solving the data
cold start, all users have some resources in their local storage randomly. Based on the
conditions above, we have accomplished the simulation experiment for three weeks.
The results are presented in the Figs. 4 and 5. By the analysis of the results, the WebCDN
system can reduce 48.39 % network traffic of web server, while bringing 147.85 ms extra
latency for each request.
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Fig. 4. The network traffic between WebCDN and Web Server

Fig. 5. The extra average latency of WebCDN

6 Conclusion

In this paper, we design and implement a WebCDN system, which can distribute
resources by the P2P model. It’s a new architecture that can reduce the Web servers’
network traffic. We use the Local Storage technology to store resources in users’
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browsers and use the WebRTC technology to accomplish data transmission. Without
any plugins, the system can be easily promoted. At last, we simulate the web resources
and user behaviors. The experiment result shows that the WebCDN greatly reduces the
network traffic with acceptable service latency. Further, we are thinking about
combining some files from the same web page as one resources, which will solve the
problem of small files and reduce the amount of resources in the WebCDN system.
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Abstract. Workflows can orchestrate multiple applications that need resources
to execute. The cloud computing has emerged as an on-demand resource provi‐
sioning paradigm, which can support workflow execution. In recent years,
Amazon offers a new service option, i.e., EC2 spot instances, whose price is on
average more than 75 % lower than the one of on-demand instances. Therefore,
we can make use of spot instances to execute workflows in a cost-efficient way.
However, the spot instances is cut off when their price increases and exceeds the
customer’s bid, which will make the task failed and the execution time becomes
unpredictable. We propose a deadline driven scheduling (DDS) algorithm which
is able to use both on-demand and spot instances to reduce the cost while the
deadline of workflows can also be guaranteed with a high probability. Especially,
we use an attribute, called global weight, to represent the interdependency rela‐
tions of tasks and schedule the tasks whose interdependent tasks need longer time
first to reduce the whole execution time. The experimental results demonstrate
that DDS algorithm is effective in reducing cost while satisfying the deadline
constraints of workflows.

Keywords: Workflow · Scheduling algorithm · Spot instance · Cloud computing

1 Introduction

Cloud Computing has become a hot and popular topic for researchers and companies in
recent years. It has been found that more and more applications are deployed in the cloud
instead of grid [1] or other traditional computation platforms for the lower cost, higher
availability, larger scalability and other attractive features of cloud.

Workflows are able to orchestrate multiple applications so that they have been
extensively applied in scientific research and business areas. Generally, time and cost
are two contradicting objectives. In order to balance the two objectives, an effective
scheduling algorithm is needed for workflows to be deployed in the cloud environment.

There have been some works focusing on workflow scheduling problem in the era
of grid computing [2, 3]. On-demand instances are typical resources provided in clouds,
with a stable and fixed price for each size and capacity (small, medium, large). Customers
are charged with a fixed cost according to their running time. Some workflow scheduling
algorithms have been proposed to optimize the workflow execution cost with on-demand
resources [4, 5].
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Recently, Amazon provides EC2 spot instances, which allows customers to purchase
compute resources at hourly rates that are lower than the on-demand ones for most of
the time. Therefore, we can make use of spot instances to execute workflows in a cost-
efficient way [6, 7]. However, spot instances are cut off when their spot price increases
and exceeds the customer’s bid which will lead to the failure of task execution within a
workflow so that the execution time of the whole workflow becomes unpredictable.
Therefore, in the algorithms [6, 7], fault tolerance strategies are utilized to avoid aborting
the whole workflow when the spot instances are cut off. Obviously, fault tolerance strat‐
egies, such as redundancy and check point, incur additional overhead.

In this paper, we propose a new deadline driven scheduling (DDS) algorithm which
considers both on-demand and spot instances for workflow execution. The target of DDS
is to reduce the execution cost while the deadline specified by customers can also be
met with a very high probability. The main contributions of this paper are as follows:
(1) we proposed a deadline driven scheduling (DDS) algorithm. (2) We used an attribute,
called global weight, to represent the interdependency relations of tasks and schedule
the tasks whose interdependent tasks need longer time first to reduce the whole execution
time. (3) We developed a simulator to mimic the workflow scheduling process in the
cloud, and conducted a series of experiments to verify the effectiveness of DDS algo‐
rithm in terms of monetary cost.

The rest of the paper is organized as follows: In Sect. 2, we introduce the background.
In Sect. 3, we give the simulator model. Section 4 details the DDS algorithm. Section 5
presents the experimental results. The paper is concluded in Sect. 6.

2 Background

2.1 Related Work

To date, best-effort based and QoS constraint based are two major types of workflow
scheduling algorithms which have been applied in the grid or cloud platforms [4, 5, 8–10].
Heuristics or meta-heuristics algorithms that belong to the best-effort based algorithms are
widely used. For example, Zhong et al. [8] proposed a scheduling algorithm based on
Genetic Algorithm for optimal scheduling plans. In addition, some meta-heuristics like
particle swarm optimization (PSO) and ant colony optimization (ACO) have also been
employed in the cloud workflow scheduling field [9, 10].

Some algorithms are designed based on deadline and budget constraints. For
example, a deadline assignment method is proposed for tasks to meet the deadline
constraint in [11]. Kllapi et al. consider the tradeoff between execution time and mone‐
tary cost [12]. Although the aforementioned studies have shown their effectiveness in
reducing monetary cost, most of them only consider scheduling workflows with fixed
pricing models, such as on-demand instances.

After Amazon launched spot instances in the market, it has been shown that using
spot instances to run scientific applications can save money [13, 14]. Workflow sched‐
uling algorithms considering spot instances are introduced in [6, 7]. These algorithms
are based on different bidding strategies and fault tolerance techniques like checkpoint

248 Z. Ma et al.



and duplication. Although these techniques can ensure the completion of workflows, the
customer’s deadline requirement is not guaranteed.

In addition, there are also some studies using spot instances while considering
workflow deadline constraints like [15]. However, in [15], the author used a priority
queue to select the minimal task for scheduling which belongs to batch scheduling cate‐
gory and ignored the interdependency relations in the workflow. In DDS, we use an
attribute, called global weight, to represent the interdependency relations of tasks and
schedule the tasks whose interdependent tasks need longer time first to reduce the whole
execution time. When it comes to a batch of tasks that have the same global weight in
parallel structures, another selection strategy would be active in DDS. DDS is able to
enhance the performance in both pipeline and parallel structures by a wise scheduling
strategy.

Hence, we will focus on three points: spot instances, deadline constraint and wise
scheduling sequence to improve the performance of DDS algorithm.

2.2 Instances in Cloud

Amazon EC2 offers a wide range of instance types that is optimized for different appli‐
cations. We consider general purpose (T2, M3) types only. Table 1 shows some config‐
uration information about different capacities and the fixed prices of on-demand
instances in USA East zone with Linux/Unix systems on May 22nd, 2015. Unlike the
fixed price for on-demand instances, spot instances have dynamic prices which fluctuate
periodically depending on the supply and demand relationships in the cloud.

Table 1. Configuration information with different types.

Type vCpu Memory (GiB) Price ($/hour)

T2.small 1 2 0.026

T2.medium 2 4 0.052

M3.medium 1 3.75 0.070

M3.large 2 7.5 0.140

M3.xlarge 4 15 0.280

M3.2xlarge 8 30 0.560

M1.small 1 1.7 0.044

2.3 Workflows

Workflows are usually represented as a directed acyclic graph (DAG). Given a work‐
flow, let T represent the set of nodes Ti (1 < i < n), and E represent the edges in the
workflow. (Ti, Tj) is one of edges in E, showing AND/OR data dependencies between
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node Ti and node Tj. Ti is called the parent task node, and Tj is the child task node. The
tuple (T, E) represents a workflow.

In this paper, we focus on scientific workflow applications. Juve et al. [16] have
shown and explained the characteristics of various scientific workflows, such as
Montage, Cybershake, Sipht and LIGO. We use the above four different workflows
which have the basic patterns in the workflows, such as pipeline, parallel, data aggre‐
gation and distribution structures.

In/out node: a task node that has no parent task nodes is called an in node, denoted as
Tin while the node which has no children is called an out node, denoted as Tout.
Tasksize: The size of a task, denoted as Tasksize, is in terms of millions instructions.
Cost: Cost is the sum of costs of the instances that are used during the workflow
execution.
Deadline: Deadline is a parameter of a workflow which specifies when the workflow
should be completed. Deadline is one of the customer’s QoS requirements.

3 System Model

We have designed a simulator to mimic the process of workflow execution in the cloud.
The architecture is shown in Fig. 1. First, a user submits a workflow into the system.
Then, the workflow parser handles the workflow’s input files and conducts the pre-
schedule steps in DDS algorithm: deadline assignment and global weight calculation.
The workflow parser analyzes and processes the AND/OR data dependencies and task
information in the workflow. After these steps are completed, the workflow parser sends
the processed workflow to the workflow engine which is in charge of group partition
and maintains a waiting list for unscheduled tasks. Only tasks whose parent tasks are all
completed can be added to the waiting list. A task selected from the waiting list is
submitted into the searching and mapping engine which is responsible for looking
through the available instances in the cloud and finding a suitable instance that can

Fig. 1. The architecture of simulator
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minimize the monetary cost. The key pair of (VM, task) will run in the cloud. If a spot
instance terminates halfway, a strategy coping with out-of-bid failures will be active to
guarantee the task to be finished. After all the tasks in a workflow have been done, the
scheduling process is completed. The details about our DDS algorithm will be intro‐
duced in the next section.

4 Deadline Driven Scheduling Algorithm

For the workflow scheduling problem in the cloud, finding a suitable instance types with
a minimal price for tasks in a workflow is an NP-Complete problem [17]. Inspired by a
batch of workflow scheduling algorithms in grid computing [18, 19], especially the idea
of hybrid [19], we have proposed DDS algorithm that makes special changes to adapt
the price dynamics and out-of-bid failures in the cloud.

Next, we will introduce DDS algorithm in 4 subsections. Sections 4.1 and 4.2 present
the necessary steps that should be done before executing a workflow. The following
section presents the details about the real-time property of DDS algorithm for the execu‐
tion of workflows.

4.1 Deadline Assignment

According to the user’s deadline requirement, we attempt to minimize the cost under
the deadline constraint. DDS algorithm puts deadline constraint at a very preliminary
and important stage, which is a leading thread throughout our scheduling algorithm.

For each task, DDS does the deadline assignment by a depth first search (DFS)
procedure and calculates the deadline. At first, the deadline of Tout is set, whose value
is equal to the deadline constraint of the workflow. If there are two more Tout nodes in
a workflow graph, we estimate the deadline according to each Tout and choose the earliest

, g
T 0

TaskSize=3
Deadline=15

T 1

TaskSize=8
Deadline=23

T 2

TaskSize=2
Deadline=23

T 3

TaskSize = 7
Deadline=30

T 0

TaskSize=3
Deadline=21

T 1

TaskSize=8
Deadline=23

T 2

TaskSize=2
Deadline=23

T 3

TaskSize = 7
Deadline=30

DeadlineInput 30

RO)b(DNA)a(

Fig. 2. Deadline Assignment example
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one as the latest time to complete this task. Further, the deadlines of the tasks that are
in the current task’s parent task list are calculated. Figure 2 shows an example. Suppose
the fastest instance executing a task in the cloud with 1 task size needs 1 h, without
considering the data transfer time.

4.2 Global Weight Calculation and Group Partition

The next step is to figure out the global weight of tasks and do the group partition. The
global weight is evaluated in a breadth-first manner, calculating from bottom to top in
the DAG. First, Eq. (1) is used to calculate the average execution time of task Ti as the
local weight of Ti, denoted as wi. wi,j represents the average data transfer time from task
Ti to task Tj. Equations (3) and (4) show how to calculate the global weight for Tout and
other nodes [20], where child(Ti) denotes all the child nodes of Ti.

(1)

(2)

(3)

(4)

According to the global weight that we have computed and the interdependency
relations between task nodes, tasks are divided into several groups so that nodes in the
same group are interdependent and nodes between groups may have data dependencies.
The following program shows the procedure of group partition.
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4.3 Mapping Instances and Out-of-Bid Strategy

After generating a number of groups in terms of the global weight, DDS algorithm
schedules groups one by one. For each group, tasks are sorted according to their local
priority which is set in terms of task size. Usually, the bigger the task size, the higher
the local priority. Tasks are accepted as input in the sorted order, mapping to suitable
instances. If out-of-bid happens, the spot instances are terminated and DDS algorithm
immediately goes through the available instances and finds an instance with the lowest
cost meeting the deadline constraint of the task. If there is no suitable instance, an on-
demand instance will be added to the instance pool. However, if there is no available
schedule plan for this task that satisfies the deadline requirement, the schedule is failed.
The flow chart is shown as part of Fig. 1.

5 Experiments

5.1 Instance Resource Pool

Resource Pool. In our simulation, we have considered 5 instance types (m3.medium,
m3.large, m3.xlarge, m3.2xlarge and m1.small), two on-demand instances and one spot
instance for each type. And more on-demand instances will be added if necessary.

Instance Price. There have been some studies focusing on how to calibrate the spot
price of Amazon EC2 [21]. We have obtained the price history from February 22nd, 2015
to April 24th, 2015 for the experiments. From the data we got, we can see that the spot
price is lower than the on-demand price for most of the time. Occasionally, it is possible
that the spot price is larger than the on-demand one.

5.2 Bidding Strategies and Baseline Algorithms

Bidding Strategies. There are three bidding strategies in the experiments. (1) naïve
bidding strategy (gaussian): use the last spot price plus a Gaussian increment as the bid
price. (2) average bidding strategy (average): use the average price of the last 4 history
prices as the bid price. (3) KNN bidding strategy: search the history prices, and predict
a bid price with KNN method.

Baseline Algorithms. In order to test the effectiveness of our DDS algorithm, we have
developed 5 algorithms as baselines. (1) Basic Scheduling Algorithm (BS): BS algorithm
uses task mapping only. Tasks are scheduled by adding them into the waiting list.
(2) On-Demand only (ODO): ODO algorithm only considers on-demand instances for
scheduling. (3) Spot Instance only (SIO): SIO algorithm only considers spot instances
and assumes that there is no possibility that out-of-bid takes place. (4) Local Sorted
scheduling (LSS): every time the engine queries a task from the waiting list, the waiting
list will be sorted and LSS selects the task with the largest local priority.
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5.3 Experimental Results and Analyses

Deadline with Success Rate and Cost. The deadline of a workflow is an important
parameter in workflow scheduling. In the experiments, we set the execution time of the
longest path in the workflow with the fastest instances as the standard time. And we use
the integer multiples from 1 to 10 of this standard time as input deadline requirements.

Table 2 shows the success rate with different algorithms in a range of deadline inputs.
Since the stable of on-demand instances and the assumption that no out-of-bid happens
in SIO, the success rates of ODO and SIO are both 100 %. Other algorithms with one
deadline is simulated 100 times and the scheduling success times are recorded.
Figure 3(a) shows the mean execution cost with different algorithms.

Table 2. The success rate with different algorithms in a series of K.

Algorithm\K 4 5 6 7 8 9 10

BS 60 % 69 % 86 % 93 % 98 % 100 % 100 %

LSS 40 % 58 % 88 % 96 % 98 % 100 % 100 %

DDS 64 % 78 % 92 % 99 % 100 % 100 % 100 %

Different Bidding Strategies. We evaluate the effect of bidding strategies on
monetary cost. In this experiment, we use three strategies: (1) Gaussian (2) average
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(3) KNN with 100 task nodes of workflow Montage and test three algorithms that
uses spot instance with out-of-bid possibility (BS, LSS, DDS). Figure 3(b) shows the
monetary cost under k = 10.

Different Workflows. Since the type and scale of workflows affects the cost of execu‐
tion, we test different workflows: various numbers of task nodes and various kinds of
science workflows. In order to show the effectiveness, we use ODO and BS as contrast
algorithms. Figure 3(c) shows the average cost with different scales of Montage.
Figure 3(d) shows the average cost in different structure of scientific workflows.

5.4 Results Analyses

As listed in Table 2, we can see that with relaxed deadline requirements, the scheduling
success rate approaches 100 %. DDS algorithm shows higher success rate compared
with other algorithms. Through Fig. 3(a), we can get that scheduling with spot instance
can almost save 40 % money compared with on-demand only. Figure 3(b) demonstrates
that different bidding strategies have their own advantages. Since KNN is based on
history prices, able to predict periodical price waves, KNN has better performance.
Figure 3(c) shows that the more nodes a workflow has, the more money is saved using
DDS algorithm. In Fig. 3(d), since Montage has many serial structures and the compe‐
tition of instances is not so fierce like Cybershake and Sipht that are highly parallel, BS
can save 18 % monetary cost in Montage and 2 %, 5 % respectively in Cybershake and
Sipht. And DDS have 32 %, 14 %, 10 % reduce in these three workflows for the global
weight and group scheduling works in parallel structures. And since we only have 10
spot instances in our instance pool, if the parallel tasks is far more than 10, due to the
constraint of the deadline, the algorithms have to use a large number of on-demand
instances, so in Sipht and Cybershake, BS is almost the same as ODO, and DDS has
better performance. In the complex workflows like LIGO, we can see that DDS saves
60 % than ODO and nearly 20 % monetary cost than BS.

6 Conclusion

Through the experiments, we can see that DDS algorithm shows stronger stability in
different workflows and more than 20 % cut off than ODO. When the deadline require‐
ment of workflows is relaxed a little, DDS may schedule successfully during most of
the testing time. This demonstrates that DDS has advantage of reducing money while
guaranteeing the customer’s deadline requirement.

However, DDS algorithm is not perfect, still having space for improvement in the
future. For example, in this paper, we did not consider the dynamic time of instances
wasted in start or reboot operations. In addition, in the situation where customers use
cloud storage services, such as Amazon S3, together with computing services, customers
can save temporary results in S3, avoiding any recalculation when a spot instance fails.
In the future, we plan to further improve the performance of DDS.
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Abstract. Static State Security Analysis (SSSA) is a key technology to
ensure the stability of power systems. It is difficult to satisfy the com-
puting requirement with traditional CPU-based concurrent methods, so
that GPU is used to accelerate large amount of power flow calculations.
The main issue of GPU-based SSSA is complex iterative operations in
solving nonlinear equations. A GPU-based SSSA method is proposed for
power systems, in which a novel algorithm is proposed for sparse matrix
calculation and small partitioned matrices processing. GPU-based mul-
tifrontal algorithm is used to combine various small matrices into one
matrix in multiplication for fast calculation. Compared with the execu-
tion on 4-cores CPU, the proposed method can decrease 40 % calculation
time based on GPU to get a better performance.

Keywords: GPU computing · Static state security analysis · Power flow
calculation · Power system

1 Introduction

Static State Security Analysis (SSSA) is the research on safety, feasibility, reli-
ability and other characteristics of power system operations [1]. It can examine
transmission equipment state of each device under disconnected or short-circuits
circumstances to evaluate system state when an exception occurs. The essence
of SSSA is to solve power flow calculation when devices are connected or dis-
connected for many times, and the essence of power flow calculation is to solve
sparse nonlinear equations.

Solving nonlinear equations are data-intensive and computing-intensive oper-
ations, it will take a long time to complete the solving process on CPU. Some
researches have been done on SSSA to improve the performance [2]. GPU is
becoming an attractive accelerator for parallel computation [3], which is a many-
core processor with high computation and data throughput. It is an interesting
issue to use GPU for general-purposed computation because of its excellent com-
puting ability, but there is no better GPU-based SSSA solution till now.
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Many operations in SSSA can be parallelized on GPU to improve the per-
formance. There are many complex iterative operations in solving nonlinear
equations, but GPU is not good at iterative operations. A GPU-based static
state security analysis method is proposed for power systems in the paper, in
which an optimized algorithm is adopted for sparse matrix calculation and small
partitioned matrices processing is proposed. At the same time, GPU-based mul-
tifrontal algorithm is used to solve large sparse matrices and combine various
small matrices into one matrix in multiplication.

In this paper, the background and related work are given in Sect. 2. Section 3
describes the workflow of static state security analysis and its modules. Section 4
evaluates its performance. Section 5 draws conclusions and discusses possible
future improvements.

2 Related Work

N-1 branch outage simulation is the necessary check for power grid safety [4].
DC (Direct Current) power method and sensitivity analysis method are two
principal methods for static state security analysis.

DC power method [5] can convert nonlinear equation problem in power sys-
tem into linear problem to reduce computational complexity to make calculation
more efficient, but its weakness is poor precision. DC power method can only
check overload situation in practical application. If voltage crosses the border, it
will not be checked out. In sensitivity analysis method, the change of line on or
off is regarded as a perturbation in normal circumstances [6]. It deduces sensitive
matrix from the perspective of Taylor expansion simply and clearly, which can
omit many intermediate steps of calculation, and significantly increase the effect
of off-line analysis. This method can not only improve performance, but also
obtain high calculation precision and speed, therefore it is a practical method.

Static state security analysis pays more attention on the calculation of linear
algebra operation. Recently there are many research results on it based on GPU,
in which the most used is CUBLAS. CUBLAS [10] is a linear algebra library on
GPU, which implements almost every interface of BLAS, an application interface
standard to regulate basic linear algebra operation of numerical library, based
on CUDA (Compute Unified Device Architecture). Programming on CUBLAS is
the same as BLAS without considering the details of threads model and storage
model of CUDA programming.

There is still not a whole static state security analysis method based on GPU
to finish N-1 branch outage simulation.

3 The Workflow and Modules of Static State Security
Analysis

3.1 Overview of Static State Security Analysis

Sensitive analysis method is a highly parallel method, which is convenient to use
GPU to accelerate the calculation of static state security analysis. Jacobi matrix
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J is calculated by a full power flow calculation, and then sensitive matrix S0 can
be generated by substituting matrix J back. Using Taylor expansion [7], Formulas
(1) and (2) can be figured out.

� x = S0 � Wy (1)

� Wy = [I + L0S0]−1 · (−f ′
y(X0, Y0)�Y ) (2)

Here X0 is status vector composed with node voltage and phase angle in
normal situation, Y0 is normal network parameter, �X is change amount of
node voltage and phase angle, and �Y is change amount of network parameter.
Take partial derivatives to them, we can calculate to get Formula (3).

f ′
y(X0, Y0)�Y = [0, ...0, Pij , Qij , 0, ...0, Pji, Qji, 0, ...0] (3)

That is to say, there are only 16 non-zero elements in every line. We only
need to focus on 4×4 matrix, which is a submatrix of sensitive matrix. Therefore
the computing complexity is greatly simplified. Eventually we can only derivate
the change of the grid Wy when the line is off with Formulas (4)–(7).
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H = I + S · L (6)

� Wy = H−1
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⎤

⎥⎥⎦ (7)

The overall workflow of static state security analysis system is shown in
Fig. 1. There are mainly 4 modules: I/O, preprocessing, power flow calculation
and static state security analysis.

When original data is input, it will be preprocessed firstly for power flow
calculation. Then, the system conducts a full power flow calculation to work out
Jacobi matrix J , and prepares data from J for static state security analysis. At
last, the system outputs the change parameter of power grid once a line is off.
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Fig. 1. The overall workflow of static state security analysis

3.2 Preprocessing

There are two preprocessings, whose purposes are to prepare data for power flow
calculation and static state security analysis.

The first preprocessing is for power flow calculation. After raw data input,
the data, a large sparse matrix, will be compressed in CSR format [8]. The
subsequent nonzero elements in matrix rows are put in contiguous memory loca-
tions. Through matrix sorting, the rows and columns of the sparse matrix are
exchanged as far as possible to avoid creating new filling elements in matrix
decomposition, which will alleviate computational burden of subsequent matrix
decomposition. At the same time, only nonzero elements are stored to save stor-
age space. Elimination tree is built by symbolic decomposing sparse matrix to
determine the position of injection elements in decomposition.

The second preprocessing is for static state security analysis, which is mainly
to deal with the results of power flow calculation. Because three read operations
are necessary when CSR-formatted data access each time, it will take much
more costs for I/O operation. So matrix is decompressed before calculation.
Assembling several matrices may take up a lot of space, and maybe memory
space is not enough to store the matrices. Therefore, there are three operations
in the second preprocessing:

1. Analyze the result of power flow calculation J , in which sensitive matrix is
obtained by inverse S0. Allocate memory to store assembled matrices from S0.
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2. Generate submatrices and vectors from S0 with Formulas (4) and (5).
3. Check matrix size. If it does not exceed capacity limits, copy it into GPU

device memory directly, otherwise, copy it into device memory after matrix
partition.

3.3 Power Flow Calculation

Power flow calculation is executed with sensitivity analysis method for power
grid. Multifrontal algorithm is adopted based on GPU, whose workflow is shown
in Fig. 2.

Fig. 2. The workflow of power flow calculation

Multifrontal algorithm [9] is an effective method to solve large sparse matrix
operation. Frontal matrix is a small dense matrix. The term multi here refers to
that there are multiple frontal matrices during the whole factorization. For any
frontal matrix, before its factorization, other frontal matrices may still be active
in the processing. Multifrontal method presented here is associated with the
super-nodal implementation, such that multiple columns with the same nonzero
patterns can be grouped together as a dense kernel for concurrent factorization.

First, the processing order of frontal matrices is determined by elimination
tree from preprocessing. The order is expressed by frontal matrix chain, in which
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each frontal matrix is allocated as a leaf and processed by CPU thread. Frontal
matrix F can be parted into four sub-matrices A, B, C and D with Formula (8).

(
B A
D C

)
=

(
L1 0
L2 1

)(
1 0
0 C − L2U2

)(
U1 U2

0 1

)
(8)

Threshold is defined to distinguish CPU or GPU tasks, derived from matrix
calculation. If the amount of computations is larger than the threshold, main
thread will allocate the task to GPU. Otherwise, small-scale matrix is computed
on CPU. Nodes in frontal matrix chain are calculated one by one until all of them
are finished. Then �X is computed through substitute decomposed matrices L
and U backward to update X. If the absolute value of �X is less than 10−8,
which is regarded as converged, the calculation will be ended, else iteration will
continue to be processed to get converged result.

3.4 Static State Security Analysis

In this module, sensitive method on GPU is used for analysis. There are mainly
4 steps:

Step 1: calculate T = L · S in Formula (6) by matrix multiplication.
Step 2: calculate H = T + I in Formula (6) by matrix addition.
Step 3: calculate H−1 by matrix inversion from H.
Step 4: calculate Formula (7) by matrix multiplying vector.

Fig. 3. Submatrix multiplication with 16 threads

In matrix of 4 × 4 multiplication on GPU, 16 threads are executed for mul-
tiplying every element concurrently, shown in Fig. 3. 16 threads are completely
independent and communicate with each other in their own block. But the code
is actually executed in a warp with 32 threads. That is to say, whether a task
is divided into 32 or 16 threads, it will launch a warp with same time costs. So
if only one submatrix multiplication is in a block with only a warp, 16 threads
will be launched and the other 16 threads will be idle.

The main idea to overcome it is to have more than one multiplication in a
block. In fact, one block can contains 1024 threads at maximum, which can hold
64 submatrix multiplications. So there are 8 × 8 matrices in a block logically.
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Host threads can combine them into a large matrix and copy them to share
memory of this block. Because the instructions are consistent in the same block,
it is necessary to coordinate transformation to operate correct data in each
thread. The distribution of logical memory is shown in Fig. 4. Here we define
that every 16 threads process a matrix multiplication and 64 matrix can be
handled in a block.

Fig. 4. The distribution of logical memory

Many elements are reused in matrix multiplication, and every element is read
4 times on average. For data input or output, share memory is much faster than
global memory. Despite the space of share memory is only 48 KB per block, only
2 × 64 × 16 × 4B = 8KB memory space is needed for 64 submatrices, so share
memory of one block is big enough to store all data in computation. Before the
optimization, it will take 4 operations in global memory, and after that, it will
only take 1 operation on global memory and 3 operations in share memory.

In Step 2, there is an operation of matrix inversion. Generally there are
two ways for common matrix inversion. One is adjoint matrix method with the
calculation of A−1 = A∗/|A|. Adjoint matrix A∗ of A must be calculated firstly.
It is too complicated to deduct the expression of A∗ when the matrix is higher
than 3 order. The other is elementary transformation method, which is simpler
than adjoint matrix method in high-order matrix, but it will be iterated much
more times, which is inefficient on GPU. In order to be more efficient, Formula
(9) is used to partition matrix inversion.

[
A B
C D

]−1

=

[
A−1 +A−1B(D − CA−1B)−1CA−1 −A−1B(D − CA−1B)−1

D(D − CA−1B)−1CA−1 (D − CA−1B)−1

]
(9)

Only 4 × 4 matrix is concerned, which can be just divided into four 2 × 2
matrices. In this way, the task is assigned to each thread equally so that they can
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be finished at the same time. In Formula (9) there are only matrix multiplication,
matrix addition and 2×2 matrix inversion. 2×2 matrix inversion can be expressed
in Formula (10).

[
a b
c d

]−1

=
[

d
ad−bc

−b
ad−bc−c

ad−bc
a

ad−bc

]
(10)

In this way, four threads can be used with Formula (10) to calculate the
inversion of A, B, C and D in Formula (9), then the results are substituted into
Formula (9) to work out the inversion of 4 × 4 matrix.

4 Performance Evaluation

4.1 Dataset and Experimental Environment

The experiments are done on the server with Intel i7 950 (3.07 GHz) CPU,
16 GB memory, and NVIDIA GeForce GTX460. CentOS 5.9 Linux operation
system with CUDA 4.0 is the software environment. 4 datasets are chosen from
MATPOWER [11], a professional software in power calculation from real power
grid or IEEE standard testing dataset, shown in Table 1.

Table 1. Testing dataset for SSSA experiments

Dataset Name CA300 CA3012wp CA3120sp CA5472 CA5492wp CA6024 CA6240

Number of Nodes 300 3012 3120 5472 5492 6024 6240

Number of Lines 411 3572 3693 9794 9824 10706 11069

The speedup ratio S is defined in Formula (11), in which TCPU time and
TGPU time are the executing times on CPU and GPU respectively. The program
executed on CPU is a multi-thread program with 4 cores CPU.

S =
TCPU time

TGPU time
× 100% (11)

4.2 Evaluation of the Static State Security Analysis System

Respectively executed on GPU and CPU platform, the dataset in Table 1 is used
for testing. The results are shown in Table 2.

From Table 2, we can find the execution on GPU is faster than CPU except
the scale of 300 nodes. The reason is that GPU serves as a co-processor in the
execution. The data is stored in host, so that it needs to be transferred from host
to device before processing and transferred from device to host after processing.
When the scale is 300 nodes, the transfer cost is much larger than the execution
on GPU. On the other hand, only 300 sub-matrices are generated, in which
every 2 sub-matrices are processed in a warp on average. But there are 336 cores
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Table 2. Execution time comparison on CPU and GPU respectively

Scale 200 3000 5000 6000

Dataset Name CA300 CA3012wp CA3120sp CA5472 CA5492wp CA6024 CA6240

CPU(ms) 10.0 446.6 476.7 2170.0 2186.7 2603.3 2793.3

GPU(ms) 19.7 269.3 269.6 1214.3 1213.0 1408.0 1483.7

on GTX 460, that means over half of cores are idle throughout the processing,
which is a serious waste of GPU resource to hindle the whole performance.

Excluding the dataset with 300 nodes, the accelerating effect of GPU com-
puting is reflected obviously, and the speedup is becoming more and more larger
with the increasing of data scale. The increasing trend of GPU speedup is shown
in Fig. 5.

Fig. 5. Execution time comparison on CPU/GPU and GPU speedup

5 Conclusion and Future Work

In this paper, a static state security analysis based on GPU is proposed for
power systems. GPU-based multifrontal method is implemented to solve large
sparse matrix and sensitive method to deal with static state security analysis.
GPU is used to accelerate the computation of matrix multiplication, addition
and inversion. To make full use of GPU device, the system uses combining read of
data in small-scale matrix multiplication and partition matrix method to invert
matrix. In addition, the system is extended on GPU cluster.

Experimental results indicate that the proposed algorithm on GPU can
improve system performance. Our results show up to 1.7–1.9 speedup with sim-
ulation case from 3000 to 6000 scale.
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In future work, the way dealing with small-scale matrix can be used in scien-
tific calculation in other fields, and the processing on special dimension matrix
can be extended to all dimension matrices.
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Abstract. A Wireless Sensor Network (WSN) is mission dependent network,
deployed in an interesting area in order to collect data about a relevant observable
environmental phenomenon and send them to end user through a base station.
Due to their potential promising development, WSN increasingly attract research‐
er’s attention in order to ensure them the expected maturity of widespread deploy‐
ment. However, many obstacles inherent to intrinsic sensor node characteristics
may prevent achieving this goal. So, energy depleting is the most important
hindering since node initial energy budget is poor. In this paper, we propose new
hierarchical routing protocol sensitive to energy consumption and based on nodes
duty-cycle management. This protocol improves WSN life time duration and data
packets loss rate. The proposal was integrated to the well know LEACH protocol
to enhance its performance. Simulation results via NS2 simulator showed that the
proposal is convincing and outperforms the classical LEACH capabilities.

Keywords: WSN · Energy conservation · Life time duration · Data loss

1 Introduction

Due to their promising and rapid development, Wireless Sensor Networks (WSN)
increasingly attracted attention of researcher’s community in the domain. So, for more
than a decade, WSNs spread out their beneficial influence over many areas such as those
requiring control and monitoring environmental sizes. Although the development of
WSN applications in several fields reaches important rate, efforts continue to be devoted
in order to lower obstacle effects on WSNs allowing them achieving the expected
maturity. Among the obstacles preventing WSNs to make great progress and widespread
deployment, resource energy is the most constraining one. Thereby, since a sensor node
is powered by a small battery, its energy budget is limited. So, this poor energy amount
has to be economically managed until the WSN successfully fulfills its mission.

There are many ways for saving node energy especially how and which level on the
sensor node is concerned. To save energy, we have to identify the components and the
node activities which are involved in speeding up depleting of that vital resource. So,
sensing activity dissipates energy with small quantity, comes then the energy exhausted
by computation at processor level. Communications involving node transceivers are the
most energy consumer node activity since nodes usually operate as provider of sensed

© Springer International Publishing Switzerland 2015
L. Yao et al. (Eds.): APSCC 2015, LNCS 9464, pp. 268–277, 2015.
DOI: 10.1007/978-3-319-26979-5_20



data and also act as routers to forward collected data to their neighbors. The dissipated
energy is determined by the data packet to be sent and the transmission distance between
sender and receiver. So, when the sending signal has to range a large distance, the
required transmission power must be higher [1]. This obviously induces higher energy
consumption.

The used routing protocol also greatly impacts the energy consumption. Therefore,
routing in WSNs is usually of multi-hop kind and routing packets from a given source
to a destination is done through several intermediate nodes. Thus, a node consumes
energy when transmitting its own data either for forwarding data of its neighbors.

In hierarchical networks, a clustering approach [2] is used. So, clustering divides a
network into clusters and each cluster gathers a certain number of standard nodes among
which one of them is elected as a Cluster-Head (CH). Only the CH is allowed to
communicate with the Base Station (BS) or other CHs. So, all nodes in a Cluster send
their data to their CH which in turn sends them to the BS directly or via nearest other
CHs. A CH is then the node responsible for coordinating activities within the cluster.
Among protocols using this technique, we cite the well known LEACH [3].

MAC layer also plays an important role in the coordination between nodes and
minimization of the energy consumption. So, the main causes of energy consumption
at this layer are: (a) packet retransmissions when collisions occur which cause additional
energy consumption and information loss. (b) Idle listening of the channel for incoming
packets can cause a significant loss of energy. To avoid this problem, nodes might be in
sleeping mode as long as possible. (c) Overhearing occurs when a node receives packets
that are not intended for it. Overhearing leads to a loss of extra energy because nodes
are uselessly involved in data forwarding. (d) The overhead produced by control
message exchanges such as signaling, connectivity, TDMA schedule, and collision
avoidance increase the energy consumption. (e) Overemitting occurs when a node sends
data to a recipient which is not ready to receive them. (f) The size of exchanged messages
may have a negative effect on the energy consumption of sender/receiver nodes. Thus,
the signal power is proportional to the data packet size to be transmitted and the distance
separating the sender and receiver. The longer the distance is the higher the signal
strength and the most energy dissipation will be. Since the radio is the most energy
consumer component of a node; it must be turned off when a node is in idle state. This
is what is known by the Duty-Cycling technique and constitutes the core of our present
work in order to make WSNs resilient to energy lack problem.

The paper is organized as follows:
Section 2 presents some related works that impacted the duty cycle mechanism, while

Sect. 3 describes our proposal and the performance evaluation of the latter is given is
Sect. 4. We concluded our work with a conclusion and future work.

2 Related Work

Many mechanisms may be used to conserve energy of nodes in WSN. Among these
mechanisms, the most significant ones are clustering nodes organization and nodes duty-
cycle approach.
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2.1 Nodes Clustering Organization

The clusters formation offers significant energy savings since only Cluster-Heads (CH)
are involved in collecting, routing and aggregating data. So, as CHs consume more
energy than standard nodes, thus CH role rotation has to be used in heterogeneous WSN.
Several approaches can be used for clusters formation namely: CHs can be elected by
their node members or designated in advance; they can be part of the set of nodes or be
a separate set of nodes fitted with large resources; their number may remain fixed in time
or change dynamically.

2.2 Duty Cycle Mechanism

An efficient way to make nodes saving energy is to alternate node radio from sleeping
mode to transmitting/receiving one. Since even a node is in waiting state, its radio
remains dissipating energy so, to avoid wasting this valuable resource, a node is forced
to be in a sleeping state. Alternation between active and inactive period of the transceiver
forms a Duty-Cycling. A duty-cycle is defined by the following equation: Duty-
Cycle = Pactive/(Pactive + Pinactive), where Pactive states for time period for which
a node is in active state and Pinactive otherwise. Most of MAC protocols use the duty-
cycle mechanism to minimize energy consumption in WSN.

So, for MAC protocols adopting Duty-Cycling, each node radio is turned off most
of the time and node timer is set up for being waked up later. A synchronous duty cycle
means that a set of neighboring nodes sleep together and weak up together. Unlike,
asynchronous Duty-Cycle imposes each node to choose its own wake time without
knowing the status of others. Synchronous protocols may have a lower delay compared
to asynchronous ones, because the synchronous protocols know exact wake time of
neighboring nodes. But in another hand, it is difficult to synchronize nodes of a large
wireless sensor network. Asynchronous protocols are much easier to implement. An
efficient MAC protocol for Duty-Cycle should also optimize the energy draining sources
like: active listening, over-listened, collisions etc. [4]. The main factors for Duty-Cycle
protocol design are scheduling [5] and routing [6].

Minimizing the energy consumed during the active listening implies to deploy some
sensor nodes keeping dynamically in sleep/wake up states such that they will be awaked
only when it should be necessary. This also may limit collisions that occur during
retransmissions which also contribute to save energy.

In order to maintain WSN topology connected and to guarantee data packets delivery
according to sleeping node schedules, MAC layer protocols must be developed care‐
fully. The standard IEEE 802.15.4 [7] specifications, is the most known MAC protocol
using Duty-Cycle. It is based on TDMA and CSMA/CA protocols offering so a fixed
Duty-Cycling but does not allow traffic adaptation.

Ye et al. [8] proposed S-Mac protocol to coordinate and synchronize the sleep/wake
cycles. To maintain synchronization, each node periodically broadcasts its time schedule
in a message SYNC, so that the neighbors can update this information in their schedule
tables. S-MAC may suffer from latency and integrity lack of SYNC exchange messages.
The S-MAC requires that only cluster members be synchronized. The protocol works
well only with fixed network topologies with infrequent changes.
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In [9], T-MAC protocol has been proposed to deal with the problem of fixed Duty-
Cycle of S-MAC. In T-MAC, nodes synchronize to put their transceiver active or asleep
periodically as in S-MAC. However, T-MAC adapts a Duty-Cycle to different levels of
network traffic. This Duty-Cycle is no longer fixed by application but varies according
to the network traffic. If the traffic is important, nodes remain longer in active state in
order to transmit more data. But, if the traffic is low, nodes remain briefly active in order
to save energy. The drawback of T-MAC is over-listening since a node remains active
during time-out period even it does not transmit.

In [10], MS-MAC protocol was designed to work in the two scenarios fixed and mobile
sensor nodes. It can operate similarly to S-MAC with fixed nodes. In order to avoid long
waiting periods to join a new cluster, each node detects mobility in its region from signal
strength, periodically received by the SYNC messages. If a node notices a change in the
received signal, it assumes that the neighbor or itself is in motion, and predicts the level of
the movement speed. The message SYNC in MS-MAC also includes information on the
estimated speed of its mobile neighbor. If there is more than one mobile neighbor, then the
SYNC message includes only the maximum speed estimated among all the neighbors.
This information of mobility is used to create an active area around a mobile node when it
moves from one cluster to another, so that the mobile node can speed up the establishment
of link with the new neighbors before it loss all its neighbors.

2.3 Cross-Layer Scheduling Algorithms for Power Efficiency

In [11], a scheduling inter-layer algorithm is proposed in order to conserve energy by
disabling some nodes. The idea is to make nodes dynamically active/inactive such as
nodes are awake only when it will be necessary. Scheduling and routing operates in a
separate way in two different phases: Configuration/Reconfiguration and Stable phase.

Configuration and reconfiguration phase: This is the initialization phase of the WSN to
update the routes and the queries. This phase is relatively short; its aim is to put in place
the schedules that will be used during the second phase. The set up and reconfiguration
algorithm is independent of the routing algorithm. So, most of the available algorithms
for routing in ad-hoc networks and WSNs can be used.
The stable phase: Similar to transmission phase, it uses a scheduling established in the
previous phase to transmit data to BS. The schedule of idle/active state is calculated
according to the packets to be sent out.

In [12], the authors proposed a random algorithm to provide robustness to variations
in the network connectivity. The algorithm does not require nodes to keep information
of the state of their neighbors. Each node decides independently when it should sleep
and when it must be awaken, based on local observations. The main constraints consid‐
ered are latency time and the capacity to achieve a certain charge. The algorithm is not
based on the time intervals or coordination with the neighbors. If the activity is estimated
too low to satisfy the latency constraint, the node decides to wake up more often.
Conversely, if the activity is greater than that required, the node decides to sleep longer.
However, the algorithm may suffer from data packets loss.
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In [13], authors proposed a protocol fitting better dynamic topologies and non-
uniform energy consumption. It allows each node to set its own listening mode as a
function of its local state. Initially, the nodes do not know their neighbors. First of all,
each sensor periodically sends update messages of routes to declare its presence and
state. A graph of routing is formed; the data streams are circulated through BS to find
out how many descendants are in the graph. Depending on the number of descendant
nodes, each node calculates its Duty-Cycle. If a node has too many children, it exhausts
its energy source and announces its children to choose another parent to decrease the
load.

A node in [14] decides to sleep according to its residual energy and its relative loca‐
tion. A node enters a sleep state after having known that its sensing area is fully covered
by its neighbors. The node that decided to sleep sends a REQ packet to its neighbors
who answer by acknowledgement. However, simultaneous sleep requests and ACK of
neighboring nodes may cause problem of schedule sleeping/wake up.

The authors [15] focused their idea on the problem of maximizing the life time by
using WSN as a grid with the emphasis on the problem of nodes sleeping scheduling.
Nodes are able to buffer sensed data and there is a mobile BS visiting periodically the
monitored area for collecting sensed data. This technique eliminates the need for multi-
hop routing. The basic idea is to schedule nodes as active and inactive nodes dynami‐
cally, according to the schedule of mobile Base station movements.

A communication multi hops is used in each cluster to transmit the data to the CHs.
The BS visits only CHs instead of visiting all nodes. Scheduling of Duty-Cycle is deter‐
mined by the position of the mobile base station. So, when a BS arrives at a CH location
(or any other node playing the role of data collector regarding the BS), the CH has to be
in a wakeup state in order to send out collected data to BS.

3 Proposed Protocol

Our proposal consists of a new routing protocol based on a hierarchical sensor nodes
organization with duty cycling scheme application. The aim of this combination is to
minimize nodes energy consumption and prolonging WSN life time duration and also
to minimize the data packets loss rate.

3.1 Assumptions

In this proposal, we consider a set of sensor nodes randomly distributed in a hierarchical
topology in the form of grid of size (2 * 2) regions. The sensor nodes are supposed to
be static after their deployment in the sensing area. Each region contains a cluster-head.
The election of the latter will be done according to the remaining residual energy amount
of nodes. Each cluster is split into two levels, such that the level1 represents nodes close
to the CH and the level 2 represents nodes the more distant.

All nodes of level 2 must send, during slot period, their data to the level1 in
which nodes must be in the active state to achieve this reception. All nodes of level
1 must send, during their slot, their data to the CH, and the latter will transmit them
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(after appropriate aggregation) to the BS. Every node has a next hop and a list of
node predecessors. We therefore propose a new routing protocol using Duty-Cycle
approach to reduce the loss of data and the energy consumption in WSN.

3.2 Description of the Proposed Protocol

3.2.1 Phase 1: Initialization and Grid Formation

1. Random Distribution of nodes over a well defined area
2. The grid formation by fixing the number of regions to use (2 * 2) in each round
3. Nodes of each region elect their cluster-head (Node with highest energy is chosen).
4. The Cluster-Head divides the cluster in two levels (depending on the distance

between it and its member nodes, level1 for the nodes close to CH and level 2 for
the distant nodes).

5. The CH creates the TDMA Schedule starting with nodes of level 2 and then nodes
of level 1.

6. Nodes of level 2 send their data to the next hop selected (a list item of level1).
7. The Next Hope node must be in an Active state during the slot of its predecessor.
8. Nodes of level 1 send out their data to the selected cluster-head.
9. The cluster-heads send out received data (after aggregation) to the base station

The initialization phase is composed of 3 sub-phases: announcement, organization
of grids and finally scheduling, which will be detailed below.

– The announcement sub-phase or advertisement:
The aim of this sub-phase is to determine the elected CHs in each round executed by
the protocol, taking into account the residual energy amount of each node.

– Sub-Phase of grids organization:
The node elected as CH has to inform other nodes of its new role. For this, it sends
an advertisement message ADV containing its identity. This broadcast allows
ensuring that all nodes have received the message. Each node received ADV message,
will choose its own cluster-head (according to distance sender/receiver).

– Scheduling Sub-Phase:
After initialization, each CH has to coordinate data transmissions within its cluster.
It splits the cluster into two sub levels (level1 and Level2) to create a TDMA Schedule
starting by farther nodes and at the same time assigns to each member node a time
slot during which it can transmit. All slots assigned to node members represent a
frame. The duration of each frame differs depending on the number of members of
the cluster. Furthermore, in order to minimize interference between transmissions in
adjacent clusters, each CH chooses randomly a code in a CDMA code list. It transmits
it subsequently to its members in order to use it during their transmissions.

3.2.2 Phase 2: Synchronization of Duty-Cycle
In LEACH, upon reception of TDMA schedule, each node knows its emission slot as
well it switches in sleep mode until the arrival of its transmission time slot.
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To achieve the Duty-Cycle in LEACH, we have to synchronize the time of waking up
and sleeping for each node. Each node of level 1 knows the slots of waking up of its pred‐
ecessors, and during these slots, it switches to listen mode to receive data from level 2. So,
during this transmission, the CH remains asleep until the arrival of the emission slot of one
of its predecessors of the level 1. Thus, a CH is in active state (Listening) only during the
emissions of the nodes of the level 1.

4 Performance Evaluation

We have to evaluate the performance of our proposal integrated to the well Known
hierarchical routing protocol LEACH. The comparison metrics we used are: the energy
consumed by nodes, the network life time duration and the amount of data received by
the base station compared with data send out by sensor nodes. So, from the latter, we
deduce the rate of lost data. Note that when an acknowledgment is used to confirm to a
sender of data that these data are received by the receiver, the higher the data loss rate
the higher the amount of the energy consumption (Table 1).

Table 1. Simulation parameters

Parameters Values

Network size 100 m * 100 m

Number of sensor nodes 100

Simulation duration 3600 s

Initial energy budget 3 J

4.1 Metrics of Comparison

The WSN Life Time Duration (WLTD) is the period of time during which the network
can maintain enough connectivity and cover the entire sensing area. The WLTD is
therefore tightly related to nodes life. The nodal life time depends essentially on two
factors: the energy consumed as a function of time and the amount of residual energy.

The Energy Consumed (EC) is a critical parameter impacting the success or unsuc‐
cess of the WSN mission. So, energy consumption optimization remains the main factor
to be considered in protocols design for WSNs.

The Received Data Amount (RDA) is the data amount effectively received by BS
regarding to the total data amount sent to BS from WSN nodes.

4.2 Simulation Results

– Energy consumed

The curves of the Fig. 1 represent the energy consumed by sensor nodes of a WSN
in relation to the time, during the simulation for the classical LEACH protocol and for
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the proposed Protocol named Duty-LEACH. The improvement of the latter is
convincing.

Fig. 1. LEACH vs Duty-LEACH regarding consumed energy

Fig. 2. LEACH vs Duty-LEACH regarding WSN life time

The Fig. 2 represents the curves giving the network life time duration as a function
of the simulation time. We notice a significant improvement of this performance factor
in case of Duty-Cycle integrated to standard LEACH protocol. Nodes start dying at the
400th round but with the proposal Duty-LEACH nodes begin to die at round 640, so we
get an improvement of ≈60 %. The main reason is that when CHs remain in active mode
during the entire round, they consume more energy and then reduce their life time dura‐
tion quickly. At the same time, communication intra-cluster minimizes the energy
consumption in the transmission of data to reach the cluster-head; this is due to the
reduced distance which separates them.

Improved WSN Capabilities Through Efficient Duty-Cycle Mechanism 275



– Data amount received by the base station.

Due to the appropriate use of time synchronization allowing a suited sleeping/
wakeup scheduling of nodes, there is almost no loss of data. This means that the used
duty-cycle mechanism operates in good conditions, because each sender node has one
receiver in active state to forward the data it receives (Fig. 3).

Fig. 3. LEACH vs Duty-LEACH regarding BS received data

5 Conclusion

The WSNs represent a research area which increasingly attracts a large community of
researchers. The efforts invested over more than a decade to raise them at the expected
maturity level have not yet come to a success. This is due to some intrinsic problems
that remain not yet satisfactory solved, like the energy resource which constitute a
serious obstacle to their advancement. In this paper, we are dealing with duty cycling
mechanism making nodes to switch alternately and advisedly from active mode to
sleeping one. This switchable operation mode, combined with adequate nodes organi‐
zation, enables saving a substantial amount of energy which may be crucial to guarantee
a WSN achieving successfully its mission.

Our proposal has been integrated in a well know LEACH routing protocol for which
many improvements have been added such as good CHs distribution, a multi-hop intra-
cluster communication and an adequate communication slots scheduling correlated with
active/sleeping mode. The simulation results (via NS2 simulator) exhibited by the
proposal Duty-LEACH in terms of WSN life time duration, energy consumption and
data loss are convincing and outperform those provided by original LEACH. Our future
work will be the integration of robustness in duty- cycling approach which so far has
not been yet considered.
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Abstract. The research of life pattern is a hot topic in the field of LBSN (Location
Based Social Network). Periodic behavior is also a life pattern. In view of multiple
periodic behaviors existed in time series, an algorithm which can mine all periods
in time series is proposed in this paper. In view of periodic behaviors always
occurred at the same time interval and the random access of matrix’s character‐
istic, the algorithm creates a suspected periodic matrix which can store all
suspected periods. By judging the validity of a suspected period in the matrix, the
true periods can be mined accurately. Updating the suspected periodic matrix
dynamically can reduce executing time.

Keywords: Data mining · Life pattern · Time sequence · Multiple periods

1 Introduction

LBSN (Location Based Social Network) is a new social network which combines the
social network and the user’s location data. Based on the location of a user we can mine
this user’s life pattern. Life pattern is a pattern that can describe the daily behavior of
the user. LBSN give us the data from the user’s daily behavior such as attendance data,
GPS (Global Position System) trajectory and so on. We can mine the user’s frequent
mobile trajectory, the location which the user will most likely reach in different time of
a day based on these data. In general some formal expression mined from the user’s
daily location data which can describe the user’s daily life are called a user’s life pattern.
Periodic behavior is a kind of life pattern which can describe the user’s periodicity to a
certain place. In our daily life some people go to a place once a week. We call this life
pattern a periodic behavior pattern. We found that a user may not only go to a place
every Monday but also every two weeks on Tuesday and the classical algorithm can’t
mine all periods in the time sequence. So we propose an algorithm which can mine multi
periods in a time sequence in this paper.

Peridogram is a classical algorithm for mining periods in the field of time sequence.
It calculates the density of power spectrum for every frequency based on DFT (Discrete
Fourier Transform). There is an explanation of DFT that the fourier coefficient is a
relativity between its sine curve and original time sequence as shown in Eq. 1 and the
period is the value of  (  means the length of the time sequence).
When there are multiple periods in the time sequence and the  is not the integer
multiple of the period this algorithm can not mine all periods in the time sequence.
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For the other period’s timestamps still in the sequence it cannot avoid the interference
of other periodic behaviors. For spectral leakage this algorithm can’t mine periods
automated.

(1)

As shown in Fig. 1 it is a result of the time sequence ‘ ’. We can know
that there are two periods in this time sequence such as 4 and 3 directly. But as shown
in Fig. 1 we can’t get any integer periods directly because the period is not an integer.
In the field of periodic pattern we should not only mine periods but also mine the time
stamp the behavior happened in a period for predicting the user’s movement in the future.
For these reasons the classical algorithm can’t meet our requirements.

Fig. 1. The result of the time sequence ‘ ’.

We proposed an algorithm which can not only mine multiple periods but also mine
the timestamp the target periodic behavior happened in a period in this paper. The rest
of the paper is organized as follow. Section 2 introduces some related works. Section 3
formally states the problem definition. Section 4 introduces how to discover multiple
periods in time sequence and some basic thought of this algorithm. We report our exper‐
imental results in Sect. 5, and conclude our research in Sect. 6.

2 Related Works

In the field of LBSN (Location Based Social Network), the research of recommendation
systems has attracted many researchers’ attention and produced a lot of research results.
Based on locations and social relations, there are four different types of recommenda‐
tions i.e. Friend, Location, Activity and Event recommendation. In the field of friend
recommendation, Symeonidis et al. proposed Friendlink algorithm [1] which provides
recommendations by traversing path of a user’s social graph. Location recommendation
is the hottest research topic in the field of LBSN. Ye et al. proposed a unified POI
recommendation framework [2], which fuses user’s preference to a POI with social and
geographical influence. Activity are often recommended with a location that a user
usually go to a location for a special activity. In the paper [3] Bellotti et al. proposed the
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Magitti leisure guide based on other contextual information which can provides activity
recommendations automatically. Event recommendation is a special case of activity
recommendation, which recommends to a target user several events taking place either
in the digital world or in a specific city. The main research topic is event detecting. In
the paper [4], the authors detect the event based on the geo-tagged information posted
by a large number of users.

Recently mining users’ life pattern has attracted many researchers’ attention and
produced a lot of research results. In the paper [5], Zheng mined frequent traveling
sequence from users’ GPS logs and proposed a prediction model which can predict a
user’s next destination accurately based on this user’s current place. In the paper [6],
Rekimoto et al. propose a WiFi-based location detection technology for location logging
and mine life patterns based on these logs. In the paper [7], the authors proposed the LP-
Mine framework to effectively retrieves life patterns from raw individual GPS data. Life
pattern can summarize a user’s daily life. If we integrate life pattern with other appli‐
cations such as recommendation system, it can provide services to comply with users’
life habits more properly.

Periodic behavior [8] is a kind of life patterns. Mining periodic behaviors in time
sequence can summarize the regularity of users’ daily life in time correctly. Acquiring
periods and mining periodic patterns in time sequence are the main research directions
of the periodic behavior. The former is acquiring correct periods of time sequence by
correlation algorithm without any prior knowledge except support threshold. The clas‐
sical algorithm of acquiring periods in time sequence are the periodogram [9] and the
autocorrelation [10]. In the paper [11], the author proposed a periodic behavior based
application and mine the eagle’s migration cycle successfully. In this paper we propose
an algorithm which can mine multiple periods in the sequence.

3 Problem Definition

3.1 Event and States

For ease of description we adopt the definition of event and states. A time sequence is
generated by some states of an event happened in different time stamp and ordered by
the occurrence time of these states. An event contains multiple states.

Definition 1. Given an event  and its states  (m is the count of states),
a event time sequence is shown in Eq. 2.

(2)

3.2 Multiple Periods

For example a teacher in school who not only come to a campus every Monday, but also
come to this campus on Friday every two weeks. The formal definition of multiple
periods is shown in Definition 2.
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Definition 2. Given an event sequence S. The states of this event are .
There are multiple periods  of a state existed in this time sequence
probably.

3.3 Support and Support Threshold

The support of a periodic behavior is the proportion of actual occurrence times and its
theoretical occurrence times. As shown in Eq. 3,  means the theo‐
retical occurrence times of this period and  means the actual occurrence
times of this period in this time sequence.  means the support of this period.
In this algorithm we should give a support threshold firstly. A periodic behavior is true
when its support is more than the support threshold.

(3)

3.4 Basic Thoughts of Multiple Periods Acquisition Algorithm

We found that all true periods exist in the set which contains time intervals between any
two timestamps the target state happened. We store all time intervals in a matrix. The
columns of this matrix is mapping to the time stamp the target state happened. Creating
the matrix at the first step can filter wrong periods preliminarily. The random access
feature of matrix can improve the execution efficiency. In term of the characteristic of
periodic behavior, we change the matrix dynamically after acquiring a true period to
avoid judging the same periodic behavior many times.

4 Mining Multiple Periods

This chapter mainly introduces the basic process of the multiple periods acquiring algo‐
rithm with an example.

4.1 Preliminary Screening and Storage of Suspected Periods

In a time sequence all periods of a target state are in . As discussed in
Sect. 2 we can create a matrix for storing these timestamps and time intervals. It can
filter wrong periods preliminarily. The matrix is shown in Example 1.

Example 1. Given a time sequence , the time stamps the state
‘1’ happened are . The matrix M is shown in Table 1. In M,

.
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Table 1. The matrix storing suspected periods

Time stamps 3 4 7 9 11 14 15

3 0 1 4 6 8 0 0

4 0 0 3 5 7 0 0

7 0 0 0 2 4 7 8

9 0 0 0 0 2 5 6

11 0 0 0 0 0 3 4

14 0 0 0 0 0 0 1

15 0 0 0 0 0 0 0

In nature column number and row number of matrix are increased from 0, we design
a mapping function for mapping the column number and row number of the matrix to
the time stamps the target state happened. So we can access the matrix randomly
according to the timestamps.

4.2 Acquiring True Periods and Changing Matrix Dynamically

We judge all items stored in the matrix. The value of the item is a suspected period. The
row number of this item is the first time this suspected periodic behavior happened. The
column number is the second time this periodic behavior happened. When we judge a
suspected period we generate the list of time stamps according to this item firstly. The
time interval between any time stamps in this list which is equal to the period is stored
in this matrix too. All these items are belong to the same period behavior. So if we judge
a true period we should change these items’ value to be 0 for avoiding judge the same
period behavior many times. If the current item is not a true period we shouldn’t change
other related items discussed as above in the matrix. The process is shown in
Example 2.

Example 2. Using the event time sequence shown in Example 1 and setting the support
threshold of 80%, the result of matrix is show in Table 2 after judging  and

. In the matrix shown in Table 2 the first row and the first column are all time
stamps the target state happened.

While judging the item  the algorithm generates the actual happened time
stamps list with the period of 1. In the event time sequence this item’s all actual happened
time stamps which started at the time stamp 3 are . The theoretical
happened time is 13 calculated by the formula .
‘begin’ means the periodic behavior’s begin time. In this situation ‘begin’ is equal to 3.
Because the support of this suspected is , this suspected period is not a true
and the algorithm don’t change the matrix.
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Table 2. The result of matrix

Time stamps 3 4 7 9 11 14 15

3 0 0 0 6 8 0 0

4 0 0 3 5 7 0 0

7 0 0 0 2 0 7 8

9 0 0 0 0 2 5 6

11 0 0 0 0 0 3 0

14 0 0 0 0 0 0 1

15 0 0 0 0 0 0 0

While judging the item  the algorithm generates the actual happened time
stamps list with the period of 4 and the start time of 3. The list of time stamps this period
happened is . Because the actual happened time is 4 and the theoretical
happened time is 4 too, the support of this periodic behavior is 100 % which is more
than 80 %. So this item is a true period. Then as discussed above the algorithm changes
the matrix. In this situation the algorithm change the value of ,  to be
0. It can reduce the counts of judging same periodic behavior.

5 Experiments

The whole detail of multiple periods acquisition algorithm proposed in this paper is
described in Sect. 4. In this section we will mine periodic behaviors in 152 employees’
attendance data. The attendance data is collected by an attendance machine for half a
year. The attendance machine records the attendance information of every employee.
Every employee should sign on this machine in the use of his fingerprint every working
day. We will create a binary event time sequence for every employee firstly and then
mine periodic behaviors.

5.1 Determining the Support Threshold

Before mining all employees’ periodic behaviors we should give a good support
threshold. In our experiments we get a good support threshold by testing the threshold
from 10 % to 100 % step by 10 %. When the support threshold is too small such as 10 %
the algorithm can mine some local periodic behavior as shown in Table 3. The periods
of 2 and 5 is a local periodic behavior shown in the column of time stamps. In this
experiment we find it can avoid mining local periodic behavior much properly when the
support threshold is set as 80 %. The result is shown in Table 4.
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Table 3. The result of 10 %

Periods Time stamps

2 25,27,39,43,53,55,57,67,71,81,85,95,109,113,123

5 20,25,55,85,95

Table 4. The result of 80 %

Periods Time Stamps

35 8,43,78,113

7 9,16,23,37,44,51,58,65,72,79,86,93,100,107,114,128,

14 10,24,38,52,66,80,94,108,122,

5.2 Analysis of All Employees’ Attendance Data

This data was collected by the Attendance machine of an educational institution. In this
company many employees are part-time workers. Some there is periodic behavior
among them. Firstly we need to construct the time sequence according to the employees’
attendance data in the time granularity of day. As shown in Example 3.

Example 3. It is a segment of an employee’s attendance checking data shown in
Table 5. The time sequence of this segment is shown in Table 6. The symbol of ‘0’
means absence and the symbol ‘1’ means attendance.

Table 5. A segment of a user’s attendance data

User ID Arrival time Leave time

1 2013/9/27 7:50

1 2013/10/9 12:49 2013/10/9 23:49

Table 6. A user’s time sequence

User Id Time sequence

1 …10010000000011…

Secondly we mine all users’ periodic behaviors. According to the results of the
experiment we found that some employees’ behavior are not periodic and some
employees have the periodic behavior of 1 week, 2 weeks, 3 weeks. Specific experi‐
mental results are shown in Figs. 2 and 3.
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Fig. 3. The number of employees for a special period

As shown in Fig. 2, 44 employees have no periodic behavior, 17 employees just have
single periodic behavior and 91 employees have multiple periodic behavior. In truth this
company held a meeting weekly and every two weeks.

As shown in Fig. 3 we can find that most employees’ periodic behavior are based on
the week or weeks. There are five employees who has the periodic behavior of one day.
After interviewing them we found these five employees’ home are far from the company
so they choose live in their company. From the period of 7 to 35 the number of people
decreased, it is shown that the larger period is more hard to follow. The number of the
other periods is the number of some users’ specific periodic behavior which shows that
some employees plan their working time for their own work.

5.3 Compared Experiment

In this section we mined periodic behaviors by using periodogram and the algorithm
proposed in this paper. The time sequence is shown in Fig. 4. The result of our proposed
algorithm is shown in Fig. 5. We can find that this user has two periodic behaviors
directly. The employee come to this company every week on Friday and every two weeks
on Tuesday.

Mining Multiple Periods in Event Time Sequence 285



0,1,0,0,1,0,0,0,0,0,0,1,1,1,0,1,0,0,0,0,0,0,0,0,0,1,0,0,0,1,0,0,1,0,0,0,0,0, 
0,1,0,0,0,1,0,0,1,0,0,0,0,0,0,1,0,0,0,0,0,0,1,0,0,0,0,0,0,1,0,0,0,1,0,0,1,0,0, 

Fig. 4. The time sequence

Fig. 5. The power spectrum of periodogram

Firstly we mine multiple periodic behaviors by using the proposed algorithm in this
paper. The result can be seen in Table 7. We can find that the result of this experiment
is correct.

Table 7. The result of the proposed algorithm

Periods Time Stamps

7 2,16,30,44,72,

14 5,12,26,33,40,47,54,61,68,75,

Then we mine the periodic behaviors by using the algorithm of periodogram. The
density of power spectrum is shown in Fig. 5. The X axis is the frequency and the Y
axis is the density of power spectrum. We take the frequency of the power spectrum in
the top as the true frequency. According to the Eq. 4 we can calculate the period. Because
the period is an integer we get the period of 7. In Eq. 4 len(s) means the length of the
time sequence.

(4)

In this experiment we found that the periodogram can’t mine all true periods because
of spectral leakage. the period of 14 can’t be divided by 77 (the length of this time
sequence). So when we mine periodic behavior by periodogram we can’t get the period
of 14 directly. And the periodogram can’t tell us when the behavior happen in a period.
Based on this period we can’t predict the user’s behavior in future. The proposed
algorithm solved these problem.
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5.4 Time and Space Complexity of This Algorithm

The time complexity of this algorithm is . But when the algorithm mined a true
period it can change the matrix dynamically to reduce the number of judging same
periodic behavior. As a result the execution time of this algorithm is reduced. The space
complexity of this algorithm is . n is depending on the occurrence time of the target
state which we concerned.

6 Conclusion

In this paper a period acquiring algorithm is proposed. When there are multiple periodic
behavior in a time sequence it can mine them without any pro-knowledge successfully.
In this algorithm it avoid the inference of other periodic behavior. In real life periodic
behavior can predict a user’s future movement and help us understand the user’s daily
life more directly. In the future we focus on researching how to combine the periodic
behavior with location based service for developing the service quality of location based
service.
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Abstract. Since its release in 2013, WeChat payment service has grad-
ually become one of the most popular mobile payment services in China.
Different from other mobile payment platforms, WeChat payment bun-
dles with the most popular social network service in China, WeChat.
It is then becoming interesting to investigate the reason beneath its
popularity by combination of social network and mobile payment. In
this research, we applied the technology acceptance model to predict
the acceptability of WeChat payment and to identify the variables
which attribute to the popularity of WeChat payment. Besides the pri-
mary explanatory variables of TAM, the proposed framework is further
extended to include the constructs of Social Interaction, Trust, Perceived
Enjoyment and Use Context. Online survey has been collected by respon-
dents chosen randomly among users of WeChat payment. The results
have shown that the proposed model is able to explain the variance in
user’s behaviour intention to use WeChat payment services. We hope
this study can provide insights to understand the adoption behaviour of
social aware mobile payment and service and help further improve their
services.

Keywords: Mobile payment ·WeChat · Technology acceptance model ·
Social interaction · Enjoyment · Trust

1 Introduction

With the development of information technology, online services have con-
tributed much to the development of information systems [4]. Other than the
rapidly increasing number of online services, most of them disappeared from the
market before its widely adoption [9]. The qualitative research about the users
acceptance of online services could find some useful hints to explain and suggest
the development of service generalizability [3]. Technology Acceptance Model
(TAM) is one of the leading approaches been used to analyse users behaviour
c© Springer International Publishing Switzerland 2015
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pattern [5]. During the last decades, researchers have successfully applied the
TAM and/or its extended models to explain the users acceptance of a lot of
information technology based systems [10].

In China’s E-commerce services market, WeChat payment is a typical winner
by its explosive user growth and continuous development [15]. Tencent released
WeChat payment in 2013 and bundled it with WeChat 5.0 [16]. Moreover,
through the promotion called “Red Envelope”, WeChat payment attracted more
than 8 million users giving away 3 billion RMB on the Chinese New Year’s Eve in
2014 [16]. The success of WeChat payment draws people’s attention. Compared
with other online payment services, WeChat payment is obviously different due
to its social factor. WeChat is currently the most popular mobile social network
service application in China [15]. Due to the fact that online payment and social
network apps are two of the most popular applications used daily on smart-
phones, it is deserved to study in depth the reasons beneath WeChat payment’s
wide usage. In this research, we propose an extended TAM model with several
additional variables, such as social interaction, trust and others, to enhance the
understanding of people’s intention of using WeChat payment.

The remainder of this paper is organised as follow. In Sect. 2 we will introduce
the background about TAM and social mobile payment. Section 3 will present
the proposed extended TAM model and list the objectives and hypotheses. In
Sect. 4 we will present the data processing and discuss the experimental results.
At last Sect. 5 concludes the paper and points possible future work.

2 Theoretical Foundations and Related Work

2.1 Technology Acceptance Model

In the area of information systems, there is a need for researchers to understand
the reasons behind the users’ actual usage of IT system. Among the major
approaches, Technology Acceptance Model (TAM) has become one of the most
popularly used techniques to elaborate the rationality of user behaviour. Dur-
ing the last decades, TAM has been successfully transferred to different struc-
tures to applied to lots of research domains and related applications such as
enterprise resource planning systems [10], education [11], finance [17] and E-
commerce [3]. In this TAM model, the Behaviour Intention, which is influenced
by Perceived Usefulness and Perceived Ease of Use, is the major determinant for
a user to accept or reject a certain system. Furthermore, Perceived Usefulness
and Perceived Ease of Use will be affected by several external stimulus in differ-
ent research situations [6]. Due to that TAM has evolved into a leading model
in predicting and explaining an information systems acceptance, it is believed
the TAM is also appropriate to analyse the WeChat payment’s popularity.

2.2 Social Network Based Mobile Payment Analysis

With the development of E-commerce and smartphones, mobile payment has
been rapidly developed and has become an important part of E-commerce since
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it’s convenience [14]. Moreover, with the privacy of mobile phone, people started
to trust the mobile payment services more. From the studies by Mallat, they
concluded the advantage of mobile payment was affected by the mobile technol-
ogy, the using circumstance and the situational factors [12]. Apart from mobile
payment, we also take focus on mobile social network services, such as Facebook,
Twitter, WeChat and so on. A lot of researches on how people use social network
have been conducted. For example, Klein summarised that the personal activ-
ity status of key members was highly correlated with their structural centrality
measures, as such friends might always have the similar choices and practice [8].

If we put mobile payment services and social network services together, what
will happen? The WeChat Payment is a good answer about this idea and has
reached an initial success. In fact, socialism is very useful when generalising
services including E-commerce services. Liébana-Cabanillas supplied a modifica-
tion of the classical technological acceptance models (TRA and TAM) to analyse
users’ acceptance of mobile payment in VSN. They discovered that the accep-
tance process of online payment had big influence on the diffusion of mobile
payment systems on VSN [9].

3 Hypotheses

This paper proposed an extended TAM model with some other factors to explain
the relationship between social network with online payment. The basic TAM
model includes factors as perceived ease of use (PEOU), perceived usefulness
(PU), and behaviour intention (BI) [6]. Trust(TR) is the foundation of finan-
cial transactions, as ensuring the financial security is very important to people’s
choices about online payment [3]. Different from other online payment services,
WeChat payment applies some interesting activities to improve the users’ enthu-
siasm. Therefore perceived enjoyment (PE) is a new and important factor to
polish the model. As a mobile service, use context (UC) is also a necessary fac-
tor which should be added in the model to show the affection of using situation
and technology support [1]. Furthermore, considering the advantage of WeChat
platform in social activity, we add the social interaction (SI) to the proposed
model. The conceptual framework is depicted as in Fig. 1 and all factors and
related hypotheses will be described in detail in following subsections.

3.1 TAM

Davis argued that the core constructs of TAM model is perceived usefulness (PU)
and perceived ease of use (PEOU) [6]. In our research, PU is defined as the degree
to which a technology is perceived as providing benefits in performing certain
activities [6]. Based on the function of WeChat payment, PU can be defined
various innovations because it reflects the influence on our life and habit by
the service. PEOU is defined as the extent to which a technology is perceived as
being easy to understand and use [6]. With the use experience, in this experiment,
PEOU stands for easy-learning and easy-operating. Consequently, the following
hypotheses is proposed:
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Fig. 1. Path model

H1. Perceived usefulness (PU) positively influences behaviour intention (BI) to
use WeChat payment.

H2. Perceived ease of use (PEOU) positively influences behaviour intention (BI)
on WeChat payment.

H3. Perceived ease of use (PEOU) positively influences perceived usefulness
(PU) of using WeChat payment.

3.2 Trust

Trust is one of the most important foundations for financial transactions, espe-
cially in E-commerce [3]. In E-commerce applications, the trust degree mainly
depends on the reliability of the system technology [18]. Because of privacy
and account security, information confidentiality is very important. Furthermore,
trust also depends on the reliability of the users’ financial partners. Since trust
may change user’ awareness of a mobile payment service and judging on the
usefulness, we made following hypotheses:

H4. Trust (TR) positively influences perceived usefulness (PU) of using social
network mobile payment.

3.3 Perceived Enjoyment

Perceived enjoyment (PE) is a new consideration for E-payment, while it has
principal influence on social network services. If the users can get enjoyment
from one service, their attitude towards adoption will be positive [11]. In this
research, PE reflects the pleasant experience of the service, specially with some
activities. For example, from 2014, WeChat payment released an activity to offer
the function that people could send “Red Envelope” to friends online with some
wishing words by using WeChat payment. This activity spread quickly among
Chinese people and attracted many users to WeChat payment because it fitted
the Chinese traditional habits and provided entertainment experience. Based on
the success of “Red Envelope”, we made the following hypotheses:

H5. Perceived enjoyment (PE) positively influences perceived usefulness (PU)
of using social network mobile payment.
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3.4 Use Context

Use Context (UC) means the environment of using the technology and can be
further divided into hardware environment and software situation [13]. In this
research, the hardware environment can be considered as the using environment
and technology of mobile phones. The software situation includes mobility, com-
patibility and relates to users’ lifestyles [1]. As many contextual situations may
reflect the users’ experience on social network mobile payment, our study focused
on some situations such with PEOU. For example, sometime users need to deal
with a commerce transaction urgently but without cash and ATM machine. They
can use WeChat payment to solve this problem without the limitations of the
external devices. This situation may improve the user’s convenience experience
of the service. Hence, the hypothesis is posited as follows:

H6. Use context (UC) positively influences perceived ease of use (PEOU) of
using social network mobile payment.

3.5 Social Interaction

Social interaction(SI) is very common in our daily life. In this research, we did the
experiment on the case of WeChat payment, which offered a wide social network
platform to traditional E-commerce. We proposed that SI was a necessary factor
in the extended TAM model. Firstly, the social connections between a payer
and a payee may determine the trust of financial transactions [19]. Moreover,
most contractors in WeChat payment are friends in users’ real life, so they trust
each other more [18]. Consequently, we assume that SI is connected with TR. If
someone takes part in some social activities on WeChat payment with his friends,
the experience can influence his basic awareness of the service such as perceived
enjoyment (PE) and perceived usefulness (PU). For instance, sharing coupon is
an activity where users can share their online coupon in WeChat Friends Circle
(this is a platform like Facebook to share information to friends). This activity
increase the using frequency of WeChat payment and improve the connections
in users’ life. So we assume that SI is connected with PE and PU. For the above
reasons, we propose the following hypotheses:

H7. Social interaction (SI) positively influences trust (TR) of social network
mobile payment.

H8. Social interaction (SI) positively influences perceived enjoyment (PE) of
social network mobile payment.

H9. Social interaction (SI) positively influences perceived usefulness (PU) of
using social network mobile payment.

4 Analysis and Result

4.1 Data Collection

Our experiment questionnaire consists of two parts. The first one is the survey
of basic personal information covering the gender, age and the basic user situa-
tion of mobile phone, WeChat, WeChat payment. There are 26 questions in the
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Table 1. Questionnaire

Items Questions

SI1 Many of my friends use WeChat payment

SI2 I like to join some online financial activities with my friends on Wechat payment

SI3 I enjoy sharing online coupon information with friends through Wechat payment

SI4 Sharing online coupon through Wechat payment is advantageous to me and
others

TR1 Wechat payment always provides reliable financial services

TR2 The risk of abuse of usage information is low when using Wechat payment

TR3 The risk of abuse of billing information is low when using Wechat payment

PE1 I think that using WeChat payment is enjoyable

PE2 I have fun interacting with WeChat payment

PE3 The activities in Wechat payment such as red Envelope is interesting

UC1 I use Wechat payment because it can make the deal more easier

UC2 I think WeChat payment is easily accessible and portable

UC3 I believe WeChat payment is compatible with other mobile services

PEOU1 It is easy for me to perform the actions required to use Wechat payment

PEOU2 Skillfully using WeChat payment is easy for me

PEOU3 I expect that my interaction with WeChat payment would be clear and easy

PEOU4 I expect that learning how to use WeChat payment would be easy for me

PU1 WeChat payment improves my living and working efficiency

PU2 Using WeChat payment makes it easier for me to conduct financial transactions

PU3 In some special cases, WeChat payment is more useful than the traditional
payment ways

BI1 I expect my use of Wechat payment to continue in the future

BI2 Now I always pay for purchases by using WeChat payment

BI3 I recommend Wechat payment to others who intend to use mobile payment

second part about users’ experience on the seven hypothetical factors. In the
26 questions there are 3 reverse questions for judging whether an exam attitude
seriously enough. Each question was measured on a 7-point Likert scale from
“strongly agree (7)” to “strongly disagree (1)”. Finally we have 23 questions for
analysis, as shown in Table 1.

Initially we obtained 420 groups of data. To improve the data’s validity, we
eliminated (1) the responses of the informants who never used WeChat payment
service; (2) insincere responses through data filtering on the three reverse ques-
tions; (3) insincere responses which looks like “Straight-Line” answers or “Wave”
answers. Finally, 320 groups of data are filtered to conduct the experiment.

4.2 Exploratory Factor Analysis

It is necessary to conduct exploratory factor analysis to valid if the sample
data is acceptable as the experimental basis. In this research, we firstly analyse
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Table 2. Results of factor analysis

Dimensions Items Mean Std.D Loading V.E AVE Cronbach’s alpha CR

SI 5.302 0.5 0.722 0.797

SI1 4.819 1.921 0.612 0.628

SI2 5.322 1.403 0.702 0.618

SI3 5.422 1.494 0.696 0.668

SI4 5.644 1.429 0.797 0.685

TR 4.465 0.58 0.734 0.807

TR1 4.466 1.527 0.767 0.690

TR2 4.363 1.492 0.801 0.718

TR3 4.566 1.598 0.721 0.684

vPE 5.608 0.54 0.702 0.779

PE1 5.041 1.654 0.702 0.612

PE2 5.831 1.356 0.793 0.726

PE3 5.953 1.339 0.709 0.612

UC 5.646 0.51 0.757 0.750

UC1 5.738 1.279 0.742 0.693

UC2 5.916 1.151 0.793 0.758

UC3 5.284 1.450 0.578 0.561

PEOU 6.177 0.52 0.732 0.810

PEOU1 6.238 2.528 0.708 0.601

PEOU2 6.188 1.210 0.805 0.712

PEOU3 6.378 1.049 0.733 0.578

PEOU4 5.903 1.339 0.620 0.523

PU 5.739 0.51 0.732 0.753

PU1 5.697 1.350 0.705 0.601

PU2 5.906 1.345 0.683 0.645

PU3 5.613 1.486 0.742 0.654

BI 4.585 0.52 0.717 0.761

BI1 4.078 1.849 0.646 0.576

BI2 4.678 1.655 0.788 0.693

BI3 5.000 1.689 0.714 0.627

the reliability of data to see whether the data can be fit for exploratory factor
analysis. The analysis result is shown in Table 2.

Firstly, we use Cronbach’s alpha coefficient to test the internal consistency of
data. The results is listed in Table 2, where the total Cronbach’s alpha coefficient
is 0.872 and all the coefficients of each factor are more than 0.700, which means
the collected data meet the general requirement that the total Cronbach’s alpha
coefficient should be greater than 0.8 and the coefficient of each element should



296 Y. Qu et al.

be greater than 0.7. We also test the factor loading of each item and the AVE
of each factor. The results are all exceed 0.5, which indicates the convergent
validity. All the composite reliability (CR) values are over 0.7, which means the
reliability of each factor is satisfied. From the exploratory factor analysis, it is
concluded that the collected data is satisfied to conducting further analysis [7].

Secondly, we need to conduct validity analysis for the construct validity of the
assessment. Construct validity includes two categories, i.e., convergent validity
and differentiate validity. We used Bartlett’s test of sphericity and the Kaiser-
Meyer-Olkin (KMO) measure of sampling adequacy to measure the collected
data. Based on the commonly used KMO measures by Kaiser, the value over 0.7
will be acceptable [13]. Our KMO measure = 0.860, which means the collected
data has valid convergent validity. X2 = 2366.528 (Sig. < .000) means the data
has distinction validity [13].

Thirdly, we also need to judge if the distinction validity of the data is rea-
sonable or not. In Table 3, the results shown at diagonal are the squared root
of the average variance extracted (AVE) value for each factor, which are greater
than the correlation between different factors.

Table 3. Intercorrelations between factors

SI TR PE UC PEOU PU BI

SI .707

TR .342 .762

PE .374 .264 .735

UC .403 .393 .459 .714

PEOU .231 .241 .232 .364 .721

PU .251 .337 .377 .451 .399 .714

BI .283 .349 .303 .479 .173 .503 .721

4.3 Confirmatory Factor Analysis

Confirmatory factor analysis, also known as structural equation modelling
(SEM), is statistical method to analyse the relationship between the variables
of covariance matrix. After conducting exploratory factor analysis, we need to
use confirmatory factor analysis method to test the proposed hypothesis model.
Confirmatory factor analysis results are normally divided into two parts, i.e.,
path analysis and fit test of model.

Path analysis is used to estimate the relationship between the variables in the
proposed model. We used the statistical tools to add the data to the hypothesis
model and calculate the weight coefficients of the hypothetical path. The result
is shown as Fig. 2, where we can judge whether the path is accepted by the result
of the weight coefficients. Moreover, the coefficients also reflect the strength of
the causal relationships.
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Fig. 2. Path verification

Table 4. Fit indices for the measurement

Indices X2 GFI AGFI RMSEA CFI NFI

Results 1.068 0.947 0.926 0.015 0.994 0.913

Criteria <5.0 >0.85 >0.80 ≤0.06 >0.90 >0.85

The result of model fit indices is shown at Table 4. Since all the fit indexes meet
the requirements, it is concluded that the proposed model’s fitness is satisified.

4.4 Discussion

This study developed a theoretical framework based on TAM model and
discussed the structural equation modelling analysis of social aware mobile
payment service adoption. The findings in this study provided empirical sup-
port for the proposed model. The results clarified our understanding of people’s
attitudes and intentions towards using social aware mobile payment services,
and also helped reveal implications for the successful implementation of WeChat
payment in China.

This study shows that PU has a strong effect on BI. It implies that usefulness-
oriented technologies will be paid much attention by the markets. However,
the relationship between PEOU and BI is weaken and negative. Because of the
steady trend of PEOU data, we think PEOU isn’t a typical character of WeChat
payment and excessively simple steps can make people to doubt the safety of
the software [1]. Some information checking steps for security are necessary in
E-commerce services.

From the experimental study, it is found that SI has strong influences on
PE and TR. Profited from the activities like “Red Envelop”, WeChat payment
provides a new platform for users to communicate with each other and then
closes the relationship among them. This result corroborates previous researches
on SI and PE that the interactions between friends can greatly enhance the
entertainment of the using experience [2]. Similarly, SI also shows significant role
on TR. Trust heavily depends on the social interaction of the partners in the
transactions [18]. So the relationship of friends devotes to strong the user’s trust
attitude to WeChat payment. In addition, it is shown that SI doesn’t have direct
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effect on PU, while SI has indirect effect by PE and TR. Previous studies have
suggested that the PU of online payment was supported by the use experience of
dealing financial trade online. While in WeChat payment, the online trade will
not be limited within friends. However, the relationship of friends can increase
the using entertainment of trade directly indeed, and strong trust attitude both
of which can increase the using frequency of mobile payment services. It could
be concluded that SI has indirectly influence on PU.

This proposed extended TAM model has several practical and theoretical
implications for researchers and engineers to develop popular mobile social pay-
ment services. This study provided some in-depth analysis of popularity of
WeChat payment in China and then can be applied into development of E-
commerce industry. It is argued that SI can bring more chances to the popu-
larity of mobile services, which also be verified by other applications, such as
games and E-learning [1,11]. The mobile services should provide excellent social
interaction experience to encourage users to share their fun.

5 Conclusion and Future Work

In this research, we use WeChat payment as a case to study the determinants
beneath this popular applications. To this end, technology acceptance model is
employed and some amending predictors are integrated from social and mobile’s
perspective. It is believed this research provide insights relevant for Web ser-
vices to understand the adoption behaviour and further improve their service
computing.

Similar to other research, there are several limitations in this study. The
major issue is related to the users of WeChat payment. All responses of the
questionnaire are from Mainland China. Thus, the results of this study may be
difficult to generalise to other context. It would be interesting to extend this
work to an international context and perhaps consider other social networks.
Furthermore, the proposed model and questions of the investigation mainly focus
on the usage intention of using WeChat payment service, and the result revealed
the factors and their relationship for people to use WeChat payment or not.
However, usage continuation is also important for an application to survive in
the market competition. It would be meaningful to excavate the factors about
continuity in following research.
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Abstract. Elasticity is very important to the scale-out distributed systems
running on today’s large-scale multi-tenant clouds, regardless public or private.
An elastic distributed data processing system must have the capability of:
(1) dynamically balancing the computing load among workers due to their
performance heterogeneity and dynamicity; (2) fast recovering the lost memory
state of failure workers with acceptable overheads during the regular execution.

Unfortunately, we found that the design of the state-of-the-art distributed
graph computing system only works well in small sized dedicated clusters. We
implement a distributed graph computing prototype, X-Graph, and demonstrate
the capabilities of being elastic in three ways. First, we present menger, a novel
two-level graph partition framework, which further splits one worker-level parti‐
tion into several sub-partitions as the basic migration units, and each has the
“migration affinity” with one of the other workers. Second, we implement a
dynamical load balancer based on menger, which prefers the worker that has the
affinity of the sub-partition to be migrated as the destination, and completely
avoids the costly sophistical graph re-partitioning algorithms. Third, we imple‐
ment a differentiated replication frame-work, which supports parallel recovery
for lost partitions just like general-purpose dataflow systems.

1 Introduction

Graph mining is important for many “Big Data” applications such as webpage ranking
and link prediction for social networks. Recently several parallel graph computing
frameworks have been proposed for both the single multi-core node [13, 14, 17, 19] and
the cluster [1, 8, 15]. These frameworks follow the Google Pregel’s think-as-a-vertex
programming model [16] in which each vertex updates its own data based on the data
of neighboring vertices, and perform the vertex update function on all vertices iteratively
until the computation converges.

The state-of-the-art parallel graph computing frame-work project, GraphLab [2],
introduces several classical optimization methods into the system engine to accelerate
the computation convergence rate, such as asynchronous computing, dynamic priority
ordering and delta caching. PowerGraph (GraphLab 2.1) [8] uses a novel vertex-cut
partitioning framework to evenly distributed load among workers statically before the
job execution, and also minimizes the cross-node communication during the iterative
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computation. It also uses the classical periodical full checkpointing to stable storage for
fault tolerance, which has to re-computing the full state of application from the last
checkpoint even lost only one partition on the failure worker.

PowerGraph works well in small sized dedicated clusters which typically includes
tens to hundreds of homogeneous machines, and failures are much less common at such
scale. Unfortunately, today’s large-scale cloud data centers bring many new challenges
and need for graph-aware dynamic load balancing and fault tolerance for elastic
distributed graph computing:

Hardware Heterogeneity. Thanks to the rapid development of power-efficient
processor micro architecture such as ARM and Atom, the system administrators are
planning toward a mix of high-performance and low-power nodes of heterogeneous
CPU architectures for cloud data centers, which could exploits the application diversity
to provide differentiated price-performance and to optimize power, real-estate foot print,
and cost. Even heterogeneity is not introduced by purchase planning, the practice of
staged addition of nodes to the cluster over time implies that the nodes are often some
hardware generations apart resulting in performance variation. The popular cluster
scheduling model used in cloud data centers that treats the heterogeneous CPU cores as
homogeneous “task slots” can significantly impact the performance of distributed appli‐
cations [16]. A possible solution is dividing the heterogeneous physical CPU cores into
several homogeneous virtual CPU cores statically. But the performance difference
between high-performance and low-power micro architectures dynamically varies for
different running applications [4].

Resource Management of Multi-tenant Clouds. Both of the public cloud and the
private cloud are platforms sharing by diverse applications and different users. The
resources of these platforms are usually managed by the recently proposed two-level
cluster schedulers such as Mesos [10], YARN [12] and Omega [21]. These kinds of
cluster schedulers usually could dynamically allocate hardware resources to distributed
applications during the job execution. Tasks are put into a logical containers such as
virtual machines or cgroups, each occupies a portion of the resource of a server. Google
also founds the current isolation methods have few defenses against performance inter‐
ference in shared components such as CPU caches and memory buses when several tasks
of different applications are consolidated onto a same machine, so distributed applica‐
tions can experience unpredictable performance caused by other tasks behavior [25].
Therefore, an elastic graph computing framework must have the ability to migrate tasks
to newly arrived or light-loaded nodes after the static graph partition.

Node Failures and Task Preemption. In large-scale data centers that full of
commodity hardware, component failures and straggler workers are the norm rather than
the exception [7]. The regular running batched tasks could also be killed by the resource
manager according to internal scheduling policies. YARN resource manager supports
task preemption scheduling and may kill tasks of overcommitting jobs to guarantee the
fair sharing among different users [12]. Googles central cluster scheduler periodically
collects the CPI sample data from worker nodes to detect performance anomalies, and
may kill these outlier tasks to guarantee the QoS of the longrunning latency-sensitive
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services [25]. These situations requite the distributed graph computing frameworks
support low-overhead fault tolerance as well as fast recovery after worker failures and
stragglers occur.

Our goal is to develop a distributed graph processing system that fulfills all of these
requirements and supports the user-friendly vertex-centric programming models, while
achieving the better performance in the largescale cloud data centers. This paper makes
the following contributions: (1) a novel two-level graph partitioning framework called
menger that supports differentiated processing of outer vertices (that have replicas on
remote workers) and inner vertices (that have only local replicas). It prefers to groups
the outer vertices that have remote replicas on the same worker into the same sub-parti‐
tion; (2) a graph aware dynamic load balancing based on menger partitioning; (3) a graph
aware fault tolerance based on menger which supports low-overhead fault tolerance and
fast parallel recovery.

2 Background and Model

Most parallel graph computing systems, including PowerGraph, provides an abstraction
of core graph computation logic to programmers as a user-defined vertex update function
F, which is executed in parallel on each vertex  of the input graph G = {V,E}. The
userdefined vertex-update function F(v), which can only read and modify the values of
the current updating vertex v and its adjacent edges. The vertex-update function is
executed iteratively on all the vertices of the input graph until a convergent condition is
satisfied.

Most existing parallel graph computing systems implement the Bulk-Synchronous
Parallel (BSP) model executing computation in lock-step, which defines that user-
defined functions can only observe values from the previous iteration. BSP is widely
adopted in parallel and distributed computing as it is simple to implement and allows
maximum degree of parallelism during the computation. PowerGraph also provides an
asynchronous model of computation which makes an vertexupdate function be able to
access the most recent updated values of the edges and the vertices of the current iteration
round. PowerGraph adapts this model to not synchronize the computing threads by lock-
step barriers at all to tolerate the straggler workers. Because the avoidance of synchronize
barriers has very limited effects [6], our X-Graph framework supports the synchronous
model and the asynchronous model, both perform computation in lock-step to simplify
runtime load balancing and fault tolerance.

3 System Architecture

We have implemented the PowerGraph system. Figure 1 presents the architecture of our
system, which is formed by two main components: (1) the computing worker, an
extended PowerGraph execution engine with menger partitioning, dynamic load
balancing and differentiated replication. (2) the coordinator, a central service which
coordinates iterative computation and makes the plans for migration and replication.
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Fig. 1. The X-Graph system architecture

Computing Worker: In the X-Graph system, the input graph blocks are loaded from
the underlying distributed file system such as HDFS, then partitioned and processed by
each computing worker in a distributed fashion.

(1) Menger partitioner: The global partitioner uses the built-in vertex-cut partitioner
of PowerGraph to partition all the vertices of input graph into the first-level partition
for each worker. The local partitioner further assigns the vertices of local partitions
into second-level sub-partitions.

(2) Execution Engine: A modified version of Power-Graph’s execution engine. It
launches several computing threads to perform the update-function computation on
each local sub-partition one by one. It also buffers and exchanges the updated values
of outer vertices for remote replicas.

(3) Load balance modular: It continually collects the runtime performance statistics
during the task execution and sends them to the coordinator for planning. Once the
coordinator triggers a sub-partition migration, the load balance modular on the
sender will push the sub-partition to the receiver.

(4) Fault tolerance modular: It logs the values of all the outer vertices to the local
disks every lock-steps and replicates each full sub-partition to remote workers
every I iterations. Once the coordinator triggers a recovery action, the fault
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tolerance modular on a recovering node uses the replicas of lost sub-partitions
to recompute them. Coordinator: the central master of X-Graph system. It
detects worker failures and collects useful information of performance statistics
and vertex and edge distributions to make the plans of sub–partition migration,
replication and recovery of the lost partitions.

4 Two-Level Graph Partitioning

Intuitively, the simplest method to keep the benefits of both the graph partitioning and
dynamic load balancing is using vertex level re-partitioning of the entire graph according
to the migration plan whenever the load balancer decides to re-balance the load among
workers. Unfortunately, Hendrickson and Devine [9] found that the on-the-fly reparti‐
tioning methods are either too expensive or hard to parallelize, the computation and
communication cost is unacceptable for frequently task migrations.

A possible solution to completely eliminate the overheads of re-partitioning graph
for task migration is using a two-level partitioning pre-processing stage to help keeping
partition quality after migrating sub-graphes. Consider a naive two-level partitioning
method that directly assigns the vertices to the second-level sub-partitions, and then
randomly picks the sub-partitions to construct the first-level partitions. Unfortunately,
this method will results the un-optimal solution of the first-level partitioning and will
be helpless for avoidance of re-partitioning.

We design a novel two-level graph partition framework called menger. It is a meta
framework that is transparent to the design of partitioning algorithms of each single
level, and therefore can use the existing built-in partition heuristics of PowerGraph.
A general workflow of a menger two-level partitioning is a first-level global graph
partitioning followed by an extra local reassignment phase to generate sub-partitions
from the node-level partition on each worker. As shown in Fig. 2, the left side illustrates
the global view of execution flow of graph partitioning using the menger framework,
and right side demonstrates the corresponding view for the input graph in each parti‐
tioning phase. First, the worker on each machine loads raw graph data splits from under‐
lying distributed file systems such as HDFS in parallel, and dispatches them using the
single-level partitioning algorithms chosen by the users. The edges and their owning
vertices are assigned to the machines according to some heuristic strategies, usually
based on the current statistics of edge number and vertex degree distribution, and one
vertex replica will be chosen as the master replica for this vertex for computation. Then
all the n workers start to perform a second-level node-locally partitioning phase, each
worker will further split its first-level partition to n – 1 sub-partitions, each sub-partition
will be suitable for migrating to one of the other n – 1 workers exclusively. To get finer
migration granularity, it can also generate m × (n – 1) sub-partitions for each node-level
partition. During the locally partitioning, each worker firstly counts the replica number
of the vertices in its local partition to distinguish the outer vertices that have remote
replicas from the inner vertices just owned by this worker only. After that, all the outer
vertex are reassigned before the inner vertices to sub-partitions according to the rules:
if one of the adjacent vertices of an edge is an outer vertex that has a replica on node k,
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and another is an inner vertex, this edge will be forcibly assigned to the sub-partition
k; if both of the two adjacent vertices of one edge have remote replicas on node k, this
edge will be also forcibly assigned to the sub-partition k; if an edge has two outer adjacent
vertices and their remote replica sets are disjoint, to break the ties, it will be randomly
assigned to a sub-partition according to the set joint by the two remote replica sets.
Finally, each worker assigns the inner vertices of its local partition to sub-partitions
according to the user chosen single-level partitioning algorithm again.

Fig. 2. Menger partitioning

According to the above rules, the sub-partition k will own mostly all the outer vertices
that have a replica on worker k. Because the messages sent to a vertex along its edges
will be combined locally on each worker, the remote data exchanges are only used for
synchronized the value between replicas of each outer vertex. All the data exchange
channels of outer vertices in sub-partition k will be “absorbed” after migrating it to the
worker k.

5 Execution Engine and Dynamic Load Balancing

X-Graph does not need to maintain a full global vertex node mapping after graph parti‐
tioning neither on the computing workers nor on the coordinator. Because the execution
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engine of each worker performs computation just on its own sub-graph, it only needs to
access the mapping information of the replicas of local outer vertices. Just like Power‐
Graph, X-Graph allocates a bitset to record the replica-worker mapping for each outer
vertex. X-Graph also uses the data structure similar to the PowerGraph partition for
menger sub-partitions. It includes (1) a vertex value array sorted by vertex id; (2) an
adjacent edges list sorted by the source vertex id first and then by the destination vertex
id; (3) a corresponding edge value array with the same ordering of the adjacent list.
X-Graph also uses bitsets to track the virtual replicas of inner vertices distributed in
different sub-partitions. The concurrency is achieve at the sub-partition level, which
means the computing threads scan the same sub-partition all over the time. The execution
engine only starts the computation of the next sub-partition just after finish the previous
sub-partition. The number of concurrent computing threads will be set to the same with
the number of allocated cores of the worker.

The performance monitor of the load balance modular records the execution time
for each sub-partition and send them to the coordinator whenever the execution engine
reaches the lock-step barrier. Because computation load of each sub-partition can be
considered as approximate same, the average sub-partition execution time of a worker
directly represents its performance. When all the workers reach the barrier of the current
iteration, the coordinator makes decision of that whether and how to migrate the sub-
partitions between workers by predicting the benefits of migration. The coordinator
constructs two groups of heavy-loaded workers and light-loaded workers by using
double thresholds. It then traverse the list of sub-partitions on heavy-loaded workers
twice. First time it choose the destinations under the hard constraint that the sub-partition
k must be migrated to the worker k; the second time it migrated all the rest sub-partitions
without any constraint. To improve the accurate of benefit prediction, the coordinator
also estimation the rest execution time of the job. Currently we only implement the
estimation method based on checking the remaining iteration rounds. We plan to allow
the user providing hints to the coordinator if the user uses an application-specific termi‐
nation condition rather than the max iteration number.

6 Differentiated Fault Tolerance

The existing distributed graph computing frameworks uses classical checkpointing/
recovery mechanism for fault-tolerance. The shared stable storage devices for check‐
pointing are rarely deployed in cloud data centers due to the poor scalability. Even
checkpointing the full memory state into a distributed file system is viable, it is also very
important to choose the right number of checkpointing interval due to the significant
I/O costs.

We implement a fault tolerance mechanism in X-Graph which does not checkpoint
but just maintain sub-partition replicas on all the workers. More importantly, it differ‐
entiated the replication process of inner vertices and outer vertices in each sub-partitions.
Because the outer vertices have already been replicated actually, X-Graph dose not
explicitly replicate them again and only replicate inner vertices every I iteration rounds.
The value of I can be set relative big because the lost sub-partitions can be re-computed
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in parallel. The outer vertices logger in fault tolerance modular writes their values on
disks because that the recovery computation needs to replay these values of every iter‐
ations since the last inner vertices replication. The logging files also can be garbage-
collected every I iterations. Each worker try to replicates the sub-partition k to worker
k. Therefore the recovery computation can be performed by all the alive workers when‐
ever one of the workers crashes.

7 Preliminary Evaluation and Discussions

We compare our X-Graph with the original PowerGraph on a 65 node cluster, using a
single application that computes the pagerank value of the input graph. The machines are
running 64-bit CentOS 6, are equipped with two Octa-core processors and 32 GB of
memory, and have one 1 TB SAS disk each. One of the node runs the master only and the
rest 64 nodes run computing workers. We use graph generation tools to generate a typical
power-law graph and a regular graph both have 40 million vertices and 1.5 billion edges.

Firstly, we evaluate the replication factor of vertices of three different static parti‐
tioning algorithms before job execution: the default PowerGraph partitioner, simple
random two-level partitioner and the menger partitioner, because replicate factor directly
dominates the runtime communication overheads. The replicate factors are 15.39, 17.43
and 15.39 perspectively for the power-law graph, 14.90, 16.02 and 14.90 for the regular
graph. Menger performs exactly as well as the default Power-Graph partitioner because
it does not affect the first-level global partitioning at all.

Then we compare the pagerank computing performance of X-Graph with Power‐
Graph We launches background CPU-intensive threads to simulate slow workers and a
10× slower straggler. The results show that X-Graph increase the job performance more
than 40 % than PowerGraph for the regular graph but only increase less than 15 % for
the power-law graph. We found that X-Graph works much worse on the power-law
graph because the partitioning of this kind of graphs generate a large number of hard-
to-assign edges in the second level local partitioning of menger. It significantly reduces
the number of absorbed exchange channel after the sub-partition migration. Currently,
we are working on designing more sophistic heuristics of edge assigning for outer
vertices to address this problem. We also notice that it is important to make the coordi‐
nator making right decisions of migration and replication planning in the real environ‐
ment. We are also working on a comprehensive performance study for dynamic load
balancing and differentiated fault tolerance by using public-available real traces
collected from production clouds such as Google data centers. We plan to design adap‐
tive planing algorithms based on this study in the future.

8 Related Work

In the past few years, a number of large scale data processing systems have been
proposed. In this section, we mainly examine the design aspects of existing work of
scalable distributed computing systems for achieving dynamic load balance and fault
tolerance.
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The Google Pregel and its clones such as the open source project Giraph [1] use the
hash-based and range-based partitioning schemes to simplify the vertex location
tracking and dynamic load balancing. The partition number is often multiplies of the
worker number. They randomly groups partitions into a worker, and blindly pick the
partition on heavy-loaded workers to migrate to light-loaded workers. The distributed
Graphlab (GraphLab 2.0) [15] uses very similar approaches. The performance of this
design suffer from the poor partition quality significantly [22].

Mizan [11] follows the BSP and message passing model of Pregel, but it uses a graph-
unaware dynamic load balancing at the granularity of vertex level. It is not designed for
the resource heterogeneity and dynamicity but for the instinct load imbalance during the
execution for contain types of applications. GPS [20] uses runtime re-partitioning to
further improve the partition quality after the static partitioning, but does not support
dynamic load balancing. Surfer [5] designs a adaptation version of static METIS parti‐
tioning algorithm for the network heterogeneity in clouds. All of the popular distributed
dataflow frameworks [3, 7, 23, 24] can easily perform the parallel recovery to re-compute
the lost results of complete tasks on failure workers. This simplicity is achieved through
immutable data abstraction borrowed from functional programming.

All the computation is transforming an input dataset to generate a new output dataset.
This method can hardly be used by a distributed system maintains large updatable states
in main memory. Piccolo [18] allows the users’ code performing fine-grained updating
on the in-memory state and adopts a full asynchronous computation model which forces
it using an expensive distributed snapshot protocol for fault tolerance.

9 Conclusion

In this paper, we present X-Graph, an elastic distributed graph computing system that
supports dynamically balancing the computing load among workers and fast recovering
the lost memory state of failure workers with acceptable overheads. X-graph uses a novel
two-level graph partition framework which further splits one worker-level partition into
several sub-partitions, and achieves load balance by migrating the sub-partitions. It
implement a differentiated replication frame-work that supports parallel recovery for
lost partitions. Our evaluation results show that X-Graph is up to 1.4× faster than the
original GraphLab system.
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